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Using Capillary Electrophoresis To Follow the
Acetylation of the Amino Groups of Insulin and To

Estimate Their Basicities

Jinming Gao, Milan Mrksich, Frank A. Gomez,T and George M. Whitesides*

Depertment of Chemistry, Harvard University, 12 Oxford Street, Cambridge, Massachusetts 02138

Capillary electrophoresis (CE) is an analytical method that
is useful for investigating processes that modify the charge
of proteins. This paper explores the ability of CE to
rationalize charges and electrophoretic mobilities of a
simple protein—insulin and its acylated derivatives—as a
function of pH. Insulin is a peptide hormone (MW =
5700) that has two c-amino groups (G and F°) and one
e-amino group (K9). Treatment of insulin with acetic
anhydride affords seven derivatives that differ in the sites
of acetylation of the three amine groups. Analysis of the
pH dependence of the electrophoretic mobilities of these
derivatives gives pK, values for the two N-terminal am-
monium groups: pK, (G%) = 8.4; pK, (F©)=7.1. Values
of the total charge of insulin estimated from electro-
nhoretic mobility differ from those estimated from values
of pK, for its ionizable groups by less than 0.5 unit for
both bovine and hwman insulins over the range of pH from
5.5 t0 9.5. Analysis of the concentration dependence of
the electrophoretic mobility of insulin vields a lower limit
for the association constant for dimerization of insulin of
Ky 2 6 x 103 M™! (25 mM tris and 192 mM Gly, pH
8.4). Studies of electrophoretic mobility as a function of
pH and extent of acetylation of amino groups rationalize
the charge of insulin in detail. The sensitivity of CE to
charge permits the quantitative study of electrostatic
properties of proteins in solution. Insulin is a useful
small-protein model with which to investigate phenomena
in electrophoresis.

Capillary electrophoresis {CE) can analyze small quantities of
proteins and peptides with high resolution under nondenaturing

Department of Chemistry and Biochemistry, California
geles, 9151 Sate University Drive, Los Angeles, CA 90032.

Steie L

2003-2700/95.0367-309359.00/0  © 1995 American Chemical Society

conditions."% CE has been used for peptide mapping,’¥ measur-
ing the total charge of a protein in solution,? and studying the
binding affinities of ligands to proteins.’* 2 Here we describe
the use of CE to characterize the products formed upon acetylation
of the amino groups of insulin, to estimate the basicities of these
amino groups, and 0 estimate the association constant for
dimerization of insulin. These studies illustrate the value of
variations in pH in deciphering complex CE data and suggest the
accuracy of pK,'s derived from CE.

Basis for Separation in CE. The rate of migration of a
protein in a capillary is characterized by its electrophoretic
mobility, 4 {cm? kV=' s71), which is defined as the steady-state
velocity per unit of electric field strength. It is calculated by
comparing the migration time of the protein (9) to that of a neutral
marker (f.,, for mesityl oxide) using eq 1; Ly, is the total length
of the capillary, L is the length of capillary separating the points
of sample injection and detection, and V is the voltage applied
across the capillary. Equation 2 is an approximate expression that

(

Capillary Electrophoresis: Theory and Practice; Grossmas, P. ., Colburn,

(4) Novotny, M. V2 b. KAz Tin . Electrophoresis 1990, 11. 735~749.
(5) Karger. B. L: Cohen. A. S Guttman, A. J. Chromalogr. 1989, 492, 585—

614.

(6) Gordon, M. J.. Huang, X.: Pentoney, S. L. Zare, R.N. Science 1988, 242.
224-228.

(7) Mazzco, [. R Martincau, J, A Krull, L 8. Anal. Biochem. 1993, 208, 323—

8) Cob
{9)

U.S.A. 1994, 91, 12027-12030.

(10) Chu. Y-H.: Avila, L. Z.: Biebuyck. I1. A, Whitesides, G. M. J. Med. Chem.
1992, 35, 2915-291

{11) Avile, L. Z.; Chu
1993, 36, 126—

(12) Gomez, F. A.: Avila, L. Z: Chu, Y.-H.: Whitesides, G. M. Anal. Chem. 1994,

66, 1785-1791.

: Blossey, E. C.; Whitesides, G. M. /. Med. Chem.
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relates the electrophoretic mobility of a protein in an electrostatic
field to its effective charge Z. or unperturbed charge Zp and its
mass M; C.y and Cp are proportionality constants for Zg and Z,
respectively. The mass of the protein is relatzd to the hydrody-
namic drag as it moves through the buffer by the term M
(typically M/ for globular proteins'®M). The effective charge is
less than the wnperturbed charge (Zp) of a protein as modified
(screened) by weak interactions with ions in solution.’"¥ The
value of Zy of a protein is determined by its charged components,
including charged amino acid side chains. N-terminal amino and
C-terminal carboxyl groups, bound metal ions or charged cofac-
tors, ligands and prosthetic groups, and charged groups intro-
duced by covalent modification (e.g., the sial'c acid residues of
glycosides). The charge of a protein can be caiculated (Z.4.) from
valtes of pK, of its jonizable residues; the value of Z., is equal to
Zy, provided that all ionization constants are known accurately.

We chose insulin for this study because of its structural
simplicity and medicinal significance."% Insulin is a peptide
hormone (MW = 5700) composed of two chains; these chains
are linked by two disulfide bonds, and there s a third disulfide
bond within the A chain. Iusulin has only three primary amino
groups (Figure 1): an o-amino group from the N-terminal glycine
residue of the A chain (G%), an c-amino group from the N-terminal
phenylalanine residue of the B chain (F%), and one ¢-amino group
from the lysine residue at position 29 of the B chain (K). We
used both bovine pancreatic and human recombinant insulins for
the studies described here. Bovine and human insulins differ only
in three residues; residue A8, Ala or Thr. respectively; residue
AlLQ, Val or lle; residue B30, Ala or Thr (Figure 1).

Reactivity of Amino Groups. The c-amino groups of a
protein are less basic than the e-amino groups of Lys because
they are closer to an amide group. Acvlation of an ammonium
group (RNH:") occurs only by reaction of its deprotonated neutral
form (RNH.) with the acylating agent. Although neutral e-amino
groups are more basic and more reactive toward acylation than
neutral N-terminal c-amino groups, the former have a smaller
fraction in unionized form at physiological values of pH; eq 3

fisch, M. R. Anal. Biochem. 1995, 226, 51~38.
isen. R G. sinal. Biochem. 1991, 197,

197207
(15) Atkins, P. W. In Physical
Co.

T Alkins, P W, Ed; W, H. Freeman &

: Theory and Practice; Grossmar,

2 Diego, CA. 1992: pp 114—
118.

(17) Abramson. H. A Mover. L. S.: Gorin
and the Chemistry of Cell Surfaces: A 3 Mover, L. $., Gorin,
M. H. E Reinhold Publishing Corp.: New 1942: pp 105-172.

(18) For discussion of the relationship between charge and mobility, see:
Compion, B. I: O'Grady. - Anal. Chem. 1991, 83, 2597-2602.

(19) Muller-Wieland, D.; Stret R Siemeister, G Krone, W. Exp. Clix.

Endocrinol. 1993, 101, 1

H. Iit Electrophoresis of Proteins

C. Hormone Res. 1692, 38, 5—12.
S, Volund, A Dichetes Care 1990, 13,

Biundell. T.: Dodson, G.: Hodgkin, D.: Mereula., It Ady. Protein Chem.
1972, 26, 279—402.
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Figure 1. Primary sequences of bovine and human insulins. The
three residues that differ in human insulin are listed in parentheses
below the sequence of bovine insulin. The three disuifide bonds are
indicated by lines. The two a-amino groups (G¢ and F%) and the
e-amino group (K') are indicated in boidface type. Other charged
residues {e.g., His (H), Glu (E), Arg (R). Tyr (Y). and C-terminal Asn
(N) and Ala (A)) are underlined; pK; values for these residues were
either determined in this work (bold) or assigned reasonable values
(bottom right). The symbols o and + are used o represent acety ated
and unmodified amino groups, respectively. Insulin and its seve

derivatives are characterized by three such symbols, each represent
ing acetylation at one of the three residues: Gly, Phe. and Lys.

[RNH,] _ 1
[RNH,] + [RNH,"]  10P%oF

3

(4)

expresses this fraction, 6, as a function of the values of pX, o the
ammonium group and pH of solution. Manipulating § makes it
possible to control the relative rates of acvlation () of differe
amino groups {eq 4; ¢ is a parameter that correlates basicity with
nucleophilicity and is assumed to be 0.8 in the simulation®). At
a high pH, for example, both o and e-amino groups are
predominantly in the neurral forms (@ ~ 1). and the more
nucleophilic e-amino groups can be acylated more rapidly (Figure
2). At pH values between the pK, values of the two ammonium
groups, the [raction of a-amino groups in the neutral form is larger
than that of e-amino groups (6, > 6.) and the c-amino groups
can be acylated selectively. In this study, we used CE to follow
the acylation of the three amino groups of insulin with acetic
anhydride at different values of pH.

EXPERIMENTAL SECTION

CE Equipment. Isco Model 3140 and Beckman P/ACE
system 5500 capillary electrophoresis systems were used in these
studies. The capillary tubing (Polymicro Technologies. Inc.,
Phoenix, AZ) was of uncoated fused silica with an internal
diameter of 50 um. The conditions used for all CE experiments
were as follows: voltage, 30 kV; current, 8—90 uA (depending on
the fon composition and pH of the buffer); detection, 200 nm;
temperature, 25 + 2 °C. Samples (8 nL) were introduced into
the capillary by vacuum injection. The capillary was flushed with
0.1 N sodium hydroxide for 5 min, water for 5 min, and buffer for
5 min before each experiment.

(24) Jencks, W. P.; Cerrivolo, J. J. Am. Chem. Soc. 1960. 82, 1773~ 1736.



Correction

Anal. Chem. 1996, 68, 2287

Using Capillary Electrophoresis To Follow
the Acetylation of the Amino Groups of
insulin and To Estimate Their Basicities

Jinming Gao, Milan Mrksich, Frank A. Gomez, and
George M. Whitesides®*
(Anal. Chem. 1995, 67, 3093—3100).

The conditions for the acetylation of insulin at pH 6~7 in this
paper used insulin as a suspension rather than as a solution. Insulin
can pe acetylated either as a suspension or as a solution. The
distribution of acetylated products differs, and the intensities of
the peaks in the electropherograms also differ. The course of
the analysis that follows is not altered.

Page 3095, left column, lines 7—9 in the Experimental Section
should read as follows: Stock suspensions of insulin (1.5 mg/
mL, 250 uM) were prepared by mixing the lyophilized protein in
distilled water. Stock solutions of insulin were prepared by adding
1 N NaOH to the above suspensions (pH 12).

On p 3095, left column, line 28, and on p 3093, left colwnn,
line 40. the word suspension should be used instead of solution.

ACH614001
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Figure 2. Rates of acylation of - and ¢-amino groups of insulin as
a fuaction of the vaius of pH of the reaction medium (simulated using
2Q 4). An c-ammonium group (pia” = 7.1, ¢ = 0.8) can oe acylated
selectively at pH 8, and an e-ammonium group (pKy' = 11.1. o =
0.8) can be acyated seectively at gH 12.

Reagenis. All chemicals were analytical grade and were used
as received. Acetic anhydride and dioxane were purchased from
Malinckrodt.  1,2-Cyclohexanedinitrilotetraacetic acid (CDTA)
and zine sulfate heptahydrate were purchased from Fluka. Bovine
pancreztic and human recombinant insulins were purchased from
Sigma. Mesityl oxide was purchased from Lastman Organic
Chemical (Rochester, NY). Stock solutions of insulin (1.5 mg/
mL. 250 ulM) were prepared by dissolving the Ivophilized protein
i illed water.

Conditions for Studies of Zn(Il)-Dependent Aggregation.
Solutions of insulin (25 4M) were prepared in buffers containing
iris (25 mM), Gly (192 mM), and either CDTA (20, 200, and 2000
«M) or Zn50; (20. 50, 100, 200, 300, 1000, and 2000 M) @H
84). Mesiyl oxide (MO: 18 mM) was added as a neutral marker,
and sovbezn trypsin inhibitor (50 #M) was added as a protein
marker. Ezch sample was analyzed using identical electrophoresis
buflers.

Conditions for Estimation of Dimerization Constants.
Clectrophoresis buffers were prepared containing tris (256 mM),
Gly (192 mM), and 0, 5, 10, or 20% dioxane (pH 8.4). Solutions
of hovine pancreatic insulin (2, 5. 10, 20. 40, 80, 160, 300, and 400
«M) were prepared in these buffers with MO (18 mM) added as
a neutral marker and soybean (rypsin inhibitor (50 M) added as

Conditions for Acetylation Reactions. Insulin was acety-
tated under three different sets of experimental conditions. In
the first, 5, 16, and 20 equiv of acetic anhydride {10 mM in
dioxane) were added separately t¢ aliquots of a stock solution of
insulin (0.5 mL, pH 6-7). After 30 min at room temperature, 10
«L of each sample was diluted with 100 4L of the electrophoresis
buffer. MO was added (18 mM), and the samples were analyzed
using CE.

[n the szcond experimental protocol. the pH's of aliquots of a
solution of insulin (0.5 mL) were adjusted to pH 12 with 1 N
sodium hydroxide. Acetic anhydride (2, 5, or 10 equiv, 10 mM
stock solution in dioxane) was added. After & min at room
temperature, 10 L of a sample was diluted with 100 uL of the
clectrophoresis buffer, MC was added (18 mM), and the samples
were analyzed hy CE.

[n the third protocol, the pH of the solution of the products
obtained using the first protocol (with 20 equiv of acetic anhy-
dride) was adjustec to pH 12 using 1 N sodium hydroxide. Acetic
anhydride (2, 4. 8, or 15 equiv) was added, and after five min, the
samples were diluted with electrophoresis buffer. MO was added
{18 mM). and the samples were analyzed by CE.

Conditions Used for the pH Titration of the Charge Ladder
of Insulin. A solution of insulin and its seven acylated derivatives
was prepared at a total concentration of 25 uM in electrophoresis
buffer (pH 8.4) containing tris (25 mM), Gly (192 mM), and MO
(18 mM) added as a neutral marker. Several electrophoresis
buffers were prepared having different pH values (8.4, 9.0, 8.7,
8.0,7.7,74.70.6.7.6.3.6.0, and 5.6) by adding 2 N acetic acid or
1 N sodium hydroxide, as necessary, to the criginal tris—Gly
buffer. The sample was analyzed in each electrophoresis buffer
using CE.

RESULTS AND DISCUSSION

Nomenclature, Treatment of insulin with acetic anhydride
affords a family of seven derivatives that differ in the site of
acetylation of the three primary amino groups. The imidazole
rings of the two histidine residues can also be acetylated under
these conditions. The resulting N-acylimidazoles, however, arc
not stable under basic conditions and are not observed in these
experiments.® We use the symbols + and o to represent
unmodified and acetylated amino groups, respectively (Figure 1).
The modified insulins are characterized by three such symbols,
each representing ucetylation at one of the three residues; G
Fe, and K. Using this nomenclature, for example, the native
insulin is labeled =+, the fully modified insulin is labeled ovo,
and the derivative with only F* acetylated is labeled +o+ (Figure
1). We employed an electrophoresis buffer containing tris (25
mM) and Gly (192 mM) for all experiments described here: only
the pH of the buifer differed.

Aggregation of the Insulin Monomer. Insulin dimerizes in
aqueous solution, and the dimers can associate further to form
tetrameric and hexameric aggregates.®% The association con-
stants for these processes in water depend on the pH, ionic
composition and structure, and temperature of the solution:
reported values for the dimerization constant (Kyy = [Ip)/ L%
Ip and Ly are insulin dimer and monomer, respectively) are in
the range of 10°—10° M~"; values of the association constants for
formation of the tetramer from two dimers in the absence of Zn-
(D) are in the range of 20—100 M~ values for the association
constant for formation of the hexamer from the dimer and the
tetramer in the absence of Zn(Il) are in the range of 200—1000
M-1#-% Because electrophoretic mobility scales linearly with
charge and nonlinearly with mass, the mobilities of the aggregates
increase with molecular weight (eq 2); we could therefore use CE
to establish the relevant state of aggregation of insulin under the
conditions of our experiments.

Aggregation Dependent on Zn(ll). Formation of the tet-
ramer and hexamer of insulin (but not dimer) is enhanced in the
presence of Zn () >* We measured the electrophoretic mobility
of insulin with Zn(Il) present in the sample and clectrophoresis
buffer ([Zn(ID)] ranged hetween 20 4M and 2 mM). The
electrophoretic mobility of insulin was constant over this range
of concentrations of Zn{Il); these data suggested that the state of
aggregation of insulin did not change with increasing concentra-
tions of Zn({ID). Since bovine insulin obtained from Sigma contains

5331

26. 3 .
unn, M. F. . Biol. Chem. 1990, 265,

(25) File, T. H. Ace. Chom. Res. 1997
3) Lee. ROW. K. Brange, 1.

(39) Carpeater, F. Ha Geldman, 1. Biocheni

7y 1974, 13, 456614574,
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Figure 3. Electrophoretic mobility of bovine insulin as a function of
the concentration of insulin, in several different buffers: (®) 256 mM
tris—192 mM Gly, pH 8.4 (A}; () 5% dioxane in buffer A; () 10%
dioxane in buffer A; (O) 20% dioxane in buffer A. Soybean trypsin
inhibitor was used as a protein marker to correct for changes in
electroosmotic flow; the inset shows plots of corrected mobiiities after
subtracting the mobility of STI. A least-squares fit of the uncorrected
[, L] data to eq 6 gave a value of Kp = (1) x 108 M~ in buffer
A.

0.5% Zn(Il) by weight (0.5 equiv of Zn(Il) per insulin monomer),
there was the possibility that the insulin was present exclusively
as the hexamer. We therefore examined the mobility of insulin
using an electrophoresis buffer containing CDTA (20 xM to 2
mM); CDTA coordinates Zn(Il) with an association constant of
108 M~1. The electrophoretic mobility of insulin did not change
with the concentration of CDTA. Since the aggregation of insulin
was not dependent on the concentration of Zn (1), and it is unlikely
that insulin at a concentration of 25 uM was present exclusively
as a tetramer or hexamer, we concluded that insulin was present
as a monomer or dimer.

Dimerization of Insulin. We measured the electrophoretic
mobility of insulin as a function of its concentration over the range
from 2 #M to 400 uM. Soybean trypsin inhibitor (STI) was added
to each sample as a marker to make it possible to correct for
changes in electroosmotic flow. The electrophoretic mobility of
insulin increased with the concentration of insulin in the sample
(Figure 3), while the mobility of STI remained constant. If we
assume that monomeric and dimeric forms of insulin exist at
equilibrium and in rapid exchange in the migrating plug, the
increase in mobility of insulin is consistent with a larger fraction
of dimeric insulin in the migrating plug at higher concentrations
of insulin. Fredericq reported that dioxane, when added to an
aqueous solution of insulin, suppresses dimerization of the
protein’!  We repeated the experiment that measured the
concentration dependence using electrophoresis buffers contain-
ing 5, 10, and 20% dioxane. With the buffer containing 20%
dioxane, the electrophoretic mobility of insulin remained constant
over the entire range of concentrations examined: the dimeriza-
ton of insulin was completely inhibited in this buffer. The
inhibition of dimer formation is consistent with the observation
that solvents having low dielectric constants destabilize the
hydrophobic interactions between the two monomers 23! Buffers

(31) Fredericq, E. J. Am. Chem. Soc. 1957, 79, 599-501.
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containing 5 and 10% dioxane were less effective at preventing
the dimerization of insulin. These data, together with the
observation that the electrophoretic mobility of the STI remained
constant throughout all experiments, suggested that the changes
in electrophoretic mobility of insulin with concentration were due
to dimerization.

Measurement of the Dimerization Constant. We assume
that the measured electrophoretic mobility of insulin (u) is a
weighted average of the electrophoretic mobilities of the monomer
(un) and dimer (up) @ = wn(l — 6p) + upby), where 8y is the
mole fraction of dimer (eq 5). Equation 8 relates the measured

G -—M_lili\sKDHm\]%Vl (,_\\
b [Ilo(} B ‘ 4KD[Imxl >

1- B + 1

= (up —mp|1 -+ 4K ]

mobility, 4, to um, to up, to the dimerization constant (Kp), and to
the concentration of insulin in the sample (I,,). A least-squares
fit of the [u, Liy] data to eq 6 using un, v, and Kp as adjustable
parameters gave values of K of 6(%1) x 10% and 4.7(=0.5) x 10°
M- at pH values of 8.4 and 10.0, respectively (25 mM tris, 192
mM Gly) (Figure 3). These dimerization constants are lower
limits since the concentration of insulin in the capillary is reduced
relative to that in the sample vial due to broadening of the analyte
zone. The bestit values of uy, were a factor of 1.22 (at pH 8.4)
and 1.14 (at pH 10) greater than uy, in good agreement with the
expected value of 1.25 if the coefficient C.4 remains constant in
eq 2 {where o = 2/y). We were unable to measure the dimer-
ization constant at pH 6.0 because of the low solubility of insulin
at this value of pH (the p/ of insulin is ~5.5; see below). The
dimerization constants for insulin in dioxane—water buffers were
too low to be measured.

The CE experiments described in subsequent sections used
solutions of insulin and its derivatives at a total concentration of
25 uM and analyzed in an aqueous electrophoresis buffer contain-
ing tris (25 mM) and Gly (192 mM). We believe insulin was
present predominantly as a monomer at these conditions.

Selective Acetylation of a- and ¢-Amino Groups of Insulin.
CE of pure insulin, with MO as a neutral marker to establish the
rate of electroosmotic flow, in electrophoresis buffer (pIH 7.4)
showed a single peak (Figure 4). This sample was divided and
acetylated in buffers having two different pH values. In the first,
the pH of aqueous solutions of insulin was adjusted to values
between 6 and 7 with 1 N sodium hydroxide and different amounts
of acetic anhydride (10 mM in dioxane) were added to aliquots
of the insulin-containing solutions (no other salts were added).
After 30 min, the samples were diluted with electrophoresis buffer
and analyzed by CE. In the second set of experiments, the pH of
insulin-containing solutions was adjusted to 12 with 1 N sodium
hydroxide and different amounts of acetic anhydride were added
to the samples. After 5 min, the solutions were diluted with
electrophoresis buffer and analyzed by CE.

Identity of the Products of the Acetylation Reaction at Low
pH. When acetylations were carried out at the lower pH, four
peaks were observed in the electropherogram (buffer pH 7.4);
these peaks indicated that at least three different derivatives of
insulin had been formed (Figure 4). Electrophoresis of the same



G
) I

Native insulin

o J

No<pH<?

Acetylation pH ]

2)pH =12

BufferpH = 7.4

MO
[Acp0]

1
Buffer pH = 7.4

[Ac0]

q BufferpH = 9.4
5eq. - iy

10eq, JNA_A/UMN

+
o
?

1

4

e

i
o+t
.00+

20eq

MO

10eq.

BufferpH =74

3) Make dasic (pH =12)
and reacetylaie 3y
+ ¥

e

15eq. J

3
9
Ol

1949
K\ //K/

0 sec 100

Figure 4. 3elective acstylation of the three amino groups of bavine insulin. Electropherograms are shown tor famifies of acetylated insuling
trat wers generated using zcetic anhydride (at three or four different concentrations) under three different sets of conditions: (1) selective
acetylation of G® and F* at a pH between 6 and 7 (top left); (2) selective acetylation of K* and G at a pH of 12 (top rght): and (3) basification
of the soluticn resulting from reaction 1 to a pH of 12 and subsequent acetylation (bottom feft). Analysis of the reaction products from condiions
1 and 2 using an electrophoresis buffer adjusted to a pH 9.4 identifies modified peptides that have K acetylated (top middle). Combining the
reaction products from condions 2 and 3 affords a mixture containing insulin and its seven derivatives (botiom right). Samples were analyzed
in 25 mM tris—192 mM Gly buffer (pH 7.4 or 9.4). MO was used as a neutral interna’ standard to establish the rate of electroosmotic flow: its
migration time varies with pH and buffer but is typically in the range of 120—140 s. The lime scale (lower right) applies to all electropherograms.

sample in a buffer at pH 9.4 showed a single peak. At this pH,
the c-amino groups (G* and F% were not protonated, and
differences ‘n charge, and hence, electrophoretic mobility, arose
only from acetylation of K. These four species (at pH 7.4) were
thus native insulin (+-++), two derivatives that were acetylated
at either G+ or F* {o++ or +o+). and one derivative that was
acetylated ar both c-amino groups (0o+). A co-injection experi-
ment verified that the first peak was the native insulin; since the
{our species should migrate with mobilities proportional to their
effective charge, the last peek was assigned as the oo+ derivative.
Assignments of the peaks for the two singly modified derivatives
were made on the basis of the fact that the value of the pK, of G+
is higher than that of Fx

Tdentity of the Products of the Acefylation Reaction at
High pH. Electrophoresis of the reaction products obtained from
acetylation of insulin at a pH of 12 showed three major peaks and

G2y Heflord, M. Az Oda. G Kaplan, H. Biochem. ]. 1986, 237, 663—668,

one minor peak (Figure 4). Electrophoresis of these four
derivatives in a buffer at a pH of 9.4 showed two peaks: the
mixture therefore comprised at least one derivative containing an
unmodified K group and at least one derivative containing an
acetylated K¢ group. The four species were assigned as +++,
++0, 040, and 00o. The identities of native insulin (++-+-) and
the peracetylated derivative (000) were proved by co-injection
experiments {for assignment of 000, see the next paragraph). The
assignments of the =0 and v—c derivalives were supported by
co-njection experiments with a sample containing all of the
acetylated derivatives of insulin (described in subsequent sec-
tions).

Preparation of a Sample Containing Insulin and its Seven
Acetylated Derivatives. Solutions of products from the acety-
lation reaction at a pH of 6—7 were adjusted to pH 12 using 1 N
sodium hydroxide and treated again with different amounts of
acetic anhydride. After 5 min. an equal volume of a solution

Analytical Chemistry. Vol. 67, No. 18, Sepiember 15, 1995 3097
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Figure 5. Electropherograms of a mxture of bovine insulin and its
seven acetylated derivatives at several pH values of the electro-
phoresis buffer (25 mM tris and 192 mM Gly). The time scale applies
to all experiments, and the vertical dashed lines provide a common
reference point for direct comparison of absolute migration times. The
peaks for the neutral marker (MQ) are indicated by filled circles.

resulting from the acetylation reaction at the high pH value was
added and the mixture was analyzed by CE. All eight derivatives
were resolved using an electrophoresis buffer at a pH of 7.4
(Figure 4). The size of the peak with the slowest migration time
increased with the amount of acctic anhydride in the reaction and
was assigned as the peracetylated derivative (000). The identities
of the other peaks were assigned by comparison with the mixtures
prepared by the procedures described in previous sections: these
assignments were further supported by pH titration experiments
described in the next paragraph.

Electrophoretic Mobilities of Acetylated Derivatives of
Insulin in Buffers with Different Values of pH. The electro-
phoretic mobilities of insulin and its acetylated derivatives depend
on the pH of the buffer (Figure 5). Analysis of a mixture of the
eight species in a buffer at pH 9.4 showed two peaks: each peak
corresponds to the families of derivatives containing either an
acetylated or unmodified (protonated) K group. When the pH
of the buffer was lowered to 8.7, two new peaks emerged from
the two parent peaks: these peaks correspond to derivatives that
contain an unmodified G and were resolved due to partial
protonation of G* At pH's of 7.7 and 7.4, four additional peaks
appeared in the electropherogram due to protonation of F%; all
eight derivatives of insulin were resolved by CE at this pH. Four
groups of peaks were observed using a buffer at a pH of 5.6, where
cach group contained derivatives with an equal number of
modified amino groups. At this low pH, acetylation of each amino
group results in a change in the charge of the protein by ~—1. A
plot relating the electrophoretic mobility of each derivative to the
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Number of Acetylated Amine Groups

Figure 6. Relationship between electrophoretic monility and the
number of acetylated amino groups for insulin and its seven deriva-
tives at a pH of 5.6. The electrophoretic mobiities of insulin and its
acetylated derivatives are related linearly to the number of NH;™
groups.

number of modified amino groups gives a straight line: this
correlation demonstrates that the differences in electrophorstic
mobility of insulin and its acetylated derivatives depend only on
differences in charge (Figure 6).

Determination of Values of pK, of G* and F° of Insulin.
We used CE to estimate the ionization constants of the o-am-
monium groups of insulin® The electrophoretic mobility () of
a protonated base (BH') containing no other acidic protons is
related to the electrophoretic mobilities and mole fractions of the
charged, protonated (ugy-, Gsy-) and the neutral, unprotonated
(up,1 — 9pg-) forms by eq 7. Rearrangement of eqs 3 and 7 gives

= (1 = Oy g + Opy gy @

. 1 ;
Au=p = pp = (Upy. — fg)————7 3
M= Mg BH T

eq 8, which relates the change in electrophoretic mobility of a
species resulting from protonation of its hasic residue 10 uu-,
us, the pH of the electrophoresis buffer, and the pK, of the
ionizable residue. The analysis based on eq 8, however, cannot
be applied directly to the determination of pK, of a unique
ammonium group of insulin because ionization of several other
residues also contributes to changes in the charge. We analyzed
the electrophoretic mobilities of the oo and o-+o derivatives to
determine the pK, values of G* and F¥, respectively; the two other
amino groups in each species are acetylated and do not contribute
to changes in total charge as the pH is changed. The effects of
other ionizable residues (e.g., His) were eliminated by comparing
the electrophoretic mobilities of the +oo0 and o+o derivatives
relative to that of the peracetylated derivative (Ax = 4 — foo):
in this way, only the extent of protonation of either G* or Fr
contributed to changes in effective charge and, hence, to Au. Plots
of Ay vs pH for insulin and its seven derivatives are shown in
Figure 7. Equation 8 was fitted to the [Au, pH] data lor the ~00
and o+o derivatives using values of (- — ug) and pK,'s of G«
and F®, respectively, as adjustable parameters: the least-squares
bestfit values of pK, were 8.4(=0.1) for G% and 7.1(£0.1) for Fx.

(33) For estimation of valucs of pX. of simple organi
Khaledi, M. G. Anal. Chem. 1993, 65. 193—-198.

L s Smith, 8.0
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Figure 7. Dependence of Au on the pH of the electrophoresis bufier
for irsuiin and its seven derivatives. Values of u for each derivative
were computed from the elactropherograms in Figure 5 using eq 1.
Values of A« were obtained by subtracting the value of x(ooc) from
the value of ;+ measured for each derivative: the mobllity of ooc is
assumed constant. The data are represented as follows: +-++ (@),
+0+ (d). 04+ (). ++0 (O), 0o+ (4), +00 @), o+o (C), and coo
(a). Overlapping poinis are offset slightly for clarity. The curves
superimposed on the data for the +oo and o+o derivatives were
cblained by performing nonlinear least-squares fits using eq 8; these
fits yielded pK, vaiues of 8.4(+0.7) for G*and 7.1/+0.1) for Fo. The
cther curves were simulated on the basis of these values of pK; and
a value of 11.1 for K (see text).

Using these pK, values, and a value of 11.1 for K. the
dependence of Au on pH was simulated for insulin and its five
other derivatives using eg 8. The contribution to Au from G®,
F+ and K at each pH was determined by calculating the fractional
protonation of each amino group using eq 3. The partial charges
were summed and fitted to the experimental data using eq 8 and

+ = up) as an adjustable parameter. These simulated curves
agree well with the experimental data (Figure 7).

Influence of pH on the Total Charge of Insulin. We
described previously a method to measure the total charge of a
protein (Z..) using CE by analyzing a protein charge ladder—a
series of derivatives of a protein that differ by known increments
of charge but differ only minimally in hydrodynamic drag—
generated by acylation of the e-amino groups of Lys residues of
the protein.*® The method is based on the relationship between
the electrophoretic mohilities of peaks in a charge ladder (4,)
and their charges relative to the unmodified protein (AZp = Zp-
() — Zp(0), where n indicates the number of modified amino
groups, eq 9). A plot of the electrophoretic mobilities of peaks

i, = (Co/ MIZp(0) = (Co/ MM AZ, ©

() in the charge ladder vs the values of AZp gives a linear
correlation where the intercept at the yaxis (where p, = 0) is
equal to the total charge of the native protein (eq 9). Using this
analysis, we determined values of Z., of insulin at several values
of pH of the buffer (Figure 8). The measured values of Cp/Me

&) Bundi,
35 Foranc
284,

rich, K. Biopelymers 1979, 18, 285-297.
examiple of a charge ladder. see: Creighton, T. E. Nature 1980,

My (CM2KV-TgT)
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v

Figure 8. Determination of the total charge Zexp of insulin at pH
7.C using eq 9. The calculation of increments of charge (AZ) is
described in the text. Extrapolation of the bast-fit line to u, = 0 gives
a value of —2.5 for the charge of insulin at a pH of 7.C (regression
coefficient r = 0.999).
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Figure 9. Influerce of pH on tre total charge of insulin. The
measured charge of insulin (Zy) at each pH was determined by
anelyzing the charge ladder from bovine or tuman insulin using
different electrophoresis buffers: bovine (O) and human (3 insulin
in tris—Gly ouffer, and bovine (@) and human (M) insulin in tris—Gly
buffer containing 10% dioxane. The curve represents calculated
values of charge of insulin (Zawe) @s & function of pH. The inset shows
the values of pK; of the ionizable residues of insulin used to calculate
Zealc.

(e.g., at pH 7.0, from the slope in Figure 8) were constant at
different pH’s in this experiment: Cp/M* = 0.031 =+ 0.001 cm?
s kV-! charge™. Assuming o = 2/,, and using MW = 5700 for
insulin, Cp is equal to 9.9 cm? 81 kV-1 charge™! D*?. We analyzed
charge ladders generated from both bovine and human insulins
using either an aqueous electrophoresis buffer or an aqueous
buffer containing 10% dioxane.

Figure 9 shows plots of the measured total charge of insulin
vs the pH of the buffer. The curve that is superimposed on the
data was generated by calculating the charge of insulin as a
function of pH. The charge carried by each ionizable residue was
calculated using eq 3. the pH of the buffer. and its pK, shown in
Figure 9: these charges were added to yield the total charge of
insulin (Zego). Extrapolation of the data from the four experiments
10 Zeyy = 0 provides an estimate of 5.5 & 0.2 for the p/ of insulin;
this value is in good agreement with the literature value of 5.3.%

Although the experimental date agree well with the simulated
curve, there remain slight differences in the range of pH from 7

(36) Tanford, C.; Epsicin. J. J. Am. Chem. Svc. 1954, 78, 2163—2169,
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to 9. In principle, the pK, values for the ionizakle residues used
in the simulation may have been inaccurate or altered upon
acetylation of amino groups. Nonetheless, this method to measure
the electrostatic properties of insulin provides data that are well
rationalized by its known structural characteristics.

CONCLUSIONS

Insulin is an excellent model system with which to study the
influence of chemical modification of charged groups on the
electrophoretic mobility of proteins. At pH 74, derivatives of
insulin with 0.1 unit charge difference (o+- and ++o0, oo+ and
+00) were well separated. For larger proteins, the resolution of
partial charges will be much more difficult or impossible. Since
the Lys ammonium groups of large proteins have similar, high
values of pK,, their selective modification® will only give derivatives
that differ in full units of charge. Use of polycharged modifying
agents to increase the increments in mobility in a protein charge
ladder makes it easicr to measure the charges of high molecular
weight proteins using capillary electrephoresis, but the resolution
in these systems will be less than that with insulin.

These studies demonstrate that CE is useful for the charac-
terization of electrostatic properties of proteins in their native
conformations. By analyzing a [amily of derivatives of a protein
generated by acylation of its amino groups, partial charges of
individual residues (and their pX, values) aad the total charge of
the protein can be determined. The unique sensitivity of CE to
the charge of a protein makes it appropriate for use in studies
that involve protein electrostatics: for example, the influence of
the charge of a protein on the binding of charged ligands to it.
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GLOSSARY

Frequently used abbreviations and symbols are listed in the
order of appearance
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CE capillary clectrophoresis

u electrophoretic mobility

te migration time of neutral marker

MO mesityl oxide, as neutral marker

Zot effective charge

Zp unperturbed charge

Cor and Cp proportionality constants for Z.; and Zp

Zoale calculated charge

G a-amino group from N-terminal Gly of A chain
Fe a-amino group from N-terminal Phe of B chain
K e-amino group from Lys of B chain

8 molar fraction

v rate of acylation

Ky dimerization constant

Iy dimer of insulin

I monomer of insulin

4p electrophoretic mobility of dimer of insulin
U electrophoretic mobility of monomer of insulin
+++ native insulin

o+, +o-+, ++0 monoacetylated msulin (see text for details)
+00, 0+0, 0o+  diacetylated insulin (see text for details)
000 peracetylated insulin

Zesp charge determined by CE
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On-Line NMR Detection of Amino Acids and

Peptides in Microbore LC

Nian Wu,! Andrew Webb, Timothy L. Peck, and Jonathan V. Sweedler*

Beckman institute for Advanced Science and Technology, University of illinois, Urbana, lllinois 61801

The combination of liquid chromatography (LC) and
nuclear magnetic resonance (NMR) offers the potential
of unparalleled chemical information from analytes sepa-
rated from complex mixtares. However, the application
of LC—NMR has been hindered by poor detection sensi-
tivity, We develop a theoretical model for predicting
signal-to-noise ratio (SNR) performance while scaling
NMR detection cells for flowing experiments. The model
includes the effects of separation parameters, coil geom-
etry, and NMR acquisidon parameters on SNR perfor-
mance. Although the detector cell should be as large as
possible to ensure adequate efficiency for a given separa-
ton, reducing the detector cell volume does not signifi-
canily degrade SNR. For example, our model predicts a
2-fold reduction in SNR for a 400-fold reduction in cell
volume. The results of static NMR measurements of
amino acids and peptides in a 50-nLvolume cell (~1 ug
of each) demonstrate the performance of such a smali-
volume NMR microcell. Using this 50-nL detector cell
with microbore LC, two-dimensional LC-NMR chromarto-
grams are shown for amine acid and peptide separations,

Nuclear magnetic resonance (NMR) detection coupled with
liquid chromatography (LC) offers great promise in combining
the ability 0 separate complex mixtures into individual compo-
nents with one of the most structurally rich detection schemes
available. I 1978. Watanabe reported the coupling of 1.C effluent
to NMR using a stopped-flow approach,’” and within 1 year, an
on-line system had been reported.? The major advantages of on-
line as opposed 1o offline NMR detection for LC are improved
chromatographic resolution, consistent response, on-line data
analysis, anc rapid data acquisition. The drawbacks of continuous-
flow NMR include poorer sensitivity due to the limited time
available to mezsure each analyte and the flow rate dependence
of the NMR line width. Over the past 15 years, numercus groups
have reported improved LC—NMR hyphenation methods. im-
proved NMR pulse sequences (e.g.. to remove the effects of strong
solvent resonances and hence alleviate the need for deuterated
solvents), and increased chromatographic resolution.”~"”
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The principal drawback with these approaches has been the
relatively poor mass sensitivity of the NMR detection system,
especially when the observation time is limited for each analyte
peak. Recenttrends in LC separations have been toward smaller
diameter columns, smaller injections, and faster separations, all
of which malke LC—NMR even more difficult. Previous flow cells
for NMR detection were in the range of 25200 xL.!=% with the
smallest detector cells greater than 20 uL. Also problematic, the
mass detection limits of previous cn-line work appear to be greater
than 10 ug. Thus. reductions in detector cell volume and
improvements in mass sensitivity are needed for improved smaller
volume LC columns.

Recently we reported the use of radio Frequency () microcoils
for NMR spectroscopy to create 5 nl te Iulvolume detection
cells. ™ The noise in an NMR experiment is predominantly
thermal noise and originates primarily within the conducting
sample and rf detection coil. When microceils (le., 1 coils less
than ~1 mm in diameter) are used o examine small amounts of
an aqueous of organic sample with high-field NMR spectrometers,
the resistance of the coil dominates the resistance of the
sample.)” Furthermore, when solenoidal coils are used, the
resistance is relatively independent of coil diameter.” Hence. as
a coil is reduced in size, the mass sensitvity improves because
of the increase in the strength of the rf field per unit current.
Peck et al. studied this in detail. and found over 20-fold improve-
ments in mass limits of detection (LODs) as the coil diameter is
scaled from 1 mm to 50 gm.®* This corresponds to a 400-fold
increase in measurement time for the larger coil to obtain the
same signal-to-noise ratio (SNR) as the smaller coil. Therefore.
microcoils offer substantial advantages in NMR detectability for
mass-limited samples such as the effluent from an LC column.
Wrapping the microcoil directly around a section of capillary
allows easy connection to the LC tubing and provides a high filling
factor for enhanced NMR sensitivity.
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Although we have demonstrated NMR detection for one of the
smallest volume separation methods, capillary electrophoresis
(CE).'* these microcoils are even better suited for LC detection
due to the larger sample size and longer available observation
time for each analyte band. In designing an optimized cell for an
LC experiment. the complex dependence of the NMR SNR on
concentration, coil geometry, flow rate, NMR parameters such
as number of acquisitions, pulse delay, and sample properties such
as 7y and T, should be considered. Here we develop a simplified
model of the SNR of an LC—NMR experiment by assuming a
given LC flow rate and sample volume and optimizing the
microcoil size and NMR acquisition parameters. An important
question that this model seeks to answer is, are higher sensitivity
LC—NMR spectra obtained when the detector cell volume is
approximately the same as the volume of the analyte peak and
only relatively few NMR acquisitions are possible or with a much
smaller volume detector cell so that the nuclei flow rapidly through
the detector cell and many signal acquisiticns are possible? Qur
model differs from previous LC—NMR work in that we include
the performance of optimized NMR microcoils so that as the coil
size is reduced, the mass sensitivity of the deteciion cell improves.

Cn the basis of the results of the theorelical treatment, as well
as the goal of designing a detector cell useful for a variety of
microbore LC separations. we have designed a solenoidal micro-
cell out of a section of 250um-d., 360-wum-o.d., fusedsilica
capillary. This gives a filling factor of ~50%. By wrapping the
microcoil over a 1-mm length of this capillary, a ~50-nL detector
volume is created, thus reducing the detector cell volume 2 orders
of magnitude from previous on-line LC—NMR. The performance
of this cell is demonstrated for amino acid and peptide detection
for hoth static and LC separations.

THEORY
The goal of the following approach is to optimize the design

of the flow cell for an on-line NMR measurement given a fixed
flow rate and sample volume. In cther words, for a given LC
separation (flow rate and analyte peak volume), what is the
optimum detector cell geometry? To simplify the theoretical
treatment, we assume a rectangular sample profile, a 50% filling
factor (i.e., the ratio of the inner diameter of the capillary to the
diameter of the coil is 0.707), a 3:1 aspect ratio of coil length to
diameter, and a homogeneous tf magnetic field over the active
volume of the coil. The active volume is defined by the length of
the coil and the inner diameter of the capillary (i.e.,, no edge
effects).

We first calculate the SNR obtained for a given analyte band
hased on the residence time for each nucleus within the rf coil,
the coil dimensions, and NMR data acquisition parameters. In
this treatment, the total length of the analyte band can be
subdivided into a number of separate secticns, each of length L.,
(m). where the length of each section is equal to the distance
that the analyte moves between successive 1f pulses. Therefore,

Loy = F1, Jr* @O

rep

where F (/) is the flow rate, Lo, (8) is the delay between
successive rf pulse sequences, and 7 (m) is the inner radius of
the capillary. For our assumptions of 50% flling factor and 3:1
aspect ratio, ¥ = r.uq/2Y%, and Loy = 67, where Ley (m) is the
length of the rf coil, and 7 (m) is the radius of the rf coil. The
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residence time, 7 (8), of any given analyte within the active volume
of the coil is given by
1= 2Ly /F =31 /F @

coil

The maximum allowed value of £, is 7. since any longer delay
results in proton spins flowing though the coil that do not
experience any rf pulses and therefore do not give rise to any
signal intensity. The number of rf pulses that each individual
section experiences as it flows through the rf coil is given by
]\/vp\zlsu = Lcoil/chp = Sﬂrcoi]‘)/Ft (3>

“rep

where Ny is the number of pulses. Generally, N,
noninteger number. As an example, if Ny = 4.8, this implies
that each nucleus in a section (L) will experience four rf pulses,
but 80% of the nuclei will experience the fifth f pulse (and 20%
will have passed through the detector cell).

To calculate the observable magnetization created by this
repetitive pulsing, we use the Bloch equations with variable-tip
angle o (degrees), tey, and spin—lattice relaxation time (T)). We
assume that the value of Ny, is greater or equal to unity as the
converse implies that the value of ., is greater than 7, leading to
reduced sensitivity as discussed previously. Let Ny, e the integer
number of rf pulses experienced by all the spins in each sample
plug (the integer part of Npue), and Niq be the fraction of spins
that experience the final rf pulse. The observable magnetization
per unit volume, M, from each nucleus is expressed as a function
of the total nuclear magnetization, M,, J s/m* C)&

M= M, (sin ¢ + N

:mcx(Sin a1+ €, Co8 & — &,
N

E(Sin o)1+ 2, cosa—e)") @)

P

where ¢; = e"%/T), The value of M, is given by

Ny I+ 1)B, )
My =~ ®

where N is the number of spins at resonance per unit volume, y
is the gyromagnetic ratio, fi is Plank’s constant divided by 27, / is
the spin angular momentum guantum number, B, is the strergth
of the static magnetic field, % is Boltzman’s constant, and 7. is
the temperature of the coil and sample. As we are interested in
comparing various detector cell geometries and not absolute signal
levels, we assume a fixed concentration of the eluted compound
that is normalized to unity so that the total NMR signal from each
section is proportional to the product of the total magnetization
from each nucleus, the strength of the rf field B) per unit current,
and the volume of each section. The peak voltage per unit volume
(&) induced in the rf coil is given by?

¢ = wMB, (6)

where o, is the Larmor frequency and the on-axis B: of a many-

(20) Hoult. D. L: Richards. R E. . Magn. Reson. 1976, 24, 7:.



turn solencid is given by'™®

H“grt 1

B = = 0158/ ()

© e+ Le/2)*

where # i3 the number of wire turns in the solenoidal coil. As
can be seen in eq 7, when the ratio of coil length to coil diameter
and the number of turns are kept constant, the value of B; is
inversely proportional to the radius of the rf coil. Consequently,
the total reiative signal inteasity (in V) is given by the product of
the total szmple volume (V, in m", the magnetization per unit
volume, and the B; per unit current:

signal o« VMB, o nVM/7,y, 8)

The experimental noise originates primarily in the windings
of the coil and is proportiona: to the square root of the total
number of signel acquisitions experienced by the sample. If data
acquisition begins when the leading edge of a section first enters
the coil and concludes when the trailing edge leaves the coil, then
the number of pulses experienced by the entire analyte band is
(V4 3ar..) /Ft.y, s0 the noise is given by

noise =/ ((V + 377,.4") / Flyo,) GETARR) ©

where Ris the resistance of the coil and Af is the bandwidth used
for cata acquisition. The total time of the experiment is fixed by
the volume of the analyte band. the flow rate, and the volume of
the rf coil.

Therefore, the relative SNR for the flowing system is given by

VMB,JFt,,
SV + 377, (4R T AMR)

nVM.JFt.,

o - 10)
7L'oii\//<V + 3ﬂ?’coila) T\AfR

SNR e

This equation allows the SNR of the NMR detection cell to be
calculated as a function of rf coil diameter. Figure 1 shows the
relative SNR calculated for T values between 2.5 and 10 s. This
is the relevant range for organic and biomacromolecules. The
parameters used in the simulation shown in Figure 1 are as
follows: flow rate of 30 4L/min, analyte volume (at the detector
cell) of 10 xL, coil length to diameter ratio of 3:1, and a constant
{illing factor of 50%. For each rf coil diameter, the values of a
and f, are numerically optimized to give the maximum SNR.
The LC separation places practical constraints on observation
times by eliminating larger volume detector cells. For example,
the ~16-uL volume of the 1.2-mm-radius coil obtains the highest
relative SNR in Figure 1 but degrades the separation efficiency
so that a closely spaced series of bands would not be resolved. It
may appear that the optimum detector cell volume is one in which
the detector cell and peak volumes are matched; however, this is
zlso problematic. The theoretical treatment assumes that a single
optimure pulse occurs when the analyte band just fills the detector
cell. Obviously, such prior knowledge of the analyte band position
is not possible without an ancillary detector. As with other

4 Ti=2.5s
"
Ti=55
T
8 N Ti=10s
<
£
2
& 2
< /
z /
T
=1 11 /
/
0 - S
0.0 62 04 0.6 0.8 19 12
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Figure 1. Relative SNR as a function of microcoil radius for three
different values of analyte 71 (2.5. 5, and 10 s). The mode! uses
microcoils with a filling factor of 0.5, a 30 uL/min fiow rate, a coil length
to diameter ratio of 3:1, a rectangular sample profile, and & sample
volume of 10 4L at the detector cell. See text for additional details
about the model.

detection methods, « cell volume that allows the analyte band to
be well defined by obtaining several spectra on every peak leads
to better quantitative results with minimal reduction in detect-
ability.

As shown in Figure 1, smaller rf coils show a decrease in SNR
as the detector cell is reduced in size; however, the reduction is
not severe over a relatively wide size range. This reduction occurs
because there are fewer nuclei in the active volume of the coil.
However, the smaller rf coil is inherently more sensitive than the
larger coil at detecting these spins. In addition, much faster
pulsing is possible as the flow continuously sweeps in new spins
every residence time 7. Reducing the detector volume from ~16
4L (1.2 mm radius by 7.2 mm length) to ~50 nL (0.17 mm by 1.0
mm) reduces the relative SNR for a compound with a T} of 10 s
by only a factor of 2. The 50-nL volume detector cell will not
degrade the efficiency of the LC separation for microbore or even
micropacked capillaries. In addition, when smaller columns are
used, the flow rate and the analyte volume decrease over the 30
uL/min and 10 L assumed here.

These results differ drematically from those obtained by using
a fixed size rf coil and simply reducing the sample cell size.
Because the coil noise dominates the sample noise for diameters
up to ~7 mm." use of a fixed-diameter rf coil results in a 2-fold
decrease in SNR for a 2-fold decrease in capillary radius. This is
due to a 4fold decrease in the SNR per NMR acquisition but the
accumulation of 4-fold more NMR acquisitions due to the 4-fold
smaller detector volume. The 2-fold reduction in SNR corresponds
to a 4fold increase in data acquisition time necessary to achieve
the same SNR as the size-matched smaller coil. This is what
happens for a conventional systermn using smaller diameter sample
cells but using the same rf coil. Figure 2 shows the improvement
in performance of a size-matched microcoil as a function of
microcoil radius compared to a standard coil. In both cases, the
same flow and detection parameters are used, with the perfor-
mances of cach approach normalized to the relative SNR obtained
for a S-mum «f coil.
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Figure 2. Improvement obtained using a size-matched microcoil
as opposed to a fixed size microcoil as the detector cell volume is
reduced. The performances of each are normalized to a 5-mm f coil,
and a 50% filling factor for the microcoil is assumed.

All of the preceding calculations have been for the total
integrated NMR intensity from an analyte band. When calculating
the SNR from an experimental separation, we use the conventional
method of measuring the peak height and dividing by the rms
baseline noise. For this definition of SNR, the spectral line-width
affects the SNR. Up to now. the discussion has not considered
the important effect of flow rate on line width. The observed NMR
fine width, Awp,w, is affected by the residence time of the nuclei
in the flow cell!

Awgg, = Ao T 1/ an

As the detector cell is reduced in size, the residence time is
decreased, increasing the minimum line width. This effect has
been recognized before, and so many conventional LC systems
use stop-flow techniques to provide both maximum SNR and
minimum line width. However, in flowing systems, a tradeoff
between sensitivity and line width exists for the smallest cells
when faster flow rates are used. In all cases, the optimum SNR
and minimum line width are obtained for the slowest flow rates.
For the microcoils used here, the minimum line width is 7 Hz." "
Thus, residence times of several hundred milliseconds may be
used with minimal increases in observed line width.

EXPERIMENTAL SECTION
Chemicals. Deuterated acetonitrile (99.5% D), trifluoroacetic

acid (TFA, 99.5% D), and deuterium oxide (99.9%D) are from
Aldrich (Milwaukee, WI}. The two larger peptides (Gly-His Tyr-
Ser-Tyr-Gly-Lew-Arg-Pro-Gly and Val-Phe-Gly-Thr-Gly-Thr-Lys-Val-
Thr-Val-LewGly-Gln-Pro-Lys-Ala) are from The Research Corp.
Technologies (Tucson, AZ). and all other chemicals are of
analytical grade from Sigma (St. Louis, MO). The samples are
dissolved in a mobile phase consisting of 2% of TFA-D,0 and
deuterated acetonitrile.

Apparatus. The experimental setup for the on-line H NMR
detection in LC is shown in Figure 3. The details of microcoil
fabrication have been described previously. ' Briefly, the microcoil
is made by winding 42-gauge (63.1-um diameter) varnished copper
magnet wire directly onto fused-silica capillaries (355-um o0.d., 250-
um 1.d.; Polymicro, Phoenix, A7). We typically use 14—17 turns
of wire for a total detection length of between 0.9 and 1.1 mm
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Figure 3. Experimental schematic of the 'H NMR—LC system
showing the placement of the rf microcoil. capillary cell, and LC
column in the superconducting magnet.
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Figure 4. Static measurements for peptides in the 50-nL detection
cell of (a) 1.4 ug (28 mM) of Leu-Arg (512 scans), (b) 0.78 ug (15.6
mM) of oxytocin fragment 6—9, Tyr-Pro-Leu-Gly-NH,, (512 scans),
(¢} 1.2 ug (23 mMj of the 10-amino acid peptice Gly-His-Trp-Ser-
Tyr-Gly-Leu-Arg-Pro-Gly (256 scans). and (d) 0.8 ug (16 mM) of the
16 amino acid peptide Val-Phe-Gly-Thr-Gly-Thr-Lys-Val-Thr-Val-Leu-
Gly-GIn-Pro-Lys-Ala, (256 scans). Samples are dissolved in 25%CD;-
CN~D20 with 0.2% of 0.25 N DCl added in (¢} and (d) tc aid in sarmple
dissolution.

(creating a ~50-0L volume detector cell). The microcoil is
contained within a custom NMR probe that allows the microcoil/
capillary assembly to be positioned reproducibly in the bore of
the NMR spectrometer.

NMR spectroscopy experiments ({H) are performed using a
GN-300 (7.05 T) /89 mm wide-bore NMR spectrometer (General
Electric) and MacNMR software (Tecmag Corp., Houston, TX),
available for the Apple Macintosh. All LC—NMK data files are
imported to an IBM RS6000 workstation and manipulated and
displayed using IBM Visualization Data Explorer. The two-
dimensional chromatograms are 3 x 3 Gaussian filtered to reduce
random noise and displayed using a nonlinear gray scale to
emphasize minor features and baseline noise.

In the static experiments we use a tip angle of 50° and a pulse
repetition time of 2 s or longer, based on the T} of each sample.
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Figure 5. Two-gimensional chromatograms of (1) 67.3 mM alanine, (2) 32.8 mM argining, (3) 34.5 mM lysine. (4) 17.3 mM Leu-Arg, and (5)
11.2 mM oxytocir (6—8) shown as both contour and surface plots. (A) Each NMR spectrum is 64 coadded scans with a 0.06-s pulse delay (9
s for sach NMR specirum); (B) 128 coadded scans with a 0.06-s pulse delay {18 s for each NMR spectrum): (C) 256 coadded scans with a

0.03-s puise delay {38 s for each NMR spectrum).

For the LC experiments, new spins are introduced into the flow
cell every 60—300 ms, and so much faster repetition rates can be
used without saturation. In both cases, we acquire 512 point free
induction decays (FIDs) over a +4000-Hz spectral window.

For the static measurements, the capillary is flushed with the
appropriate solution and placed within the bore of the magnet.
The LC sysiem consists of a Harvard Apparatus syringe pump
(Model 552222, Harvard Apparatus, South Natick. MA) with a
1-mL Teflon Luer lock syringe (Hamilton, Reno, NV), a pressure
gauge (0—3000 psig, Alltech, Deerfield, IL}, and a Model 7125
sample injector with 10-4L injection loop (Reodyne, Cotati, CA).
The LC column is located in the bore of the magnet and connected
to the rf coil by a short (<10 cm) length of Teflon tubing. The
syringe pump is separated from the column and the high field
magnet by a 3-m length of Teflon tubing. The separations are

optimized using a Spectra-100 UV—visible detector (Spectra
Physics, San Jose, CA) set at 205 nm. The microbore HPLC
column is a 5um Nucleosil Cyg (1.0 % 150 mm) column (MetaChem
Technologies, Torrance, CA)) or a 5um Vydac C18 (1.0 x 150
mm) column (201HS5115, Vydac, Hesperia, CA). Mobile phases
are prepared by mixing appropriate amounts of 2% TFA in D,O
(pD = 2.4) and deuterated acetonitrile (74:26 v/v). Solutions are
degassed by sonication for 10 min. Mobile phase flow rates
between 10 and 50 xl./min are used.

RESULTS AND DiSCUSSION

Preliminary studies on the suitability of the 50nL microcell
for obtaining NMR spectra have been performed under static
conditions using a series of peptides containing from 2 to 16 amino
acids. Figure 4 shows the resulting NMR spectra nsing 256—
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512 scans for each peptide at concentrations between 16 and 28
mM (1—2 ug in the detection cell). Although these spectra
represent acquisition times longer than possible for on-line NMR,
they demonstrate the information obtainable from the microcell.
As reported previously for this particular microcell,* the
narrowest line widths that are obtained are between 7 and 15 Hz.
However, even with this relatively large line width, a significant
amount of information can be deduced from the NMR spectrum.
For example, the presence of an aromatic group in Figure 4d
(from a Phe residue in the peptide) can be deduced from the peak
at 7.4 ppm.

For the on-line LC NMR experiments, the sample contains a
mixture of three amino acids and two peptides. As discussed in
the Theory section for a 360-um-diameter rf coil, the optimum
pulse repetition rate is the residence time of the analyte in the
detection cell. The residence times (and hence optimum pulse
rate) are on the order of 0.1 s at a flow rate of 30 xL/min and
0.06 s at 50 uL/min. The number of acquisitions to use should
allow an NMR spectrum to be acquired al least every 10—20 s.
As the NMR software used to acquirs data requires multiple data
transfers and stores each FID to disk as it is acquired, the actual
data rate is much slower than the actual NMR acquisition times.
Thus, the optimum pulse repetition rate determined experimen-
tally is shorter than the predictions from our model as the model
does not take into account these extra times. For the current
system, acquiring 64, 128, or 256 scans iakes 9, 18, and 36 s,
respectively, with little difference in total acquisition time as the
pulse repetition rate is changed from 0.03 to .06 s.

Figure 5 shows the resulting two-dimensional chromatograms
(both as surface and contour plots) for a 30 uL/min flow rate,
where each NMR spectrum is (A) 64 scans with a 0.06-s pulse
delay, (B) 128 scans with a 0.06-s pulse delay, and (C) 256 scans
with a 0.03-s pulse delay. Not surprisingly. the fewer the number
of coadded scans. the better the separation efficiency. As shown
in Figure 5A and B, increasing the number of scans from 64 to
128 (9—18s spectral acquisition time) increases the SNR and only
slightly reduces the efficiency. Acquiring additional scans as in
(C) decreases the SNR because the additional scans are obtained
after the analyte band has left the detection cell and dramatically
reduces the separation efficiency. A slight increase in separation
efficiency is observed by increasing the flow rate to 50 xL./min,
although this is accompanied by a decrease in SNR due to the
reduced analyte observation time. The number of theoretical
plates is increased from ~1800 with a 30 #L/min (retention time
of 11.7 min) flow rate to ~3000 at the flow rate of 50 uL/min
(retention time of 6.9 min) for alanine.

In this study we have demonstrated the use of an rf microcoil
for on-line NMR detection in LC. This technology makes possible
effective NMR studies of ~1 ug of analyte using a 50-nL detector
cell. The concentration limits of detection have been significantly
improved as compared to the on-line detection in CE using a
similar microcell.

The dependence of the relative SNR as a function of coil
diameter differs significantly from previous theoretical calculations
involving rf microcoils due to the flow rate dependence on detector
cell geometry. Unlike static measurements, the higher mass
sensitivity of the smaller coils js offset by the reduced residence
time for a given flow rate. By properly size-matching the rf
microcoil to the detector cell, significant gains in sensitivity and
detectability are possible in on-line LC detection. Optimizing the
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Figure 6. "H NMR spectra of (a) solvent, (b} alanine, (c) arginine,
and {d) lysine. The specira are taken from Figure 8A. Figure 4a and
b show reference spectra of Leu-Arg and oxytocin (E-9).

system for maximum SNR and minimumn line width requires that
the detector cell be as large as possible compatible with maintain-
ing adequate efficiency for a given separation. However, the
reduction in SNR when smaller volume detector cells are used is
not significant. Using the example parameters in the model
developed earlier, a 400-fold reduction i cell volume is only
accompanied by a 2-fold reduction in SNR. One of points of the
present model is that the scaling laws for flow NMR favor
miniaturization of NMR detector cells. Software optimized for
rapid sequential acquisitions is required before complete experi-
mental verification of the NMR SNR model is made. However.
the ability to acquire high-quality NMR spectra with a detector
cell two orders of magnitude smaller than the analyte band volume
attests to the NMR detector cell scaling law developed with this
model.

The most serious limitation to the present approach is the wide
NMR spectral line widths. Preliminary results in static systems
using an optimized solenoidal geometry and improved shimming
techniques demonstrate a reduction of line width to less than 1
Hz:212 Reducing the effective line width increases the SNR.
increases the information content of the resulting NMR spectra,
and makes possible the use of COSY, NOESY, and other two-
dimensional NMR pulse sequences techniques. We fully expect
that these nanoliter-volume detector cells will allow a variety of



microseparations methods to be interfaced to NMR spectrometers
with greater sensitivity and flexibility than presently possible.
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Thrombogenic Properties of Untreated and
Poly(ethylene oxide)-Modified Polymeric Matrices
Useful for Preparing Intraarterial lon-Selective

Electrodes

Cecilia Espadas-Torre and Mark E. Meyerhoff*

Department of Chemistry, The University of Michigan, Ann Arbor, Michigan 48109

In vitro platelet adhesion studies are used to compare the
thrombogenic properties of various polymer matrices
useful for preparing implantable ion-selective membrane
electrodes. Conventional plasticized poly(vinyl chloride)
and alternate polyurethane materials (Tecoflex, Pelle-
thane) doped with proton- (tridodecylamine) and potas-
sium-selective (valinomycin) ionophores are shown to be
potentially thrombogenic. Incorporation of high molec-
ular weight block copolymers of poly(ethylene oxide) and
poly(propylene oxide) (e.g., Pluronic F108 and Tetronic
1508) within ion-selective membranes reduces platelet
adhesion. A more marked decrease in platelet adhesion
is, however, observed when the Tecoflex-based mem-
branes are coated with a thin photo-cross-linked layer of
poly(ethylene oxide). Such surface-modified membranes
are shown to retain potentiometric ion response proper-
ties (i.e., selectivity, response times, response slopes,
etc.) essentially equivalent 1o untreated membranes.

The availability of implantable sensors suitable for the continu-
ous in vivo monitoring of clinically important analytes within
flowing blood would clearly benefit the practice of modemn
medicine.'? Indeed, the effective management of critically ill
patients often requires the frequent measurement of blood gases
(Py,, Pco.,, pH) and electrolytes (Na*, K, Ca®*), and sensor-based
technologies capable of providing such measurements in real-time
are receiving increased interest’ Although research efforts in
this area have been in progress for nearly two decades, the use
of intraarterial devices based on miniaturized ion-selective elec-
trode (ISE) technology, especially polymer membrane based
potentiometric devices, is still mainly at the experimental stage.+~3
This is somewhat surprising given the impact that this sensing
technology has had on the routine measurement of blood

{1) Pickup, J. C.; Alcock, S. Biosens. Bioelecivon. 1991, 6, 639.

(2) Espadas-Torre, C.; Teling-Diaz, M.; Meyerhof!. M. E. Juterface 1995, 4,
41,

(3) Kost.
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1993, 30, 153.
non, W. Clin. Chem. 1979, 25, 39.
Heath, H. Clin. Chem. 1980,

26,1
(6) Lim, M.: Linton, R. A. F.: Band, 0. M.: Chin, B. Anesthesiology 1982, 57,
272.
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electrolyte and gas levels within a wide range of laboratory as
well as modern point-of-care instruments designed to measure
these species in discrete samples in vitro.** However, in vivo,
eventual fouling of the surfaces of miniaturized sensors via
thrombus formation remains a major obstacle to overcome. Any
potential improvement in sensor biocompatibility must be achieved
without compromising the analytical performance which arises
from the specific sensing chemistdes employed within the
implantable devices.

The events taking place upon blood/material interaction that
eventually lead to thrombus formation have been described in
detail elsewhere (see, for example, ref 15). Blood clots on a
sensor’s surface may affect its electroanalytical performance in
vivo by a perturbed mass transfer of analyte to the surface. More
importantly, thrombus deposition may be responsible for mea-
surement errors due to the metabolic byproducts of the large
number of cells (platelets and varying numbers of leukocytes and
erythrocytes) entrapped within the clot layer. Indeed, local pH,
Peo,, and Py, levels are generated that can differ significantly from
the bulk blood. Consequently, while still functional. a thrombus-
coated sensor can vield blood gas values quite different from those
obtained by in vitro measurements on discrete blood samples
collected from the same subject.

The surface properties of a material play a critical role in the
events that eventually lead to thrombus formation. Historically,
the matrix used most often to prepare polymer membrane-type

{7) Simon, W.; Amman, D.; Anker, P.; Oesch, U.; Band, D. M. Ana. N.Y. Aced.
Sci. 1984, 428, 279.

(8) Ammann, D.. Anker, P.; Metzger, Ce
Measurements in Physiology and Medicine:
Springer-Verlag: Berlin, 1985: p 102.

(9) Collison, M. E.: Aebli, G. V.: Petty, J.: Meyerholf, M. E. Ancl. Chem. 1989,
61, 2365.

(10} Teliing-Diaz, M.: Collison, M. E.
576.

(11) Lindner, E.; Cosofret, V. V.; Uler, S.; Johnson, T. A Ash. R. B.; Nagle. H.
T.: Neuman, M. N.; Buck, R. P. Fresenius J. Anal. Chem. 1993, 346, 584.

(12) Lindner, E,; Cosofret, V. V.; Uler, S Buck, R. Pt Kao, W, J; Neuman, M.
R.; Anderson, J. M. J. Biomed. Mater. Res. 1994, 28, 591.

(13) Cosofret, V. V.; Erddsy, M.; Buck, R P.; Kao, W. .. Anderson, J. M.; Lindner,
E.; Neuman, M. R. Analysi 1994, 119, 2283.

(14) Meyerhoff, M. E. Clin. Chem. 1990. 36, 1567.

(15) Anderson. J. M.: Kottke-Marchant, K. CRC Crit. Rev. Biscompat. 1985, 1,
111,

: Meycrhoff, M. E. Anal. Clem. 1994, 56,
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Figure 1. Polymers used as matrices for fabricating ion-selective membranes and commercial polymeric surfactants incorporated as membrane

additives.

ISEs has been plasticized pcly (viny] chloride) (PVC). While used
successfully in blood analyzers, lack of biocompatibility has
prevented the adaptation of PVC-based devices for continuous in
vivo measurements. Attempts to improve the blood compatibility
of PVC membrane electrodes have included the use of conven-
tonel dialysis membranes or hydrogel layers as outer overlays, 517
but these efforts have generally resulted in sensors with longer
response times and reduced sensitivities. The use of polyurethane
s an alternate matrix to prepare ISEs was suggested more than
two decades ago,*® but its use did not become widespread. More
recently, the reported enhanced blood compatibility of some
commercial polyurethanes2? has attracted renewed interest in
the use of this class of materials for preparing ISEs. Aun aliphatic
polyurethane (Tecodex) (see Figure 1) was used previously to
prepare mermbranes with potentiometric response characteristics
essentially equivalent to PVC.12?! In addition, in at least one case,
the use of this new matrix resulted in the elimination of sample-
induced asymmetry potentials after the sensor made contact with
Blood serum. presumably indicating that such membranes exhibit
lower protein adhesiveness. Lindner et al!? observed recently
that a decrease in plasticizer content of Tecoflex-based ISE

(6) Fogh-Andersen, N.; Christiansen, T. I; Komarmy, L., Siggaard-Andersen.
en. 1978, 24, 1545.
M.: Hamilton, C. J.; Davies, M. L. Tighe, B. J. Biomaterials

Raton,
20 Plan . G Syré, L. Polyurethanes in Biomedical Engineering:
e, The Netherlands, 1984,

. Meyerhoff, M. E; Cantor, H. C; Midgley. A. R; Goidberg,
R. B. Anal. Chem. 1991, 63, 1666.

L: Bowers, G. N., Jr. In Electroistes, Slood Gases and
vies: the Patient, the Me ement and the erninent.
. F.. Sena. S.F., Eds.; Proceedings of an International
trolyte/Blood Gas Division of the AACC, 1992; p 21.

membranes correlates with a reduction in the inflammatory
response to subcutaneously implanted membranes.

We report herein on the use of in vitro platelet adhesion studies
as a means to evaluate the relative thrombogenic properties of
various lon-selective membranes formulated with classical PVC
and alternate polyurethane-based compositions. The method,
applied to both pH- and potassium-selective membranes, yields
results that differ considerably depending on the type of polymeric
matrix used. Further, in an attempt to produce ion-selective
materials with improved blood compatibility, polyurethane-bzsed
membranes are modified by incorporating high molecular weight
poly(ethylene oxide) (PEO) either as part of a nonionic am-
phiphilic additive blended with the polymer matrix, or as a thin
outer cross-linked covalent surface coating. The potentiometric
response properties and platelet adhesion characteristics of the
modified and unmodified membranes are examined to determine
whether any of the membranes yield the desired combination of
improved blood compatibility and adequate electroanalytical
performance for use in fabricating implantable ISE-type catheters.

EXPERIMENTAL SECTION

Materials and Reagents. High molecular weight poly (vinyl
chloride) (PVC). valimomycin (VAL), dioctyl sebacate (DOS),
dioctyl phthalate (DOP), and potassium tetrakis (p-chlorophenyl)-
borate (KtpCIPB) were purchased from Fluka (Ronkonkoma, NY),
while tridodecylamine was a product of Eastman Kodak (Roch-
ester, NY). Tecoflex 3G-80A (Teco) was a gift from Thermedics,
Inc. (Wobumn, MA), Pellethane 2363-80AE (Pell) was a gift from
DOW (Midland, MI), and the block copolymer surfactants
Pluronic F108 (PLUR) and Tetronic 1508 (TETR) were gifts from
BASF Corp. (Parsippany, NJ) (see Figure 1 for structures of
various polymers). Poly(ethylene oxide) with average malecular
weights of 18 500 (PEO 18.5K) and 200 000 (PEO 200K) were
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Table 1. C
Studied

itions of § Selective Membranes

mem-
brane ion COmposition wt %
3.0/65.5/0.5/1.0
89.8/8.0/0.7/1.5
79.8/10.0/8.0/0.7/1.5

A HY PVC/DOS/KippCiPB/TDDA

B H* Teco/DOS/KipCIPB/TDDA

C  H* Teco/PLUR/DOS/KpCIFB/
TDDA

D H* Teco/TETR/DOS/KipCIFB/
TDDA

E  H*" Pell/DOP/KipCIPB/TDDA
F K- PVC/DOS/KipCIPB/VAL 33.0/65.1/0.4/15

G K Teco/DOS/KpCIPB/VAL 90.1/8.0/0.4/1.5

H K7 Teco/PLUR/DOS/KipCIPB/VAL 80.1/10.0/8.0/0.4/1.5
I K¥ Pell/DOP/KipCIPB/VAL 93.4/5.0/0.4/1.5

79.8/10.0/8.0/0.7/1.5
92.8/5.0/0.7/1.5

purchased from Polysciences, Inc. (Warrington, PA) and Scientific
Polymer Products, Inc. (Ontario, NY), respectively. Glutaralde-
hyde (electron microscopy grade) was obtained from Ted Pella
(Redding, CA) as an 8% (w/v) aqueous solution in sealed ampules.
The organic solvents methanol, ethanol, tetrahydrofuran (THF),
toluene, and dichloromethane were of the highest purity available.
Hexamethyldisilazane was from Aldrich (Milwaukee, WI). Di-
cumyl peroxide (DCP) from Aldrich was used after repeated
recrystallization from methanol. All other chemicals were analyt-
calreagent grade. All water used was reverse osmosis/deionized.

Preparation of lon-Selective Membranes. The polyure-
thanes Tecoflex and Pellethane (see Figure 1) were used after
being first extracted with methanol for at least 1 week and then
thoroughly dred. Membrane cocktails with the compositions
indicated in Table 1 were prepared by dissolving the components
in the appropriate solvent. Dichloromethane (mixed with 20%
THF for VAL-containing membranes) was used for Tecoflex-based
membranes, and THF (freshly distilled) for Pellethane and PVC
membranes. Membrane cocktail solutions containing 200 mg of
membrane components in 3 mL of solvent were cast into 2.5 cm
glass rings resting on clean glass plates. The solvent was allowed
to evaporate at room temperature in a dust-free environment for
24-48 h. Membranes containing PLUR or TETR (C, D, and H
in Table 1) were extensively rinsed and soaked in water for several
days before further evaluation.

Coating of Tecoflex-based membranes with cross-linked PEO
was accomplished in the following manner: a solution of 3% (w/
w) PEO in toluene was prepared by vigorously stirring the PEO
in toluene with slight warming until a clear liquid was obtained.
The solution was filtered through a 0.45xan GHP poly (propylene)
filter (Gelman Sciences, Ann Arbor, MI), and after allowing the
solution to reach room temperature, DCF was added to achieve
a concentration of 0.15% (w/w), Membranes were dipped indi-
vidually into this solution for 10—15 s, air-dried for a few minutes,
vacuum-Gried for 1 h, and then irradiated for 1 h under nitrogen
with 254-nm UV light [Mineralight (San Gabriel, CA) lamp Model
UVGL-58, 115V, 0.16 A]. The side originally facing air during
casting was exposed directly to the UV light. Pellethane-based
membranes were coated in the same way, except that the PEO
was dissolved in dichloromethane withcut prewarming. After
irradiation, all membranes were extensively rinsed with flowing
deionized water and then soaked in a large volume of water for 3
days (exchanging the water three times per day) to remove any
noncovalently bound PEO.

Potentiometric Ion Response of Various Membranes.
Disks were punched from the mermbranes and mounted into
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Philips IS-560 electrode bodies (Moller Glasbliserei, Zurich,
Switzerland). The internal filing solution was 0.5 M HEPES
buffer, pH 7.5, containing 0.05 M KCI and 0.05 M NaCl. Cell
voltages were measured at 22.0 + 1.0 °C vs a double-junction Ag/
AgCl reference electrode from Fisher Scientific (Itasca, IL) with
1.0 M lithium acetate as salt bridge electrolyte. A Macintosh Hex
computer with an NB-MIO-16X analog/digital input/ output board
(National Instruments, Austin, TX) and a custorm-built electrode
interface module controlled by Lab-View 2 software (National
Instruments) was used to obtained potentiometric ion response
data as described elsewhere Y

Potentiometric measurements were made after conditioning
the electrodes for at least 48 h in HEPES/saline |6 mM M-(2-
hydroxyethyl)piperazine-N"-2-ethanesulfonic acid, 135 mM NaCl.
5 mM KCl, and 1.3 mM CaCl], pH 5.5. The pH of the solutions
was monitored with an Ingold glass electrode. Response times
were obtained by adding a small volume of 2 M NaCH to a rapidly
stirred HEPES/saline solution (pH response) and by making an
addition of 1 M KCl to a rapidly stirred 1.0 mM KCI solution
containing 0.15 M Na(l (potassium response). Selectivity coef-
ficients were determined by the fixed uterferent method.® Liguid
junction potentials were corrected according to the Henderson
formalism, and activity coefficients were calculated according to
ref 24. Other details are as specified in Table 2.

X-ray Photoelectron Spectroscopy (XPS) Surface Analysis.
The surfaces of dry PEO (200K)-coated and uncoated Pellethane
films (with no ionophore, plasticizer, or additives) were analyzed
via XPS. Spectra were collected with a Perkin-Elmer PHI Mode!
5400 spectrometer using a 300-W Mg anode. A pass energy of
35.75 €V was used to obtain carbon 1s spectra at a 45° take-off
angle. An electron gun was used to neutralize surface charging.
Data were collected and stored on a Perkin-Elmer computer which
also controlled the spectrometer. Software provided with the
instrument was used to smooth and deconvolute the constituent
peaks of the carbon 1s band.

Platelet Adhesion Studies. Blood was obtained from the
jugular vein of a healthy Suffolk sheep at the University of
Michigan Sheep Research Farm. Each pint of blood was drawn
into a blood collection bag Baxter Fenwal) containing 63 mL of
CPDA-1 anticoagulant solution (2 g of dextrose, 1.66 g of sodium
citrate dihydrate, 188 mg of citric acid, 140 mg of monobasic
sodium phosphate monohydrate, and 17.3 mg of adenine). Within
30 min after collection, blood was centrifuged at 240g for 15 min.
The supernatant was plateletrich plasma (PRP) with a concentra-
tion of approximately 10° cells/uL as determined with a Coulter
counter. The PRP was preincubated at 37 °C for 20 min. Polymer
membranes previously conditioned in phosphate-buffered saline
(PBS, containing 10 mM phosphate, 138 mM sodium chloride,
and 2.7 mM potasstumn chioride, pH 7.4) for 3 days were immersed
in PRP for 2 h at 37 °C. They were then rinsed in PBS and fixed
in a PBS solution containing 2.0% (w/v) glutaraldehyde for 2 h at
room temperature. Samples were dehydrated by immersion in
serial dilutions of ethanol (30, 50, 70, 90. and 95% v/v). two
immersions in absolute ethanol, and two in hexamethyldisilazane.
After solvent evaporation within a desiccator. the membranes were
coated with gold and examined using a Hitachi 5-570 scanning
electron microscope (SEM). Micrographs and results presented

(23) Bailey, P. L. Analysis with lon-Selective Electrodes, 2nd ed.; Heyden: Lendor,
1980.
(24) Meler, P. C. Anal. Chim. Acta 1982, 136. 363.



Table 2. Response Properties of T flex-B d fon-Sel Membranes
selectivity (log &'
slope? (mV/decade) detection limit (log ay) i=H* i=K*
membrane He o K¢ i=HTd i=Kt¢ j=Na*/ j=K"¢ ;=Ca % j=Na' j=Ca*/
B -10.0 =91 -9.3 -9.1
B-PEO (2005 -9.9 -9.0 =91 -9.1
C -94 -85 ~-86 -89
G 56.8 + 0.2 —4.7 —4.6
G-PEO 20010 5464 0.6 -4.7 —45
H 532+ 0.6 —4.4 —-4.2

¢ Data arc mezn values £ SD for a minimum of four electrodes. ¥ pH range, 6.5—8.0; by stepwise addition of HCI to a basic HEPES/saline

solution (compos
witheut KCL # I
with 130 m
HCL # Det
7 A 100 mM CaCly background electrolyte.

1 as in Experimertal Section). ¢ pK* range, 2.0—3.2; by additions of KCl siandard solutions to HEPES/saline, pH 7.4, initially
PES/saline background. ¢ In HEPES/saline background (initially without KCI), pH 7.4 . " Determined in 10 mM Tr's buffer
NaCl and 10 mM NaOH. by addition of HCL ¢ Determined in 10 mM Tris buffer with 190 mM KC1 and 10 mM KOH, by addition of
ned in 10 mM Tris buffer with 90 mM CaClz and 10 mM Ca(OH), by addition of HCL A 150 mM NaCl backgrounc clectroiyte.

helow are representative of various membrane materals subjected
to this procedure on at least three different occasions.

RESULTS AND DISCUSSION

It should be stated from the outset that the final evaluation of
any allegedly thromboresistant surface must take place in vivo,
with In vitro tests lacking an absolute standard. However, platelets
are central W blood/material interactions and in vitro studies of
platelet adhesion are considered by many workers to be informa-
tive when different surfaces/materials are compared and helpful
as ap initial screen for selecting promising materials.?>=% Sheep
blood, whiclr was used for these investigations, can be considered
a conservative model for the human coagulation system 251
Figure 1 illustrates the chemical structures of the polymer
matrices (PVC, Tecoflex, Pellethane) examined in these studies.
Also shown are the structures of two copolymers that were
examined as membrane additives to potentially enhance biocom-
patibility. Preliminary experiments involved demonstrating that
functional pH- and K*-sclective membranes could be prepared
using plastic'zed films of these materials containing the appropri-
ate icnophors (TDDA and VAL, respectively) and lipophilic anion
site additive (KtpCIPB). Alow level of membrane plasticizer was
desired since initial experiments showed that polyurethane
membranes formulated with 50% (w/w) plasticizer resulted in
substantially increased numbers of deposited platelets than those
containing less than 10% (w/w) plasticizer. Moreover, a low
plasticizer content was necessary to achieve a complete PEO
surface coating in the subsequent surface modification of mem-
branes (sec below). Since complete elimination of plasticizer has
been observed, in some instances, to degrade the selectivity of
Tecoflex-hased ISE membranes,* a plasticizer level of 8% (w/w)

. L. Leleh, M, Dy Tambrecht, LK Cooper, S. L. Albrecht, R,

Electron Microsc. 1984, 1, 279,

VY. C.; Ishihara, Ko Nakabayashi, N.; Tamiva, E.;; Karube, L.

sis 1993, 5, 269.

Q.: Kndama, M. Biomaterials 1993, 14, 57.

. B.J. Biomed. Mater. Res. 1993, 27, 1181

1. L Am. J. Ver. Res. 1971, 32, 405.

hetm, P, Lewis, J. G Frama, J. T. Swropp, 1. Q.

Intern. Organs 1977, 23, 141.

Addonigio, V. P.; Coleran, D. L: Eskin. 8. G.; Harker, L.

Schoen, F. J.; Sefton, M. V.: Fitlick, . A.
i teractions; National Heart, Lung and Blood

Vo. 85218 3. Department of Health and
1 September 16

;))

(29) Gajew

Human Servi

was utilized in the studies described herein. This level results in
membranes with adequate sensitivity and selectivity for use in
blood pH and potassium determinations® (see Table 2). The
potentiometric response properties of Pellethane-based mem-
branes were inferior in terms of reproducibility to those incorpo-
rating Tecoflex (probably due to inadequate compatibility between
the polymer, plasticizer, and ionophore components), and poten-
tiometric response data for such membranes are not presented
here; however, they are included for comparisons of their surface
properties and how these are affected by the PEO-coating
procedure.

Results of the in vitro blood compatibility studies are presented
via representative micrographs shown in Figure 2. These pictures
show that the various ion-selective polymer materials examined
differ significantly in their platelet adhesiveness under the condi-
tions of the test. For every type of material investigated, the
results were the same irrespective of the ionophore incorporated
in the membrane (TDDA or VAL) and thus only one micrograph
is shown as an example for each case. Conventional PVC-based
pH- and potassium-selective membranes A and F (Table 1)
consistently had the largest number of deposited platelets, an
indication of the high thrombogenicity of these membranes, and
were characterized by densely packed platelet aggregates (see
Figure 2a for a micrograph of TDDA-doped membrane A; similar
results for membrane F not shown). Proton- and potassium-
selective membranes E and [ prepared with the aromatic poly-
urethane Pellethane exhibited somewhat less platelet adhesion
but were distinguished by an appreciable extension of pseudopodia
and hyaloplasm spreading, a clear sign of substandal platelet
activation (see Figure 2b, for micrograph of VAL-doped membrane
I; similar results for E not shown). Membranes B and G, prepared
with the aliphatic polyurethane Tecoflex, alse appeared to have a
significant number of platelets adhered to the respective surfaces
(Figure 2c lustrates results for membrane type B); however,
these were mostly round or incipiently dendritic single platelets
or small loose clusters, an indication that such platelets are less
strongly activated by contact with the Tecoflex surface

To determine whether it is possible to further decrease the
degree of platelet adhesion onto the surface of functional pH and
potassium ISE membranes prepared with the Tecoflex material,

(32) Oesch, 1.: Ammann. D; Simon, . Clin. Chem. 1986, 32, 1448,
(33) Park. K.: Mao, F. W.. Park. H. Biomaterials 1990, 11, 24.
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B-PEO(18.5 KN

Figure 2. Scanning electron micrographs of ion-selective membranes after 2-h contact with PRP (a) membrane type A (similar resulis for Fi:
(b) type | (similar results for E); (c) type B (similar results for G): (d) type C (similar results for D and H); (e) type B, coated with PEQ{18.5K) and
(f) type B, coated with PEQ(200K) [similar resuits for G-PEO(200K), E-PEOQ(200K), and I-PEO(200K)]. The upper half of each picture, except
for (e), is a 10-fold magnification of the selected region in the bottom half. The indicated scale is that corresponding to the botiom half of eacn

picture.

Pluronics F108 and Tetronics 1508, two comrercial amphiphilic
block copolymers of poly(ethylene oxide) and poly(propylene
oxide) (Figure 1), were incorporated into the membrane formula-
tions. Ir was found previously™® thar, when added in small

(34) Paulsson, M.; Kober, M. Freij-larssen, C; Swllenwerk, B.. Wesslen, B.;
Liungh, A. Biomaterials 1993, i4, 845.
(35) Kober, M.; Wesslén, B. J. Polym. Sci. A: Polyn. Chem. 1992, 30. 1061.
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quantities, these types of polymeric surfactants significanth
change the surface properties of polyurethane matrices resuling
in improved biocompatibility. This effect is apparently due to the
rapid rearrangement of the chains of these copolymers upen
contact with water to vield a highly hydrated poly (ethylene oxide)-
rich surface that decreases the interactions with blood compo-
nents. Test ISE membranes were therefore prepared with 10%
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(w/w} added surfactants (larger concentrations resulted in ap-
preciable phase separation). Platelet adhesion results (as well
as potentiometric properties, described below) of pH-selective
membranes containing TDDA do not differ when either PLUR or
TETR is present in the membrane. Only PLUR was used for
doping VAL potassium-selective membranes. The micrograph
shown in Figure 2d, obuained for membrane C (note: similar
results nhserved for membrane D or H, not shown), illustrates
that, compared o Tecoflex membranes without a surfactant
additive, a decrease in platelet adhesion is indeed observed,
although not completely eliminated when PLUR or TETR are
present in the membrane, with the adherent platelets maintaining
their discoid shape. This micrograph also shows that some
apparent surface microperosity develops for the surfactani-doped
mernbranes: however, continuous pores clearly do not form across
the membrane even after prolonged soaking, as evidenced by the
ability of the corresponding membrane electrodes to maintain their
potentiometric ion-selective response for over 2 months.
Asecend approach examined for improving membrane blood
compatibility of polyurethane ISE membranes involves coating
membrans surfaces with a cross-linked PECG-based hydrogel layer.
This was accomplished by adapting a procedure previously
described for undoped polyurethane films* which leads to the
formation of random crosslinked networks of PEQ and the
polyether segments of the membrane polyurethane. Figure 3
cempares the XPS spectra of a PEO (200K)-coated and uncoated
Pellethane membrane. The aliphatic C—C peak was referenced
to 285 eV, with the ethereal C—0 peak thus found at 286.5 eV.
The band observed in the uncoated film's spectrum at 289 eV is
assigned 1o the urcthane C=0.%" As expected, a dramatic increase

(36) Brinkraan. E.; Poot, A van der Does, L.; Bantjes, A. Biomateriais 1990,
11,2

37y Han, I. K Park, K. D Ahn, KD Jeong, S. Y. Kim, Y. H. [ Biowed.
Maler. Res. 1989, 23, 87.

se¢
(b) TOmM Kt
20 mV 1
TmMK* Type 6
s e Type G-PEO(200K)

20 40 €0 80 100 120
sec

Figure 4. Dynamic potentiometric response of PEO(200K)-coated
and uncoated proton (a) and potassium (b) ion-selective Tacoflex
membranes.

in the C—O band relative to the C—C band results for the PEO-
modified surface. Tt should be noted that XPS spectra from fully
formulated ion-selective membranes (with plasticizer and iono-
phore) could not be obtained due to problems apparently arising
from outgassing of the plasticizer-doped films. Nonetheless, on
the basis of the XPS data, it appears that PEO can in fact be grafred
to the polyurethane materials via the photo-cross-linking reaction.
After dehydration, PEO-coated blank polyurethane (Tecoflex
or Pellethane) films, like the one analyzed above by XPS, exhibit
a ruffled surface when examined under the scanning electron
microscope. Similarly, PEO-coated fully functional ion-selective
membranes (with plasticizer and lonophore) (see Figure 2f) show
the same ruffled surface rom the dehydration of the crosslinked
PEO-hydrogel surface layer, suggesting that the PEO modification
reaction on plasticized polyurethane membranes is just as effective
as on the blank membranes, although not verifiable via XPS. From
the SEM micrographs, the thickness of the outer cross-linked PEQ
layer (when dry) was estimated to be in the order of 3 um.
The protein- and platelet-resistant character of PEO is widely
recognized. Its unique properties in this respect have been
reviewed (refs 38-40 and references therein) and will not be
discussed here. Coating of Pellethane and Tecoflex membranes
containing either TDDA or VAL with PEQ(200K) produced, in
every case, a drastic reduction in platelet adhesion after contact
with PRP. As {llustrated in Figure 2f, surfaces remained mostly
clean, with only an occasional small platelet cluster present. Itis
important to note here that the ability to prepare functional
membranes with & low plasticizer content (8% w/w for Tecoflex-
based membranes) is extremely useful for the proposed surface
modification procedure, as it was not possible to obtain a thorough
coating of the surfaces with cross-linked PEO (200K) when the
procedure was applied to membranes with higher amounts of

(38) Morra, M.; Occhiello, E.; Garbassi, T. Clin. Maler. 1993, 14, 255.
(39 Engbers, G. [L: Feijen, J. Ini J. Artif. Org. 1991, 14, 199.
(40) Amiji, M.; Park, K. Biomaterials 1992, 13. 682.
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plasticizer (50%). A similar patchy, incompletely coated surface
was obtained in initial experiments when PEO(18.5K) was used
instead of the higher molecular weight PEO (200K). The SEM
micrograph of such a surface is shown in Figure 2e and serves to
llustrate the remarkable difference in platelet adhesiveness
between the coated and upncoated areas. It has been found,
however, that more uniform PEO coatings can be obtained even
when the low molecular weight PEO (18.5K) is used if the
membranes are also doped first with 10% (w/w) PLUR or TETR.
It appears that the higher concentration of polyether segments
within the membrane matrices (resulting from the presence of
PLUR or TETR) enhances the cross-linking efficiency with PEQ,
facilitating a more complete PEO surface coaling. As indicated
above, the use of the TETR- or PLUR-doped matrices is made
unnecessary, however, by using the higher molecular weight PEO-
(200K) in the photo-cross-linking procedure.

Table 2 summarizes some potentiometric response properties
of the various modified and unmodified Tecoflex-based ISE
membranes. Surface treatment with PEO (200K) produced a slight
decrease in the slope of both pH-selective and K™-selective
clectrodes. The potentiometric selectivity coefficients of both
ionophore membrane systems remained essentially unchanged
after the PEO surface modification. Continuous 20-h monitoring
of the potential of such electrodes in stirred HEPES saline
solutions, pH 7.4, showed relatively low potential drift rates for
these membranes (<2 mV over 24-h period). Figure 4 further
illustrates that PEO-coated Tecoflex membrates maintained
adequate response times, with &, times (time required to achieve
90% of equilibrium potential change) of 10 s or less, only a small
increase in response time compared to unccate¢ membranes, It
should be noted that similar experiments performed in solutions
containing 8% (w/v) bovine serum albumin indicated that the
response times and slopes of such PEO-coated films are also not
affected by the presence of protein. The fast response times are
consistent with the presence of a very thin hydrogel surface layer
with a high equilibrium water content. This is in sharp contrast
to results previously reported for conventional PVC-based ISE
membranes physically overlaid with 50-um-thick layers of 2-hy-
droxyethyl methacrylate/methyl methacrylate copolymers, which

(41) Adams, M. D.: Wade, P. W Hancock, R. D. Talenta 1990, 37, 875.
(42) Ba E Xu, A Pretsch, B, Anad, Chim. Acia 1994, 295, 253.
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displayed response times of about 15 min and decreased slopes
compared to uncoated membranes.!’

Table 2 also provides analytical response characteristics for
PLUR-doped membranes (C, H), which, as mentioned above.
exhibit a large decrease in response slope and selectivity com-
pared to membranes not containing these copolymer additives
(especially in the case of K™-selective membranes). Obviously,
such a loss in electroanalytical performance would compromise
the application of such membranes in blood measurernents. The
observed increased cationic interference can likely be attributed
to the known ability of flexible polyether chains to coordinate
cations (ref 41 and references therein) and the overall increased
polarity of the membrane.” This degradation in response
characteristics coupled with the relatively modest improvement
in platelet adhesion properties (compared to PEO-coated mem-
branes) would make the PLUR- and TETR-doped membranes less
aftractive candidates for preparation of intraarterial ISE devices.

In summary, on the basis of the results presented above, it
would appear that Tecoflex polyurethane-based ISE membranes
coated with a thin layer of cross-linked high molecular weight
PEO exhibit a unique combination of adequate electroanalytical
performance and potentially good blood-contacting properties ‘o
be useful in preparing intraarterial ISE devices. Use of such a
coated matrix to fabricate previously reported implantable polymer
membrane ion- and combined ion/gas-sensing catheters, including
a novel dual lumen pH/Pco, sensing design” may result in
sensing devices that will function reliably in vivo without systemic
anticoagulation.
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Electron Transfer Kinetics at Modified Carbon
Electrode Surfaces: The Role of Specific Surface

Sites
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The clectron transfer (ET) kinetics of Ru(NH3)e3+/2%,
IrClg®/%~, Fe(CN)s~*, Fey,®™3', and V73" were
examined on several modified glassy carbon surfaces. The
kinetics of the aquated ions were very sensitive to the
density of surface oxides, while those of the other redox
systems were not. In particular, chemical derivatization
of surface carbonyl groups decreased the rate of electron
transfer with Fe®/%~ by 2-3 orders of magnitude but had
fitde effect on Ru(NHs)s* 72" or IrClg>/3~. The electron
tranfer rates for Fe3*/?~ correlated with surface C=0
density determined by resonance Raman spectroscopy.
Neutral, cationic, and anionic nonspecific adsorbers
decreased the rates of ET with the aquated ions ap-
proximately equally but had little effect on Ru-
(NH3)s2~/%~. The redox systems studied were classified
into two groups: those which are catalyzed by surface
carbonyl groups and those which are not. Possible
catalytic mechanisms are considered.

A significant effort by many laboratories has been directed
toward understanding the relationship between surface structure
and electron transfer reactivity for carbon elecirodes.’™ Complex
swface chemistry and an often unknown level of surface impurities
have made it difficult t¢ determine the important structural
variables controlling carbon electrode reactivity. At least three
major phenomena affect electron transfer (ET) reactivity, and
these vary in importance for different redox systems and solution
conditions. Firsi. many redox systems (e.g., Fe(CN)#/4-,
ascorbic acid, dopamine) are very sensitive to surface cleanliness,
and observed ET rates are strongly dependent on surface
history.*** Second, the microstructure of the carbon has a large
effect on most redox systems, with the basal plane of highly
ordered pyrolytic graphite (HOPG) exhibiting much slower ET

L. In Electroanalytical Chemistry, Bard, A. J., Ed.: Dekker:
L 1991; Vol. 17, pp 22:~-374.
K. Carbon: Electrochemical and Physicochemical Properties;
{ 1988,

) /\]u 1dgC.J, R.. Schumm, B., Eds. Proceedings of the Workshop
iectyochemistry of Carbon: The Electrochemical Seciety: Pennington,

(4! . Kuwara, T. Anal. Chem. 1986. 58, 3235.
(5: Wightman, R. M.; Deakin, M. R; Kovach, P. M.; Kuhr, W. G.; Stutts, K. 1.
J. Electrochem. Soc. 1984, 131, 1578.

ik, D. H.; Kuwana, T. /. Electroanal. Chem. 1985, 188, 59.
rasser, V. A. Anal. Chem. 1984, 56, 136.
Diamantis, A. A.; Murphy, W. R, Jr.: Linton R W.; Meyer,
e Soe. 1985, 107, 1845.
@ \/ILD( A Kneten, K. R McCreery, R. L. J. Electrochem. Soc. 1993,
140.

00C3-2700/95/0367-311582.00/0 © 1995 American Chemical Socisty

than glassy carbon (GC).'"™ Third, some redox systems are

ensitive to the presence of surface oxides, which act as catalysts
for electron transfer'* or modify the surface charge.* Unfor-
tunately, many common electrode surface preparation procedures
affect more than one of these three variables. For example.
electrochemical pretreatment (ECP) by anodization of the sur
face’!7 changes the carbon microstructure, removes impurities.
and forms surface oxides.” Thus it is difficult to determine which
factor underlies the kinetic changes induced by ECP.

In several previcus reports, we examined the effects of carbon
microstructure, =123 cleanliness, ¥ and surface oxidation?® on
a variety of redox systems, mostly transition metal complexes.
Several conclusions which are relevant to the present work should
be summarized here. First, 17 inorganic complexes and four
organic redox systems exhibit much slower ET rates on HOPG
compared to GC, a shortfall we attribute (o the low density of
electronic states in HOPG.2 Second, disordering of HOPG by
laser activation or ECP increases ET rates for most systems to
values close to those observed on clean GC. Third, Fe,? /%,
Vi3, and Eug™/* are further accelerated by the presence of
surface oxides to ET rates well above the outer-sphere values
predicted from homogeneous selfexchange rates via Marcus
theory.? Fourth, this oxide catalysis is not consistent with
mechanisms based on redox mediation, hydrophobic effects, or
double layer effects.

Combined with the extensive literature on electrochemistry
at carbon, these observations lead to a working hypothesis on
the structural basis of ET reactivity at carbon.-*! Quter-sphere
systems such as Ru(NHy) 4/, IrClg~/*", elc. are sensitive (o the
electronic structure of the carbon (due to the electronic density
of states, DOS) but are otherwise insensitive to surface functional
groups or impurities. The effect of low DOS is nonspecific and
applies to all 21 redox systems examined to date. In addition.

(10) Rice, R. J.: Pontikes, N. M. McCreery, R. L. /. Am. Chem. Soc. 1990, 112.
4617,

(11} Kneten, R K. McCreery, R. L. Anal. Chem. 1992, 64, 2518,

{12) Cline, K. K. McDermott, M. T McCreery, R, L. /. Phys. Chem. 1994, §8.
5314,

13) Evans. J. [; Kuwana, T. Anal. Chem. 1977, 49, L(>32

(14) Tse, D. C. S.: Kuwana, T. Anal. Chem. 1978, 5.

(15) Armstrong. F. A; Bond, A. M, Hill, H. A. O. Olive, B.
Am. Chem. Soc. 1989, 111, 9185

(16} Deakin, M. R.; Stuits, K. J.: Wightman. R. M. J. Electroanal. Chemn. 1985,
182, 113.

(17) Barbero, C.; Silber. I. 1.; Sereno. L. J. Eleciroanal. Chem. 1988, 248, 321
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Figure 1. XPS survey spectra of (A} polished GC and (B) argon-
sputtered GC.

there are many redox reactions, such as that of Fe,**/%~, which
are catalyzed by specific interactions with surface oxides® and are
therefore very sensitive to surface chemistry. The current
experiments were designed to test this hypothesis in detail for
several representative redox systems, including Ra@NHy) s and
Fe,>*/*~. Varlous preparation techniques were used to vary the
nature and density of surface functional groups before observing
ET reactivity. By combining independent measures of oxide
functional groups based on Raman spectroscopy and XPS with
observations of kinetic behavior, the relationship between surface
structure and ET rate was revealed.

EXPERIMENTAL SECTION
In all cases except in the study of argon-sputiered GC

electrodes, the GC electrodes used were from Bioanalytical
Systems Inc. (MF2070). In the case of argon sputtering pretreat-
ment, Tokai GC-20 plates from Applied Industrial Material Co.
were used. Polished GC electrodes were prepared by initial
sanding with SiC paper when necessary and then polishing with
successive slurres of 1. 0.3, and 0.05 xm alumina (Buehler) in
Nanopure water on Microcloth polishing cloth (Buehler). Pol-
ished GC electrodes were sonicated in Nanopure water (Barn-
stead) for about 10 min before being placed into the electrochemi-
cal cell or further treatment. During transfers between each step,
the surfaces of GC electrodes were kept wet to reduce contamina-
tion from air.

Argon sputtering treatment was carried out in the vacuum
chamber of an XPS/Auger spectrometer (VG Scientific). The
vacuum chamber was pumped to 1079 Torr, then filled with argon
gas to a pressure of 2 x 107 Torr. The GC surfece was sputtered
with an AG21 argon source (VG Scientific) at a focus energy of
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Figure 2. Voltammograms of (A) 3 mM Fe® 2" in 0.2 M HCIO. at
polished (dashed line), argon-sputtered (solid line). and argon-
sputtered/ECP (dotted line) GC electrodes (scan rate, 0.2 V/s; ECP
procedure was seven cycles fram 0 to 2.2 Vin 1.2 M Hy80, at 0.2
V/g) and (B) 1 mM Ru(NH3)s*™2™ in 1 M KCI at polished (dashed
line) and argon-sputtered (solid iine) GC electrodes (scan rate. 20
Vis).

3.6 kV and target current of 30 uA for 10 min. XPS survey specira
were obtained before and after argon spuftering with a VG
Scientific XPS spectrometer (Mg X-ray radiation source). The GC
pleces were transferred into 0.2 M HCIO, solution immediately
after they were taken from the vacuwm system, and electrochemi-
cal measurements were carried out within 5 min.

2.4-DNPH derivatization of GC electrode surfaces and Raman
measurement of the derivatized surfaces were performed as
described previously.®? Preceding electrochemical experiments
on derivatized electrodes, the electrodes were rinsed thoroughly
in 20 mL of Nanopure water twice before transfer into the
electrochemical cell. To derivatize the electrode surface with 3,5-
dinitrobenzoyl chloride, the electrode was polished and rinsed with
pyridine, immersed in 0.1 M 3 5-dinitrobenzoyl chloride/pyridine
solution, and heated on a hot plate for 1 min. After standing in
the solution for 1 h, the electrode was thoroughly rinsed with
pyridine followed by Nanopure water.

2.6-Anthraquinone disulfonate (AQDS) was adsorbed to GC
electrodes by placing polished GC electrodes in 10 mM 2,6AQD35
aqueous solution for 10 min and rinsing in 30 mL of Nanopure
water successively three times. The electrodes were then
transferred into an electrochemical cell containing 0.1 M HCIO;
for voltammetry.

Methylene blue (MB) was adsorbed on GC electrodes by
dipping polished GC in 0.1 mM MB in water for 10 min and rinsing

(22) Fryling, M. A;; Zhao, J; McCreery, R. L. Anal. Chein. 1993, 67, 967,



Table 1. Electron Transfer Rate Constants (in cm/s) of Some Inner-Shere and Quter-Sphere Redox Systems at
Modified GC Electrode

dinitrobenzoy’
chloride t‘eaud

argon-sputtered DNPH-reaced methylene blue- BMB-adsorbed
polished GC GC GC b adsorbed GC GC

- 0.039 = 0.005 0.13 £ 0.01 0.15 = 0.08

06 011 £0.13 0.21 £ 0.04

110 = 0.02 0.037 & 0.009 0.026 % 0.006 0.084 = 0.030 0.078 £ 0.005
0.3) %« 107% 21413 » 10% 16+ 12) % 107 (1.1£05) = 10 ? (3.8 +£03) x 1071 (9.1 £3.0) x 10
14) x 107 <6.0 % 1078
(6.8 =4.0) x 10" <20 x 10°° <1.0 x 107° (8424 x 107 (214 10) x 1073 (29213 « 108 <15 % 100

¢ Standard derivaiization, N = 3

with 30 mL of Nanopure water three times. Raman spectra of
MB were obtained with a spectrometer based on a single-siage
spectrograph ([nstruments SA, HR 640) with a 300/mm (1.0 xm
blaze) grating coupled to a CCD (Photometric CH260 camera
head/EEV 05-10 CCD with 296 x 1152 pixels, 0.66 cm x 2.59 cm
active arez).® Excitation was provided by a tunable Tisapphire
laser (Coherent Model 890) operating at 691 nm, pumped by a 5
W argon ion laser (Coherent Model 90).

To adsorb 1.4-bis(2-methylstyry) benzene (BMB) on GC elec-
trodes, polished GC was first immersed in 1 mM 3MB in acetone
for 10 mir and then rinsed twice with 10 mL of acetone, followed
by two rinses with 30 mL of Nanopure water.

The redox systems studied were as follows: 1 and 5 mM Fe?*
in 0.2 M HCIO, solutions made from FeNH,(50,) »12H,0 Mallinck-
rodt, Inc) and 70% HCIO, (GFS Chemicals); 3 mM V** in 0.2 M
HCIO, solution made from VCly {(Aldrich Chemical Co.); 5 mM
Eut in 0.2 M HCIO, solution made from Eu(NO3)»5H.0 (Ald-
rich); 1 mM Ru@NHs) ¢ in 1 M KCl solution made from Ru(NHy)s
Cl; (Strem Chemicals); 0.5 mM IrCl#~ in 1 M KCl sclution made
from KuIrCls (Aldrich); 2 mM Colen)s™ in 1 M KCl sclution made
from Colen)sCly J. T Baken); Fe(CN)#~/* in 1 M KCi made
from KiFe(CN)y (. T. Baker).

Other solutions included 10 mM 2,6-AQDS solution (Aldrich,
recrystallized from water after being filtered through activated
charcoal):* 0.1 mM methylene blue (Aldrich); 10 mM 2,4 DNPH
(J. T. Baker) with 1% HC1 (J. T. Baker) in dry ethanol (Quantum
Chemical); 0.1% KOH (Jenneile Enterprises) in dry ethanol, 0.1
M 3,5dini frobcnmyl chloride (Aldrich) in pyridine (Mallinckrodt),
and 1 M H,SO. (Mallinckrodt). All solutions were prepared daily
with distilled Nanopure water unless noted otherwise.

Cyclic voltammetry wes performed with a computer triggered
function generator (Tektronix) and Labmaster A/D converter. A
Bioanalytical Systems Ag/AgCl (3 M NaCl) reference electrode
and a platinum counter ¢lectrode were used. Electron transfer
rate constants (£°, cm s7!) were determined from voltammetric
data using the commercial simulation program Digisim (Bioana-
Iytical Systems). k° for the simulation was varied to match the
AE, values for experimental and simulated voltammograms.
Although the value of the transfer coefficient (o) does not greatly
affect AE.. it was assumed to equal 0.5.

RESULTS
Several different manipulations of surface oxide density were
carried out, and then the surface was characterized with XPS or

{23y Frank, L J:Redd, D. C
1994,
{24) He. P (,1 00

. B.; Gansler, T. S.; McCreery, R. L. Anal. Chem.

ks, R. M. Faulkner. L. R. /. Phys. Chem. 1990, 94, 1135.

Raman spectm\copv before kinetic evaluation with Ru(NH;)
Fey /70, Vo 21 Fe(CN)§/*, ete. Surface mdnlpulatlom are
separated into threc groups: nonspecific removal of surface oxides
by Ar ion sputtering, chemical derivatization of specific surface
oxides, and nonspecific adsorption of surface monolayers.

Ar* Sputtering. XPS survey spectra of polished GC-20 before
and after Ar~ sputtering in UHV are shown in Figure 1. Sputtering
reduces the observed surface O/C ratio from 14% to less than
1%. After the GC specimen was quickly transferred (through air)
to an electrochemical cell, the voltammograms of Figure 2 were
obtained. Sputtering causes a 3 order of magnitude decrease in
the ET rate for Fe..~~/%, while it has a relatively small effect (a
factor of 6) on Ru(NHys"/ Iectrochenmal oxidation of the
sputtered surface restores Lhe observed Fe, ™" rate to a value
somewhat higher than that on a polished surface. The observed
rate constants are listed in Table 1, along with those for [rCl#~
Va4, and Fe(CN)§*~/~ following similar treatments. These
results reveal that Ar* sputtering decreases the rate constants of
Fe,* and V> by a much larger factor than those of
IrCly /=, Ru(NH.#/27, or Fe(CN)#~/1~. As is apparent from
Figure 2A and several reports in the literature, electrochemlcdl
oxidation of GC dramatically increases &° for Fe, =/, V2"
and Eu,?~?*. After ECP conditions similar to those used here.
we observed £° values of 0.012, 0.009 and 0.004 cm/sec, for
Fey ™, Vi and Eu,~/#=, respectively.”

Specific Surface Derivatization. To examine the role of
specific oxygen-containing functional groups on electrode kinetics.
GC surfaces were treated with two organic reagents. Dinitrophen-
ylhydrazine (DNPH) has been shown to specifically derivatize
surface carbonyl groups. but not lactones, carboxylates, or alcohol
groups.® DNPH forms a resonance Raman active adduct which
may be observed quantitatively at 1—10% surface coverage by
monitoring the peak area of the 1140 cm™ N—N stretch. The
voltammograms of Figure 3 and the fourth column of Table 1
indicate that DNPH treatment of a polished GC surface decreases
the rates of Ru(N. ~and IrCl~/%~ by about 50%. However,
the rates of Fe, @7, Bu, /%", and V,*/* decreased by factors
of more than 10C following DNPH derivatization. We noted during
control experiments that ethanol decreased the Fe, """ rate by
about a factor of 10 withoul DNPH treatment. The experiment
was repeated with a DNPH reagent in 2 M HCl without ethanol.
The rate following DNPH treatment with enthanol absent was 3.6
x 1075, while a control experiment with 2 M HCl yeilded £° = 1.8
x 107 The 2M HCl treatment had no effect on the RaNHy ¢~
rate conslam Thus DNPH treatment consistently reduced the
Fe,2/** by a factor of 70—100 whether or not ethanol was present.
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Figure 3. Voltammograms of (A) 5 mM Fe® 27 in 0.2 M HCIO4 at

polished (dashed line) and DNPH-treated (solid line) GC electrodes

(v = 0.2 V/s) and (B) 1 mM Ru(NHz)s>2* in 1 M KCI at polished

(dashed line) and DNPH-treated (solid line) GC electrodes (» V/s).

Table 2. Correlation between Raman Detected
Carbonyl Density and the Electron Transfer Rate
Constant of Fe,q®"*"

area under electron
DNPH-carbor | transfer
adduct 1740 em ¢ rate for

surface trealment Raman band (e7)  Fey > {em/s)¢

polished 2.5 % 107
ECP 105,22 V. 1M NaOH 2.0 x 107

5V, 1.5 M H,S0, 3.6 x 107°
ECP10s, 2.2 V.1 M. HNO; )/5 = 154 32 % 107
ECP 10 s, 2.2 V. 1 M. NaNO; 848 £ 174 3.6 x 1077
ECP5s, 1.8V, 1 M HS0 1716 % 351 7.1 % 1078
ECP 105,22V, 1 M H,50, 5175 % 416 1.0 x 1072

2

“ Standard derivatization, N = 3. * Before DNPH derivatization. Two
identical samples were clectrochemically pretreated, and then one was
used for Fe voltammetry, the other for DNPH derivatization and
Raman spectroscopy.

while neither DNPH nor ethanol affected the Ru(NH,) 57/ rate
significantly.

In a previous report, we demonstrated that surface carbonyl
density could be determined from the area of the 1140 cm™! band
of the resonance-enhanced, surface-bound DNPH.2 The relation-
ship between £° for Fe,’ and DNPH coverage is shown in
Table 2 and Figure 4. The carbonyl density was increased by
ECP under various condidons (shown in Table 2). and then

+ voltammograms were obtained. An identically treated
surface was subjected to DNPH derivatization, and then Raman
spectra were obtained to evaluate C=0 coverage. The 1140 cm™!
peak area indicates the density of surface C=0 groups, with an
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Figure 4. Correlation between the area of 1140 cm™* DNPR—
carbon adduct Raman band and rate constant of Fe®2~ at carbon
electrodes after ECP with various procedures. The ECP procedures
are listed in Table 2. Rate constants were determined before DNPH
derivatization. The 1140 cm™’ Raman band was observed after DNPH
derivatization and indicates the surface carbony! censity.
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Figure 5. (A) XPS survey spectrum of DNBC-treated GC surface.
inset shows magnified nitrogen 1s region. (B) Voltammograms of 3
mM Fe3*2~ in 0.2 M HMCIO4 on polished (dashed line) and DNBC-
treated (solid [ine) GC electrodes (i = 0.2 V/s). (C) Voltammograms
of 1 mM Ru(NHa)e®2* in 1 M KCl on polished (dashed ling) and
DNBC-treated (solid line) GC electrodes (v = 20 V/s).

area of 270 e corresponding to ~1% of a monolayer. As the
surface C=0 increases, £° for Fe,,*/** also increases. monotoni-
cally and roughly linearly. The results establish a direct correla-
tion between Fe,?™/#* ET ratc and surface carbonyl density.

Although it was not studied in as much detail, dinitrobenzoyl
chloride (DNBC) is a reagent which should react with surface
OH groups to form a dinitrophenyl ester.® After reaction with
DNBC, polished GC exhibited a nitrogen 1s peak from the surface-
bound NO, group, with a surface coverage of ~1% I“wuu 5.
Voltammetry showed minor effects of DNBC on Fe, 2™ and
Ru(NH3)¢"/#* ET rates. The kinetic effects of DNBC d cerivaaiza~
tion are summarized in Table 1 for four redox systems.

(25) Siggia, S.; Hanna, J. G. Quantitative Organic Analysis via Funciional Gronp:
Wiley: New York, 1979; pp 31—¢0, 61-71.



0.100 0.100
Fe3-/2* BMB Fed*2*/AQDS

~ 0.030 ~  0.050
5 B
= 0.000 = 06.000
g E
3 5

-0.05¢ -0.050

-0.10¢ * * ~0.100

©.00 0.80 0.60 0.40 0.20 0.00 1.00 0.80 .60 0.40 0.20 0.00
Potential { V vs Ag/agCl) Potential { V vs Ag/agCl)
0.100 0.400 J
Fe*i2/MB _ Ru(NH;) " /AQDS

. 0.050 0200 F
< <
a g
= 0.00¢ s 0.000 ¢
:

-0.030 -0.200

-0.100 - . - -0.400 +

1.00 0.80 0.60 0.40 0.20 0.00 0.46 0.20 0.00 -0.20 -0.40 -0.€0 -0.80

Potential { V vs Ag/agCl)

Potential ( V vs Ag/AgCl)

Figure 6. Voltammograms of (A) 5 mM Fe3~2* in 0.2 M HCIO, at polished (dashed line) and BMB treated (solid line) GC electrodes (v = 0.2
V/s). (B) 5 mM Fe¥"2* in 0.2 M HCIO; at polished (dashed line) and AQDS-treated (solid line) GC electrodss (v — 0.2 V/s); (C) 5 mM Fed+2-
in 0.2 M HCIO. at polishec (dashed line) and methylene blue-treated (solic line) GC electrodes (v = 0.2 V/s); and (D) 1 mM Ru(NH3)e**2* in
1 M KCl at polished (dashed line) and AQDS-treated (solid line) GC electrodes (v = 20 V/s). Conditions for adscrption o* BMB, AQDS, and MB

are indicated in the text.

Nonspecific Adsorption. The surface coverage of DNPH and
DNBC on polished GC is on the order of the original oxide
coverage, a {ew percenl. We have demonstrated previously that
anthraquinone 2.6-disulfonate (AQDS) and bis(d-methylstyryl)-
benzene (BMB) physisorb on GC at monolayer levels 227 AQDS
forms a monolayer when adsorbed from dilute aqueous solution
and czn be detected voltammetrically. BMB forms a monolayer
from acetone solution and is observable with Raman spectros-
copy.® Figure 6 shows that methylene blue (MB) adsorbs
strongly to polished GC from 0.1 mM aqueous solution, with the
voltammogram of Figure 6A indicating a surface coverage of 190
pmol/cm®  Resonance Raman spectra of adsorbed MB before
(Figure 6B) and after (Figure 6C) voltammetry in Fe, ™/
solution indicate that the MB is strongly adsorbed and does not
desorb during voltammetry in a solution which does not contain
MB.

The kinetic effects of these nonspecific adsorbers on Fe, /4
and Ru(NHs)¢*~/2* are shown in Figure 7, and Table 1. BMB and
MB have small negative effects on Ru(NH: -~ and IrClg=7%-
rate consiants but decrease the Fe,2*/** and V,*/°* rates by

(26) McDormoit, M. T.: Kneten, Ko MceCreery, R L. J. Plys. Chem. 1992, 96,

McCreery. R L. Langmuir, in press.
eery, R. L. submitted for publication.

about ar order of magnitude. AQDS adsorption also decreases
the Ru(NHg )" and IrCl#/# rate constants slightly but
increases the Fe, 3+ and V,, /" rates.

Finally, adsorption of Fe?/** and Ru(NH,) ¢ /2* was examined
using the semiintegral approach described elsewhere? The
semiintegral of a Ru(NH;)y /2~ voltammogram (Figure 8A)
exhibits the ideal sigmoidal shape expected for a diffusion-
controlled process. After ECP, a similar sigmoidal semiintegral
was observed, with a slight peak on the plateau indicating weak
adsorption of Ru(NH;)¢"/#* to the oxidized surface Figure 8B).
The semiintegral for the oxidation of Fe,** on a polished GC
surface (Figure 8C) clearly indicates adsorption, which is in-
creased significantly by ECP (Figure 8D). A rough estimate of
the amount of adsorbed Fe?* for the polished surface shown in
Figure 8C yields ~40 pmol/cm?.

DISCUSSION

The redox systems in Table 1 fall into two distinct groups,
which differ in their sensitivity (0 surface chemistry. Ru(NHy)s /2",
IrCl= 7, and Fe(CN)¢ -/~ exhibit relatively small decrezses in
£° upon ArT sputtering, derivatization of surface C=0 or C—0OH,
and nonspecific adsorption. It is somewhat surprising that a

(29) Bowling, R; McCreery, R. L. Anal. Chem. 1988, 60. 605.
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surface after six Fe®2~ voltammograms had been acquired on the

same surface.

monolayer of an organic adsorbate such as BMDB or AQDS
decreases the rate for these systems by factors of only about 2—5.
The decrease is independent of the charge of the adsorbate (-2,
0, or --2), which rules out a major contribution from double layer
effects.” It is probably an oversimplification o attribute the
change solely to the increase in electron tunneling distance, but
such an explanation is quantitatively reasonable. For a tunneling
constant of about 1.0 A’l, a monolayer spacer between the
electrode and the redox system would decrease the rate by less
than an order of magnitude.”

Ar- sputtering should not deposit a monolayer of adsorbate
(ignoring possible contamination during UHV to solution transfer)
and should not inhibit ET. However, Raman spectroscopy reveals

{30) Firklea, H. Q. Hanshew. D. DL J Ao, Chem. Sve. 1992, 114, 3173,
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that Ar* sputtering disorders GC, with an undetermined efiect
on ET rates. We can conclude from the Ar* sputtering treament
that reduction of surface oxide level and disordering reduce
observed rates for Ra(NHz)¢*/27 and IrCl#~/*~ by less than an
order of magnitude. While Fe(CN)s /4~ behaves similarly.
previous reports for both carbon and metallic surfaces indicate
that the Fe(CN)¢*~/*- often behaves anomalously and should not
be considered outer-sphere.!?%1 Therefore, we conclude that
IrClg /% and Ru(NH,)*7/2* are behaving as outer-sphere systems,
and Fe(CN)s*~/4~ will be set aside for now. Consistent with this
conclusion is the observation that specific surface groups have
small effects on Ru(NH»)# /% or IrCl¢™/*, at least for the
conditions employed.

The aquated metal complexes Fe, 21/°*, ", and Eug 2/
behave much differently, exhibiting extreme sensmvm to surface
chemistry. First, derivatization of carbonyl sites with DNPH
decreases the rate for these systems by at least a factor of 100,
even though the DNPH surface coverage is only ~1%. When
DNPH was used to quantify C=0 coverage rather than to block
carbonyl groups, Fe,*/** rates tracked C=0 density (Figure 4)
Nonspecific adsorption of MB or BMB decreased the Fe, ™"
Vo™, and Eu, >™/*" rates more than that of the outer-sphere
systems, but not as much as DNPH. In addition. an OH speciﬁc
reagent had a fairly small effect on Fe,”** and Vy
Collectively, these observations indicate the central role of surface
C=0 groups in accelerated ET to the aguated systems studied.

Unlike BMB and MB, AQDS adsorption increases the rale
constants for Fe,»*/?" and V,i**/%*. A similar increase was
observed for 1,5-AQDS and for anthraquinone monosulfate.
Fey? 73" and V>~ have very different formal potentials in 1 M
HCIO, (+0.5 vs —0.4 vs SCE), so catalysis by anthraguinone is
unlikely to involve redox mediation. Since the anthraguinones
contain C=0 groups, it is possible that they increase the Fe,
rate by increasing the “surface” C=0 density. As anaside. it was
observed that Fe,?*/** catalysis occurred when the AQDS was
adsorbed from a concentrated (10 mM) solution rather than a
dilute solution (107> M), implying that catalysis is favored by the
edge rather than flat orientation for the adsorbed AQDS. For the
edge orientation, the carbonyl groups should be more accessible
to the Fe, i+

The correlation between surface carbonyl density and &° for
the aquated systems is quite strong. At the limit of very low C=0
coverages exhibited for the Ar'-sputtered and the DNPH-treated
surface, the rate for Fe,>*/** is between 2 x 1079 and 2 x 1077
cm/s. This value is close to the outer-sphere rate observed on
Pt and Au surfaces in the absence of chloride catalysis.? As noted
previously, it is also less than the outersphere rates predicted
from the homogeneous self-exchange rate by about an order of
magnitude.? We proposed in a previous publication that surface
oxides provided an inner-sphere route for Fe,
Vot /2 possibly involving a surface C=0 and an adjacent OH
g‘roupf’ Based on this hypothesis, the nonspecific adsorbers BMB
and MB decrease the Fe,>*/*~ rate by blocking C=0 sites buz
apparently not as effectively as covalent bonding to DNPH. In
addition, ECP increases the C=0 density, thereby increasing
inner-sphere catalysis for these systems.

(31) Peter, L. M.: Durr, W.; Bindra, P.: Gerischer. H. /. Electroanal. Chem. 1976,
71,31
(32) Hung, N. C.; Nagy, Z. J. Electrochem. Soc. 1987, 134, 2215.
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Figure 8. Semiintegrals of (A) 1 mM Ru(NH5)e®/2* in 1 M KCl at polished GC electrode (v = 20 V/s); (B) * mM Ru(NHz)e*"2% in 1 M KCl at
GC electrode after ECP (ECP procedure: three cycles from 010 2.2V in 1 M Hp80, at 0.2 V/s); (C) 1 mM Fe¥2* in 0.2 M HCIO. at polished
GC elsctrode (v = 2 V/s); and (D) 1 mM Fe®2* in 0.2 M HCIO, at GC electrode after ECP (v = 0.5 V/s).

Although the results strongly support the involvement of
surface carbony! groups in electrocatalysis of the aquated systems
examined, there remain several possibilities for the mechanism
of carbonyl catalysis. Redox mediadon by C=0-containing surface
groups is unlikely. given the redox potentials of the systems
studied. Mediation by a surface group should yield voltammetric
waves near the redox potential of the mediator. On the contrary,
the Ey; values for Fey, /3, Euy ™

*, and V**/** occur near
their expected values, not those of a mediator. A mechanism
involving irner-sphere catalysis by adjacent C=0 and OH groups
proposed earlier is another possibility. The catalysis of Fe,2*/4*
by chemisorbed CI™ on Au noted by Nagy et al. provides a possibly
useful analogy.” In that case, it was concluded that chemisorbed
CI" provided a bridging group for inner-sphere catalysis, leading
to large rate enhancement. For carbon electrodes, a C=0 group
could be a bridging ligand which is completely blocked by DNPH
derivatization. We proposed previously that the carbonyl group
could participate with a surface OH group to form a coordination
site similar to that of acetoacetonate. However, the greater
structural information available from the Raman results, combined
with the small effect of surface OH derivatization, does not support
OH involverent in catalysis. Se, if an inner-sphere route is
involved, it would require displacement of an H,O ligand on the
redox center by the surface C=0 group. A precedent exists for
such a mechanism, for Cr#*/** binding to amide and ester C=0
groups.™

A third possibility for surface C=0 catalysis of aquated ions
is “outer-sphere bridging”. in which the inner coordination sphere
of the redox center is not displaced during electron transfer !
The catalyst acts as a bridge between two reactants, leading to a
transition state involving two redox centers and the bridge.
Examples include K* catalysis of Fe (CN)*~/t~ self-exchange and
anion catalysis of Fe?, Cr’*, and V7 reduction of Co(en)+
Co(phen);**. By analogy to this mechanism, the M,/ ion
would retain its hydration sphere, but the ion would interct with
a surface C=0 group to promote electron transfer. It is specula-
tion at this point, but such an interaction could involve hydrogen
bonding between a complexed water molecule and a surface C=0
group. The observation of adsorption of Fe,* on GC implies
that such an interaction may be quite strong.

In summary, Ru@NHy)#**~ and IrCl+3/4 are examples of
outer-sphere electron transfer reactions on carbon surfaces. The
rates for these systems are insensitive to surface chemistry on
disordered carbon electrodes such as glassy carbon, and the
observed rates do not vary greatly with surface oxide coverage
or the presence of monolayers of nonspecific adsorbers. In
contrast, Fe, " %, Eu /%, and V,.2*/** are very sensitive to the
density of surface C=0 groups, which provide a catalytic route
to increase an inherently slow outer-sphere rate. Although the
structural details of the catalytic mechanism are not yet known,

and

(33) Cannon. R. D. Electron Transfer Recctions: Butterworths: Boston, 1980; pp
156~161.
(34) Reference 33. p 166 f.
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Carrier Mechanism of Acidic lonophores in Solvent
Polymeric Membrane lon-Selective Electrodes

Wirich Schaller,t Eric Bakker,* and Ernd Pretsch*
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CH-8092 Zurich, Switzerland

The behavior of cation-selective solvent polymeric mem-
brane electrodes based on acidic ionophores is investi-
gated by studying the selectivity coefficients as a function
of cationic or anionic additive concentration. This tech-
nigue allows discrimination between neutral and charged
carrier-related mechanisms, resulting in the following
findings. Ionophores with a carboxylic acid group act as
neutral carriers and sulfonic acid derivatives behave as
charged carriers irrespective of the plasticizer used. The
Ca*"-selective organophosphate ionophore examined (bis-
[4-(1,1,3,3-tetramethylbutyl)phenyllphosphate) acts in low
dielectric constant plasticizers in a mixed mode where the
analyte ion forms two different complexes in the mem-
brane phase—one with the charged form of the carrier and
the other with the protonated form (neutral ionophore).
From these results it can be seen that when developing
novel ion-selective electrodes based on acidic ionophores,
both cationic and anionic additives as well as plasticizers
of high and low dielectric constant should be tested since
completely different selectivity behavior could be obtained
due to the charged and neutral forms of the carrier in the
organic phase. The addition of potassium tetrakis[3,5-
bis(triflucromethyl)phenyllborate to the calcium-selective
membrane phase based on the organophosphate ligand
mentioned above, the plasticizer dioctyl phenylphospho-
nate, and poly(vinyl chloride) improves the potentiometric
properties of the electrodes with respect to membrane
resistance and anion interference.

The ionophores used in lon-selective electrodes (ISEs) are
normally divided into ion exchangers, neutral carriers, and
electrically charged carriers.! The selectivities of ISEs based on
ion exchangers are determined by the free energies of solvation
of the ions and, for anions, correspond to the so-called Hofmeister
series. ISEs based on neutral or charged carriers show a
selectivity pattern different from ion exchanger electrodes due to
the complexation properties of the ionophore. In the past, the
distinction between ion exchangers and charged carriers was not
made precisely. Therefore, charged carriers were often called
ion exchangers and vice versa.!

Two decades ago, the addition of ionic sites was proposed for
neutral carrier-based ion-selective liquid membrane electrodes in

Present eddress: Department of Chemistry, The University of Michigan,
Ann Arbor, Mi 48109
Present address: Deparument of Chemistry, Aubumn University. Auburn,
Alabama 36849.
1) Usnezawz, Y. Handbook of Ior-Selective Electrodes: Selectivity Coefficients; CRC
Press: Boca Raton, FL. 1990.

0008-2700/95/03€7-312389.00/0 € 1995 American Chemical Society

order to reduce the interference by lipophilic counterions® and to
create permselectivity.? The presence of mobile ion exchange
sites has proved to be beneficial in many other respects. The
additive reduces the response time, lowers the electrical mem-
brane resistance, and gives rise to significant changes in selectiv-
ity, e.g., improves the selectivity for divalent over monovalent
ions.*"® Only very recently has the beneficial influence of ionic
sites on the potentiometric properties of ISEs based on electrically
charged carriers been demonstrated both theoretically and
experimentally.” We were able to show that there is no funda-
mental difference between charged and neutral carriers with
respect to the relationship of complex formation constants and
selectivities of ISEs if appropriate ionic additivies are used, a result
that stands in contradiction to earlier assumptions.? Since charged
and neutral ionophores need Iipophilic sites of opposite charge
for optimum performance, it is possible to discriminate between
neutral and charged carrier-related mechanisms as shown lately
for anion-selective electrodes based on metalloporphyrins.?

The only relevant charged ionophores for cation-selective
electrodes known so far are organophosphate derivatives. Since
1967, when Ross introduced the first calcium-selective electrode, !t
a variety of related compounds have been synthesized and used
inISEs." In 1973, Ruzicka and co-workers stressed the possibility
of organophosphate ionophores to form different complexes with
Ca®* in organic phases depending on the structure of the
phosphate derivative, on the pH, and on the sclvent used.? In
the present work, calcium bis[4-(1.1.3,3-tetramethylbutyl) phenyl]-
phosphate (Ca(DTMBP-PO,),) was investigated as a representa-
tive of the organophosphate ionophores together with the anti-
biotic monensin (lipophilic carboxylic acid) and dinonyl-
naphthalenesulfonic acid.””

(2) Morf, W. E.; Kahr. Simon. W. Anal. Leit, 1974, 7.
(3) Perry, M.; Label, £.: Bloch. R. J. Memby. Sei. 1976, 1,
@) Ammann, D.; Morl. W. E.; Ank Meier, P. C.; Pretsch,
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(5) Meier, P. C.; Morf. W. E.: Laul
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Only a few studies on ion-pair formation and acid dissociation
in PVC membranes have been published so far.¥"%¥ Salts are
likely to be dissociated if Z-pitrophenyl octyl ether (0-NPOE) is
used as a plasticizer because of its high dielectric constant of enem
= 14.% In contrast, dissociation is hindered in membranes with
66% bis(2-ethylhexyl) sebacate (DOS) and 33% PVC (epem =
4.8).%15 DOS and ¢-NPOE are those two plasticizers commonly
used in ISEs that differ most in their dielectric constants.
Although the dielectric constant is definitely not the only factor
governing the dissociation, *2* these two extreme plasticizers were
used in this study.

Present models describing the effect of ionic additives on ISE
responses predict that for a certain ligand only one charge type
of additive is beneficial. If cation-selective neutral carriers are
used, the presence of lipophilic anions R~ is mandatory. On the
other hand, if charged carriers are used, lipophilic cations R* are
heneficial in cation-selective electrodes. When we investigated
the behavior of an organophosphate carrier, we found surprisingly
that hoth cationic and anionic additives lead to a cationic emf
response with selectivities deviating clearly from those induced
by ion exchangers. To explain this behavior, which contradicted
earlier findings and model predictions, we exiended the theoretical
description by including the protonation/deprotonation equilib-
rium of the carrier. Due to the increased complexity, number of
parameters, and assumptions this description is only given to
demonstrate the qualitative dependence of selectivity on additives.

EXPERIMENTAL SECTION

Reagents. For all experiments, doubly quartz-distilled water
and chemicals of puriss or pa grade were used. Tridodecyl
methylammonium chloride (TDMA-C; Polysciences Inc., War-
rington, PA 18976) was recrystallized from ethyl acetate. Di-
nonyhaphthalenesulfonic acid (DNN-SO;H) wes obtained from
Pfaltz and Bauer (Waterbury, CT) as a 50% solution in kerosene,
which was removed by distillation and used without further
purification. Bis{4-(1.1.3,3-tetramethylbutyl) phenyllphosphate cal-
cium salt (Ca(DTMBP-PO.)»), monensin, potassium tetrakis[3,5-
bis(trifluoromethylyphenyliborate (K TFPB), potassium tetrakis(4-
chlorophenyl)borate (K- TpCIPB), dioctyl phenylphosphonate
(DOPP), bis(2-ethylhexyl) sebacate (DOS), 2-nitrophenyl octyl
ether (o-NPOE, all Selectophore), and poly (viny: chloride) (PVC,
high molecular) were from Fluka AG (Buchs, Switzerland).

Bis[4-(1,1,3,3tetramethylbutyl) phenyllphosphoric acid (DT
MBP-PO.H) was prepared by dissolving the salt Ca(DTMBP-PO,),
in methylene chioride, shaking it against 1 M HC], and evaporating
the organic phase. Tridodecylmethylammonium bis[4-(1,1,3,3-
tetramethylbutylyphenyllphosphate (TDMA DTMBP-PO,) was
obtained after dissolving Ca(DTMBP-PO,), and TDMA-Cl (molar
ratio 1:2) in methylene chloride, shaking this solution against
water, and evaporating the organic phase. Both constitutions were
confirmed by 'H NMR (CDCly).

(14) A-mstrong, R D.; Todd. M. Electrochim. Acta 1987, 32, 155-157.

{15) Ay R D Covington, A. K. Proud. W. G. . Flectroanal. Chem. TO88,
257. 155160,

(16) Verpoorte, E. M. J.: Chan, A D. C.; Harrison, D. i, Electroanalysis 1993, 5,
845-854.

(17) Kuratl ; Baderischer, M. Rusterholz, B.; Simon, W. Anal. Chem. 1993,
65, 34733479

wstrong, R. D.: Horvai. G. Electrochim. Acta 1990, 35, 1-7.

ster, R.; Rosatzin, T.; Rusterholz, B.; Acbersold, B.; Pedrazza, U.; Riiegg,

hmid, A, Spichiger, U. E.; Simon, W. Anal. Chim. Acta 1994, 289,

(18
(19

1-13.
(20) Bakker, E: Xu, A Pretsch, E. Anal. Chim. Acta 1994, 295, 253~262.
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Membranes. The solvent polymeric membranes were pre-
pared according to ref 21 by using 0.1-1 wt % carrier. 64—66 wt
% plasticizer, 33 wt % PVC, and 0—2 wt % additive. For condition
ing (overnight) and as internal flling solution, 0.1 M CaCl, and
0.1 M NaCl were used for calcium- and sodium-selective clec-
trodes, respectively. The electrodes were stored in the same
solutions when no measurements were performed.

emf Measur ts. Measurements of emf were carried out
at 22 + 1 °C with cells of the following type:

Hg | Hg,Cl, | KCl(satd) | 3 M KCl || sample solution ||
liquid membrane || internal filling solution | AgCl | Ag

The external half cell was a calomel reference elecirode of the
free-flowing free-diffusion liquid junction type.** The equipment
used for the potentiometric measurements was as specified
earlier.?’ The measured emf values were corrected for changes
in the liquid junction potential by applying the Henderson
formula.® The activity coefficients used are described in detail
earlier.” Membrane resistances werce determined by the voltage
divider method® and selectivity coefficients by the separate
solution method (SSM)? in 0.1 M aqueous solutions of metal
chlorides.

3P NMR Experiments. Spectra were recorded on an AM
300 or an AMX 500 NMR spectrometer (Bruker/Spectrospin.
Fallanden, Switzerland), and the phosphorus atom of the plasti-
cizer DOPP (—19.2 ppm relative to H;P04) was used as internal
reference. The composition of the solutions wers 2 wt %
ionophore (Ca(DTMBP-PO,), or DTMBP-POH) in 96-98 wr %
DOPP and a varying amount of TDMA-Cl or K TpCIPR (0 — 2wt
%).

Calculations. Excel 4.0 was used to calculate the curves of
the figures in the theoretical part.

THEORY

Differentiation of Cation Exchanger and Charged and
Electrically Neutral Ligands. On the basis of the assumption
that only the external phase boundary potential is variable, the
effect of ionic additives on the selectivity of ISEs was described
with a simple theoretical model for neutral®® and for charged
carriers.” In the following, selectivity coefficients calcutated using
these models are given for cation-selective membranes containing
a cation exchanger or a charged or an electrically neutral
ionophore with and without lonic additives considering only
monovalent primary (I7) and interfering ions (*). For a cation
exchanger, provided the cationic additive (R™) is not in excess.”

(21) Behringer, Ch.; Lehmann, B.; Haug, J.-P.: Seiler, .: Morf, W E.: Harte
K.: Simon, W. Anal. Chim. Acta 1990, 233, 41-47.

E.; Wegmann, D; Morf, W. E.;: Smon, W. Anai. Chem. 1986,

89.

(23) Meier, P. C.; Ammann, D.; Morf, W. E,; Simon, W. In Medicai und Bivlogical
Applications of Electrochemical Devices: Koryta, J.. Ed.: Chichester and
Wiley: New York, 1980; pp 13~91.

(24) Meier, P. C. Anal. Chim. Acta 1982, 136, 36336

T. S.; Pungor, E.; Rechnitz, G.; Rice, N. )
J. D. R. Pure Appl. Chem. 1976, 48, 127-132,

(27) Pretsch, E.; Wegmann, D.; Ammann, D.; Bezegh, A Dinten. O.: Laubli, M.
W.,; Morl. W. E.; Oesch, U.; Sugahara, K; Weiss, H.; Simon, W. In Zon
Measurements in Fhysiology and Medicine. Kessler, M. et al.. Eds:

Springer: Berlin, 1985; pp 11-16.
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Figure 1. Comparison of catior exchanger and charged and
electrically teutral ionophores in cation-selective membranes. Se-
lectivity coefficients for 1™ over J* were calculated as a function of
anionic (R~} or cationic additive (R™) concentration according to eqs
1=3 with the following assumptions: Ly =15 x 1073 molkg™, log Ky
=log kifk = 0.5. fi = 107 kgrmol™", and fuL = 10% kgrmol1-"1.

the following term for {5 is obtained:??

B =k /l = Ky w

with

by = exp (il (aQ) — uilorg) }/RT)

where & (k) is the so-called single ion distribution coefficient of
I* (J%) between the aqueous and the organic phase, Ky the ion
exchange equilibrium constant for I* and J*, and 4! the chemical
standard potertial of the jon 7 in the respective solvent (“ag”
denotes species in the aqueous phase, “org” species in the organic
phase).

In analogy to eq 10 in ref 7 and eq 2 in ref §, the formalism for
a negotwely charged and an elecirically neutral carrier both forming
1:1 complexes with I™ and J* is described by

pot
by =

. Bn [R;]/’)IL IR+ D’ + 46y Ur - R'D
i : =
Prrnig, —1- JaR U+ D7+ 4By G- RD

@
and

=

P B Iofu = VL Ur = R+ 4, (R

o 2 —132 -
PL((R7) - LBy + \/[J’jL Ly = R+ 4 [R]

respectively. Ly, [R*], and [R™] are the total concentrations of
the ligand and the cationic and the anionic additives in the organic
phase and /1. and §;; the complex formation constants. Figure 1
shows the calculated logarithmic selectivity coefficients as a
function of charge and concentration of the additive for the three

(28) Sandblom, I.; Eisenman. G.: Walker, J. L., Jr. /. Phys. Chem. 1967, 71, 3862—
3870.
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Figure 2. Schematic diagram of four different membrane types
containing a (A) dissociated ion exchanger, (B} negatively charged
(L™), (C) partially dissociated (HL and L™). or (D) electricaily neutral
figand (L). I*, analyte ion: A~ counterion; R~ and R*, lipophilic
anionic and cationic sites (ion exchanger), respectively.

cases: carion exchanger (eq 1) and charged (eq 2) and electrically
neutral carriers {eq 3).

The selectivity of membranes with a cation exchanger cannot
be influenced by acditives and is always determined by the
lipophilicity of the cations. When an wncharged ionophore is used,
lipophilic anions R~ have to be added to the membrane to obtain
a cationic response function, while cationic sites R* result in an
anionic slope. On the other hand, cationic additives R~ (up to
100 mol % relative to the ionophore) are beneficial to the
selectivities of a negatively charged carrier. Higher concentrations
(>100 mol %) result in anionic emf responses. But when anionic
sites R~ are applied to a membrane containing such & ligand, ISEs
with selectivities of a cation exchanger are obtained.

Thus, a distinct difference in the potentiometric properties is
obtained for charged and for electrically neutral carriers when
the sites are changed from anionic to cationic or vice versa.

Partially Dissociated Ligand (Mixed Mode). Here we
extend the two models mentioned above by allowing the following
dissociation equilibrium for acidic ionaphores:

K,
HL==L1" +H"

where L~ is the charged form and HL is the neutral form of the
ionophore and X, the acidity constant. Both forms may build
complexes with ions in the membrane phase leading to a neutral
(IL) and a positively charged (IHL*) complex, as shown in Figure
2 (mechanism C, partally dissociated ligand). In the same figure
the schemes for a cation exchangcr, a charged ligand, and a
neutral ligand are given as well and show the similarities of
mechanism C to B and D. The neutral form of the partially
dissociated ionophore (HL in scheme C) corresponds to the
neutral ligand L in scheme D. It is obvious that the neutral and
charged carrier mechanisms (D and B, Figure 2) correspond to
the limiting cases of the present model (C, Figure 2)). By adding
a defined amount of cationic (R*) and anionic (R™) sites, the
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concentrations of the free ligand L~ (¢f. B and C, Figure 2) and
of the positively charged complexes IHL" and IL” (¢f. C and D,
Figure 2) are increased due to electroneutrality.

Earlier theories considered Hquid ion exchangers being
completely dissociated or strongly associated.**% But so far, the
existence of two complexes with different charge and the influence
of ionic additives on the selectivity behavior of the corresponding
ISEs has not yet been taken into account.

‘The theoretical description is given for cation-selective elec-
trodes and is based on the following assumptions:

(1) Only the phase boundary polential at the sample/
membrane interface is considered. The inner phase boundary
potential is constant due to the fixed internal electrolyte solution.
The diffusion potential within the membrane phase is usually
much smaller than the boundary potentials aad is therefore
neglected.

(2) The organic phase boundary in contact with the sample is
in chemical equilibrium with the aqueous sample solution.

(3) The electroneutrality condition is fulfilled in both phases.

(4) Ion pairs in the membrane phase are neglected; i.e., the
association constants are assumed to be invariant for a specific
ion.

(5) The description is given for singly charged primary on I~
and interfering ion J* forming 1L:1 complexes either with the
charged form of the ionophore (L") or with the neutral form (HL).

(6) The relevant species in the membrane phase are the two
forms of the ionophore (L~ and HL), the fonic additives R~ or R*,
the hydrogen ion H, and the primary (I*) or the interfering ion
(') and their complexes with both the charged and neutral forms
of the ionophore (IL, JL, THL, JHL").

The following general formalism for the Nicolsky selectivity
coefficient, £}, is used for the calculations: ™’

By =Kyl @

According to SSM determinations of selectivity coefficients, the
concentrations [[7] and [J*] refer to two different measurements.
Brackets indicate generally concentrations in the organic phase,
which are used instead of activides for all species in the membrane
by assuming that the comresponding activity coefficients are
constant.

In the following the concentration of the primary ion in the
membrane phase is described as & function of the complex stability
constants of the primary ion with both forms of the carrier (S
(eq 5 and B, (eq 6)), the protonation equilibrium (eq 7), the
electroneutrality condition for membranes with negative sites R~
(eq 8}, and the mass balance of the ligand (eq 9):

B = ULY/ATIETD ®
By, = THLT1/((T)HLD ®
K, = [H"}IL]/[HL] M

7]+ [IHL7] + [H7] ®)

(29) Eisenman, G. In Jon-Selective Electrodes: Dursl, R. A., Ed.: National Bureau
of Standards § Lial Publication 314: Government Printing Office: Wash-

(20) Eisenman, G. A)zzzl Chem. 1968, 10, 310-320.
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Lp=[L7] + [HL} + (IL] + [IHL"] @

with Ly being the total concentration of the ligand.

The concentration of H* in the membrane phase is assumed
to be much smaller than that of the other positively charged
species {(H¥] < [I7] + [IHL")). Therefore. the combination of
eqs 5—9, by omitting [H7] in eq 8, leads to the following quadratic
expression for [I7]:

B+ b & EDII + A+ K 7HTY =+
ﬁH[LKad[HJr]Lr - ﬁXL[R 51}11K [HIRDITT -
Lr+[R7] +KZ”[H TR D=0 10

{J-1 is obtained in complete analogy:
By + BruK HDITP
Bk, H)Ly — B[R]
L+ R+

+ @+ KTHT+
- ﬁjH]_I{gVI[I{W [R-D Uv] -
EHEIRTD =0 QD

The solutions of eqs 10 and 11 are inserted into eq 4 to give

g KUM .
B K, (H7]
—A AT+ 4By + B KT HTD e+ RO+ K HD)
=B+ B + 4By + B K, TH D Er+ R+ K7 HD
(12)
with
A=1+KH ]+ By K, H Ly — fu[R7] =
Bk, TR
and
B=1+ K, 'H) + By K, H 1Ly — 3 [R7] -

Bk THTHR]

The same formalism is valid for cationic additives R~ if [R7] is
replaced by —[R"] (different electroneutrality condition, see eq §).

Two limiting cases will be discussed in the following. Fora
very small acidity constant (i.e. K '{H*), fuK *[H'], and

Bk HT] > 1), eq 12 is simplified to give
kaL
e By B (RT] — L) + VB e = K7D+ 48 [R']
U
P B (IR = Lp + \/ By Ly — [R7] NP~ 4B R]

(13)

This corresponds to the description for neutral carriers in cation-
selective electrodes {eq 3).

The second case is obtained when K, is very large (e,
K, 'H*, Bk H*), and B K.~ [HY] < 1) resulting in eq 2.
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Figure 3. Caloulated selectivity coefficients for I~ over J* as a
function of anionic and cationic additive concentration for cation-
selective elacirodes based on acidic carriers. To calculate the
selectivity coefficient according to eq 12, the following assumptions
were made: Ly = 1072 molkg™!, Kiy = 1, and the indicated stabllity
constants in kgrmol™. For each picture, three different values were
chosen for the ratio [HL[L™] as denoted.

which is the formalism for negatively charged carriers in cation-
selective electrodes. Thus eq 12 includes the description for
neutral and charged carriers as the borderline cases of the present
model.

To show thart the present model can account for the unusual
behavior of the organophosphate-based electrodes, selectivity
coefficients were calculated as a function of the charge type and
concentration of ionic sites by assuming that the ratio [HL]/[L"]
and thus [H*] is constant. Only two simple cases are simulated
and presented in Figure 3 because six parameters By, Bwmw, Aii,
K, [H']) are not known and only Lt and [R"] or [R*] can
be controlled by weighing.

In Figure 3a, the same stability constants for complexes of the
mezsuring or the interfering ions with both forms of the ligand
were chosen (B = Bun. = 10% and By = f. = 109 to calculate
selectivity coefficients for three different cases according to eq
12. While identical stability constants are rather improbable, this
case is of theoretical interest since it helps in understanding the
main mechanistic concepts. While the right curve ([HL]/[L™] =
0.01) approximates the behavior of a charged carrier” (cf. Figure
1). the left curve ([HLJ/[L"] = 100) resembles that of a neutral
ligand® (cf. Figure 1). For [HL}/[L"] = 1 (middle curve), the
same concentrations of the charged and of the neutral form of
the ligand are present in the membrane phase. In the last case,
maximum selectivity (&' = —2) is achieved between 50 mol %
R~ and 50 mol % R'; ie., similar responses and properties are

expected by using cationic o7 anionic additives. Such behavior
cannot be explained by other models presently used. For R" >
50 mol %, an anionic emf response is obtained and thus the
selectivity coefficient k‘“ is no longer defined. The addition of
more than 50 mol % R~ results in cation-selective electrodes with
selectivities dominated by the free energy of hydration of the ions.
For given values of the stability constants, the ratio [HL]/[L"]
(given by the acidity of the ligand in the membrane phase and by
the sample pH) determines the turning point of the curve and
defines the range where a cationic emf response is obtained.

Figure 3b shows the case in which the neutral ligand is more
selective than the charged one (ﬁ]};l,/ﬁ;m_ > /)’jI/,B_H) for three
values of [HL]/[L-]. The best selectivity is obtained if only a
small amount of anionic additives is used, but cationic sites as
well give selectivities deviating clearly from those of cation
exchanger electrodes.

The description for other stoichiometries or divalent cations
was omitted since no new qualitative information is expected and
the calculations would be less reliable due to an increasing number
of parameters and assumptions.

RESULTS AND DISCUSSION

Three ionophores with different acidity constants were studied
to investigate their complexation behavior in ISEs with the
plasticizers o-NPOE, DOS and, in one case, DOPP. lon-selective
membranes with different concentration ratios of additive to
ionophore were prepared, and their potentiometric properties were
used to classify the carriers as lollows. Neutral carriers need R
and charged carriers R* for optimal performance (see Figure 1).
A third case including the protonation equilibrium of the fonc-
phore was introduced in the theoretical part. The partially
dissociated ligand is able to form a neutral and a charged complex
with the analyte ion in the membrane phase. This mixed mode
is characterized by (highly) selective electrodes with beth R~ or
R* (Figure 3a, middle curve). The possibility of carriers operating
in a mixed mode was not considered in the classification system
for ionophores.’

Sulfonic Acids. Recently we showed that the ligand DNN-
SO:H acts as a charged carrier in an ISE membrane plasticized
with NPOE.” For this membrane system, the incorporation of
cationic sites (TDMA-Cl) leads to Nernstian emf functions,
decreased electrode resistance, and enhanced selectivity, which
is in perfect agreement with the theoretical description given in
that paper.

Table 1 and Figure 4 demonsirate that cationic sites improve
the potentiometric properties of the ISEs based on DNN-SO4H
even when the less polar plasticizer DOS is used. Even a small
amount of lipophilic borate (1C) deteriorates the calcium selectiv-
ity enormously. The selectivities of the alkaline earth ions were
omitted in Figure 4 because no change could be seen and they
were similar to those in ¢-NPOE.” The electrodes 1B—1F show
nearly Nernstian emf response functions for Ca?* and only the
slope of the ion exchanger electrode (14) is smaller (Table 1).
All these findings prove that DNN-SO;H is a charged carrier in
the more apolar plasticizer DOS. This means that mechanism B
in Figure 2 is valid where the free ligand L~ corresponds to the
DNN-80;™ species. A minor disagreement with the theoretical
description (Figure 2 or Figure 3a. right curve) is found because
electrode 1E (9.5 mol % TDMA-CI) is less selective than 1D (no
additives) but 1F (43 mol % TDMA-Cl) is again in accord.
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Tabile 1. C position of d on the
Ca?"-Selective lonophore DNN-SO3H in DOS/PVC {2:1)
and Their Potentiometric Properties in
Macroelectrodes at 22 °C=

composition® (wt %)

mem- resistance®  slopec?
brane DNN-SO;H K-TFPB  TDMA-Cl M) (mV)
1A 1.0 07+02 227+04
1B 1.1 1.0 48.7) 05404 27801
1C 1.1 0.2 (9.1) 14+£04 300=02
1D 1.1 30.6 £ 09
1E 1.0 9.7+2.0
1F 1.0 4.3 £ 05

@ Average from three electrodes; standard deviation given. * Mole
percents relative to DNN-SO, re given m varentheses. ¢ One day
after preparation of the ISEs. ¢ For 1071—10"! M CaCly (N = 4): sieor
=293 mV.

i
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Figure 4. Experimental potentiometric selectivity coefficients, log
K2, of calcium-selective electrodes based on DNN-SOgH in the
plasticizer DOS 1 day after preparation. For compositions of

membranes 1A—1F. see Table 1.

Table 2, Composition of Membranes Based on the
Na*-Selective ionophore Monensin in o-NPOE/PVC (2:1)
and Their Potentiometric Properties in
Macroelectrodes at 22 °C*

composition® {wi %)

mem- resistance’ slopecd
brane monensin  KTFPB  TDMACI (MQ) (mV)

2A 1.0 0.65 (49.8)

2B 1.0 0.13 (10.1)

2C 1.1

2D 1.0 0.13 (157

2E 11 044 (47.8) ~41.9 = 0.6

¢ Average from three electr odes; standard rleviation given, o Mole
percents relative to monensin are given in parentheses. ¢ One day after
preparation of the ISEs. # For 10~ M Nall (N = 4); Sipeor = 58.6
wmV,

=10

Carboxylic Acids. The Nav-selective antbiotic monensin
carrying a carboxyl group had been believed to be a charged
ionophore.® Table 2 and Figure 5 show the potentiometric
properties of ISEs based on this ligand in the plasticizer o-NPOE.
A small amount of the cationic additive TDMA-C! relative to
monensin gives a negative slope for the emf response (2D, 2E).

2A 28 2c
10 Kp 50 mol % 10 mol % 0 ol %
la.J KTFPB KTFPB

W

PR
L o
Monensin
ok
Sk
Y
al
o-NPOE

4h

Figure 5. Experimental potentiometric selectivity coefficients, leg
KR, of sodium-selective electrodes based on the antiblotic mon-
ensin in the plasticizer o-NPOE 1 day afiter preparation. For
compositions of membranes 2A—2C, see Table 2.

‘The anionic additive K-TFPB (24, 2B) on the other hand improves
the slope (Table 2) and the selectivity (Figure 5), as it should be
for neutral ligands. Very similar results were obtained with
monensin in the plasticizer DOS and with the potassium-selective
antibiotic nigericin (in DOS), which is also a carboxylic acid. It
was therefore concluded that ionophores with carboxylic groups
act as neutral ligands in ion-selective electrode membranes
plasticized with DOS or o-NPOE. This case is shown in Figure 2
as mechanism D, and the uncomplexed ligand L corresponds to
monensin-COOH. These findings are in accord with those for
carboxylated PVC, where only a small portion of the carboxyl
groups is ionized.® Earlier results with electrodes based on
monensin, o-NPOE, and PVC are very similar to those presented
here. Their potentiometric properties are between those of
electrodes 2B (10 mol % K-TFPB) and 2C (0 mol % K- TFPB),
indicating that a significant amount of inherent anionic sites was
present.”%2 Moreover, it was reported that the neutral ionophore
monensin methyl ester has selectivities similar to its carboxyl
analog,” showing that no negatively charged COO~ group takes
part in the complexation process.

Organophosphates. The organophosphate lonophore
DTMBP-PO,~ with an estimated acidity constant K, of the
corresponding acid between that of carboxylates and sulfonates
was investigated in ¢-NPOE and DOS. Unfortunately. the solubil-
ity of this ligand is very low in both plasticizers (<0.2 wt %).

The slopes of the emf response function in Table 3 and the
selectivity behavior in Figure 6 of membrancs containing Ca-
(DTMBP-PO,),, o-NPOE, and PVC indicate a charged carrier-
related mechanism (B in Figure 2 with L~ corresponding to
DTMBP-PO,”). While membrane 3F (37 mol % TDMA-CDH
demonstrates the best slope and selectivity, 3D (without additives)
has sub-Nernstian slopes so that without additives no reliable

(31) Kraig, R. B.: Nichelson, C. Science 1976, 194, 725726,
(32) Schindler. J. G.: Schindler, M. M. Biomed. Tech. 1987,
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(33) Lindner, E.; Grdf, E.; Niegreisz, Z.; Toth, K. Pungor. E.; Buck, R. P. Aral.
Chem. 1988, 60, 295—301.



Table 3. Composition of Membranes Based on Ca[DTMBP-PO,); in o-NPOE/PVC (2:1) and Their Potentiometric

Properties in Macroelectrodes at 22 °C?2

composition? (wi %)

membrane Ca(DTMBP-POy)2 K-TFPB TDMA-C reststance’ (MQ) slopetd {mV)
A 0.20 0.25 (70.9) 0.3+0.1
3B 0.21 0.11 (29.6) 04 £02
3C 0.14 0.03 (10.5) 22404
3D .18 88108
3E 0.10 0.02 (26.3) 19+ (z 2
3F 0.21 0.09 (37.3) 5
3G 0.20 540
3H 0.20 0.2 £ 0.1)
a ’\veraqc from three electrodes; standard deviation given. ? Mole percents relative to am(mm moiety (DTMBP-PO,47) are given in parentheses.
¢ Ona day afier preperation of the ISEs. 4 For 10711071 M CaCls (N = 4); Siheor = 29.3 mV.
T 1
pot 3A 3B 3c 30 3E 3F 2G a g 172 EYS 4B 4c ) 4D iE 4F 4G a4 N
9 Kead 71 mo % 30mai% TTmol% Oma% 16mal% 37 mol% 78mol% Ca« 78ci% 3Cmoi% 20Mol% 13mol% Omol% 16mo% 35moi% §1mol%

KTFPE  KTFPB  KTFPB
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Figure 6. Experimental potentiometric selectivity coefficients, log
k%f, of calcium-selective electrodes based on Ca{DTMBP-PO4); in
the plasticizer o-NPOE 1 day after preparation. For compostions of
membranes 3A—3G. see Table 3. (a) shows the selectivity of alkaline
cations and (b) ihose of alkaline earth cations and of the hydrogen
ion elative to Ca?*.

electrode can be prepared. The incorporation of lipophilic anionic
sites (BA—3C) leads to selectivities similar to those of cation
exchanger electrodes. An excess of cationic sites (3H, 158 mol
%) results, as expected, in a negative slope. The behavior of the
selectivity in Figure 6a clearly resembles the theoretical descrip-
tion for charged carriers.” The selectivities over alkaline earth
cations, as shown in Figure 6b, are constant and are very similar
to those of electrodes with DNN-SO;H in o-NPOE/PVC.7
When Ca{DTMBP-PO,)» in DOS was used, the influence of
jonic additives on the selectivities was in striking conrrast to the
expectation for charged or neutral carriers (Figure 7). The
addition of both anionic (4C, 4D) or cationic sites (4F—4H) lead
to highly selective ISEs with selectivities deviating clearly from

KTFRB  KTFPB  KTFPR  KTFPS

P,

TMBP-PO,™

TOMAC! TDMACH TDMACI

NHg

po!
10g ey |

Figure 7. Experimental potentiometic selectivity coefficients. log
K3, of calcium-selective electrodes based on Ca(DTMBP-PO,); in
the plasticizer DOS 1 day after preparation. For compositions of
membranes 4A—4H, see Table 4. (a) shows the selectivity ¢f alkaline
cations and (b) those of alkaline earth cations and of the hydrogen
ion relative to Ca?*.

those of ion exchanger electrodes (1A, Figure 4). Table 4 shows
that membranes 4B—4D incorporating anionic sites and 4F—4H
incorporating cationic sites have slightly super- and sub-Nernstian
slopes, respectively. More than 100 mol % TDMA-Cl leads to an
anionic response, as expected. Based on the model given in the
theoretical section, Figure 3b was calculated according to eq 12
by assuming that the neutral form of the ionophore is more
selective than the charged. The selectivity behavior of alkaline
cations (Figure 7a), alkaline earth cations. and hydrogen ion
(Figure 7b) follows essentially the trend shown in Figure 3h.
Taking into account that anionic sites (e.g., tetraphenyiborate)
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Table 4. Composition of Membranes Based on Ca(DTMBP-PO,); in DOS/PVC {2:1) and Their Potentiometric

Properties in Macroelectrodes at 22 <C#

composition® (wt %)

membrane Ca(DTMBP-PO), KTFPB
4A 0.11 0.36 (177.8)
4B 0.16 0.09 (30.3)
4C 0.10 0.04 (20.3)
4D 0.09 0.02 (12.9)
AE 0.19
AF 0.10
4G 0.20
4H 0.10
4] 0.09

TDMA-CI resistance’ (MQ) slope™ (mV)
0.02 (15.9) )

0.08 (35.2) 93+05

0.09 (81.3) 5.8+ 04

0.17 (162.9) 3605

¢ Average from three elecirodes: standard duviation given. & Mole percents relative to anionic moiety (DTMBP-PO,~) are given in parentheses.
¢ One day after preparation of the 1SEs. ¢ For 1071=10" M CaCly (N = 4); Stheor = 29.3 mV.

Table 5. Composition of Membranes Based on the Ca({DTMBP-PQ;)z in DOPP/PVC {2:1) and Their Potentiometric

Properties in Macroelectrodes at 22 °C=

composition® (wt %)

membrane Ca(DTMBP-PO4)2 K TFPB
SA 1.0
5B 1.0 2.23 (122.1)
5C 1.0 1.29 (70.6)
D 6.9 0.65 (38.2)
5E 1.0 0.37 (19.9)
5F 1.0 0.22 (11.7)
5G 1.0
5H 1.0
5] 1.0
5K 1.0
5L 1.0
5M 11

TDMA-Cl resistance’ (MQ) slopet? (mV})
0.2+ Q.l

0.12 (10.5)

0.38 (32.2)

0.71 (60.8)

1.03 (872)

1.99 (153.2)

@ Average from three clecirodes: standard deviation given. * Mole percents relative to anionic moiety (DTMBP-PO4™) are given in parentheses.
¢ One day after preparation of the [SEs. ¢ For 107'=107"' M CaCly (N = 4); Spheor = 29.3 mV.

are essential for neutral carriers and that membrane 4E (without
additives) has a small amount of anionic impurities which have
the same effect as K-TFPB, the selectivity of membranes 4C (20
mol % K-TFPB)—4E must be dominated by the neutral form of
the ionophore (DTMBP-PO.H). This is also supported by the
very good selectivity over H™ for 4C—4E as compared to the other
membranes. Therefore, it was concluded that the organophos-
phate derivative studied acts as a partially dissociated carrier in
ISE membranes based on DOS and PVC. This is represented in
Figure 2 as mechanism C, where the two forms of the uncom-
plexed ligand. L~ and HL, correspond to DTMBP-PO,~ and
DTMBP-PO,H, respectively.

The classical plasticizer for calcium-selective electrodes based
on organophosphates is DOPP, in which the solubility of Ca-
(DTMBP-PO,). is much better than in o-NPOE or DOS. Aseries
of membranes based on this plasticizer was prepared and a
theoretical slope of the emf response function is obtained for must
compositions investigated (Table 5). Only an excess of TDMA-
Cl (membrane 5M, 153 mol % TDMA-CI) results in an anionic
response function. Figure 8 shows the selectivity coefficients as
a function of ionic additive concentration. A robust behavior from
membrane 5E (20 mol % anionic additives)—5K (61 mol % cationic
additives) is obtained except for H*. This can be explained by a
mixed mechanism where the neutral form of the ionophore
displays slightly better selectivities than the charged form (mech-
anism C in Figure 2 with L™ = DTMBP-PO, " and HL = DTMBP-
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POH). The behavior found with DOPP can be easily simulated
using eq 12 (not shown). Membrane 5L is near the borderline
case so that the potentiometric properties are worse. The
selectivity pattern of the electrode incorporating ion exchanger
(1 wt % K-TFPB) but no ligand (5A) deviates clearly from the usual
sequence, showing that the plasticizer DOPP is a ligand for Li~,
Ca*, and other cations as was described earlier ™ Therefore, the
complexation of Ca?* cannot be ascnibed to the ionophore
DTMBP-PO,~/DTMBP-POH alone, since DOPP also has an
effect.

Three different behaviors of selectivity as a function of lonic
site concentration were obtained for ISE membranes with the
same organophosphate ionophore but different plasticizers (Fig-
ures 6—~8). They can be qualitatively described by the model of
the partially dissociated ligand: The trends of the cxperimental
data in Figures 6—8 correspond to the theoretical curves in Figure
3a, right curve and Figure 3b and Figure 3a middle curves,
respectively. When the plasticizer was changed from DOS or
DOPP to the polar ¢-NPOE, the carrier mechanism changed from
the mixed mode to the charged carrier type.

S1P NMR. To provide information about the species present
in the membrane phase, 3'P NMR studies of the organophosphate
ionophore were performed in DOPP as 2 solvent. The solubility

{34) Hiratani, K; Okada, T.; Sugihara, H. Bull. Chem. Soc. Jopn. 1986. 59, 2015~
2016.
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Figure 8. Experimental potentiomatric selectivity coefficients, log
28 | of calcium-selective electrodes based on Ca(DTMBP-PC.); in
Ihe olasticizer DOPP 1 day after preparation. For compositions of
membranes 5A—5L. see Table 5. (a) shows the selectivity of alkaline
cations and (b) those of alkaline earth cations and of the hydrogen
ion relative 1o Ca?™.

of Ca(DTMBP-PO.), in DOS and o-NPOE is too low to obtain
reliable spectra.

The phosphorus chemical shift of the ionophore DTMBP-POH
is —10.2 ppm in DOPP. The spectrum of the celcium salt Ca-
(DTMBP-PO,); exhibited, surprisingly, two broad signals at —15.6
and —12.1 ppm. The former has been assigned to the calcium
complex of the charged ligand. Since Ca(DTMBP-PO,), is
hygroscopic and corresponding protons were also found in the
"H NMR spectrum at 2.2 ppm, the second signal has been
assnmed (o originate from the complexed protonated ligand
DTMBP-PO,H, which is a product of the hydrolysis of the calcium
salt.

The DOPP solutions of DTMBP-PO,H and of Ca(DTMBP-
P0y), were twice equilibrated with an excess of a 0.1 M CaCl,
solution by several vigorous shakings. This process mimics the
conditioning of the ISE overnight in the identical solution. After
equilibration, virtually the same signal positions of —12.3 and
—12.4 ppm were obtained. The results indicate that regardless
of the initizlly added form of the ionophore (Ca(DTMBP-PO,)»
or DTMBP-PO;H). the sarae membrane composition is present
alter equilibration. The chemical shift lies between those of Ca-
(DTMBP-PO,); (—15.6 ppray and DTMBP-POH (—10.2 ppm). It
can be concluded that after equilibration part of the ionophore is
protonated and part is in the Ca*” salt form and that both species
are in rapid exchange. Thus, during conditioning, Ca’" in the
membrane is partly exchanged by H* for Ca(DTMBP-PO}), as
initially applied lonophore and H* in the membrane is partly
replaced by Ca?® when DTMBP-PO,H is used.

In further experiments, the lipophilic ammonium chloride
TDMA-Cl was added to the DOPP solution of Ca(DTMEP-PO.);
in a molar fraction of 25 and 90% (relative to DTMBP-PO,™). The
chemical shifts were —11.9 and —10.8 ppm after equilibration of
the solutions with agueous CaCly. These values are between the
one obtained without TDMA-Cl (124 ppm) and the one
measured for TDMA DTMBP-PO, (—10.1 ppm), which was
prepared for a separate measurement. This monotonous change
of the chemical shift indicates that the concentration of the
charged ionophore (DTMBP-PO,) is increasing with the increase
in the added amount of TDMA-CL. The same helds if 50 mol %
TDMA-Clis added to DTMBP-PO,H. Upon equilibration, exactly
the same chemical shift (—10.8 ppm) is observed as for the
corresponding Ca(DTMBP-PO.),/TDMA-CI (90 mol %) solution.
During the equilibration process, Cally or HCl leaves the organic
phase and there is an exchange of Ca>* and H' between organic
and aquecus phases or vice versa.

A more complicated situation is obtained with the addition of
K-TpCIPB, where a very broad or more than one signal were
present after equilibration. The tetraphenylborate derivative
increases the concentration of the positively charged complexed
species in the organic phase but due to different unknown
complexes, where not only the ionophore but also the plasticizer
DOPP may be involved, no interpretation could be made.

Ohmic Electrode Resistance. Tables 1—5 also show the
electrode resistance for all ISEs discussed above. The incorpora-
tion of cationic or anionic additives into the membrane always
reduces the resistance, this agrees with the findings for charged
and neutral carrier-based electrodes. Thus, miniaturization is
facilitated so that mini- and microelectrodes might be developed
more easily.

Apion Interference. The interference by lipophilic counter:
ions was tested for electrodes based on Ca(DTMBP-POy); and
DNN-S04H by studving the emf response function in Ca(ClO.)2
solutions (data not shown). As expected, the addition of tetra-
phenylborate salts or the use of an apolar plasticizer (DOS)
reduces the enion interference, while an increasing amount of
tetraalkylammonium salts or a polar plasticizer does the opposite.
This might be an advantage for carriers displaying a mixed mode
when the neutral form of the jonophore is more selective than
the charged because the incorporation of tetraphenylborate salts
improves not oaly the selectivity but also reduces the anion
interference. For charged carriers, a trade-off between anion
interference versus selectivity enhancement must be found when
sites of opposite charge are added to the ionophore.

So far, electrodes based on Ca{DTMBP-PO.),, DOPP, and PVC
have been prepared without ionic additives.! 2% As shown in
this work, they may be improved by the incorporation of lipophilic
terraphenylborate derivatives into the membrane phase with
respect to electrode resistance and anion interference.

CONCLUSIONS

In ion-selective electrodes, jonophores with a carboxylic acid
group (i.e., monensin and nigericin) and with a sulfonate group
(i.e., dinonylnaphthalenesulfonic acid) act independently of the
plasticizer as neutrsl and charged carriers, respectively. On the
other hand, the organophosphate ligand used shows, in mem-
branes with the plasticizer DOS or DOPP, a mixed mechanism

(35} Egorov, V. V.; Lushchik, Ya. F.: Paviovskaya, E. A. J. Anail. Chem. 1992,
A 392.
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where not only the charged but also the neutral form of the
ionophore (DTMBP-PO,/DTMBP-PO,H) contributes to the com-
plexation of the ions, resulting in two differcnt complexes in the
mermbrane phase—charged and electrically neutral. Only in the
very polar plasticizer o-NPOE is a charged carrier-related mech-
anism obtained with DTMBP-PQ,~. Up to now, the organophos-
phate is the only ionophore showing two different complexation
mechanisms, depending on the plasticizer used. Due to these
findings, the classification of the ion-selective ionophores should
be expanded by a group of ionophores acting in a mixed mode
(partially dissociated ligand).

An extended theory including the protonation equilibrium of
the ionophore can account for the experimental findings. The
theoretical descriptions for neutral and for charged carrier
mechanisms proved to be the borderline cases of this model. The
addition of ionic sites to the membrane is nearly in all cases
advantageous for the selectivity, but there might be only a small
amount necessary. Sometimes the inherent impurities in the
membrane give a sufficient site concentration for optimum
selectivity (cf. membrane 4E), but also here additional K-TFPB
reduces the electrode resistance and the anion interference while
slope and selectivity are hardly affected (cf membranes 4C and
4D). Electrodes based on charged carriers may suffer from
counterion interference, especially when plasticizers of high
dielectric constant are used. The concentration of the appropriate
sites has to be chosen carefully since it enlarges the counterion
interference but improves the selectivity.

Phosphorus NMR experiments of solutions of ionophore in
plasticizer show that the ionophore is partly charged and partly
neutral after conditioning with 0.1 M CaCl,. In addition, it could
be shown that after equilibration the same chemical shift of the
carrier was obtained independently of the initial hydrophilic
counterion of the organophosphate ionophore used to prepare the
membrane, indicating that complete jon exchange is taking place
during the conditioning period.

Since acidic carriers could act as classical charged. neutral,
or mixed-mode carriers, as shown in this work, the optimum
selectivity of the corresponding ion-selective electrodes should
be evaluated by incorporating both anionic and cationic sites into
the membrane. Thus, different potentiometric properties might
be obtained with the identical ionophore.

The explanation of the unexpected pH dependence, the so-
called potential dip,'™*% of the response of ISEs based on organo-
phosphate ionophores with the model presented in this work will
be topic of a further paper.
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Doubly Crowned Calix[4]arenes in the
1,3-Alternate Conformation as Cesium-Selective
Carriers in Supported Liquid Membranes

Zouhair Asfari,*T Christophe Bressot, Jacques Vicens,* 1 Ciément Hill,*»' Jean-Francois Dozol,™ ¥
Héléne Rouquette,t S, Eymard, Véronique Lamare, and B. Tourncis?

EHICS, URA 405 du CNRS, 1 rue Blaise Pascal, F-67008, Strasbourg, France, and SEP/SEATN Centre d'Etudes de
Cadarache, Commissariar & IEnergie Atomique, 13108 Saint-Paul-lez-Durance, France

Calix[ 4 Thiscrowns 9—15 in the 1,3-alternate conformation
are prepared by a one-step procedure in ~50-80% yields,
which are sufficiently high enough to allow their use as
selective cesium carriers in supported liquid membranes
(SLMs). The applicaton of the Danesi diffusional model
allows the wansport isotherms of trace level 137Cs through
SIL.Ms (containing calix[4]biscrowns) to be determined as
a function of the ionic concentration of the aqueous feed
solutions. Compound 13 appeared to be much more
efficient than mixtures of crown ethers and acidic ex-
changers, especially in very acidic media. Decontamina-
tion factors greater than 20 are obtained in the treatment
of synthetic acidic radioactive wastes. Permeability coef-
ficient measurements are conducted for repetitive trans-
port experiments in order to qualify the SMLs’ stability
with time. Very good results (over 50 days of stability)
and high decontamination yields are observed with 1,3-
calix{4]biscrowns 13 and 14. The 1,3-calix[4]biscrowns
are shown to be a new family of selective carriers for
cesium removal from radioactive liquid wastes.

The chemistry of calixarenes is well documented. Several
accounts’ and three books? have appeared which give an overview
of the development and chemistry of these compounds. p-fert-
Butyicalix[4]arene, which is the cyclic tetramer of the series, has
been shown to be the most important building block because (a)
it can be produced selectively in large amounts from inexpensive
starting materials,” (b) it can easily be chemically transformed at
the phenolic oxygens (lower rim) and at the para positions (upper

“udes de Cadarache.
C. D. Ace. Chem. Res. 1983.16, 161. (b) Guische C. D. Top.
. 1984, 125, 1. (©) Ungero, R, Pochini, A o Fronders in

sellschaft: Weinheim, 1890: pp 57-81. (d) Arduini.
- Minari, P.; Pochin!, A.; Sicuri A. R.: Ungaro, R. In
rulay Chemistry: Balzani, V., De Cola L., E¢s.; Kluwer Academic
5. Dordrecht, The Netherlands, 1992; pp 31—50. (e} Asfari Z.;
. J. Synlert 1993, 719. () Shinkai, S. Tetrahedron 1993,
: Weiss, J.; Pappalardo, S.; Vicens, J. Pure Appl. Cliem.
85. (1) Bohmer, V. Anugew. Chem., Int. Ed. Engl. 1995, 34,

S

C. D. Calixarenss, Royal Society of Chemistry, Cambridge,
England, 1989, (b} Vicens. J.: Bokmer V. Calixarenes, a Versatile Class of
Macrocyelic Componnds, Kluwer Academic Publishers: Dordrecht, Holland,
1991, (¢) Vicens, Asfari, Z.; Harrowfield, ]J. McB. Calixarenes 50th
Anniversary: Commemorative Volume: Kluwer Academic Publishers: Dor-
drech, Holland, 1994,

w) Gutsche. U, D Igbal M. Org. Synth. 1989, 68, 234,
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rim), and {(¢) the chemical modification associated with the
conformational properties lead to a large variety of tailor-made
receptors.?

Since Alfieri et al.” reported the synthesis of the first member

of a new class of macropolycyclic crown compounds with two
opposite OH groups in p-fert-bulylcalix{4]arene bridged by a
pentaethylene glycol chain, attention has been paid to the design,
synthesis, and metal cation complexation properties of so-called
“calixcrown” compounds. The 1.3-capping of calix[4]arenes at the
lower rim has been achieved with poly(oxyethylene) chains
leading to calixcrown ethers,” doubly crowned calixes, ™ and a
double calix crown.”

Due to the presence of a giycol chain in their framework,

calixcrowns have been used as complexing agents of alkali and
alkaline-earth metal cations.? The selectivities of complexation
were shown to depend on the conformation (cone, partial cone,
1,2-alternate, 1,3-alternate) adopted by the rigidified calix{4]arene
unit.* For example the partial-cone isomer of 1.3-dimethoxy-p-
tert-butylcalix[4]crown-5 exhibited the highest free energy for
complexation of potassium cation®™ and was used as sclective
carricr of this cation in supported liquid membranes (SLMs).™
The K selectivities of three different conformers of 1,3-diethoxy-

(4) Alfieri, C.; Dradi. E.:

(5) (2) Dijkstra, P. J.; Brunink, J. /
Ugo!

{6) (a) Arduini, A; Casnati, A; Dodi, L.; Pochin;
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Chart 1. 1,3-Calix[4]biscrowns 915
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p-tert-hutylcalix[4]crown-5 have been measured for chemically
modified field effect transistors (CHEMFETs)* and membrane
ion-selective electrodes (SEs). > The ionophores showed de-
creasing K*/Na~ selectivities i the order partial cone > 1.3
alternate > cone. The 1.3-Dialkoxycalix{4]crown-6 compounds
in the 1,3-alternate conformation presented binding preference for
cesium ion.* The X-ray crystal structure of the 1:1 complex of
1.3-dimethoxycalix[4]crown-6 with the cesium picrate indicated
the presence of cation/m-electron interactions.™

In this paper we report the synthesis and complexing proper-
ties of macrotricyclic 1,3-calix{4]biscrowns 9-15 in the 1,3
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~(CHCHO)
~(CHCH0) @

alternate conformation (see Chart 1). Their use as selective
cesium carniers in supported liquid membranes is described.

RESULTS AND DISCUSSION

Syntheses. 1,3-Calix[4]biscrowns 9—15 were prepared ac-
cording to Scheme 1. Thus calix|4]arene 1 was reacted with 2—4
equivs of ditosylates 2—8 in refluxing acetonitrile in the presence
of an excess of potassium carbonate for times that ranged from 6
to 14 days. The ditosylate and potassium carbonate were added
in two portions (see Experimental Section). 1.3-Calix[4]biscrowns
9~-15 were obtained pure as white precipitates of the crude



Table 1. Liquid Liquid Extraction Experiments:
Selectivity Determination®

nn exiracting agents used Dy Des QUCe/Na)
0.4
19.5 1500
0.3
2 x 1072
325 19000
29.5 29000
) x|4]b \dxp 1eny1 crownh E K 7 x 1072
16 s-decylbenzo-21-crown-7 12x 1077 0.3 250
17 teributylbenzo-21-crown-7 1.2 % 1075 0.3 250

cAquecus feed solution, 5.0 x 107 M M*(NQO;7) in 1 M HNC
organic sclution, 10°% M extracing agent in 1,2-nitropheryl hexyl ether.

products from appropriate solvents. The yields ranged from 48
to 79%. Doubly crowned calix[4]arenes 9—15 were fully char-
acterized by ‘H NMR, FAB positive mass spectrometry, and
elemental analysis. They were deduced to be in 1,3-alternate
confermation from their 'H NMR spectra, which showed singlets
ar 3.88, 3.87. 3.76, 3.68, and 3.76 ppm, respectively, {or the Ar—
CH,—Ar methylene protons in the macrorings of 9—15. In this
conformation, 1,3-calix[4]arene-biscrowns 9—15 present a special
arrangement: one glycolic chain connects two opposite oxygen
atoms while the second enforces the calix[4]arene to adopt the
1.3-alternate conformation by linking the two remaining oxygen
atoms. This globular arrangement is verified in the X-ray structure
of p-tert-huryicalix[4]biscrown5.5

Sodium—Cesium Extractions. The removal of cesium from
medium-leve! radioactive wastes involves extraction of cesium
from aqueous solutions that are 1 M in HNG; and 4 M in NaNO..*
In a preliminary study, extraction experiments with gands 9—15
were performed by mixing equal volumes (5—7 mL) of aqueous
and organic solutions (calixarene, 1072 M in 1,2-nitrophenyl hexyl
ether) in sealed polypropylene tubes for 1 h at room temperature
(25 = 1 °C). The aqueous solutions contained either NaNO; or
CsNOy (5.0 x107% M) in HNO; (1 M) to assess the selectivity
toward cesium in the hypothetical presence of sodium. A measure
for the selectivity was assumed to be the ratio of the distribution
coefficierts chtained separately for both cations:

ey = Do/ Dy, with Dy = ¥ (M1/3 (M)

where T|M] denotes the total concentration of the metal cation
(complexed and uncomplexed) i the organic phase at equilibrium
and %(M] denotes its total concentration in the aqueous phase at
equilibrium. Z[M] and ZIM] were determined experimentally
by analyzing aliquots (2 or 5 mL) of each phase by v spectrometry
after centrifugation.

From the data in Table 1, it is seen that ligands 10. 13, and
14 with six oxygen atoms in the glycol chain are much more
selective toward cesium over sodium than 9 and 11, with five or
seven oxygen atoms in their rings, and 12 and 15, in which the
polyether chains are sterically constrained by the presence of
phenyl units. We have previously noted that the glycolic chains
containing five oxygens in p-fert-butylcalix[4]biscrown-5, related

®) (a) Gerow, H.: Davis. M. W_ Jr. Sep. Sci. Technol. 1979, 14, 395. (b) Gerow,

t Davis. M. W, Jr. Sep. Sei. Techsol 1981, 16, 519
. K. Radiochim. Acta 1984, 35, 173. (¢) Do:
rial Prospecss of Idembrane Processes: Cécille, J., Touss:
sevier Applied Science: New York, 1989.
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Figure 1. Extraction isotherms for 37Cs in sodium nitrate solutions
by 1,3-calix{4]biscrowr-6 in 1,2-NPOE: agueous solution, NaNQO; at
various concentrations (pH 2): organic solution, 1.3-calix[4]biscrown-
6 in 1.2-nitrophenyl octyl ether.

to 9, are suitable for potassium and sodium cations but too small
for large cesiunm.® In comparison, 10, 13, and 14 show 100 times
higher selectivities toward cesium than do crown ethers 16 and
17, which are wellknown for their abilities to complex and extract
large alkali cations from acidic media® One explanation is that
the complexes with calixarene derivatives are best formed because
they are stabilized by the m-bonding interactions with the phenyl
rings present in the basket frame of 1,3-calix[4/biscrowns 10, 13,
and 1479

Although ligands 9—15 present two potential complexation
sites. the complex stoichiometry was found to be 1:1 (calixarene:
cesium cation)." This behavior may be explained by a negative
allosteric effect, which has been found in complexing systems
containing two conformationally related crown ether subunits.!!
These systems are only able to complex cations in one of their
two subunits at a time because when one complex is formed, the
other subunit has an unsuitable conformation to bind any species. !

As shown in Figures 1 and 2, which display cesium extraction
isotherms for 10 as « function of aqueous salt concentrations (0
< [NaNO3] <4 M, 0 < [HNOyl <7 M and cesium at trace level),
back-extraction of cesium was usually allowed and favored in
deionized water (where D¢y is very small). This remarkable
property allowed the use of 9—15 as cesium-selective carriers in
supported liquid membranes. Since cesium extraction was
strongly enhanced in concentrated acidic media for 9—15 as
compared to mixtures of a crown ether such as fert-butylbenzo-
21C7 (17)* and an acidic exchanger ligand, 9—15 might be used
to treat medium-level radivactive wastes. The decrease of D,
for sodium nitrate concentrations greater than 0.5 M (see Figurc
1) or for nitric acid concentrations greater than 2 M (see Figure
2) reveals both the competitive extraction of HNO; or NaNO; by
the tested calixarenes and the decrease of the mean activity
coefficient of trace-level cesium in a concentrated aqueous media.

(9} For x—cation interactions, see also, for example: (a) Ikeda

Shinkal, 8. Telrehedron Lett. 1994, 8117, (b) Ikeda,
Chem. Soc. 1994, 176, a, A Shinkai,
1992, 7385. (d 3. ). Org. Chem. 1992, 57, 7066
Fujimoto. Shinkai, 8. J. Chem. Soc., P
u. H: Shinkai. S Chem. Lett. 1993,

shown 1: l \1()L‘Lxﬂ(ﬂnt Yy for 111\311 ne*"l 9 13 wmp]excs Ihow rexulb
will be published i
(11) (2) Co

M. J. Org. Chem. 1954, 59,
(12) Mc Dowell, W, T Case,

L Anal. Chem, 1992, 54, 3013,
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Figure 2. Extraction isotherm for '¥'Cs in nitric acid solutions by
1.3-calix{4]biscrown-8 (1072 My in 1,2-NPOE: aguesus solution, HNO;
at various concentrations; organic solution, 1,3-biscalix{4]-crown-6
(10-2 M) in 1,2-nitrophenyt octyl ether.

Cesium Transport through Supported Liquid Membranes
(SLMs). Selective alkali cation permeation through liquid mem-
branes has been intensively studied to mimic natural antibiotics,
to transduce chemical information into electrenic signals, or to
treat radioactive wastes.”® For instance, taking advantage of the
phenolic jonization of parent calixarenes (p-fert-butyl- and p-fert-
pentylcalix[#]arenes) under basic conditions, Izatt et al. achieved
quantitative cesium transport through bulk liquid membranes (25%
v/v CHyCl,—CCly) from aqueous feed solutions of CsOH (pH >12)
to water.’ However, no cesium permeation was observed in the
case of neutral metal nitrate salts i the feed solutions during
similar experiments.”* Polyether-bridged calix[4]arenes were first
applied to SLMs in order to study potassiumn/sodium permeation
selectivities as compared to those of valinomycin.' We therefore
decided to determine the selective ionophoric properties of calix-
[4]biscrowns 9—15 by measuring under similar experimental
conditions (stirring rates, concentration gradients) the perme-
ability coefficients of cesium as described in the Danesi model of
trace-level cation permeation through SLMs.5 Although the
Danesi model was applied to ion-pair extraction in apolar solvents,
constant permeability coefficients have also been observed on
long-term transport experiments (over 10 h) using a more polar
organic solvent such as nitrophenyl octyl ether.!

The use of 9-15 as cariers in SLMs led to coupled
cotransport of cesium and nitrate fons from aqueous feed solutions
of 4 M in NaNG; and 1 M in HNOy—simulating concentrated
medium-level radioactive wastes—to deionized water (the receiving
solution) because of the NO, concentraticn gradient. The
decrease of ¥Cs radioactivity in the feed solutions was followed
by regular measurements with y spectromelry analysis (1500
kBgL~! < “Cs initial aqueous activity < 2500 kBq-L-%).

Permeability coefficients Py (crvh™) for cesium permeation
through the SLMs were graphically determined by plotting the

(13) (@) Nijenhuis, W. V. van Door. A. R: Reichwein, A, M. de Jong, F;
Reinhoudt, D . Am. Chem. Soc. 1991, 113, 3607. (b) Visser, H. C.:
Reinhoudt. D. ¢ Jong. F. Chem Scc. Rev. 1994, 76. (¢) Verboom. W.;
Rudkevich, D, M.: Reinhoudt, D. N. Pure Appl. Chemn. 1994, 66, 697. (d)
Von Straten-Nijenhuis. W, F.. De Jong, F.; Reinhoudt, D. N. Recl. Trav. Chim.
Pays-Bas 1993, 112, 317. {¢) Brown, P. R Hallman, J. L: Whaley, L. W.;

Desai, D. H.: Pugia, M. J.: Bar R A.J. Membr. Sci. 1991, 56, 195.

M swiins, R T Brown, P R lzall S Ru

Soe. 1983, 105, 1782. (b) lzatt. 8. R

Izatt, R M. J. Am. Chem. Soc. 1985,

107, 63—-66.
(15) Danesi, P. R. Sep. Sct.

{16) i1, C. Ph.I Th ty of Strasbourg. 1994,
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Table 2. 137Cs Transport Experiments through Flat
Sheet-Supported Liquid Membranes: Permeability
Determination after 6 h of Permeation?®

no. carriers used Poylemrh )
9 1,3-calix[4]biscrown-5 9% 107
10 1,3-calix[4]biscrown-6 1.5

11 1.3-calix[4]biscrown-7 4% 1077
12 1.3-calix[4]bis-p-benzo-crown-6 3 1079
13 lix [4]bis-o-henzo-crown-6

14 1,3-calix{4]bisnaphthyl-crown-6

15 1.3-calix|4bisdiphenyl-crown-6

16 n-decylbenzo-21-crown-7

¢ Aqueous feed solution, NaNOy (4 M) and HNO; {
strip solution, deionized water; organic solution, 107%}
nitrophenyl octyl ether.

Table 3. Transport Yields (after 24 h) of Sr, Bb, Y, Zr,
Ru, Rh, Cs, Ba, La, Ce, and Eu Permeation from
Simulated High-Active Wastes to Deionized Water by
1,3-Calix[4]biscrown-6, by
1,3-Calix[4]bis-o-benzo-crown-6, and by
1,3-Calix[4]bisnaphthyl-crown-6 {10-2 M) in 1,2-NPOE?”

M conen ir
init conen in soln after
element  feed soln (mg'L.™") 10

Sr 87.6 <5x%x 107 =<
Rb 8.5 34
Y 8.9 <5 % 1077
Zr g12 <5 x 107¢
Ru 161.0 <5 x 107
Rh 102.9 <5 x 1079 < 107
Cs 132.9 92
Ba 137.3 <5 x 1072 107
La 158.5 =5 x 1077 = 10
Ce 140.1 <5 x 1079 < 107"
Eu 151.9 <5 x 107" <Ho 107

& Aqueous feed solution, 3 M HNO- and 107% M element; acu
stripping solution, deionized water: SLM, 10, 13, or 14 (10~
1.2-nitrophenyl octyl ether.

logarithm of the ratio C/C° vs time:"
In (C/C°) = (BS/V)P\t 1)

where C is the concentration of the cation in the feed solution al
time ¢ (M); C° is the initia] concentration of the cation in the feed
solution (M); 8 is the volumic porosity of the SLM (%); 5 is the
membrane surface area (cm?) depending on the device; Vis the
volume of feed and stripping solutions (cm?) depending on the
device; and ¢ = time (h).

The data summarized in Table 2 confirm the results obtained
previously in sodium—cesium extraction studies (see Table 1)
although the organic solvent used in these experiments {1.2-
nitrophenyl octyl ether) is a slightly more polar and more viscous
diluent than 1,2-nitropheny! hexyl ether. Carriers 10. 13, and
14 with six oxygen atoms in the glycol chain are much more
efficient to transport-cesium through SLMs than 9 and 11, with
five or seven oxygen atoms in their rings, and 12 and 15, in which
the polyether chains are sterically constrained.

Certain assumptions of the Danesi model” (transport being
only controlled and limited by diffusion) allow the permeability
coefficients Py to be evaluated by

Py~ Dy/A, 2)

where Dy is the distribution coefficient of the permeating cation
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Figure 3. Transpon isotherms for '¥°Cs from socdium nitrate
solutions 1o deionized water by 1.3-calix[4]biscrown-6 and by 1.3-
calix[4ibis-c-benzocrown-6 (1072 M) in 1.2-NPOE: agueous feed
30 ution, NaNGgz in various concentrations (pH, 1.4} aqueous stripping
solution, deionized water; SLM, 10 or 13 (1072 M) in 1,7-nitrophenyl
ociyl ether.

aud 4, the ratio of the organic path length (thickness of the
membrane x tortuosity) to the organic diffusion coefficient, *7)/
Do.

Equation 2 shows that Py s proportional to Dy, which directly
depends on the organic carrier concentration in the SLM. That
is why the cesium transport isotherics shown in Figures 3 and 4
for 10 reproduced the same ends as those fouad previously in
extraction isotherms (Figures 1and 2): (1) an increase of cesium
permeability coefficient for [NaNO,} < 1 M in the feed solution
(Figure 3) and for [HNO-) < 2 M in the feed solution (Figure 4)
as D previously increased with salt conceatration in the feed
soluticn (Figures 1 and 2): (2) a maximum of transport kinetics
due to the maxiraum of Di; (3) a decrease of Py, for [NaNQ,] >
1 M or [HNO;) > 2M, revealing taree different phenomena,
namely. (a) a decrease of De, due Lo sodium nitrate or nitric acid
competitive extraction and transport of sodium nitrate or nitric
1 (b) adecrease of trace-level cesium mean activity coefficient
with the increase of salt concentration in the aqueous feed
solutions; anc (¢} leaching of the SLMs by the feed and the
veceiving solutions fevored by the partitioning of the carrier.
especially in the case of 10, which shows very poor lipophilicity.

The higher selectivity and efficiency of 13 compared to 10
can easily be noticed by comparing both transport isotherms
shown in Figures 3 and 4.

Time stability of the most efficiently prepared SLMs was
mated by repeating transport expenments in which both
agucous feed and stripping solutions were renewed every day

while the SLMs remained the same. Consequently, daily parti-
toning of the carrier rom the membrane phase to the renewed
aqueous solutions caused a decrease of the carrier concentration
in the SLMs, ‘hus a decrease of Dy and, proportionally, of Py.
The evolution of the permeability coefficients vs the number of
runs was therefore a way to describe the leaching of the
membrane by the aqueous solutions and characterized the SLMs’
stability with time.

As shown in Figure 3, repeated cesium transport experiments
showed that 10 rapidly leached out of the SLMs (P, < 0.1 covh !
after 15 runs). because of its low partition constants between 1.2-
nitrophenyl octyl ether and the agueous solutions. Very good
stability and

ciency were observed with the more lipophilic
compounds 13 and 14, for which the cesium permeability
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Figure 4. Transpont isctherms of *¥Cs from nitric acid solutions to
deionized water for 1.3-calix{4]oiscrown-6 and for 1.3-calix[4]bis-o-
benzo-crown-6 (102 M) in 1.2-NPOE: aquecus fzed solution, HNO,
in various concentrations: aqueous stripping solution, deionized water:
SLM, 10 or 18 (10°2 M) in 1,2-nitropnenyt octyl ether.
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Figure 5. Repetitive transport experiments of *37Cs from sirrulated
mediurn-active liquid wastes for 1.3-calix[4]biscrown-6. for 1,3-calix-
[4]bis-o-benzocrown-6 and for 1,3-calix[4]bis-1,2-naphthylcrowr-8
(10~2 M) in 1,2-NPCE: aqueous feed solution, NaNQO3 (4 M) and
HNG; (1 M): agueous stripping solution. deicnized water; SLM, 10.
13 or 14 (1072 M) in 1,2-nitrophenyl octy! ether,

coefficients were 5 times higher than those of the crown ether
16 even when the concentration of the crown ether was 50 times
higher in 1,2-nitrophenyl octyl ether.

1,3-Calix[4]biscrowns 13 and 14 allowed selective removal
of ¥Cs from sodium-containing solutions. Less than 100 mg of
the ~100 g of sodium (initially present in the feed solution) was
transported in 24 h by 14, whereas more than 95% of trace level
T Cs was concentrated in the stripping solution. Nitric acid
transport, due to the basicity of both the organic diluent and the
calixarene, could not be limited to less than 5% (0.05 M) in 24 h
leading to concentration factors (ratio of initial waste concentration
lo final waste concentration) greater than 100 for a single-step
process.

To summarize, 1,3-calix(4]biscrowns containing six oxygen
atoms appeared to be a promising family of carriers for the
selective removal of cesium from high-salinity media, such as
medium-level radioactive liquid wastes. with SLMs. By choosing
a highly hydrophobic organic diluent, 1,2-nitrophenyl octyl ether,
and a very lipophilic calix[4]biscrown in the 1,3-alternate confor-
mation suitable for cesium complexation over that of sociurr, very
selective and stable SLM can be obtained (over a period of 50
days).

Transport of Cesium from Simulated Fission Product
Solutions. Application of calix(4|biscrowns 10, 13, and 14 to
decontaminate mediam- or high-level radivzctive wastes, such as
fission product solutions, was also investigated. Figure 6 shows
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Figure 6. Influence of ithe presence of nitrate salts on the
permeation of 37Cs from simulated medium-active liquid wastes to
deionized water by 1.3-calix4]biscrown-8, by 1,3-calix{4]bis-o-ben-
zocrown-6 and by 1,3-calix[4]bisnaphthylcrown-8 (1072 M} in 1,2-
NPQE: aqueous feed solution NaNOz (4 M), HNOs (1 M), and nitrate
species (NH. ", Ca2™, Mg?. Fe¥*, A", or U0z at 0.1 M); aqueous
stripping solution deionized water; SLM, 10. 13, or 14 (1072 M) in
1, 2-nitrophenyl octy! ether.

the effect of the presence of six different nitrate salts (NH,*, Ca®",
Mg?*, Fe*, AP, UO,*") on cesium permeation from aqueous feed
solutions simulating medium-active concentrates (4 M in NaNOy
and 1 M in HNO-) to receiving solutions of deionized water.
Except for ammonium nitrate salts, which usually behave like
alkali cations and drastically hinder cesium separation in classical
industrial decontamination processes (coprecipitation, ion ex-
change, etc.), none of the other five added species (Ca™, Mg?*,
Fet-, Al** U0427) potentially present in medium-active wastes
disfavored trace level cesium permeation through the SLMs.
Table 2 records the transport yields of 11 main elements (out
of 34 present in very high-level radioactive liquid wastes, such as
fission products solutions) from nitric acid feed solutions (3 Min
HNO. and 10~ M in element) to deionized water. Metal cation
concentrations were determined by atomic absorption spectrom-
etry of aliquots sampled in the receiving solutions after 24 h of
permeation. Except for rubidium, whose chemical behavior is
similar to that of cesium among other alkali cations, the high
selectivity of the tested 1.3-calix{4[biscrowns toward cesium is
maintained in the presence of the other nine elements.

CONCLUSION

The preparation of calix[4]biscrowns 9—185 in the 1.3-alternate
conformation by one-step procedures has been achieved in yields
suficiently high for their use as Cs carrers in supported liquid
membranes. Application of the Danesi diffusional model allowed
the transport isotherms of trace-level “Cs through SLMs (con-
taining calix[4]biscrowns) to be determined as a function of the
ionic concentration of the aqueous feed soluticns. Compound 13
appeared to be much more efficient than a combination of crown
ether and an acidic exchanger. especially in very acidic media.
This allowed a one-step treatment of synthetic acidic radioactive
wastes with decontamination factors greater than 100. Perme-
ability coefficient measurements were alsc conducted in repetitive
transport experiments in order to characterize SML stability with
time. Very good results (over 50 days of stability) and high
decontamination yields were observed with 1,3-calix[4]biscrowns
13 and 14. The 1,3-calix[4]biscrowns are shown to be a new
family of selective carriers for cesium removal from radioactive
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liquid wastes leading to 1:1 stoichiometry complexes (1,3- calix-
[4]biscrown—Cs).

Future work is directed in two directions: (i) determination
of the stoichiometry and stability constants of the complexes of
ligands 9—15 with alkali cations by spectrophotometric studies
and NMR experiments and (i) determination of the X-ray crystal
structure of these complexes.

EXPERIMENTAL SECTION

Starting Materials for Syntheses. The solvents and all
compounds were commercial reagents and were used without
further purification.

Analytical Procedures. The melting points (mp) were taken
on a Biichi 500 apparatus in capillaries sealed under nitrogen.
Silica gel columns were prepared with Kiesielgel Merck No.11567).
Elemental analyses were performed at the Service de Microanal-
yse of the Institut de Chimie de Strasbourg. The 'H NMR spectra
were recorded at 200 MHz on a Bruker SY200 spectrometer. The
FAB mass spectra were obtained on a VG-Analytical ZAB HF
apparatus.

Syntheses. Preparation of 9. According fo a procedure
described by us,"” a 1-L round-bottomed flask was equipped with
a condenser and charged with acetonitrile (700 mL). calix[4]arene
1 (6.00 g, 14.2 mmol), and potassium carbonate (19.62 g, 142
mmol). The reaction mixture was stirred at room temperature
for 30 min. Tetraethylene glycol ditosylate 2 (7.14 g, 14.2 mmol)
was added, and the mixturc was refluxed for 7 days. The same
quantities of potassium carbonate and tetraethylene glycol dito-
sylate 2 were added, and the reflux was continued for 7 additional
days. After cooling to room temperature, the solvents were
removed in vacuo (45 °C bath). Dichloromethane (600 mL) was
added and the suspension was neutralized by 1 N HCL The
organic layer was dried over sodium sulfate. The filtered solution
was concentrated and precipitated with methanoi—diethyl ether
to yield pure 9 as a white solid: mp 117-118 °C: yield 33%: H
NMR (CDCly) y 7.09 (d, 8H, Ju-n = 7.5 Hz. meta ArH), 6.89 (t.
4H, -y = 7.5 Hz, para ArH), 3.88 (s, 8H. ArCHAr), 3.539-3.06
(m, 32H, OCH,CH,0); FAR positive, 740.3. Elemental analysis
caled for CyHz01.CH:0H: C, 70.02; H, 7.18. Found: C. 70.23;
H, 6.92.

Preparation of 10. Same as for 9; calix[4]arene 1 (0.35 g,
2 mmal), potassium carbonate (5.52 g, 40 mmol), pentaethylene
glycol ditosylate 3 (2.28 g, 4 mmol), and acetonitrile (100 mL);
14 days; vield 48%; white solid from methanol—diethyl ether: mp
145—146 °C; 'H NMR (CDCly) 6 7.10 (d, 8H, Ji-u = 8.0 Hz, meta
ArH), 8.87 (t, 4H, Jiu 5 = 8.0 Hz, para ArH), 3.87 (s, 8H, ArCH~
Ar), 370328 (m, 40H, OCH.CH:0). FAB positive, 828.4.
Elemental analysis caled for CagHgeO12.CH0H: €, 70.02 H, 7.18.
Found: C, 70.23; H, 6.92%.

Preparation of 11. Same as for 9; calix[4]arene 1 (1.70 g,
4 mmol), potassium carbonate (5.52 g, 40 mmol). hexaethylene
glycol ditosylate 4 (2.36 g, 4 mmol); acetonitrile (200 mL). The
same quantities of potassium carbonate and hexaethylene glycol
ditosylate were added after 10 days: total reflux time 14 days;
white solid from methanol—diethyl ether: mp 120—121° C; yield
62%; 'H NMR (CDCly) 6 7.14 (d, 8H, Ju-5 = 7.5 Hz, meta ArH),
6.80 ¢, 4H, Ju-uw = 7.5 Hz, para Arfl), 3.79-3.42 (m, 48H,
OCH,CH-0), 3.57 (s, 8H, ArCH,Ar). FAB positive, 916.4. El-

(17) Wenger. S. Asfari, Z. Vicens, ]. Tetrahedron Leit. 1994, 35, 8369.



Figure 7. Flat-sheet supported liguid membrane device for transport
axoeriments.

emental analysis caled for CysHnOw: C, 68.10, H 7.47. Found:
C, 6830, H, 7.27.

Preparation of 12. Same as for 9; calix[4]arene 1 (0.64 g,
1.5 mmol), potassium carbonate (0.83 g, 40 mmol), ditosylate 5
(0.39 g. 1.5 mmol), and acetonitrile (60 mL). The same quantities
of potassium carbonate and ditosylate were added after 4 days.
Total reflux time, 8 days: white solid from methanol—diethyl
ether: mp 81-82 °C; yield 5¢%; H NMR (CDCly) 4 7.07 (d, 8H,
= 7.5 Hz. meta ArH), 7.03 (s, 8H, Ar'H), 6.83 (1, 4H, Jy-p =
7.5 Hz, para ArH), 3.82—3.67 (m, 32H, OCH.CH,0), 3.76 (s, §H,
ArCHAAr). FAB positive, 924.4. Elemental analysis caled for
CsiHaOr: C.72.70; H, 6.54. Found: C, 72.48; H, 6.44.

Preparation of 13. Same as for 9; calix{4]arene 1 (1.14 g,
2.69 mmol), potassium carbonate (3.72 g, 26.9 mmol), ditosylate
G (1.60 g. 2.69 mmol), and acetonitrile (130 mL). The same
quantities of potassium carbonate and ditosylate were added after
7 days: total reflux time 14 days; vield 54%; white solid from
methanol—diethyl ether; mp 188—189 °C. 'H NMR (CDCL) ¢
7.07 (d, 8H. Ju-n = 7.5 Hz, meta ArH), 6.99 (s, 8H, ArH), 6.80 (t,
4H. Ju-u = 7.5 Hz, para ArH), 3.72=3.64 (m, 32H, OCH,CH,0),
3.68 (s, 8H. A-CH-Ar): FAB positive, 925.6. Elemental analysis
caled for CaHaOwr C, 72,70, H, 6.54. Found: C, 72.42; H, 6.41.

Preparation of 14. Same as for 9; calix[4]arene 1 (2.13 g,
3 mmel), potassium carbonate (6.91 g, 50 mmol), ditosylate 7 (3.15
2. 5 mmol), and acetonitrile (250 mL). The same quantities of
potassium carbonate and ditosylate were added after 3 days: total
reflux time 6 days; yie.d 78%; white solid from acetone : mp 108—
109 °C; 'H NMR (CDCly) 8 7.75—7.24 (m, 12H, naphthyl A), 7.0S

3 .

18} Stoiwijk, T. B Sudhilier, E. 1L R: Reinhoudt. ©.N. [ Am. Chem. Soc. 1987,
109, 7042,

(d, 8H, Ju-u = 8.0 Hz, meta ArH). 6.67 {t, 4H, Ju-u = 8.0 Hz, para
ArH), 4.28 (t, 8H, Jii-n = 5.0 Hz OCH,CH>0Ar), 3.86 (t, 8H, Jiy-u
= 5.0 Hz, OCH,CH,CAr), 3.76 (s, 8. ArCHLAY), 3.65 (t. 16H,
Ju-n= 5.0 Hz, naphthyl-OCH,CH,0). 3.45-3.29 (m, 8H. naphthyl-
OCH,CH,0): FAB positive 1025.2. Elemental analysis calcd for
CeaHg:Oppr C. 74.97, 1, 6.30. Found: C, 74.90; H, 6.35.

Preparation of 15. Same as for 9; calix[{]arene 1 2.13 g
5 mmol), potassium carbonate (6.91 g, 50 mmol), ditosylate 8 (3.36
g, 5 mmol), and acetonitrile (250 mL). The same quantities of
potassium carbonate and ditosylate were added after 4 days: total
reflux time 8 days: yield 79%: white solid from acetone; mp 82—
83 °C. 'H NMR (CDCly) & 7.41-7.04 (m. 16H, diph-H), 7.21 d,
8H, Ju-n = 8.0 Hg, meta ArH), 6.78 (¢, 4H. Jy_y = 8.0 Hz, pera
ArH), 4.03 {t, 8H, Ju;; = 5.0 Hz, OCH,CH,0Ar), 3.86 (t. 8H, /it
= 5.0 Hz, OCH,CH,0Ar), 3.72 (s. 8H, ArCH>Ar). 3.62-3.50 (m,
8H, diphenylOCH>CH,0), 3.45—3.29 (in, 8H, diphenyl-OCH.CH-0):
FAB positive, 1077.03. Elemental analysis calcd for CosHisO12 C,
75.82%; H. 6.36. Found: C, 75.80; H. 6.44.

Starting Materials for Extraction and SLMs Transports.
The inorganic salts used to prepare the synthetic aqueous feed
solutions for extraction and transport experiments (NaNO-.
CsNOs, etc.) were analytical grade products from Prolabo and
Aldrich. Radioactive -*Na and “"Cs used to spike the aqueous
solutions (1500 kBqL™! < initial aqueous activity < 2500 kBg-L-)
were provided by the Amersham Co. The #Na and #"Cs y spectra
were obtained on a detection chain from Interchnique, an EGSP-
2000-20R y spectrometer equipped with germanium detectors. The
counting was always sufficiently long to ensure a relative error in
activity measurement of less than 5%. The organic diluents, 1,2-
nitrophenyl hexyl ether (1,2-NPHE) and 1,2-nitrophenyl octy! ether
(1,2-NPOL) used to dissolve 9—15 were synthesized hy Chimie
Plus and used without further purification.

Transport Measurements. The same flat-sheet supported
liquid membrane device described by Stolwijk et al.'¥ and shown
in Figure 7 was used for the transport experiments. The volume
of both aqueous solutions (feed and stripping) was ranging from
45 10 55 mlL, depending on the glass devices manufactured by
Prodilab and Verre & Science Co. The aereas of circular
membranes were about 1516 cm? made of polypropylene Celgard
2500 microporous support (of 25 um thickness and 45% internal
volumic porosity) scaked with a 1072 M solution of 9—15 in 1.2-
nitrophenyl octyl ether. The measurements were performed at a
constant temperature of 25 °C.
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Electrogenerated Chemiluminescence. 57.
Emission from Sodium 9,10-Diphenylanthracene-2-
sulfonate, Thianthrenecarboxylic Acids, and
Chlorpromazine in Aqueous Media

Thomas C. Richards and Alien J. Bard*

Department of Chemistry and Bicchemistry. The University of Texas at Austin, Austin, Texas 78712

The anodic oxidation of aqueous sodium 9,10-diphenyl-
anthracene-2-sulfonate (DPAS) and 1- and 2-thianthrene-
carboxylic acid (1- and 2-THCOOH) in the presence of
tri-n-propylamine as a coreactant in aqueous solution
produces electrogenerated chemiluminescence (ECL). In
addition, the cathodic reduction of DPAS in the presence
of peroxydisulfate as a coreactant also produces ECL in
an acetonitrile—water solution (1:1 v/v). For DPAS, both
the oxidative and the reductive ECL spectra are charac-
teristic of DPAS fluorescence, with peak intensities at 430
nm. In contrast, the ECL spectra for 1- and 2-THCOOH
are significantly red-shifted from the fluorescence spectra,
indicating that the emission arises from a product of
THCOOH rather than the excited state of the intact acid.
The oxidation of chlorpromazine produces an ECL emis-
sion in the absence of an added coreactant following an
unprecedented “self-annihilation” mechanism. These
new aqueous ECL reactions should be useful in the design
of new labels for ECL analysis of biomolecules (i.e.,
immunocassays, DNA probes).

Electrogenerated chemiluminescence (ECL)! arises from an
energetic electron-transfer reaction between electrogenerated
redox species represented by A~ and D~ typically radical ions,
to form an excited state (A* or D*) that emits in the visible region:

A+e —A E, @
D-e —D" & @

A +D"—A-D* (orA*+D) ®3)
D*—D + hy @

More receatly, it was discovered that ECL precursors can also
be generated in aqueous solution despite the limited potential
range imposed by the oxidation and reduction of water? Here,
ECL is achieved by the simultaneous oxidation of tris(2,2-
bipyridinyl)ruthenium(Il) [Ru(bpy);**] and a coreactant (e.g.,

(1) Fauikner, L. R. Bard, A. J. In Eiectroanalytics! Chemisiry; Bard, A. J.. Ed.:
Marcel Dekker: New York, 1977: Vol. 10, p T,
(2) Knight. A, W.; Greenway, G. M. Analyst 1994, 119, 879.
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C,042 % or tris-propylamine (TPrA)*) capable of generating a

suitable reductant upon oxidation (i.e., an oxidative-reduction
mechanism):

Ru(bpy)s”* — e — Ru(bpy),”” )

G075 —e” — G0, (6)

Ru(bpy),> + C,0,"” — Rulbpy),”” + C,0,7  (62)

C,0,” — CO, + CO,” %]

Ru(bpy),”" + CO,~ — Rulbpy), ™™ +C0, @

Rubpy);. ™ — Ru(bpy)s™ + hv ©

In these ECL schemes, the coreactant can be oxidized either at
the electrode via eq 6 or in solution by the emitter via eq 6a.*®
The excited state can also be generated by the sequence of eqs
10 and 11, as previously discussed for oxalate’ and TPrA* In

Ru(bpy);"™ + COy ™ — Ru(bpy),” + CO, 10

2+

-+ Ru(bpy) 2
iy

Ru®py);* + Rulbpy);”™ — Ru(bpy),

the parallel reaction sequence for TPra, the bond-breaking step
(eq 7) involves the loss of a proton from the a-carbon of the radical
cation. These ECL reactions have been used for the determination
of both Ru(bpy)«2* * and oxalate® To complement these oxida-
tive-reduction examples, peroxydisulfate (5,0¢7)%% and Ru-
(bpy)#~ undergo an analogous inversion of this scheme (a
reductive-oxidation mechanism, eqs 12—14 followed by eq 9) when
the initial reactants are reduced rather than oxidized. In this case,
the reduction of $;0¢" results in the formation of the strong
oxidizing agent SO4~.

(3) (a) Rubinstein, I; Bard. A J. J. Am. Chem. Soc. 1981, 103, 512. ()
Rubinstein, L; Martin, C. R.: Bard, A. J. Anal. Chem. 1983, 55, 1580. (©)
Ege. D.; Becker, W, G.; Bard, A. J. Anal. Chem. 1984, 56, 2413.

(1) (2) Leland, J. K; Powell, M. J. /. Electrachem. Soc. 1990, 137, 3127. ()]
McCord, P.; Bard, A. J. J. Electroanal. Chem. 1991, 318, 91.

(5) White, H. S.; Bard, A. J. . Am. Chem. Soc. 1982, 104, 6891.
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Ru(bpy);”™ + e~ — Ru(bpy);” (12)

8,0F +e” —80, +S02 (3

Ru(bpy),” + $,0¢" — Rulpy);” + 50, + 50, (132)

Ra(opy),” + SO, — Rulbpy),” ™ + 80,27 (14)

By analogy with egs 10 and 11 for oxalate and TPrA, an
alternative to eq 14 for generation of the excited state with S04~
is eq 15 followed by eq 11.

Ru(bpy),”™ + SO, — Rubpy),™ + 50,27 (15)

The sensitivity and selectivity of these coreactant analyses has
led to the recent adaptation of the Ra(bpy)s#*/TPrA system for
commercial analytical applications utilizing Ru(bpy):** as a label
(IGEN, Inc., Gaithersburg, MD, and Perkin-Elmer Corp., Norwalk,
CT). Such applications and the need for novel lakels to allow
simultaneous analyses and internal referencing has prompted us
to consider emitters other than Ru(bpy)s>** as ECL labels in
aqueous solutions. The successful development of new labels is
subject to several constraints, including the following: (1) the
emitter must be soluble in aqueous solution, (2) the emission
wevelength must be distinct from that of Ru(bpy):***, (3) the
oxidative or reductive electrochemisiry must proceed within the
relatively narrow potential range imposed by the oxidation and
reduction of water, and (4) the oxidized or reduced intermediate
must react with the electrogenerated coreactant intermediate,
allowing formation of the excited state.

Sodium 9.10-diphenylanthracene-2-sulfonate (DPAS) has a
strongly fluorescent excited state and is 2n encrgy acceptor from
singler ketones in agueous media ®

DPAS was of particular interest for ECL studies, given its high
fuorescence cfficiency and short wavelength emission ($p = 0.87,
peak emissior. at 428 nmf) compared to those of Ru(bpy)s** (®r
~ (.05, peak emission at 620 nm™). We show here that DPAS
does produce ZCL, and we report the blue emission resulting from
an oxidative-reduction scheme involving DPAS as the emitter and
TPrA as the coreactant in aqueocus media. We also report the
ECL of DPAS in & reductive-oxidation scheme using 5,04~ as a
coreactant in an MeCN—water solution (1:1 v/v).

i, F.; Campagna, S.; Belser, P.: von Zelewsky,
i Ret. 1988 84, 85.

With an interest in additional blue emitters, we have also
studied the aqueous FCL of two carboxylic acid derivatives of
thianthrene (TH), namely 1- and 2-thianthrenecarboxylic acid (1-
and 2-THCOOH). We were attracted to the THCOOH derivatives

cow @tf e

t-THCOOH 2-THCOOH

given the known blue ECL emission for TIH (peak intensity at
434 nm® ) in MeCN foilowing the ion annihilation scheme of eqs
1—4. Derivatization of TH to its carhoxylic acid derivative afforded
the necessary solubility in aqueous solution, and these derivatives
do produce ECL emissions in an oxidative-reduction scheme with
TPrA as a coreactant. However, for these compounds, the ECL
spectra are significantly red-shifted from the fluorescence spectra.

Finally, we have considered the aqueous ECL of the tranquil-
izer chlorpromazine (CPZ).? which is structurally related 1o TH.

Hs
(CHylgN-CHg

(II?

Although we are unaware of reports of ECL for CPZ, the
fluorescence, chemiluminescence, and electrochemistry of this
pharmaceutical are well documented, including analytical applica-
tions. McCreery et al. studied the oxidation of CPZ and various
reactions of the cation radical? and, more recently, extended the
work to consider the reaction of the CPZ cation radical with
dopamine,’*'* methoxypromazine,** and hydroquinone.”? In ad-
dition, the fluorescence™ 1 (including analytical applications’™%)
and chemiluminescence'™¥ of CPZ have been investigated. CPZ
also emits when oxidized in the absence of an added coreactant,
presumably because the tertiary amine on the CPZ side chain acts
as an internal coreactant. Related work (without the covalent
binding of the coreactant to the emitter) is cited in a recent paper
by Holeman and Danielson?’ on the chemiluminescence reactions
of thiazide compounds with Ru(bpy);*~. Here they discuss the

(8) Keszthelyi, C. P.
1522,
(9) Siegel. G. ]z Albers, R. W.; Katzman, R.; Agranoff. B. W. Basic Newrochein-

#stry, 3rd ed.; Little, Brown and Co.. Bosion, 1981,

0 Cheng, H. Y. Sacketl. . H.; McCreery, R. L. . Am. Chem. Soc. 1978, 100.
962.

(11) Depuiy. A W, H. P McCreery, R. L. J. Phys. Chem. 1990, 94, 3620.

(12) Depuzy, A L. McCreery, R. L. J. Electroanal. Cliem. 1989, 285, 1.

(13) Mellinger, T. I.; Keeler, C. E. Anal. Chem. 1964, 36, 1840.

(14) Mcllinger, T. J.; Keeler, C. E. Angl. Chewne. 1963, 35, 554.

(15) Ragland, ]. B.; Kinross-Wright. V. |. Aual. Chem. 1964, 36, 1356.

(16) Udenlriend, S. DJggM D. E.: Vasia, B. M.; Brodie, B. B. /. Pharmacol.
Exp. Ther. 195

{17) Takahashi, D rm. Sei. 1980, 69, 184,

(18) Clark, B. J.: Fe! Milne, K. T.: Pauiie, D. M. G.; Williams, M. H. Anal.
Chim. Acta 1985, 170. 35.

(19) Nakano, M.; Sugioka, K.: Nakano, H.: Takyu, C.: Inaba. H. Biochem. Biophys.
Res. Commun. 1983, 130, 952.

(20) Trush, M. A; Reasor, M. .: Wilson, M
1979, 71. )

{21) Holeman, J. A Darielsen, N. D, Anal, Chim. Anig 1993, 277, 55.

. Tachikawa, H.; Bard, A. . J. Am. Chem. Soc. 1972, 94,
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utilization of tertiary amines present in the structures of erythro-
mycin® and clindomycin® to assay these antibiotics via reactions
with Ru(bpy);~™ using flow injectior and liguid chromatographic
analyses.

EXPERIMENTAL SECTION

Chemicals. MeCN (Burdick and Jackson, Baxter Health Care
Corp.. Muskegon, MI) was transferred unopened into a glovebox
(Vacuum Atmospheres Corp., Los Angeles, CA) under helium
atmosphere and was used as received. For experiments run in
MeCN, a sealed cell was loaded in the glovebox prior to each
experiment. Tetrabutylammonium tetrafluoroborate (TBABF;,
electrometric grade; SACHEM. Inc.. Austin, TX) was purified by
recrystallization from either ethyl acetate—pentane (2 times; 1:1
v/v) or ethyl acetate—diethyl ether (3 times; 9:1 v/v), followed
by drving under vacuum at 100 °C. Tetraethylammonium per-
chlorate (TEAP, electrometric grade wet with 8% water; SACHEM,
Inc), tri-n-propylamine (TPrA, 98%; Aldrich. Milwaukee, WI),
thianthrene (§7%. Aldrich), chlorpromazine hydrochloride (98%,
Aldrich), sodium phosphate, monobasic monohydrate (NaH.-
PO.-H.0, 99%; Baker, Phillipsburg, NJ), sodium phosphate, dibasic
heptahydrate (Na,HPO7H,0, 99%; Mallinckrodt, Paris, KY), and
ammonium peroxydisulfate ((NH,)»S:04, 99%: Fischer Scientific,
Fair Lawn, NJ) were used as received.

Sodium phosphate buffer sclutions, 0.15 M, prepared with
Milli-Q water (Millipore Corp., Bedford, WA) were 0.10 M in Nay-
HPO7H.0 and 0.05 M in NaHPOrH,0. Buffer solutions
containing TPrA were prepared similarly except that 0.15 M NaH,-
PO -H.0O was used to offser the basicity of TPrA. The pH of these
buffer solutions was adjusted with either concentrated phosphoric
acid (H;POy) or 4 M NaOH.

DPAS was synthesized according to a variation on the
procedure of Catalani and co-workers.® Thus, the inifial reaction
mixture consisted of 1 g of 9,10-diphenylanthracene (DPA, 98%;
Aldrich) suspended in 7 mL of nitrobenzene (99%; Kodak), to
which 0.25 ral of fuming sulfuric acid (27-33% free SOs; Aldrich)
was added. The final product was purified by ion-exchange
column chromatography using Dowex 1 x 2-100 resin (50—100
dry mesh; Aldrich). Aqueous solutions of DPASSH.O were
prepared by dissolving the required amount of solid in a few drops
of methanol prior to transfer to the aqueous solution.

1- and 2-THCOOH were synthesized according to procedures
of Gilman and Swayampati® with the exception that 1.6 M
whutvllithium in hexane (Aldrich) was substituted for their
ethereal solutions of »-butyllithium.

Instrumentation. Cyclic voltammetry experiments without
photon detection utilized either a BAS 100A electrochemical
analyzer (Bioanalytical Systems, West Lafayette, IN) or a Princeton
Applied Research Model 173/175 potentiostat/universal program-
mer (PAR, Princeton. NJ) and an Omnigraphic 2000 X—Y recorder
(Bausch and Lomb—Houston Instrument Division, Austin, TX).
Cyclic voltammograms with simultaneous photon detection were
recorded using the PAR 173/175 in conjunction with a Hamamatsu
1230 photon counter (Bridgewater, NJ) equipped with a Hamarnat-
su RY28P photomultiplier twbe. The photomultiplier tube was
housed in a waterjacketed Products For Research, Inc. Model

(223 Daniclson, N. D He, L Noffsinger, ). B Trelli, L. Pharm. Biomed. Anal.

1989, 7,
(231 Targrov
(24} Gilimag, H,

. Danietson, N
ayampati. D. R,

J. Chromatogr. Sci. 1990. 28, 505.
m. Chem. Soc. 1957, 79, 208.
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TE308TSRF refrigerated chamber maintained at —10 °C. Primary
cooling of the water jacket to 10 °C was accomplished using an
MGW Lauda Model RMS6 refrigeration unit (Brinkmann Instru-
ments Co., Westhury, NY). For plots of ECL intensity versus
potential, the output from the photon counter was fed into the
yaxis of the X—Y recorder during potential scans.

Fluorescence and ECL spectra were recorded using a charge-
coupled device (CCD) camera and spectrometer (1 mm entrance
slit) interfaced to a Dell System 200 personal computer {Austin.
TX) as previously described.® The same procedures (speciral
calibration, etc.) were followed except that different pulse se-
quences were used and the CCD detector was maintained at —110
°C for the TPrA/THCOOH and TPrA/DPAS experiments and at
—100 °C for the S04~ /DPAS experiments. Excitation [or the
fluorescence spectra was achieved by holding a longwave (366
am) UV iamp (Model UVGL-25; UVP, lnc.. San Gabriel, CA; sold
by Fisher Scientific, Pittsburgh, PA) next to the cell and at right
angles to the entrance slit of the spectrometer.

Cells and Electrodes. Except where noted, all electrochemi-
cal and ECL experiments utilized Pt disk working electrodes
(sealed in glass) in a conventional three-electrode cell configura-
tion. These working electrodes were polished on a felt pad
(Buehler, Ltd., Leke Bluff, IL) before each experiment with 0.05
um alumina (Buehler, Ltd) suspended in water.

For ECL experiments employing a Pt gauze working electrode.
the electrode consisted of a 6 x 9 mm gauze flag (52 mesh:
Aldrich). The electrode was cleaned prior to each experiment
by immersion in concentrated nitric acid. followed by rinsing in
distilled water and heating in a Bunsen burner flame. The CPZ
experiments utilized a highly oriented pyrolvtic graphite (HOPG:
Union Carbide, Cleveland, OH) working electrode (with freshly
exposed material for each experiment) in a recently described
configuration®® This same arrangement was used with a Pt
electrode for the 2THCOOH ECL emission versus potential
experiments.

Nonaqueous potential referencing to ferrocene was accom-
plished by adding the standard directly to the solutions. Potential
referencing of aqueous solutions to the saturated calomel electrode
(SCE) was accomplished by acquiring data versus a Ag quasi-
reference electrode for which the potential versus SCE was known.
For qualitative comparison purposes, the ferrocene E° vs SCE
varies (due primarily to differences in liquid junction potentials)
from +0.307 to +0.56 V, depending upon the solvent/supporting
electrolyte system. >

RESULTS AND DISCUSSION

Sodium 9,10-Diphenylanthracene-2-sulfonate. The maxi-
mum solubility of agueous DPAS in 0.15 M sodium phosphate
buffer (pH 7.5) is &1 x 107" M. At this low concentration. no
anodic current is observed for DPAS abave the backs
oxidation of water. However, if 1 x 1075 M DPAS is oxi

d

(25) The setup for spectral acquisition utilized a hybyidi
b saown in Figure 1 of ref 4b. Thus, insteac o
camera lens, the spectrometer was place:
with the lens focused on the spectrometer exit port. This
of broader spectra than was possible with the setup

(26) Xu, X.: Bard, A. |. Langmuir 1994, 10, 2409.

(27) Bard, A. J.; Faulkner, L. R. Electrochemical Methods: Fundamentials and
Applications; Wiley: New York, 1980: p 701.

(28) Geiger, W. E. I Journal of Urganometallic Chemis|
melallic Radical Processes; Trogler, W. C.. Ed.: Elsevie)
p 144,




2.0 1.5 E (VvsSCE) 0.5 0.0
Figure 1. Emission (a) during cyclic voltammatry (b) of 1 x 1073 M
DPAS and 0.15 M TP-A in pH 7.5 sodium phosphate buffer at6 x 8
mm Pt gauze (52 mesh) electrode. Scan rate, 100 mV/s. (c) Cyclic
voiammogram of 0.05 M TPrA in pH 7.5 sodium phosphate buffer at
a 1.5 mm diameter Pt electrode. Scan rate, 200 mV/s.

the presence of 0.15 M TPrA, an emission is observed that
coincides with an oxidation wave that is superimposed on the TPra
oxidation anc background oxidation of water, as shown in Figure
1. parts a and b. Tor comparison, the exidation of 0.05 M TPrA
in the absence of DFAS is shown in Figure Ic. The fact that an
oxidation current is observed for 1 x 107> M DPAS only in the
presence of TPrA suggests e catalytic current enhancement due
to the regeneration of DPAS via reduction of DPAS™ by TPrA or
an intermediate. Presumably, ECL results from a sequence of
reactions analogous to eqs 58 (or egs 10 and 11) and eq 9, where
Ru(bpy)s~¢ /= is replaced by DPAS /%~ C,0.2" by TPrA. CO»

by Pr,NCHE! and CO, by H™. Despite the low DPAS concentra-
tion (1 x 10" M). this emission is visible when viewed in a dark
reom, and no emission is observed in the ahsence of either TPrA
or DPAS. For the DPAS/TPrA system, electrode passivation
oceurs afler one scan and prevents observation of subsequent
emissions wirhout electrode cleaning. This behavior suggests that
products of chemical reactions following the oxidation of DPAS
pessivate the electrode. The electrode can be cleaned mechani-
cally or by pulsing inzo the background reduction of water (—1.4
V vs SCE) for a few seconds, after which ECL can again be
observed upan oxidation. In an effort to understanc the passiva-
ton process. we undertook cyclic voltammetric experiments in
MeCN: a typical voltammogram is shown in Figure 2. Clearly,
the oxidation of DPAS is comphcaud by subsequent chemical
reactions, as fvxdmcu 1by the Tack of chemical reversibility. This
behavior, which persists at scan rates as high as 10 V/s, could
be due to reaction of DPAS™ with water or CH™ (supplied by the
fve waters of nydration) to form products. The addition of neairal
alumina to these solutions in an altempt to remove water did not
result in profound changes in the electrechemistry. Attempts to
increase the ECL emission intensity by stabilization of DPAS™
using surfactant or by polysulfonation of DPA were unsuccessful.
For the DPAS/TPrA syster, ECL emissions can be detected
(using the photon counter) at a concentration as low as 2 x 105
M. For comparison. Ru(bpy) .2~ can be detected at concentrations

4uA

/
N

T4 1 E (Vvs Fc) 0.2 -0.2

Figure 2. Cyclic voliammogram of 0.92 mM DPAS in MeCN at a
1.5 mm diameter Pt electrode. Supporting electrolyte. 0.1 M TBABF.;
scan rate. 200 mV/s,

——ECL

-~ -Fluorescence

Relative Intensity

300 400

Figure 3. Scaed flucrescence and ECL spectra for a solution of 1
x 1075 M DPAS and 0.15 M TPrA in pH 7.5 sodium phosphate buffer.
The ECL emission was generated by repetitively pulsing a 6 x 9 mm
Pt gauze (52 mesh) elactrode from 0.0 V (vs SCE, 8s)to +1.2 V (2
s) to —1.4 V (2 5) and back to 0.0 V. Light was generaled on the
positive pulse in this sequence (the negative pulse was for electrode
cleaning purposes) and was integrated for 2 min to produce the
spectrum. Both peak intensities are at 430 nm.

Wavelength {nm} 700 800

about 60 times more dilute at similar emission intensities. At
higher concentrations of 5 x 107% M and using the CCD camera
(and correcting for the deteclor sensitivity), the Ru(bpy):’

emission is ~100 times more iniense than the DPAS emission.
Figure 3 shows the ECL and fluorescence spestra of 1 x 1073 M
DPAS. The similarity between the fluorescence and ECL spectra
(despite the discrepancy on the long wavelength side) suggests
that the ECL emission is from DPAS*.

Details concerning the clectrochemistry and ECL of the Ru-
(bpy)s* /S0 system in MeCN—water have been COIl\ldGIGd
previously’ and the reductive cyclic voltammogram of S
shown in Figure 4a. Here, the irreversibility is due to the process
outlined in eq 13. Under these conditions, the onset of the
background recuction of water (not shown) producing gaseous
H. occurs at about —1.0 V. The reduction of DPAS in MeCN is
shown in Figure 4b, and the reversibility of this couple (DPASY)
compared to the oxidation of DPAS shown in Figure 2 indicates
that DPAS- is significantly more stable in MeCN than DPAS".
The small prewave in Figure 4b appears to be due to adsorbed
DPAS, since the current for this wave increases linearly with scan
rate (), whereas that for the morc negative couple increases with
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Figure 4. (a) Cyclic voltammogram of 11 mM (NH4)2S20g in an
MeCN—water solution (1:1 v/v) at a 1.5 mm diameter Pt electrode.
Supporting electrolyte, 0.2 M TEAP; scan rate, 100 mV/s. (b) Cyclic
voltammogram of 0.93 mM DPAS in MeCN at a 1.5 mm diameter Pt
electrode. Supporting electrolyte. 0.1 M TBABF4; scan rate, 200 mV/
s. (¢) ECL emission for the reduction of 1.1 mM DPAS and 25 mM
(NHs)28205 in MeCN—water solution {1:1 v/v) at a 2.0 mm diameter
Pt electrode. Supporting electrolyie, 0.2 M TEAP; scan rate, 100 mV/
s.

v#2 gver a range of 0.1—10 V/s. Because this reduction occurs
well into the background reduction of water, no cathodic current
above background is evident in MeCN—water (1:1 v/v) solutions.
However, if the potential is scanned into the background reduction
of water in the presence of $,04%7, an emission is observed at a
potential corresponding to the reduction of DPAS (after making
the approximate conversion from ferrocene to SCE potentials
using the values given in the Experimental Section), as shown in
Figure 4c. No emission is observed in the absence of either S04
or DPAS. This result is consistent with previous resuits with the
Ru(bpy)-27/S:04" system.” in which no smission is seen until
the potential is scanned sufficiently negative to reduce Ru(bpy)s**
and allow generation of the excited state via the sequence of
reactions 12—15. This scheme can be modifizd to describe the
ECL reactions for DPAS by substituting DPAS*"/~ respectively
for Ru(bpy)#~#+/=. As shown in Figure 5, the blue ECL spectrum
for the DPAS emission matches the fluorescence spectrum and
also matches the ECL and fluorescence spectra for the oxidative-
reduction of DPAS with TPrA shown in Figure 3.

In considering the energetics of an ECL system, one notes
the standard potentials of the relevant half-reactions (vielding the
free energy of the eleciron-ransfer reaction) and the energy of
the emitting state. For the oxidation of DPAS and TPrA, these
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—ECL
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Figure 5. Fluorescence and ECL spectra for the same solution as
in Figure 4c. The ECL emission was generated by pulsing a 2.0 mm
diameter Pt electrode to —2.2 V (vs SCE) and integrating the emission
for 5 s. Both peak intensities are at 430 nm.

are

DPAS™ + E” — DPAS E°~ +1.3Vvs SCE

Pr,NC*HEt + ¢ — Pr,NCHEt ~ E°~ —1.17Vvs SCE”

DPAS* (singlet) — DPAS — hv E,=29eV

The enthalpy of the electron-transfer reaction between DPAS™
and Pr,NCHEL, correcting for an entropy of about 0.1 eV, is —2.3
eV, clearly well below that needed to produce singlet DPAS*. so
that this would be classified as an “energy-deficient” reaction. As
with other reactions of this type. the excited singlet probably forms
via triplet-triplet annihilation (a T-route).! Although the oxidative
DPAS/oxalate system would be “energy-sufficient”. no emission
was observed for experiments with oxalate as the coreactant.

The reductive path energetics corresponds to the following
half-reactions:

DPAS + e — DPAS™ Fe~ —~19Vvs SCE

S0, +e —S0.2  E°~+32Vvs SCEY

In this case, the electron-transfer reaction between DPAS™ and
SO, is sufficient to produce singlet DPAS* directly (an Stoute).
Despite these favorable energetics, the emission intensity for 1
x 1075 M DPAS is about the same for the DPAS/TPrA oxidation
as it is for the DPAS/S,0¢¢" reduction.

Thianthrenecarboxylic Acids. The oxidation of 2-THCOOH
in aqueous solution occurs near +1.0 V, as shown in Figure 6a.
The broad anodic process between 0.0 and +0.5 V and the more
prominent cathodic process at —0.2 V are characteristic of oxide
formation and reduction at a Pt electrode in aqueous solution at
this pH and appear in scans in the absence of 2THCOOH. These
processes can be eliminated if the potential is cycled no further
negative than +0.15 V, as shown in Figure 6b. The chemical

(29) The reduction potential for a similar species,
—1.12 V vs SCE: Wayner, D. D. M.; McPhee, [, 1
Soc. 1988, 110,132,

(30) Memming, R. [. Electrochem. Soc. 1969, 116, 785.

C~HMe, is reporied as
Griller, D. . Am. Chem.
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Figure 8. (3) Cyclic voltammogram of 2.0 mM 2-THCOOH n pH
8.5 scdium phospnate buffer et a 1.5 mm diameter Pt elecirode at a
scan rate of 200 mV/s. (&) Cyclic voltarmmogram of 1.4 mM 2-TH-
COOH under the same conditions as for part &, except that the scan
cycled from ~0.15 V instead of from —0.35 V. (¢} Cyclic voltammo-
gram of 2.0 mM 2-THCOOH at a 1.5 mm diameter Pt electrode in
MeCN, 0.1 M TBABF, at & scan rate of 200 mV/s. Aqueous scans a
and b are referenced to SCE. Nonagueous scan ¢ is referenced to
ferrocane.
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Figure 7. Cyclic voltammogram (bottom) and simultanecus emis-
sion (op) of 3.2 mM 2-THCOGCH and C.15 M TPrA in pH 7.5 sodiurm
phosphate buffer at a 6 mm diameter Pt electrode at a scan rate of
100 mV/s.

irreversibility shewn in parts a and b of Figure 6 (and observed
in similar experiments scanning up to 50 V/s) indicates the
instability of oxidized 2-THCOOH in agueous solution and its rapid
conversion to some product. In contrast to this, similar exper:-
ments cun in dry MeCN (Figure 6¢) show the oxidized product
lo be stable. This sugges:s that the decomposition of the oxidized
acid is due to reaction with water as opposed to other possibilities,
such as decarboxylation with loss of CO..

Both 1- and 2-THCOOH produce ECL emission when oxidized
in aqueous scdium phosphate buffer solution in the presence of
TPrAas a coreactant, 2s shown in Figures 7 and 8 for 2THCOOH.
(The behavior of I-THCOOH is similar except that the peak
emission intensity is 6—7 times lese intense than that of 2TH-
COOH.) I these same experiments are run in the absence of

25 ke/s

-
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Figure 8. Cyclic voltammogram (coitom) and simultaneous emis-
sion (top) of 0.26 mM 2-THCOOH and 0.15 M TPrA under the same
conditions as in Figure 7.

TPrA or the acid, no emission is observed. Although the anodic
current is dominated by the oxidation of the deprotonated acid,
the electrochemistry is complicated by the coincidence of this
process with both the onset of the broad, irreversible oxidation
wave for TPrA (Figure 1¢) and the background oxidation of water.
The two distinct emission peaks as a function of potential in Figure
7 suggest contributions from two different electrode processes.
It is possible that the first peak is due 10 reactions associated with
the homogeneous oxidation of TPrA following reaction 6a (with
2-TH-COO" replacing Ru(bpy)-) and that the second peak
results from the direct heterogeneous oxidation of TPrA at the
electrode following reaction 6. This hypothesis is supported by
the results of Figure & recorded at a lower ZTHCOOH concentra-
tion, where the second-order reaction 6a will be slower and less
important. Under the conditions of Figure 8, the first emission
appears as a small shoulder in the dominant second emission.
The fluorescence nnd ECL specira of 1- and 2THCOOH are
shown in Figure 9. The fluorescence maxima for 1- and 2TH-
COOH are at 505 and 480 nm, respectively. For comparison, the
emission maximum for thianthrene fluorescence in MeCN is at
434 nm.* The ECL maxima for each acid are at 570 nm, showing
a strong shift toward longer wavelength compared to the respec-
tive fluorescence spectra. Under these optimized conditions, the
2-THCOOH emission is just visible to the dark-adapted eye. The
differences between the fluorescence and ECL spectra for the
THCOQH acids suggest that at least part of the ECL emission is
from some species other than an excited state of the intact acid.
Chlorpromazine. McCreery and co-workers™ previously
investigated reactions associated with the oxidaticn of CPZ, and
the voltammetric curves found in our laboratory (Figure 10) agree
with their results. Under acidic aqueous conditions, the oxidation
proceeds as two discrete processes (Figure 10a), the first of which
is quasireversible and the second irreversible. The abnormally
sharp peak on the first anodic wave seen in parts a and b of Figure
10 has been attributed to adsorption of CPZ. Likewise. the
shoulder on the cathodic return wave in Figure 10b can be
attributed to an adsorption process. When the scan is reversed
after the first oxidation, as shown in Figure 10b, the increased
reversibility (compared to Figure 10a) suggests that a product
from the second oxidation reacts with the oxidized form of CPZ.
If CPZ is oxidized at higher pH in sodium phosphale buffer
solution, the electrochemistiy changes to that shown in the bottom
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Figure 9. Fluorescence and ECL spectra of 8.1 mM 1-THCOOH
(a) and 20 mM 2-THCOOH (b) taken in pH 8.5 sodium phosphate
buffer containing 0.15 M TPrA. ECL emissions were generated by
alternately pulsing a 6 x § mm Pt gauze (52 mash) electrode between
+1.4 (0.5 s) and —0.5 V (2 §) vs SCE for a duration of 40 min for
1-THCOOH and 20 min for 2-THCOOH with a stirred solution. The
peak fluorescence intensity is at 480 nm for 2-THCOOH and 505 nm
for 1-THCOOH. The peak ECL intensities are at 570 nm for both
isomers. The intensities have been scaled for comparison purposes.
At equal THCOOM concentrations (20 mM) and acquisition times,
the intensities of the 2-THCOOH emissions are ~6~7 times those of
1-THCOOH.
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Figure 10. (a) Cyclic voltammogram of 0.98 mM CPZ in 0.01 M
HCI, 0.2 M NaCl at a 6 mm diameter HOPG slecirode at a scan rate
of 50 mV/s. (b) Cyclic voltammogram for the same system and
conditions as in part a with scan reversal after the first oxidation.

of Figure 11. The first oxidation is now irreversible, and the
electrochemistry is in general more complex than that of Figure
10, as evidenced by a shoulder on the first oxidation wave,
increased current, and a broadening of the second wave. As with
the TPrA oxidation, analysis of the second oxidation process is
complicated by its coincidence with the background oxidation of
water. A more important observation under these conditions is
ECL emission associated with the second oxidation process (in
the absence of an added coreactant), as shown in Figure 11
Attempts to acquire the ECL spectrum for this process for
comparison to the photoluminescence spectrum were unsuccess-
ful due to low emission intensities and electrode fouling. Also
unsuccessful were attempts to determine the wavelength of the
peak emission using interference filters for specific, narrow
wavelength ranges between 450 and 600 nm. No emission is
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Figure 11. Cyclic voltammogram (bottor) ard simultaneous ermis-
sion (top) for 1.0 mM CPZ taken at a 6 mm diameter HOPG electrode
in pH 7.5 sodium phosphate buffer at a scan rate of 200 mV/s.

observed under the conditions of Figure 10 (with or without 50
mM TPrA added), where the electrochemistry is less complex
and electrode fouling does not occur.

Earlier mechanistic work by McCreery and co-workers'” has
shown that monooxidized forms of CPZ are converted to sulfox-
ides in agueous solution via nucleophilic attack by water at the
sulfur position. That work, in conjunction with our results,
suggests that the first oxidation of CPZ is associated with the
tricyclic ring system and that the second oxidation involves the
tertiary amine on the side chain (analogous to the oxidation of
THCOOR and TPrA). Presumably, the amine then undergoes
reactions similar to those seen with TPrA,* eqs 6 and 7, to produce
a strong reducing agent that reacts with the ring system to
generate a luminescent excited state. Thus, it is likely that this
“self-annihilation” ECL process proceeds as shown in egs 5—38,
where the tricyclic portion of CPZ replaces Ru(bpy)s*” and is
covalently bonded to the coreactant X (the tertiary amine on the
side chain). The selfannihilation could proceed via an intramo-
lecular or an intermolecular process.

CONCLUSIONS

New ECL reactions of modified hydrocarbons and aromatic
heterocyclic compounds that occur in aqueous solutions with the
coreactants TPrA and S;0¢" have been found. These can be
useful as ECL-active labels for analysis of biomolecules (immu-
noassay, DNA probes) and complement Ru(bpy)s>~ which is used
in such studies.

When DPAS is oxidized in the presence of TPrA or reduced
with $,052~, a blue ECL emission results which is characteristic
of DPAS fluorescence. The spectral separation between this
emission and that for Ru(bpy).2* makes DPAS a good choice for
use as a complementary label to Ru(bpy),*™ in bioanalytical
applications.

Oxidation of thianthrenecarboxylic acid in the presence of
TPrA results in an ECL emission from a product that is different
from the intact acid. Oxidation of chlorpromazine without added



coreactant (TPrA) produces an ECL emission via an unprec-
edented self-annihilation reaction.
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Determination of Ca, Cu, Fe, K, Na, and Si in
Polyimides for Microelectronics by Electrothermal
Atomic Absorption Spectrometry Involving Sample
Dissolution in Organic Solvents

¥iliam Krivan* and Bernhard Koch

Sektion Analytik und Hochstreinigung, Universitat Ulm, D-89069 Ulm, Germany

A method for the direct determination of the problem trace
impurities of Ca, Cu, Fe, X, and Na as well as of Si in
solutions of polyimides in organic solvents by electrother-
mal atomic absorption spectrometry is described. The
suitability of different solvents and the influence of matrix
residues accumulating in the atomizer on the character-
istic mass and the tube lifetime were examined. For all
elements excluding Si, no chemical modification was
necessary, and depending on the applied sample size, the
tube lifetime varied between 400 and 800 atomization
cycles. For the elements Ca, Cu, Fe, K, Na, and Si,
detection limits of 0.5, 2, 5, 2, and 25 ngg™!, respectively,
were obtained, these being by a factor of 5 (for Fe)—1200
(for Ca) lower than those obtained by the digestion
method. Comparison of the results by the proposed
method with neutron activation analysis and four other
methods proved that satisfactory accuracy was achieved.

Polyimides are employed as permanent coatings in manufac-
turing of advanced integrated circuits. Highly viscous solutions
of these organic polymers are usually applied on silicon wafers
as layers of 1-10 ym. The most detrimental impurities include
the natural radioactive elements Th and U, causing the so-called
soft errors. The metals K, Na, Ca, Fe, Cr, and Cu as well as the
anionic species C1- and SO~ may lead to corrosion and degrada-
tion of the devices.!? Because of their high mobility, the alkali
metal ions are of extracrdinary importance.® Typically, 2 maxi-
murmn sumn conceniration of 0.5—1 xgrg™ for all metallic impurities
is specified;? thus powerful, reliable, and rapid analytical methods
are required for routine analysis of these materials.

Of the direct methods that employ solid samples, instrumental
neutron activation analysis (INAA) and laser ablation ion trap mass
spectrometry (LAITMS) has been applied to analysis of poly-
imides to date. Applying INAA to this kind of matrix, difficulties
occur with formation of gaseous products during the irradiation,
and its instrumental performance is considerable limited also by
high Compton background due to ¥Br.4* Therefore, the required
limits of detection can often be achieved only by using radio-
chemical separations. LAITMS allows a three-dimensional analy-

v, L. A, Bd. Microelectronies Processing. Amcrican Chemical Society:
shington, DC, 1986.

en. B Pavel, ] Reus, G. Fresented at the 12th International
um on Microchemical Techniques, Cordoba, Spain, 1992,

(3) Sacher, E. J[EEE Trans. Electr. Insul. 1983, EI18, 369—373.

(4) I'ranel Krivan, V. Anal. Chim. Acta 1993, 274, 317-325

() Robayashi, K.: Kudo, K. Isotopenprax's 1982, 18, 47-50.
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sis of the analyte distribution;® however, the calibration is difficult.
and this highly specialized method is not suitable for routine
analysis. Total reflection X-ray fluorescence spectroscopy (TXRFS)
has proved to be a useful method, not only for the determination
of metallic impurities in and on the oxide layer of silicon wafers”
but also for the direct determination in insulating polyimide layers
on the chip as well.® Electrothermal atomic absorption spectrom-
etry (ETAAS) with direct solid sampling has been applied to the
analysis of some polymers?# ! but not yet to the analysis of
polyimides. Due to only minimized sample handling, this tech-
nique can largely overcome the contamination problems; however,
the introduction of solid samples into the graphite furnace is not
yet satisfactorily developed, especially with respect to automation.
In the analysis of powdered polymer samples by ETAAS using
slurry sampling, problems occur with the preparation of homo-
geneous suspensions.!

Solution techniques require time-consuming digestion proce-
dures (microwave digestion, plasma ashing). which represent a
considerable source of contamination; therefore, their application
for the determination of the elements posing contamination risk,
such as alkali and alkali-earth metals in the prescribed concentra-
tion range, is extremely difficult. So far, digestion of polyimides
has been used in connection with inductively coupled plasma mass
spectrometry (ICPMS). "

The dissolution of polymers in orgznic solvents has proved to
be more advantageous than their digestion with mineral ac-
ids.101836 Scheubeck and Quella! reported the analysis of solu-
tions of polyimide in N-methylpyrrolidone (NMP) by ETAAS;
however, the detection limits achieved are too poor for the analysis
attempted here (0.5 ugeg™ for K and 1 ug-g™! for Fe and Cu).
Much lower detection limits were reported by Fitzgerald and

) Gill, C. G.; Blades, M. W. J. Anal. Al Specirom. 1993, &,
(7) Eichinger, P.: Rath, H. ].; Schwenke, 1. ASTM Spec. Tech. |
305-313.
(8) Reus. U.: Freitag, K. Fleischhauer, J.: Haase,
Presented at Denver X-Ray Conference, Colorado
(@ Girgis-Takla, P.; Chroneos, [. Analyst 1978, 103, 12
(10) Henn, E. L. Anal. Chim. Acia 1974, 73, 273—281.
(11) Rithl, W. J. Fresenius Z. Anai. Chem. 1985
(12) Janssen. A.; Briickner, B.; Grobecker, K-H,; Kur
Chem. 1985, 322, 713-716.
(13) Chiricosta, S Gum, G.; Gallo, R; Spadare, A Vitarelil,
1982, 3, 185-187.
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21
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Table 1. Instr tal Par s and Experi al Conditions
element
Ca Cu Fe K Na St
422.7 324.8 2483 766.5 589.0 251.6
0.7 0.7 0.2 0.7 0.2 0.2
15 15 30 12 12 40
ing temy (°C) 130 (dioxane)/240 (NMP and cyclohexanone)
ramp tme 5 s, hold time 30 s, for &ll clements
pvrolysis emp (") 1400 1200 1200 1000 900 1200
ramp lime 10 s, hold time 20 s, for all elerents
atomizaton temp (°C) 2200 2300 2300 2000 1800 2600
max power heating, hold time 3 s, for all clemenis (except Ca in dioxane: hold 7 )
{mLmin~ ! Ar) 250 250 250 O

2600 °C, hold 3 s, for all elements

30 wg Pd/20 pg Mg{NO2»

Almeida’ for Ca, Cu. and Fe by ICP-AES (5, 7. and 15 ng'g™’,
respectively) and for Na by ETAAS (10 ng-g ).
In this paper, an ETAAS technique for determination of Ca,

Cu, Fe, X, Na, and Si at concentrations to lower nanogram per
gram level in polyimides that involves their dissolution in organic
solvent is described.

EXPERIMENTAL SECTION

Apparatus. All mcasurcments werce carried out with a Perkin-
Elmer 410071 atomic absorption spectrometer (Perkin-Elmer,
Uberlingen. Germany) equipped with a transversely heated
graphite atomizer (THGA) and tubes with integrated platforms
(Part No. 504 033). a solventresistant valve set, and an AS 70
autosampler. Hollow cathode lamps (HCL) were used as light
sources. An ultrasonic probe Sonoplus HD 70 (Bandelin Elec-
tronic, Berlin, Germany) was used {or pretreatment of the sample
sclutions for the determination of iron. Background correction
was performed by the longitudinal Zeeman effect,

Apressure microwave decomposition system PMD (H. Kiirner,
Rosenheim, Germany) equipped with quartz hombs was used for
digestion of the samples.

Samples and Reagents. Samples PI-1-PL3 were supplied
as powders and samples PI-4—PI-6 as highly viscous liquids by
Ciba Geigy (Basel, Switzerland). The solvents N-methylpyrroli-
done (NMP, for synthesis quality), dioxane (pro analysi quality),
cyclohexanone (extra pure quality). nitric acid (65%, pro analysi
quality), and hydrochloric acid (32%, pro analysi quality) were
obtained frem Merck (Darmstadt, Germany) and purified by
subboiling distillation using a quartz apparatus. Prior to subboiling
distillation, zbout 10 g of solid potassium hydroxide (pro analysi
quality) was added to 1 L of dioxane, and the mixture was left to
stand overnight in order to decompose peroxides. Calibration
standards were prepared by the dilution of stock standard
solutions (Merck) of 1 g'L7! for each analyte. Magnesium nitrate
and calcium nitrate were of Suprapur quality, and palladium
chloride was of pro analysi quality (Merck). For the preparation
of standards and modifier solutions, doubly distilled water was
used.

Procedure. For the preparation of the sample solutions,
0.01—1.5 g of polyimide powder was added to a cleaned 20-mL
PE vessel with 10 mL of subboiled organic sclvent, previously
checked for contamination, and then shaken vigorously. Dioxane
could be used only for the solid samples PI-2, PI-2, and PI-3,

sald 5 AL Almcida, ROFL L Electrachenm. Spe. 1992, 129, 1413—1414.

whereas NMP was a suitable solvent for all saraples exemined.
Tests with cyclohexanone were only made with Pl4. For
complete dissolution, samples PI-2 and PI-3 had to be wreated for
about 1 h with NMP. To avoid analyte adsorption on the walls of
the PE vessels, the sample solutions were acidified by the addition
of 7 M HNO; to a fina] concentration of 0.5% {v/v) HNO,, except
for iron, which required a final HNO, concentration of 2% (v/v).
Aliquots (20 L) of the sample solutions were dispensed into the
graphite tube by the autosampier. Dioxane was used to rinse the
sampling capillary. For the determination of iron, the dioxanc
sample solutions were homogenized for 30 s at 4 W using the
utrasonic probe Sonoplus HD 70.

The instrumental parameters and the temperature programs
are summarized in Tabie 1. Quantification was performed by both
the standard addition method with 1 xg-g™" aqueous standards
and the calibration graphs recorded by the use of organic solutions
of the standards prepared by diluting I ug-g~! aqueous stendards
with the organic solvent by 10—100-fold. For the determination
of silicon, 30 ug of Pd and 20 ug of Mg(NO,), per atomization
were used as chemical modifiers. Using dicxane as a solvent,
the mafrix residues on the platform were removed after ap-
proximately 150 cycles by 10—20 atomizations of 300 ug of Ca-
(NO:)» in 20 uL of water.

For the dissolution method, about 140 mg of sample was
digested with 2 mL of HNO; and 0.5 mL of HCl (hoth subboiled)
at a microwave power of 600 W for 17 min. The sample solutions
were transferred into 10-mL quartz flasks and filled with doubly
distilled water. Aliquots (20 #L) of these solutions were taken
for analyses by ETAAS using the Perkin Elmer standard temper-
alure programs.

RESULTS AND DISCUSSION

Dissolution of samples. Insufficient dissolution was achieved
with cyclohexanone, in addition to contamination by Ca, K, and
Na. For this reascn. this solvent was applied only to the
determination of Fe and Cu.

With the use of subboiled diexane as a solvent, no significant
contamination was observed for all analyte elements under

(18) Lythgoe, D. J. Analvsi 1981, 106,

{19) Gitelman, H. J.; Aldeeman, ¥R,

(20) Thompson, K. C.; Godden, R G
74, 289—297.

(21) Rawa, J. A Hena,

(22) Wel chlem
1 271.

(23) Perkin Elmer Benutzerdokumentation, B2110.06 Release 1.4

A1, Spectrom. 1990, 5, 687 684,

homerson, D. R Aral. Chim. Acta 1975,

-1

al. Chein. 1979, 51. 4
ludakari, J. R J. 4

435,
. Spectrom. 1992, 7,
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investigation. This was also triie for potassium in spite of the
potassium hydroxide used for the destruction cf peroxides prior
to the subboiling distillation. An additional advantage of dioxane
is its good miscibility with water and nitric acid, which enables
hoth a problem-ree spiking of the sample solutions with aqueous
standard solutions and the addition of nitric acid to prevent analyte
adsorption on the walls of the vessels. Furthermore, in order to
prevent reprecipitation of the polymer, dioxane was used to rinse
the sampling capillary during the measurements instead of water.
The dioxane waste can be easily recycled by treatment with KOH
with subsequent distillation. FHowever, this solvent can be applied
only to solid polyimide samples. Further disadvantageous aspects
include the deleterious effects of the matrix residues on the
platforms described below and the necessity of destruction of
peroxides in the purification stage.

All solid polyimides were soluble in NMP. The addition of
dioxane to fhe liquid samples led to the precipitation of an
amorphous mass, but dilution with NMP was well applicable.
However, when high polymer concentrations are necessary,
spiking with aqueous standards is limited to volumes of about 20
uL, after which precipitation of the polymer occurs. Another
disadvantage of the use of NMP as the soiven: is the formation
of soot residues in both the distillation apparatus used for
purification and the graphite furnace that is difficult to remove.
On the other hand, matrix residues on the platform had no
appreciable effects on the absorption signals and analytical results,
and tabe regeneration was unnecessary. Also, with this solvent,
no significant contamination problems occurred.

Optimization of the Procedure. After several dozens of
heating cycles of about 0.5 mg of polyimide, considerable residues
of pyrocarbonaceous matter were observed on the platform.
However, using NMP as solvent. it was possible to carry out 400—
500 atomizations with polyimide NMP solutions with about 250
standards and blanks processed in between. In spite of the
considerable amount of residue, no significant effects on the areas
and shapes of the peaks were observed. For instance, for about
10 ng of Fe mL"' sample solution in NMP, within 400 atomizations,
a peal area of 0.0524 £ 0.007 A's was obtained. As can be seen
from Figure 1, even up to 420 runs with polyimide solutions and
250 additional runs with sample-free solutions, the absorbance
signal of potassium shows an excellent form (see Figure 1a); after
the same number of runs, the shape of the sodium signal is slightly
worse (Figure 1b), but still acceptable. Similar behavior was
observed for all other analyte elements investigated, excluding
silicon.

With dioxane as the solvent, a highly reflective platform surface
produced by the matrix residues was observed after a certain
number of runs. For example, after about 150 atomizations for
iron with about 0.8 mg of polyimide, a sudden drop of the
background signal occurred (see Figure 2). A regeneration of
the atomizer could be achieved by performing 10—20 atomization
cycles with the introduction of 300 ug of Ca(NOs), as matrix
modifier, which led to a substantial reduction of the residues. The
same regeneration effect could be achieved with magnesium
nitrate. After the regeneration, the tube could be used for at least
100 more atomizations with polyimide solutions before applying
another cleaning step. Thus, the total tube lifetime could be
increased from 150 atomizations of polyimide solutions (0.8 mg
of sample) without regeneration to approximately 400 cycles with
the addition of two cleaning steps. In crder to elucidate the
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Figure 1. Absorbance signal of (a, top) potassium and (b, bottom)
sodium obtained after 420 atomizations with a solution of polyimide
in NMP (1.22 g/10 mL) and 250 additional atomizations with sample-
free solutions. Solid line, Zeeman-background-corrected analyte
signal; cotted line, background. For instrumental parameters, see
Table 1.

dependence of the tube lifetime on the concentration of the
polymer in the solution, additional experiments were performed
with very dilute and very concentrated solutions. For example,
the tube lifetime could be prolonged up to 800 atomizations for
the determination of calcium that employed highly diluted sample
solutions {1 mg-mL™1). The formation of a slight residue can even
act as a permanent recoating of the graphite surface. sealing tears
and crevices in the pyrolayer.

On the other hand, applying very concentrated sample solu-
tions (150 mgmL™, as required in the determination of silicon
due to its low content, huge amounts of matrix were deposited in
the atomizer that produced an uneven platform surface with
steadily changing topography, ultimately leading to poor reproduc-
ihility. Calcium nitrate has been proposed as a modificr for silicon
by several researchers,’¥-2! however, in our instance (organic
matrix znd organic solvent), the absorbance signals obtained with
the use of this modifier were of very poor quality, as can be seen
in Figure 3a.

Using the Pd/Mg modifier (30 1g/20 ug per run).® an
enhanced signal quality and reproducibility could be obtained (for
experimental conditions see Table 1). A typical absorbance signal
of silicon is shown in Figure 3b. Difficulties associated with this
modifier began to appear after 80—90 atomizations and consisted
of the accumulation of matrix residue. The residue accumulated
predominantly in the center of the platform, with extremely uneven
topography, and caused poor reproducibility and even screening
of the light beam. The alternate determinations of silicon with
this modifier and of other elements without modifiers led to worse
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Figure 2. iron signals (solid lines) and background (dotted lines)

recorded (a, top) after 20 atomizations and (b, bottom) after 150
aiomizations of 0.8 mg of polyimide (sample PI-1) in each case.

silicon signal profiles; therefore, it is advisable to reserve a
separate tube for silicon determinations.

For the determination of all other elements. it was not
necessary tc use a modifier. This is a favorable circumstance
especially in the determination of Ca, Fe, X, and Na, which are
prone to contamination; it is obvious that the use of & modifier
would lead 1o considerable blank problems and, consequently, to
an increase of the limits of detection.

The optimized temperatures for thermal pretreatment and
atornization using organic solvents are listed in Table 1. They
are, in many instances, significantly higher than those recom-
mended for agqueous solutions.®

Calibration and Analysis of Samples. In order to test the
performance of the standard addition and standard calibration
curve methods, i the sample P, the elements Ca, Cu, Fe, K,
and Na were determined by both methods. The results obtained
did not show any significant difference with respect to both the
accuracy and the precision, which were well within the total
standard deviations of the analytical results given in Table 2. The
agreement o the characteristic masses obtained for the elements
Cu and Fe by using the calibration curve method with the values
referred by PE (sce Table 3) is additional evidence for the
accuracy of the calibration method. As no systematic deviation
trend and no significant signal depression due to the matrix effect
was observable, the more convenient calibration curve method
was used for the analysis of the samples.

In Table &, the characteristic masses (m) obtained by ETAAS
of solutions of polyimides ir organic solvents for Cu, Fe, and Si
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Figure 3. Absorbance signal of siliccn obtained in processing of
2.0 mg of polyimide dissolved in NMP using (a. top) 300 ug of Ca-
(NOs)z and (b, bottom) 30 ug of P20 ug of Mg(NQs)z as modifier.
Sofid line, Zeeman-background-corrected analyte signal: dotted line,
background.

are compared with PE values based on aqueous standard solutions
obtained with the same spectrometer system (PE 4100ZL).% For
Te and Cu, the agreerent can be considered as excellent, whereas
for Si, a somewhat lower characteristic mass was obtained with
solution of polyirnides in organic solvents. The 1 values of Ca,
K, and Na were measured at an internal gas flow of 250 mLrmin ™!
during atomization that was used for the determination of these
elements in all samples in order to obtain a reduced sexsitivity.
Thus, a direct comparison with the PE values given for “gas stop”
is not possible.

In Table 2, the results obtained by ETAAS of the selufions of
polyimides, dissolved in dioxane and NMP, are compared with
those obtained in our laboratory by INAA and in other laboratories
by ICPMS, ICP-AES, and TXRFS2 From the comparison of the
concentrations of Ca, Cu, Fe, K, and Na in PI-1 with dioxane and
NMP, and of Cu and Fe in the sample PI—4 dissolved in NMP
and cyclohexanone, no significant influence of the type of the
organic solvent on the analytical results could be observed. The
results of this technique for Ca. Fe, K, and Na in P12 and PI-3
could be compared with those obtained by INAA, and excluding
the content of Na in sample PI-3, the results of both methods were
in good agreement.

For the concentrations of Cu and Fe determined in all samples
by this method, the agreement with results obtained by ICPMS
and JICP-AES can be considered as satisfactory, whereas two of
three results of TXRFS seem to be too low. For Ca, in the sample
PI-3, the results of all methods are in excellent agreement, and in
the sample PI-6, in acceptable agreement; however, for the other
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Table 2. Contents of Eiements Ca, Cu, Fe, K, Na, and Si Determined by ETAAS in Polyimides Using Organic
Solvents and Comparison with Results of Other Methods and Laboratories (in Italics)

concentrations (ug-g~1)

sample method Ca Cu
solid samples

Pl-1 ETAAS® 2402 0.016 £ 0.002
ETAAS 24404 0.014 + 0.004
JCPMS: 1.5 <0.1

P12 ETAAS 25406 0.17 + 0.01
ETAAS®
ICPMS 1.3/2.5 0.22/—
ICP-OEY 0.9 0.1
TXRFS: 0.5 0.15
INAAY <6 -

PL3 ETAAS? 0.6+ 0.1 0.09 & 0.01
ETAAS?
ICPMS 0.5/<1 0.05/—
ICP-OEY 06 0.1
TXRFS? 06 0.086
INAA? <4 =

liquid samples

Pl-4 ETAAS 0.96 + 0.08 0.007 = 0.001
ETAAS 0.006 =+ 0.001
ICPMS <0.10 <0.010

Pl-6 ETAASY 0.07 £ 0.01 0.015 £ 0.002
ICPMS 0.1/<0.8 -/=
TXRFS* 0.19

Fe K Na Si
0.09 & 0.02 0.034 + 0.008 0.057 + 0.019 0.35 &= 0.09
0.11+0.02 0.038 + 0.008 0.051 + 0.006
0.11 £ 0.01
0.2 <04 <0.1 <6
4506 1.0+£0.1 1.1+01
41+13
5.0/6.9 2.2/21 1.5/0.5
3.9 0.6 0.8
2.0 1.5
42104 1.4+013 1.3+ 0.04
3.7£03 0.60 £ 0.1 0.10 £ 0.02
42408
4.8/5.5 0.7/0.5 <1/<0.5
4.2 <0.2 0.2
1.6 3.0 0.23
41+07 0.56 £ 0.1 0.25+01
0.079 =+ 0.007 0.093 + 0.012 0.19 = 0.01 200 % 10
0.078 & 0.014
0.13/0.10 <0.10 0.10/0.17 210
0.08 & 0.01 0.02 £ 0.01 0.16 = 0.01
0.1/<2 <0.5/<0.3 0.4/<0.5
0.09 0.11

¢ ETAAS of a solution of polymnde in dioxane (2 = 6).  ETAAS of a solution of polyu'mde in NMP (z = 8). < ETAAS of a solution of polyimide

in cyclohexanone (2 = 6). ¢

ETAAS of microwave-digested polyimide samples (n = 4}.

¢ Ciba-Geigy Basel (first number) and Ciba-Geigy Monthey

(second number). / Mcmk Darmstadt. ¢ Seifert, Ahrensberg. Sample preparation, cold plasma ashing. * Sektion Analytik und Héchstreinigung,

Universitdt Ulm (n = 3). ¢ Samplc P15 instead 0[ Pl4.

Table 3. Characteristic Masses Achieved in Analysis

Table 4. Detection Limits Achieved in Analysis of

of Polyimides in Organic Solutions by ETAAS (Sok
NMP or Dioxane) and Their Comparison with Referred
Values for Aqueous Solutions According to Ref 23

characteristic masses (pg)

clement org sol, this work aq sol. Perkin-Elmer?
Ca 48 16
Cu 19¢ 17¢
Fe 13¢ 197
K 4 e
Na 4 1.24
Si 904 1204

< Gas stop. ? Internal gas flow of 250 mLmin~1

three samples, higher results were obtained by ETAAS. For
silicon, the result of an independent method was available only
for one sample which was in agreement with the result obtained
with our method. Unfortunately, the results of the independent
methods were available only without the corresponding data on
uncertainties, and thus, more exact conclusions on the comparison
of the results cannot be made.

The first results we obtained for Fe in samples with high Fe
contents were much lower (1.2 + 0.1 ug-g™'in P12, and 0.7 £ 0.1
ug-g™! in PI-3) than those of INAA, ICPMS, ICP-AES, and TXRFS.
The results obtained by ETAAS after microwave digestion with
nitric acid agreed well with results of the other methods. A more
detailed investigation showed that the poorer results were due to
the adsorption of iron, present in the solution probably in colloidal
form, on the walls of the PE vessels. The adsorption could be
eliminated by an increase in the concentration of nitric acid
followed by pretreatment of the sample solution with ultrasound
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Polyimides in Organic Solutions by ETAAS (Solvent
NMP or Dioxane} and Their Comparison with Other
Methods
detection limites (ng-g™!)
ETAAS, this work®

other methods

element orgsol’ microwave dig ICPMSHA  INAA
Ca 0.5 600 20
Cu 2 80 1
Te 5 25 10 200
K 3 250 10 30
Na 3 300 10° 3 1
Si 25

2The detection limits are based on three times the standard
deviation of the blank (z = 6). ? ETAAS of polyimide sclutions in NMP
or dioxane. © ETAAS of microwave-digested polyimide samples. ¢ ICPMS
after cold plasma ashing. ¢ ETAAS.

(30's, 4W). An acceptable nitric acid concentration was found to
be 2% (v/v). However, using NMP as solvent, this nitric acid
concentration caused precipitation of the polymer. Therefore,
when the modified procedure needs to be applied to the deter-
mination of Fe, the use of dioxane as solvent is advisable. Under
these conditions, the shapes of the signals of iron and of the other
elements were of good quality.

Limits of Detection. The limits of detection achievable in
analysis of polyimides dissolved in dioxane or NMP (the effect of
the solvent is negligible) and of solutions resulting from micro-
wave digestion by ETAAS are listed in Table 4 and compared with
those of other potential methods. For both ETAAS techniques,
the limits of detection are expressed as 3 standard deviations of
the blank. For all elements investigated excluding Si, the limits



of detection of the ETAAS technique involving sample dissolution
in organic solvents were at the lower nanogram per gram range
or below. Because of inevitable contamination and low applicable
sample portions in the technique involving microwave digestion
with acids, the detection limits of ETAAS using solutions of
polyimides in organic solvents were enhanced by factors of 5, 30,
80. 100, and 1200 for Fe, Cu, K, Na, and Ca, respectively. In fact,
in the samples under investigation, cnly Fe could be determined
by the digestion method. In this context, it is worth mentioning
that the solution resulting from the digestion, which contained
2.3 M nitric acid, caused a severe destruction of the platform
surface. For the elements Ca, Fe, K, and Sj, the limits of detection
obtained by the method developed here are the lowest that have
been achieved so far. The improvement is extraordiparily
significant for Ca. Only for Na does INAA provide slightly lower
limits of detection. The limits of detection of ICPMS involving
sample digestion were determined by the blank and are much
higher than the instrumental limits of detection of this method.
In ICP-ALS, the blank determined the limit of detection only for
Na. The determination of silicon at ultratrace levels represents
still an extremely difficult analytical task: the solution methods
are limited by contamination and also by volatilization losses when

{24) Pavel, . Cuntral Analytical Department, Ciba, CH-4002 Basel, Switzerland,
private communication on Analytical Round-Robin Testing on PROBIMIDE
200, 1989,

HF is used for digestion. NAA requires a specific separation of
the indicator radionuclide 3, which is almost a pure § emitter.
The direct MS methods are applicable only to conducting
materials and suffer from calibration problems. Therefore, the
possibility of detecting silicon in polyimides at the 10 ng-g~! level
by this method seems to be of considerable significance.

CONCLUSION

The simple method developed is very well suited for the
routine determination of the relevant trace impurities of Ca, Cu,
Fe, K, and Na in polyimides for microelectronic applications at
the lower nanogram per gram level and of Si at the 10 ng.g~! level.
The risk of contamination and the analysis time are essentially
lower compared with techniques involving sample digestion with
mineral acids. For the elements Ca. Fe, K, and Si, this method
provides the best limits of detection of all methods that have been
applied to analysis of polyirides. For Cu only ICPMS and for
Na only INAA provides slightly lower limits of detection than this
method.
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Selective Surface-Enhanced Raman Spectroscopy
Using a Polymer-Coated Substrate

Anjali Pal, David L. Stokes, Jean Pierre Alarie, and Tuan Vo-Dinh*

Advanced Monitoring Development Group, Health Sciences Research Division, Oak Ridge National Laboratory,

Oak Ridge, Tennessee 37851-6101

The polymer, poly(vinylpyrrolidone), is investigated as a
potential coating for alumina-based surface-enhanced
Raman scattering (SERS) substrates. Description for dip-
coating alumina substrates with a 5% (w/v) methanolic
solution of the polymer is included. Using these polymer-
coated substrates, various compounds, including mono-
cyclic aromatic compounds with hydroxyl, carboxyl, and
various mitrogen-based functional groups, are detected.
Intensity of SERS signals from the polymer-coated sub-
strates in comparison to that of SERS signals from
uncoated substrates is demonstrated to be a function of
the analyte permeability to the polymer coating. Different
enhancement factors are reported for various compounds,
such as benzoic acid, isonicotinic acid, and 2,4-dinitro-
phenol, thus indicating some enhancement selectivity of
the polymer coating to various analytes. Using benzoic
acid as a test compound, varous coating procedures
(horizontal and vertical dipping procedures) have been
evaluated. The poly(vinylpyrrolidone)-coated substrate is
shown to vield a relative standard deviation in SERS signal
intensity of ~20%. The potential of the polymer-coated
substrate as a selective detection probe is illusirated using
the analyses of binary mixtures. Finally, the advantages
of the polymer coating for protecting the SERS-active layer
are also discussed.

Raman spectroscopy has always been vicwed as a valuable
analytical technique. Because of the very narrow, highly resolved
bands associated with the process, Raman spectroscopy offers the
advantage of providing structural information for analyte molecules
and is in several ways considered a complementary technique to
infrared absorption spectroscopy. Also, the highly resolved bands
offer the potential of multicomponent mixture analysis without
time-consuming sample treatment. In the past, the development
of Raman-based technologies has been hindered by the extremely
low cross section of the Raman scattering process. In recent
years, however, increased interest has been focused on Raman
speciroscopy as a practical analytical technique due to the
discovery of a Raman enhancement factor of up to 107 by
Fleischmann et al' and Jeanmaire and Van Duyne? The en-
hancement is observed when samples are excited in close
proximity to roughened metal surfaces (particularly silver), thus
the term surface-enhanced Raman scattering (SERS). There are
several theories explaining the enhancement mechanism, and

(1) Fleischmanr, M, J.; Hendra, P. .- MacQuillan, A. J. Chem. Phys. Leit. 1974,
26, 163166,

(2) Jeanmairve, . 1; Van Duyne, R P. j. Elcctroanal. Chem. Interfacial
Eiectrochem. 1977, 84, 1-20.
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some general models have been adopted, including chemical
models of the complexation of the analyte with the atom of the
metal surface® and the formation of an “adatom” via adsorption of
the analyte with the silver surface.® An electromagnetic model
attributes the enhancement to the generation of intense local
electric fields resulting from the excitation of the collective
oscillations of conduction electrons (surface plasmons) in the
metal surface.5% While the shortrange chemical effect has heen
described as being dependent on surface roughness at the atomic
scale, S the long-range electromagnetic effect has likewise been
described as being dependent on large-scale surface roughness.”™*

Since the SERS discovery, exhaustive efforts have been
devoted in this and other laboratories toward the development of
practical substrates to investigate and utilize the SERS effect.
Results of these efforts have included works with silver particles
on quartz posts,'? metal island films, silver island films " and
metal-coated microsphere-based substrates.'® The microsphere-
based substrates, particularly the silver-coated alumina-based
substrate, ® offer the advantages of simplicity, reproducibility, and
low cost of production. These substrates have been successfully
used for the analysis of polycyclic aromatic compounds,” orga-
nophosphorus chemical agents,!” chlorinated pesticides,™ and
fungicides.” They have also been incorporated into an optical
fiber probe design for remote sensing.® Electrochemical probes

2

have been the basis for SERS sensors.?# Other studies have

(3) Furtak, T. E. J. Electroanal. Chem. Interfacial Electrochemn. 1983, 150,375
382.
(4) Otto, A. : Mrozek, L; Grabhorn, H.: Akemann, W. J. . Phys. Condens. Matier
1992, 4, 1143—1212.
(5) Otto, A. J. Raman Spectrosc, 1991, 22, 743
{6) Gertsen, J.; Nitzan, A. . Chem. Phys. 1980, 3
(7y Kerker, Wang, D. S.. Chew, H. Appl. Opt. 1980,
(8) Ferrell, L. Phys. Rev. B: Condens. Matter 1982, 25,
(9) Schatz, G. C. Ace. Chem. Res. 1984, 17, 370-376.
(10) Zeman, E. J.; Schatz, G. C. In Dynamics on Surfuces: The Jerusaiem Synp
on Quantum Chemistry and Biochemistry;, Pullman, B., Jor e T
B.. Nitzan, A., Eds.; D. Reidel Publishing Co.: Dordree Tolland. 1984:
Vol. 17, pp 413-424.
(11) Zeman, E. J.; Schaw, G. C. /. Phys. Chem. 1987, 91, 634—
(12) Vo-Dinh, T.: Meier, M. Wokaun, A, Anal. Chim. Acta 1986, 181, 139-
148.
(13) Jennings, C.; Aveea, R Hor, A.; Loufyt, R . Anal. Chem. 1984, 56, 2033~
2035.
(14) Berthod, A; Laserna, J. I.; Winefordrer, J. D. Appl. Spectrosc. 1987. 41,
1137-1141.
(15) Vo-Dinh, T.; Hiromoto, M. Y. K.: Begun, G. M.; Moody. R. L. Anal. Cirem.
1984, 56, 1667-1670.
(16) Belio, J. M.; Stokes, D. L.; Vo-Dinh. T. Appl. Specirosc. 1989, 43, 1325—
1330.
(17) Alak, A. M; Vo-Dinh, T. Anal. Chem. 1987, 59, 2149-2153.
(18) Alak, A. M.; Vo-Dinh, T. Anal. Chim. Acta 1988, 20
(19) Narayana, V. A.; Begun, G. M.; Stokes, D. L.; Sutherland.
T. J. Raman Spectrosc. 1992. 23, 281286,
(20) Bello, J. M; Vo-Dinh, T. Appi. Spectresc. 1990, 44, 6
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enhanced the useftiness of the SERS technique. The use of
indicators for selective metal ion and pH detection have been
reported 2 Selective adsorption of metal ions and aromaric
compounds by thiolmodified meta’ surface has also heen dem-
cnstrated.*" A reversed-phase liquid chromatography (RPLC)
stationary phase applied to silver surfaces for the study of nonpolar
analyte interaction with the stationary phase via Raman spectros
copy has been reported.?” Clearly, the potential for the practical
use of SERS in environmental analysis has been demonstrated in
recent years,

In spite of these advances, serious limitations still exist.
Impertant factors of the microstruciured SERS substrates devel
oped in our laboratory are durability and longevity. The metal
coating of e SERS substrate is vulnerable to mechanical
disturbance and is also subject to air oxidation, which could affect
the SERS eflect. Therefore, there has been increased effort in
deve.oping protective coatings for the SERS substrate in the form
of polymer layers. Such lay may hinder the interaction of the
analyte with the metal surface, which is imperative for the SERS
effect. In this work, a2 polymer viz, polyWinylpyrrolidone)
(PVPL), was investigated as a potential protective coating for SERS
substrates. Previous studies have demonstrated its permeability
to compounds having hydrogen-bonding properties.?® Because
of this permeability, the PVPL coating could be applied in relatively
thick layers while siill enabling the detection of monocyclic

aromatic compounds, including alcohol, carboxylic acid, and
various nitrngen-based fuuctional groups, with varying signal
enhancement. The resulis of this study demonstrate PVPL as a
potential durable, effective coating for SERS substrates.

EXPERIMENTAL SECTION

SERS Subsirates. Alumina-based substrates, which were
used in this study. have been described in detail in a previous
report.™ They consisted of a glass base plate (1 cm x 2.5 cm),
coated with ap even layer o] alumira microparticles (Baikowski
International, Charlotte, NC), followed by 1000 A cf silver. The
alumina microparticles had a nominal diameter of 0.1 zam, and

the sltver laver was deposited via thermal evaporalion.

For pelymer-coated substrates, a simple dipping procedure was
employec. A 5% {w/v) sclution of poly (vinylpyrrolidone) (Aldrich)
was first prepared in reagent-grade methanol (J. T. Baker). A
fresh solution of the polymer was required daily, so no more than
5—10-mL volumes were prepared at a time in 20-mL glass vials.
The clumina-based substrates described above were individually
dipped rapidly in the solution and immediately placed on a level
surface and a/lowed to cure for at least 30 min at room temperature
(300 K) prior to use. The angle of dipping wezs varied for
evaluation.

Instrwmentation.  SERS spectra were acquired with an
Irstruments SA, Inc. HR-320 spectrograph cquipped with a

W Larouete, M. Angersbach, H. Appl. Spectrose. 1990,

. L. M. Corcoran, R C. Carron, K. 1. Anal. Ciean.

. Lewts, M. Exgivon. Sei. Technol. 1992. 26, 1950-

Chem. 1994, 20. 3362~ 3370.
. Lane, A Anel. Chein. 1976, 48,

nhertor

Princeton Instruments red-enhanced intensified charge-coupled
device (REICCD) (Model RE/ICCD-576S). The spectrograph
was equipped with a 600 grooves/mm grating, yielding a recipro-
cal linear dispersion of 50 nm/mm. All measurements vere
performed with a 30-um entrance slit; the resolution was ~3.3
m ! at 675 nm. Afier calibration, the spectral accuracy of the
spectrograph was = 1.5 cmmL. The RE-ICCD was thermoelectri-
cally cooled to —34 °C. All data acquisition and processing steps
were carried out with a sofiware package supplied by Princeton
Instruments (CSMA. v.2.0). In a previous study, this instrument
had been demonstrated to combine the advantages of low noise,
high sensitivity, and time-saving multichannel detection for remote
SERS measurements using a high-powered argon ion laser.®

For these studies. the excitation radiation was the 632.8nm
line of a helium—neor laser (Spectra Physics, Model 106-1). A
bandpass filter (Corion, Model P3-633-A-X516) was placed in the
laser beam prior to the sample. The full-width at half maximum
(fwhm) value for the filter was 3.0 = 0.5 nm. and the resulting
beam intensity was ~3 mW at the samnple. The beam was focused
down to a diameter of ~100 g at the sample, and the Raman-
scattered radiation was collected at 180° with respect to the
excitation beam using a two-lens system. A holographiz notch
filter (Physical Optics Corp.) was placed in the collected beam to
reject the unwanted Rayleigh scatterimg. The Raman radiation
was focused onto & 600-um diameter optical fiber (General Fiber
Optics), which transmitted the collected signal to the spec-
trograph.

A Smm path length quartz cell was used to contain the
aqueous sample solutions. SERS substrates were cut to fit the
cell (0.6 ¢ x 1 em) und placed in the botiom of the cell with the
SERS-active (silver) side up. Sample solutions were then added
to the sample cell, completely submerging the substrate. For
volatile samples, a glass microscope slide cover was placed over
the cell to retain the sample during the measurement. Vertical
and horizontal translation stages were used to position the sample
cellin the laser beam, which was focused through the back (glass)
side of the SERS substrate to the front {silver) surface.

Chemicals. All chemicals were purchased at the frighest
commercially available purity and used without further treatment.
Test compounds included p-aminobenzoic acid (99% pure. Ald-
rich), 4-aminopyrimidine (98% pure, Aldrich), benzoic acid (re-
agent grade, Mallinckrodt), 2 4-dinitrophencl (90~95% pure,
Sigma). isonicotinamicle (99% pure, Aldrich), isonicotinic acid (99%
pure, Aldrich), and 4-picoline (98% pure, Aldrich). All samples
were prepared in water which was purified with a Waters Milli-
Q filtration system. at various concentrations (1075—10" ' M).

RESULTS AND DISCUSSIONS

Use of a polymer coating for substrates is important because
it can provide a protective coating to the SERS substrate. The
polymer can make the SERS substrate more resistant to scraich-
ing, thereby making it more rugged for field work. This feature
was illustrated when both polymer-coated and uncoated substrates
were scraped with a brush. While the uncoated substrate was
severely damaged, no visible surface change was observed for
the polymer-coated substrate. In addition, the coating could
minimize air oxidation of the silver surface and thereby extend
its useful shelf life. We have becn able to observe SERS signals

wards, A. C: Vo-Dinh, 1.
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Table 1. Compounds of interest

compound structure

paminobenzoic acid (PABA)

HOOC@NHZ
4-aminopyrimidine N=

/

HN—( N
benzoic acid
DIMP [

CHy CHs

™ cHo—p—ocH {

cHy”” CH
2. 4-dinitrophenol NO;

HO \_/\—4\502
isonicotinamide

isonicotinic acid

4-picoline

from poly (vinylpyrrolidone)-coated substrates after 120 days of
storage in an ordinary laboratory environment. For comparison,
a similar uncoated substrate was observed to drastically lose its
SERS activity within 25 days. This improved durability and
enhanced longevity could be atiributed to the polymer coating.
The thickness of a typical polymer coating was determined to be
~7 i using a confocal microscope.

In general, the SERS effect is strong for analyte compounds
adsorbed onto or close to the metal surface. A distance of 7 um
is large even for the SERS longrange effect, which rapidly
decreases beyond molecular distances. For this reason, we
believe the analyte molecules need to permeate through the
polymer coating and get close to the silver surface. The relatively
thick layers of PVPL have permitted the detection of various
compounds for which the polymer coating exhibits permeability.
Some of the compounds that we have investigated are Jisted in
Table 1, along with their structures. Generally, we have been
able to detect monocyclic aromatic compounds with carboxylic
acid or alcohol functional groups, as would be expected from
permeability data in the literature®® Our results have also
included detection of monocyclic aromatic compounds with
nitrogen-based functional groups, including amino, amide, nitro,
and azo groups. The PVPL coating has produced a signal
enhancement in addition to the SERS effect for several com-
pounds. We refer to this feature as an “additicnal enhancement”
(AE) due to the polymer coating. Figures 1-3 illustrate com-
pounds that were detected when exposed to the polymer-coated
SERS substrate. In all cases, the bottom (B) spectra were
obtained with bare uncoated substrates, while :he top (A) spectra
were obtained with polymer-coated substrates. For each PVPL-
coated substrate, the polymer was applied by dipping the untreated
SERS substrate horizontally into the 5% poly(vinylpyrrolidone)
solution. For each pair of spectra, all conditions of measurement
were held constant. Figure 1 illustrates the comparison of the
SERS spectra of a 3.4 x 107 M solution of benzoic acid. In this
case, an AE factor of ~6.7 {using the 1010 cm~' peak as reference)
is observed for the polymer-coated substrate. Figure 2 illustrates
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Figure 1. SERS specira of benzoic acid on (A) polymer-coated
substrate and (B) uncoated substrate.
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Figure 2. SERS spectra of isonicotinic acid on (A) polymer-coated
substrate and (B) uncoated substrate.
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Figure 3. SERS spectra of 2,4-dinitrophenol on (A) polymer-ccated
substrate and (B) uncoated substrate.

the corresponding comparison for a 2.2 x 1077 M solution of
isonicotinic acid. Based on the peak at 1020 cm™*. an improved
AE factor of ~9.6 is clearly demonstrated. Figure 3 shows the
spectra of a 2.5 x 107 M solution of 2,4-dinitrophenol. In this
case, the AE factor is ~1.3, based on the peak at 1346 cm™!. The
differences in the AE factor for different compounds may be used
as a selectivity parameter for the analysis of mixtures. Therefore,
this study demonstrates the potential of polymer-coated SERS
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Figure 4. SERS spctra of banzoic acid on (A) horizontally and (B)
vertically coaied substrate.

substrates as selective detection probes, while also improving the
durability due to the protective coating.

Coating Procedure Evaluation. The structure of the analyte
compound appears to be the primary factor in the various
enhancement eflects for SERS signal. Other parameters which
could affect the thickness and density of the polymer layer were
also investigated to cptimize the enhancement. Such parameters
included polymer sclution concentration, dipping time, and the
angle of dipping. A 5% methanolic solution of poly (vinylpyrroli-
done) was salected for this study. The dipping time was kept
constant at 1 s. Mcasurcments were performed to cvaluate the
effect of the angle of dipping. Data acquired with a substrate
which was coated via horizontal dipping (0° with respect to the
polymer solution surface) is represented in Figure 4A. Figure
4B llustrates the result of vertical (90° with respect to the polymer
solution surface) dipping. All other measurement parameters
were held constant for both spectra. The horizontal dipping
procedure appeared to be most effective, vielding a SERS signal
al 1010 cm~’ which was ~13 times more intense than that vielded
by the vertically dipped substrate. The horizontal dipping
procedure was used in all subsequent experiments.

Reproducibility Study and Background Measurement. A
relatively high degree of reproducibility in an isonicotinic acid
spectrum from substrate to substrate was observed. In performing
the reproducibility study, a 2.2 x 107 M aqueous solution of
isonicotinic acid was added to the sample cell. Upon addition of
a polymer-coated substrate to the solution, intensity growth of
the SERS signal was observed to taper off and stabilize after ~10
min of exposure. Five trials were performed, each with a fresh
polymer-coated substrate and fresh sample test solution. The
relative standarc deviation for these measurements was deter-
mined to be ~20%. This result is encouraging since one usually
expects a relative standard deviation of ~15% from the uncoated
substrate itself 1

A useful (zature of the polymer coating is the low background
SERS signal from for the coating itself. Figure 5 illustrates a blank
spectrum: for the polymer-coated substrate submerged in pure
water, No significant SERS or Raman bands from the polymer
Jeyer coating are observed for the speclral region of interest.

Selectivity Study with Binary Mixtures. The polymer
coating exhibits different AE factors for different compounds. We
further investigated this selectivity feature by the analysis of binary
mixtures having compounds with varying affinity for the PVPL-
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Figure 5. SERS spectrum of poly(vinyipyrrolidone)-coated alumina-

hased substrate in pure water

coated substrate. In the first test, a mixture of 4-picoline and
benzoic acid was tested with the anticipation that the benzoic acid
detection would be fzvored due to the carboxylic acid functional
group (see Table 1). The concentration of benzoic acid was 1.73
% 1073 M, while the concentration of 4-picoline was 2.55 x 107°
M. Parts A and B of Figure 6 show the SERS spectra obtained
with use of a polymer-coated and an uncoated SERS substrate
submerged in the sample solutior, respectively. Parts C and D
of Figure 6 respectively illustrate the individual spectra of benzoic
acid (3.4 x 1079 M) and 4-picoline (5.1 x 1077 M) acquired with
uncoated substrates. Different conditions were used for each
measurement {e.g., detector gain and duty time). The results of
this figure indicate that the dominan: compound detected with
the uncoated substrare was 4-picoline, with two bands (1248 and
1472 cm™") uniquely attributable to 4-picoline. Unfortunately, the
bands at 1026, 1405, and 1626 cm™' are common to both
compounds, so thelr assignment was uncestain. Review of Figure
6A reveals the presence of bands characteristic for both benzoic
acid (854 and 1174 cm™’) and 4-picoline (1248 and 1472 cm™).
This demonstrates permeability of the polymer to both com-
pounds. However, the fact that the relative mtensities of two
bands common to both compounds (1026 and 1626 cm"!) are
dramatically increased, along with the fact that additional unique
benzoic acid bands appear in Figure 64, indicates that the PVPL
coating preferentially favors the detection of benzoic acid in this
binary mixture, as was anticipated.

A second test was performed for 4d-aminopyrimidine (1.73 x
107 M) and isonicotinic acid (1.1 x 10-° M), with the anticipation
that the isonicotinic acid detection would be favored by the
polymer-coated subsirate due o its carboxylic acid functional
group (see Table 1). Figure 7. parts A and B, represents SERS
spectra of the mixture acquired with coated and uncoated
substrates, respectively. The individual SERS spectra for 4-ami-
nopyrimidine (3.5 x 107% M) and isonicotinic acid (2.2 x 107%
M) generated with uncoated substrates are shown ia Figure 7,
parts C and D, respectively. Lach of the spectra were acquired
with verying detector gain and duty times. For the uncoated
substrate (Figure 7B). the hands characteristic to both isonicotinic
acid (868, 1036, 1402, and 1630 cm™*) and 4-aminopyrimidine (898,
12186, 1330, and 1504 cm™!) were present. In addition, the Raman
bands occurring at 1090 and 1170 cm™' could be atiributed to
cither compound. In this case, both compounds are practically
equally represented by the spectrum obtained with the uncoated
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Figure 6. SERS spectra of 2 binary mixture of 4-picoline and
benzoic acid on (A) polymer-coated substrate and (B) uncoated
substrate. Individual spectra of (C) 4-picoline on bare substrate and
(D) benzoic acid on uncoated substrate.

SERS substrate. On the other hand, the spectrum in Figure 7B,
obtained with the polymer-coated substrate, is clearly dominated
by the SERS bands belonging to isonicotinic acid. For example,
four major bands occurring at 868, 1036, 1402, and 1630 cm™ are
unique to isonicotinic acid. One major peak and one minor peak
at 1172 and 1090 cm™', respectively, can be attributed to either
compound, but the change in relative intensity of these bands
along with the major bands unique to isonicotinic acid suggests
that isonicotinic acid is the major contributor to these common
bands as well. For this example, the resulis show that the PVPL-
coated substrate favored the detection of isonicotinic acid, as
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Figure 7. SERS spectra of a binary mixture of 4-aminopyrimidine
and isonicotinic acid on (A) polymer-coated substrate and (B)
uncoated substrate. Individual spectra of (C) 4-aminopyrimidine on
bare substrate and (D) isonicatinic acid on uncoated substrate.

anticipated. In fact, the spectrum in Figure 7A is almost entirely
composed of bands that can be assigned to isonicotinic acid, with
one sole exception—the medium band occurring at 897 cm™.

CONCLUSION

This work has demonstrated the SERS detection of various
compounds by using a polymer-coated substrate. A useful feature
of the poly(vinylpyrrolidone) coating is that it can provide a
protective barrier to mechanical disturbance and air oxidation of
the SERS-active (metal) substrate layer, thereby making the
underlying alumina-based substrate more durable for field work.



The relatively good reproducibility exhibited by the polymer
coating and the absence of background structure are also very
useful characteristics. The fact that the coating is insoluble in
water and exhibits variable permeability to different compounds
further demonstrates the potential of a selective SERS detection
probe for chemical and biological analysis. Current efforts are
being devoted toward extending the usefulness and applicability
of this polymer.
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Oxygen-Sensitive Luminescent Materials Based on
Silicone-Soluble Ruthenium Diimine Complexes

Ingo Klimant and Otto $. Wolfbeis*

Institute for Organic Chemistry, Karl-Franzens University, Heinrichsirasse 28, A-8010 Graz, Austria

New oxygen-sensitive luminescent materials were ob-
tained by physically immobilizing luminescent ruthenium-
(IT) diimine complexes in silicone rubber. The dyes were
made silicone-soluble by converting them into the respec-
tive ion pairs with organic anions. Acetic acid-releasing
one-component RTV silicones were found to provide the
best matrix for sensor membranes. The dyed silicone
prepolymers were spread onto planar solid supports,
cured, and characterized in terms of quenching by oxygen,
response time, interferences, storage stability, and pho-
tostability. Strong evidence is presented from quenching
experiments that the luminescent ion pairs are present
in both a monomolecular and an aggregated form, the
respective quenching constants being highly different.
This results in nonlinear Stern—Volmer graphs. The new
oxygen-sensitive materials are considered to present a
major improvement over existing sensor materials in
terms of response time, luminescence intensity, and long-
term stability. They not only may be applied as planar
films but also as very thin coatings on various kinds of
waveguides. We also describe several novel materials for
use as light-tight optical isolations. They are spread onto
the oxygen-sensitive films in order to minimize interfer-
ences by (a) ambient light and (b) potentially interfering
sample properties such as color, turbidity, fluorescence,
and varying refractive index.

The most common Lype of oplical oxygen sensors are those
based on the quenching of the luminescence of suitable indica-
tors.! Usually, such indicators are dissolved in a polymer matrix
which not only acts as a “solvent” for the dye but also provides a
means to improve sensor selectivity in being impermeable to other
quenchers, notably heavy metal cations and certain anions such
as fodide. In addition, it is known that the properties of the matrix
material strongly affect the efficiency of quenching by oxygen,
response time, and rate at which the indicator leaches out.!
Desirable matrix properties include high permeability for oxygen,
adequate mechanical and chemica: stability, and high solubility
for the indicator.

Silicone rubber has been described as the material of choice
for use in oxygen optrodes, and various polycyclic aromatic
hydrocarbons (PAHs) were dissolved in silicones in the early
1980s to give useful oxygen sensors.) The attractive features

(1) Wollbeis, O. 4. Fiber Optic Chemical Seasors and Biosensors. CRC
i Yoca Raton. FL, 1991; Vol. 1, Chaplers 7 and 12,

s Marsoner, H. J.. Seis. Acruators 1983, 4, 587—592.

Dunn, B. Appl. Opt. 1985, 24, 2:14-2120.

h, bhers. D. W.: Opitz, N.; Hansmann, D. R Miller, W, W.;

. J. K. Yafuso, M. JEEE Trans. Biowed. Zng. 1986, 33, 117132
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of silicone rubber include an extraordinarily high permeability for
oxygen (being 2 orders of magnitude greater than [or any other
organic polymers® and resulting in high quenching efficiencies),
as well as excellent chemical and mechanical stability. Because
of its hydrophobic character, ionic species cannot penetrate
silicone rubber.

Although dynamic quenching of lurninescence by oxygen has
been known for decades, the number of useful dves is limited
due to the particular requirements for iudicator dyes to be useful
for optical sensing. These include photostability, high lumines-
cence quantum vields, efficient quenching. long lifetime, compat-
ibility with solid-state light sources, high molar absorbance, and
adequare solubility in the polymer employed. Unfortunately, most
indicators display poor solubility in silicones. To overcome this
problem, PAHs such as benzo[ghi]perylene and decacyclene have
been made silicone-soluble by introducing ferthutyl groups.”
Another frequently used class of oxygen indicators comprises the
highly luminescent metalloorganic ruthenium complexes having
diimine ligands such as 2,2"-bipyridyl, 1.10-phenanthroline. or 4,7-
diphenyl-1,10-phenanthroline.*'! Being ionic, they display poor
solubility in silicone rubber. In order to overcome this problem,
the dyes were adsorbed onto silica gel first and then embedded
into silicones®! In an alternative approach. Bacon and Demas'
as well as Carraway et al. ' have soaked silica gel-iilled silicones
with dichloromethane solutions of ruthenium complexes, while
MacCraith et al incorporated ruthenium—tris(bipyridyl) into
sol—gels. The luminescence of either of the resulting sensing
materials is efficiently quenched by molecular oxygen but suffers
from nonlinear Stern—Volmer calibration graphs. In addition, the
preparation and cispersion of silica gel adsorbates is tedious.

Another way of immobilizing indicators in silicone materials
involves covalent binding of the dye to the matrix. Holloway and
Kiang!® immobilized ruthenium complexes by introducing cross-
linking functions which react with the silicone prepolymer during
copolymerization, while Hsu and Heitzmann™ covalently linked
PAHs 1o silicone rubber using the same method. However, the

(5) Sharma. A Wolfbels, O.

(6) Brandrup,
New York, 1 X

(7) Wolfbeis, O. S.: Posch, H. E.. Kroneis, H. Anal. Chem. 1983, 57, 2556—
2561.

(8) Wollbeis, O. St Leiner. M. I. P.: Posch. H. £
359-366.

(9 Bacon, J. R: Demas. J. N. Anal. Chemn. 1987

R.: Demas, J. N.; DeGraff, B. /

Spectrosc. 1988, 42, 1H8—1011
The Polymer Handbouh, 3rd e

~Vi449

Mikrochiim. Acta 1986, 3.

L5927

(11) MacGraith, B. B.: McDonagh
OKelly, B.; McGilp, J. F. Analyst 1993, 118, 385
(12) Moreno Bondi, M. C.; Wolfbeis,
Anal. Chem. 1990, 62, 2377~2:
(13) Holloway. R. R.; Kiang. T. T. U.S. Patent 5,070,158, 1991.
(14) Hsu, L. Heitzmann, H. U.S. Patent 4,712,865, 1987
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resulting materials have not been descrbed in terms of quench-
ability and signal intensity. so they are nard to assess. Sensors
with covalenily immobilized indicators have the unique advantage
of not suffering fom indicator leaching, but are difficult to make
and cannot casily be used in thin-flm sensors where classical
spreading methods and prepolymers of defined composition are
applied. Thin-film sensors result in very fast response times as
they are required in respiratory gas analysis. We present an
attractive alternative (o either adsorntive or covalent immobiliza-
tion of rathenium complexes by making use of novel, highly
silicone-soluble ion pairs, resulting in sensor films with high
indicator concentrations, and also describe, in more detail,
methods on how to blind the resulting sensors against environ-
mental disturbances by applying an optical isolation.

EXPERIMENTAL SECTION

Reagents. Ruthentum () chloride trihydrate, and 4,7-
diphenyl-1. 1{-phenanthroline (dpp) were obtained from Alpha
Products Karlsruhe, Germany). Ruthenium(Il) —tris(1,10-phenan-
throl'ne)dichloride (Ru(phen);Cly), sodium dodecy! sulfate (Na-
DS). sodium trimethylsilylpropansulfonate (Na-TSPS), and titan-
furn dioxide wers obtained from Aldrich (Steinheim, Germany).
Cne-component silicone prepolymers E-4 (transparent, acetic acid
releasing), 41 (transparent, acetic acid releasing), N-199 {trans-
parent, oxime releasing), N-10 (transparent, oxime releasing),
N-189 (lack, oxime releasing), and A-07 (transparent, amine
releasing) were from Wacker (Burghausen, Germany). The
transparent two-component silicone prepotymers PS 1055 and
PLLD 15, and the one-component prepolymer PS 252 (transparent,
acetic acid releasing). were from ABCR GmbF (Karlsruhe,
Germany) and o technical grade. The polyester support (Mylar,
wpe GA 10, 175 um) was from Dupont (Viennaj. The black
tetrauoroethylene foil (12 um) was from General Electric
(Schenectady, NY). Acetone, chloroform, 2-butanore, and diethyl
ether were of analytical grade. Double distilled water was used

throughout.

Syntheses of Silicone-Soluble Ruthenium Complexes. Ru-
(dpp)4(DS)» (1a). Ruthenium trichloride trihydrate (225.9 mg)
was dissolved in a mixture of 5 mL of ethylene glycol and 0.5 mL
of water at 120 °C. Then, 862.6 mg of dpp was added. The
mixtire was heated to 165 °C under reflux for 45 min. After
cooling, the solution was dissolved in 50 mL of acetone, filtered,
and diluted with acetone. The filtrate contains the crude Ru-
(dpp)sCl. A total of 100 mL of 2 10 mM aqueous solution of Na-
DS was added to 100 mL of the filirate. Finally, 100 mL of 1 M
sodium chloride solution was acded. The orange precipitate was
filtered and washed four times with distilled water. Further
purification was accomplished by recrystallization from an acetone/
water mixture (R0:20. v/v). Finally, the precipitate was washed
with diethy! ether and dried under vacuum at 40 °C. The dye
was obtained as an orange powder in 75—85% yield. Elemental
znalysis (calc/found) for the tetrahydrate (CosHyaNO 1SR MM
1669.0): C, 69.01/68.90; H, 6.15/5.98; N, 5.03/5.02.

Ru(dpp):(TS5PS), (1b). This indicator was prepared in the
same way as described for 1a by replacing the aquecus Na-DS
solution by a solution of Na"TSPS. The dye was cbtained as an
orange powder in 70—80% yield. Elemental analysis (calc/found)
for the dihvdrate (CeHuNsOSSURu; MM 1525.0): C, 66.10/
66.19; H, 5.57/5.35: N, 5.37/5.34.

Rulphen :(DS) 2 (2a). A 200-mg sample of Ru(phen):Cl, was
dissolved in 100 m1. of distilled water. After addition of 50 mL of

Tabie 1. Composition of Oxygen-Sensitive Materiais
Used in This Study

membrane indicator® siiicone
M-1 Ru{phen);(DS), -4
M-2 Ru(phen) ;(TSPS), E-4
M3 Ru(dpp);(D$):2 E-4
M-4 Ru(dpp)3(TSPS)2 L4
M-5 Ru{dpp)(DS), 41
M-6 Ruidpp) (DS DS 252
M-7 Ru{dpp)»(DS) A07
M-8 Ru{dpp):(DS): N-99
M-9 Ru{dpp);(DS). N-10
M-10 Ru(dpp) 1(DS) PS 1055
M-11 Ruidpp): (DS} PELD 15
M-12 Ruidpp) (DS, E-4 + Ti0,

“The concentration of the fluorescent dye was 4 mM throughout,

a 10 mM aqueous solution of Na-DS, a finely dispersed precipitate
was obtained. Then. 20 mL of a 1 M sodium chloride solution
wass added and the precipitate filtered after 3 h. The resulting
complex was washed with distilled water and diethyl ether and
dried under vacuum at 30 °C for 24 h. The indicator was obtained
as an orange powder in 80—85% yield. Elemental analysis (calc/
found) for the tetrahydrate (CyHnNyOy S;Ru; MM 1212.5): C,
59.43/59.83; H. 6.81/56.49: N, 6.93/7.01.

Ru(phen) s(TSPS); (2h). A 200-mg sample of Ru(phen);Cl,
was dissolved in 100 mL of distilied water, anc 70 mL of 2 10 mM
aqueous solution of Na-TSPS was added. The ion pair (2b) was
extractad into 50 mL of chloroform. The chloroform phase was
washed with distilled water and evaporated and the residue dried
under vacuum at 30 °C for 24 h. An orange powder of 2b was
obtained in 70% vield. Elemental analysis (calc/found) for the
dihydrate (CysHssN3OsS, SbRu; MM 1068.4): C, 53.02/52.89: I1,
5.52/5.50; N, 7.73/7.56.

Preparation of Oxygen-Sensitive Membranes. The new
materials were investigated with respect to luminescence proper-
des and quenching by oxygen by casting them onto a polyester
support. Membranes were obtained by first dissolving the
respective ruthenium complexes (1ab; 2a,b) in dry chloroform
(or cthyl acctate) to form 2 mM solutions. A 2-g sample of the
respective prepolymer (see Table 1) was dissolved in 4 mL of the
indicator solution (in chloroform or ethyl acetate). This “cocktail”
was spread onto a polyester foil in a thickness of 20 um by either
spin coating or by placing ~0.2 mL of the cocktail ona 2 x 5cm
polyester foil and spreading the viscous material in defined
thickness using a metal blade. Excess cocktail was removed. After
the chloroform had evaporated. the resulting membranes were
dried in ambient air for, typically, 4 h and cured at 30 °C in an
oven for 12 h. We calculate the thickness of the sensing layer
after solvent evaporation and curing to be 45 um. However,
membranes as thin as 1 ym have been prepared by this method
as well. In case of membrane type M-3, a second layer (20 um of
black silicone N-189. or 12-um black Teflon) acting as an oprical
isolation was spread onto this sensing layer.

Membrane M-12 was prepared in a modified procedure in that
2 g of silicone prepolymer E-4 was dissolved in 4 mL of the
indicator solution. Then, 0.7 g of titanium dioxide, dispersed in
4 mL of chloroform, was added. After homogenizing, the mixture
was spread onto the polyester foil in a thickness of 50 ym. The
curing process was carried out at 90 °C for 24 h. Table 1

Analytical Chemistry. Vol. 67, No. 18. September 15, 1995 3161



summarizes the composition of the sensing membranes described
here in more detail.

Instrumentation and Characterization of Materials. Lu-
minescence spectra and response curves were acquired on an
Aminco SPF 500 spectrofluorometer equipped with a 250-W
tungsten halogen lamp as a light source and an R 928 red-sensitive
photomultiplier (Hamamatsu). The sensing membranes were
fixed inside a home-machined flow-through cell to form one of
its four walls. A 530-nm cutoff filter was inserted as an secondary
filler to remove scattered blue excitation light. Absorption
measurements were carried out with a UV 2101 PC photometer
(Shimadzu). All measurements were carried out at room tem-
perature. The luminescence of the sensing films was excited at
465 nm and emission measured at 610 nm.

Oxygen/nitrogen mixtures were obtained fom cylinders of
pure oxygen and nitrogen using a Digimix gas mixing device
(Wosthoff, Dortmund, Germany). Humidified gas mixtures were
obtained by bubbling gases through water-filled washing bottles,
while oxygen-equilibrated water solutions were obtained by
tonometry of water or buffer contained in reservoirs.

Fluorescence lifetimes were measured with an pulse lifetime
instrument (FL 900, Edinburgh Instruments. Edinburgh, Scotland)
calibrated with a deaerated solution of Ru(dpp)Cly in 2-butanone
(1, 622 us at 23 °C). Quantum yields were determined using
Ru(bipy)Cly in deaerated water as a standard ¢ = 0.042 at 23
5C). 8

RESULTS

Selection of Ruthenium(il) Diimines and Counterions. At
present, Ru(dpp) appears to be the luminescent oxygen indicator
of choice in the ruthenium diimine series. Unfortunately. Ru(dpp)
ion is insoluble in silicone rubbers when present as the chloride,
perchlorate, or sulfate, a fact that prevents the design of silicone-
based sensing films containing such indicator dyes in homoge-
neous distribution. On the other side, silicone rubber is the
material of choice in the case of oxygen sensing because of its
high permeability for oxygen, ease of handling, good adhesion to
glass fibers, inertness to biological samples. and optical transpar-
ency.

It was conceived that replacement of the inorganic counter-
anion (chloride) by an organic counteranjon would result in a
distinctly improved solubility of the Ru{dpp) complex in organic
polymeric solvents, in particular in silicones. Two types of
conumercially available organic anions were sclected to replace
the inorganic counterions. The first included several aliphatic
carboxylates and sulfates which—because of their hydro-
phobicity—were expected to render ruthenium complexes soluble
in silicone. Among those, the dodecyl sulfate counteranion was
found to be most viable and resulted in indicators la and 2a.
The second group comprised anions containing silicone-like
structures such as the trimethylsilylpropanesulfonate anion, and
this resulted in ruthenium complexes 1b and 2b. The ion pairs
were synthesized as described in the Experimental Section, and
their chemical structures are summarized in Table 2. In addition
to the Ru(dpp) complexes, and for comparison purposes, we also
have prepared ion pairs of Ru(phen), where phen stands for 1,-
10-phenanthroline. The respective chloride is commercially avail-
able and a frequently used oxygen probe.

£18) Juwrk Balzani, V.; Barigellat
A Coord. Chem. Rev. 1988,

. Campagna, 3.; Belser, P; von Zelevsky,
32
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Table 2. Chemical Structures of the New Silicone-
Soluble ion Pairs Ru{dpp}aX2? and Ru{phen}s},”

ion pair Ru{diimine) anion (X)
la Ru(dpp): 55047 (DS)
1b Ru(dpp)s : SCHRCHSO: (TSPS)
2a Ru(ghen)s #-C a2 DS)
2b Ru(phen); (CH:ySICH CHLCH,80 .7 (TSPS)

% dpp, 4,7-diphenyl-1, 10-phenarthroline. # phen, 1,10-phenanthroline.

Synthesis of the new probes follows a widely applicable
scheme, and all were obtained in sufficient purity. They showed
one single spot on TLC (silica gel, dichloromethane/acetone, 1:1)
and gave satisfactory elemental data (taking into account that they
crystallize with two or four crystal water molecules). The UV and
luminescence spectra of the DS and TSPS salts (1a.b: 2a,b) are
virtually identical to those of the respective chlorides. Most
impressive, though, is the tremendous effect of the anion on the
solubility of the dyes (see belew) and the mobility of the dyes on
a TLC plate: The R value of Ru(dpp)Cly on silica gel plaics
developed with pure dichloromethane is 0.0, while that of dye 1a
is 0.7.

Spectral and Photophysical Properties. The effect of
counterions on the spectral and photophysical properties of
ruthenium complexes was swudied in 2-butanone solvent. Ip
addition to 1a and 1b, the respective chlorides and perchlorazes
were tested as well. Not unexpectedly, the new counterions do
not cause a measurable change in the absorption and emission
spectra. Quantum yields were determined to be 0.35 2 0.04 for
both la and 1b and 0.08 + 0.02 for both 22 and 2Zb. Within
experimental error, they are identical with the respective chlorides
and perchlorates. The natural lifetimes, determined relative to
Ru(bipy)®” in deaerated water, are 6.3 = 0.39 us for Taband 0.74
+ 0.1 us for 2ab. Evidently, the spectral and photophysical
properties of the probes are mainly determined by the cationic
chromophore, while the anionic counterion governs solubility.

The luminescence intensity of the sensing membranes is more
than 10 times higher than those of membranes based on silica
gel-adsorbed ruthenium probes having the same film thickness.
1t is lower, though, by at least a factor of 2 than that of sensing
films based on plasticized pvc or polystyrene and having the same
indicator concentration.'”® Unlike in silica gel-adsorbed Ru(dpp),
the concentration of dyes 1 and 2 in silicone can be largely
increased (and, hence, luminescence intensity adjusted to an
optimum) by increasing the dye concentration. Ru(dpp) deposited
on silica gel tends to undergo selfquenching of luminescence
when its concentration exceeds a certain critical value, which
strongly depends on the loading capacity of the kind of silica gel
used. This is explained in in terms of a high local concentration
of dye on the surface of the silica gel, while in the material
presented here the dye is rather evenly distributed in the
membrane, so that it cannot accumulate at the filler/silicone
interface.

Solubility. The solubility of ion pairs lab and 2a.b in several
solvents was investigated in order to identify a common solvent

(16) Draxler, $.; Uippitseh, M. E.; Kimant, L: Kraus, H.: Wolfbuis, O. 8. J. Phys.
Chem. 19935, 99,
(17) Li. X. M.: Ruan, F.




Table 3. Sotubility of the New Ruthenium lon Pairs in Various Solvents?

solvent

Ru(dpp)(DS)2 {1a) Ru(dpp)3(TSPS}: (1b)

Ru(phen); (DS}, (2a) Ru(phen);(TSPS). (2b) Ru(phen)Cl;

++
4+ +
chloroform +++ +
wiuene + + _
cihyl acelate R s _
Ciethyl ether + + — _
s-hexane — + _ -
“Key: —, solubility selow 1 uM; +, solubility between 1 and 10 xM; ++. solubility between 0.01 and 1.0 mad; +—+. solubility better thar 1

mM

Table 4. Effect of the Type of Siiicone Matrix on
Curing, Lumi 1 ity, and Q hing by
Oxygen of Indicator 1a in 4 mM Concentration

curing luminescence

time ntensity quer.ching” remarks

M-3 high 80 clear

M-5 high 61 clear

V-6 high 59 slightly turbid
M7 low 15 turbid

M-8 low 16 turbid

M-8 low 15 turbid

M-10 high slightly turbic
M-11 medium clear

= Decreasc in signal (%) on changing from nitrogen to air. "No curing
observed.

for both the silicone prepolymer and the ndicator (Table 3).
Chloroform anpeared to be the solvent of choice for membrane
preparation.  The resulting films are of intense yellow color,
display strong luminescence, and are efficiently quenched by
molecular oxygen. Since, however, chloroform is toxic and its
use is restricted, a replacement was sought. It was found that
most (on pairs are soluble in ethyl acetate as well (Table 3), so
that sensing membrancs may be prepared from this solvent rather
than from chinroform. For indicators having dodecyl sulfate as a
counterion, toluene is another good choice for making sensor
membranes.

Variation of the Silicone Matrix. Various silicones were
evaluated for use as a sensor matrix and with respect to their
effect on signal intensity, oxygen quenching, and curing rate.
Prepolymers of one-component and two-component silicones were
dissolved in 2 2 mM solution of 1a in chloroform or ethyl acetate,
spread on polyester foil, and cured at room temperature. Despite
the chemical similarity of the silicones, the properties of the
sensing films strongly depend on the prepolymer as shown in
Table 4. Membranes based on one-component RTV silicones
(M-3—M-9) form stable sensing films within 3 days. In contrast
to the acetic acid-releasing silicones E-4, E-41, and PS 252,
membranes based on amine-releasing or oxime-releasing silicones
(N-10. N-199. A-07) remain turbid and are weakly luminescent
only. Additionally, the quenching efficiency by oxygen is strongly
reduced. The microscope shows fractions of 1a to be present in
the crystalline (i.e., nonguenchable) form.

Two-component RTV silicones (PS 1055, PELD 15) were
assumed to be an attractive alternative to one-component silicones
because no byproducts such as acetic acid are being formed
during the curing process. However, curing in the presence of
the rethenium complexes turned out to proceed extremely slowly
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| |
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Figure 1. Response time, relative signal change, and reversiblity
of oxygen sensor membrane M-3 on exposure to nitrogen, air, and
100% oxygen at 23 °C.

{or did not occur at all), probably because of deactivation of the
catalyst. When the indicator concentration was lowered by a factor
of 10, curing occurred within several days, but this compromises
luminescence intensity and leads to the formation of rather soft
membranes, probably due to weak cross-linking.

From these findings we conclude that acetic acid-releasing one-
component silicones represent the most suitable silicone for this
kind of indicators. The resulting sensing films are fully transpar-
ent, intensely yellow, and highly luminescent. Quenching by
molecular oxygen is highly efficient: Exposure to air, for example,
causes laminescence intensily to be quenched by ~60% Because
of the high quenching efficiency observed in this matrix, the E-4
silicone has been used in all further studies.

Response to Oxygen. The response time to gasecus oxygen
is much faster (f; < 1s) than to oxygen dissolved in water {fs
~ 50 s}, as can be seen in Figures 1 and 2. A reasonadle
interpretation of the difference in the response times is the poor
solubility of oxygen in water: Air-saturated water contains ~8 ppm
oxygen. This requires a substantial volume of water to pass the
silicone membrane (with its high solubility for oxygen) until it is
equilibrated with oxygen and a steady-state response is obtained.
The 50-s response time in water is faster by a factor of 5—10 than
that of sensors based on ruthenium diimines adsorbed on silica
gel as described earlier. All signal changes are fully reversible,
and no hysteresis is found.

Quenching Constants. Stern—Volmer plots are given in
Figure 3 for sensor materials M-1—M-4. They are nonlinear,
which is in contrast to what may be expected for a quasi-
homogeneous dye-in-polymer solution. However, nonlinear quench-
ing along with the existence of sceveral decay profiles and of
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Figure 3. Nonlinearity of the Stern—Volmer plcis of the quenching
of the luminescence of membranes M-1—M-4 by oxygen.

species with different quenchabilities has been observed in
numerous other cases as well." and strictly linear Stern—Volmer
hehavior seems to be the exception rather than the usual case
even in seemingly homogeneous (i.e., filler-free) materials.

The quenching curves were aralyzed for two components,
namely, the [reely dissolved (homogeneously distributed) and the
aggregated forms, using the equation of Carraway et al.™

VI, =//1+

PO) L/ 0+ EspOy (D)

where [ and [, arc the quenched and unguenched luminescence
intensities of the respective sensor membrane, Kgvy and Kqyvy are
the Stern—Volmer constants of the wo quenching processes, and
/i and f; are the relative confributions (weighing factors). pO, is
the oxygen partial pressure that causes the luminescence to drop
from [, to I. The results are summarized in Table 5 and clearly
show that the efficiency of the quenching attributed to the
aggregates is smaller by a fairly constant factor (Ksyw) of 23—28
than that of the dissolved species. The ratics of the weighing
factors (f»). in contrast, vary substantially (from 0.30 to 3.35). The
regression coefficients are excellent. Data also were analyzed
according to another recently proposed method, 7 but this gave
less satisfactory results.

Effects of Storage. When membranes of type M-3 were
stored in water for 2 months, the quenching constant decreased
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Table 5. Quenching Constants (Torr ') and Weighing
Factors of the Quenching of the Luminescence of
Sensor Membranes M-1-M-4 as Analyzed via Eq 1

membrane  Kgvp Kovr  Ksviz
M-1 0.0275 0.0010 275
M-2 (0.0239  0.0009 265

M-3 0.0322 0.0014 230
M4 0.0276  0.0010 276

by 10%, and when stored at room temperature in a plastic bag for
1 year, the quenching efficiency (Ksv)) decreased by 20—30%. In
contrast to membranes M-3 and M-4, membranes M-1 and M-2
when stored in water for 2 weeks show little leaching, only
detectable by the very weak luminescence of the water solution.
This leaching occurs during the first few hours of storage, axd it
is assumcd that it is the surface-bound fraction of the dye that is
dissolved by water. Indicator leaching is also negligable when
membranes are stored in water containing 1 mM concentrations
of either sodium dodecyl sulfate or cetylirimeivlammonium
bromide. The silicone sensing layers have excellent adhesion to
the polyester support membrane. When, for example, plain water
was passed over membrane M-3 for 2 weeks, no delamination
occured.

Photostability. Daylight illumination of membrane M-3 i
year caused no measurable photodecomposition. When illumi-
nated in the flow-through cell of the Aminco fluorometer with its
200-W halogen lamp at an excitation wavelength of 450 nm and &
bandpass of 5 nm, the signal loss was smaller than 1% in & h
Since the light intensity is even smaller when exciting Ru(d;
with a blue LED, which is the preferred source {or excitation,®
the photostability obviously is more than adequate for most
applications. The 450-nm light of a 200-W xenon lamp, in contrast,
caused a 5% signal loss per hour in the presence of nitrogen. In
pure oxygen, the rate of indicator decomposition is higher than
in nitrogen by a factor of 4. This observation is in agreement
with results of Carraway et &l and can be explained in terms of
oxidation by reactive singlet oxygen.

Interferences. Interference tests were performed with mem-
brane M-3, which is considered to be the most suitable for many
applications. When dry gases were replaced by gases of 100%
humidity, a 2% decrease in I, (the luminescence intensity under
nitrogen) and a 2% reduction in the quenching efficiency (A}
was observed. The effect is fully reversible. Results of studies
on the cross-sensitivities toward potertial chemical interferents
arc summarized in Table 6. The lack of interference by lonic
quenchers such as heavy metals obviously is due tv exclusion by
the hydrophobic silicone material. Luminescence also is inde-
pendent of pH and ionic strength of the sample. Surfactants did
not interfere, as tested for sodium dodecyl sulfaie and cetyitri-
methylammonium bromide. Sulfur dioxide. hydrogen peroxide.
and chlorine act as reversible quencher in low concentrations. At
higher levels, chlorine seems to oxidize the indicator in the
presence of light, as tested for a 10 mM solution of sodium
hypochlorite. As a result, the membrane tms brown and
luminescence strongly decreases over time.

Optical Isolation. In order to eliminate any interferences
caused by ambient light as well as effects of sampie [luorescence.
turbidity, coloration, and refractive index (which affects the
numerical aperture of an optical waveguide), an optical isolation




Table 6. Effect of Potential Interferents on the
Luminescence of Membrane M-3 in Nitrogen-Purged
Water®

interferent concentration signal change (%)
0.1 mM <1
Fe# 1.0 mM <1
HCl (pH 1) 01 M <1
NaGH (pH 13 0.1 M <1
NaCl 3% waler solution <1
Jauryl sulfate 1.0 mM <1
CTAB? 1.0 mM <1
CO2 pure gas <1
~1% in nitrogen -25
~1% in nitrogen ~28
3% water solution —6

# Unless otherwise stated. ¥ Cetyltrimethylammonium bromide.

(CD) was spread on top of the actual sensing layer. A typical cross
section through the resulting sensor layer can be found in Figurc
1in arclated naper.’¥ An Ol is expected to be lightimpermeable
but analyte-psrmeable and to possess good adhesion to the
sensing laver. Three types of potentially useful materials were
tested. The first was black silicone deposited as a 10m top layer.
Tt has the advantages of excellent adhesion and oxygen perme-
akility. The second was & black 12um Teflon membrane,
uniformly spread onto the sensing layer. When compared to
silicone, it shows distinetly lower oxygen permeability. The third
was white titanium dioxide powder, which was dispersed into the
silicone matrix. It turned out that the particles not only act as an
Ol but also as scattering centers, thereby tremendously improving
the excitation efficiency and, hence, the signal obtained. The
efficiencies of the three kinds of materials arc summarized in
Table 7.

The 10-m layer of black silicone (N 189) was used previously’
and seems to work best. It had no effect on the sensitivity, while
the signal intensity decreased by 15%, and the response time
remained unchanged. The Ol did not delaminaze after 3 months
of storage in water. A colored sample (bromothymol blue in
watcr) as well as a turbid sample (titanium dioxide suspended in
water) did not at all affect the luminescence intensity of M-3.

When M-3 was covered with a 12-um black Teflon foil, the
sensitivity fo oxygen did nct change either, but I, dropped by
10%. Unfortunately, the Teflon coating increased the response
time to gaseous oxygen by a factor of 10, which probably s the
result of its poor permeability for oxygen. The adhesion of Teflon
to silicone is adequate, but uniform layers are difficult to make
by hend. Sample coloration and turbidity again cause no change
in signal intensity.

The use of a white titanium pigment incorporated into the
sensing laye- is an interesting alternative to black Ols and also
may simplify sensor preparation. It results in white, transhucent

sensor membranes (M-12) with an oxygen sensitivity similar to
sensing membranes without pigment. To achieve an efficient 01,
membranes had to be 20 ym thick, or more. Notwithstanding
this relatively large thickness, the Ol is not as good as with black
silicone or black Teflon. A 3% increase in signal intensity was
measured on changing from pure water o a sirongly scattering
sample solution, and a 2% signal decrease was observed when
sensor M-12 was exposed to a deeply yellow sample solution,
indicating that the O is not perfect. On the other side, M-12
exhibits a luminescence intensity higher by 1 order of magnitude
when compared to homogeneous membranes based on transpar-
ent silicones (e.g.. M-3). This can be attributed to both a very
efficient absorption of excitation light because of multiple scat-
tering and an efficient backscattering of luminescence.

DISCUSSION
Armong the ruthenium diimine oxygen probes, Ru(dpp) appears

to be the indicator of choice. The use of its chloride, sulfate, or
perchlorate was hampered, so far. by their insolubility in silicone
rubber, which is the preferred material in the case of oxygen
sensing. This work demonstrates that the problem can be
overcome by making use of jon pairs 1 and 2. thus enabling the
design of silicone-based sensing films containing homogeneously
distributed dyes. Because of their excellent sclubility, indicators
now can be applicd in high concentrations. so that very thin (1—4
4m) but highly huninescent sensing layers can be prepared. As
a result, response times become very short. Unlike sensors based
on silica gel-adsorbed Ru(dpp), luminescence intensity is linear
with dye concentration over a wide range, and no selt-quenching
is observed even at rather high dye concentrations. Silica gel
adsorbates, in conirast, have an upper limit of surface loading,
above which quenching of the luminescence of ruthenium
adsorbates becomes inefficient even though luminescence inten-
sity may still increase.

We think the nonlinear Stern—Volmer plots observed with the
new materials result from the fact that indicator ions pairs are
present in two forms. viz. (2) a molecular and evenly distributed
form and () a kind of micellar (aggregated) form, the latter
however not being crystalline. The two forms are assumed to
have different quenching constants, weighing factors, and decay
times, and this—obviously—results in a nonlinear Stern—Volmer
plot. The decrease in sensitivity (in terms of Ks) is attributed to
the effect of a slow trapsition {rom the homogeneous to the
aggregated (less quenchable) form.

There is no evidence for dve crystallization even after a 12-
month storage of sersing membranes M-1—M-4 on air. In fact,
crystal formation was observed under the microscope only with
membranes made from Ru(dpp) perchlorate (which is sparingly
soluble in silicone) after evaporation of the solvent in the sarue
types of silicone. Luminescence intensitics and quenching ef-
ficiencies are much smaller in this case. Quenching constants

Table 7. Properties of Membranes of Type M-3 with Different Kinds of Optical isolation

optical isolation achesion quenching by air®  rel sigral intens
without na’ 60 10
black silicone, 10 wma sefficient 61 0.85
black Teflon. 12 ym  sufficient 59 0.80
Ti0, (dispersed) na? 59 20.0

response time (fo5) in gas () cffect of turbidity®  effect of color” (%)

<1 +50 ~15
~1 <1 <]
~5 <1 <1
~2 2

¢ Decreasc in signal (%) on changing from nitrogen to air, * Signal change (%) on exposure (0 an aqueous solution containing suspended (10
2/1) TiOy pa-ticles. © Signal change (%) on exposure to a yellow solution of bromothymol blue (absorbance at 460 nmy). ¢ No adhesion.
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are similar for sensor membranes based on silicones containing
either hydrophobic silica gel as filler (e.g., M-4) or no filler (e.g.,
M-6).

Stern—Volmer plots show strong deviations from linearity
although dyes seems to be homogeneously dissolved in the
silicone and no inhomogeneities are visible under the microscope.
In addition, the quenching efficiencies are distinetly lower than
those reported for the perchlorate and chloride salts of Ru(dpp)
which were adsorpiively immobilized on a silica filler inside a rather
similar silicone (RTV-118)." Both findings clearly indicate that
different quenching mechanisms are operative in the present type
of material, and in the adsorption (filler) type sensor materials,
i.e.. where the dye is localized on the surface of the silica gel filler.

The ion pairs used in this work can be excited with blue LED
light sources, and luminescence can be detected with photodiode
light detectors as was shown before for other ruthenium-based
sensors.® Aside from measurement of oxygen partial pressure
via luminescence intensity, the long etime of ruthenium diimines
also lends them to oxygen sensing via luminescence lifetime.?
In fact, the counterion is known to exert almost no effect on the
lifetime of the cation, while a viscous or solid solvent may increase
the lifetime even further.™ While shown for planar sensing films
only in this work, the new materials may also be deposited as a

(19) Preininger, C.; Klimant L; Wolibeis, O. S. Anei. Chem. 1994, 66, 1841—
18486,

(20 Lippitsch. M.
Acta 1988,

Pusterhofer, J.; Leiner, M. L P Wollels, O. 8. Anal. Chim.
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clad or tip coating on optical fibers or on integrated optical
waveguides. Because the materials do not contain filler particles
(of typical 1 um diameter) anymore, they can be deposited in
thicknesses as thin as 50—100 nm, which is in contrast to the
rather thick (>10 um) membranes we and others have used so
far. This results in very fast response times and allows the
materials to be deposited on the core of an optical fiber or on an
integrated optical waveguide. The short response times and
negligible cross-sensitivity to humidity make the sensing materials
useful for respiratory gas analysis. The excellent operational and
storage stability along with the high quenching constants, in twn,
malke such sensors most useful for continuous monitoring ap-
plications in the clinical laboratory and performance of long-term
environmental analyses.
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Spatial Distribution of Atoms in a dc Glow

Discharge

K. Hoppstock! and W. W. Harrison*

Department of Chemistry, University of Florida, P.O. Box 117200, Gainesville, Florida 32611-7200

An argon glow discharge acts as a reactive chemical cell
involving sputtered analyte and argon atoms and ions. The
spatial distribution of atoms from several samples has
been monitored by an atomic absorption and emission
arrangement simultaneously with mass spectrometric
monitoring of the discharge. We have examined the effect
of varying the sample to exit orifice distance on resultant
atom profiles. Copper was studied by atomic absorption
and iron by atomic emission, revealing complementary
population shifts near the cathode surface. Argon meta-
stable species were also monitored and correlated with
the analyte response. Movement of the sample insertion
probe by 90° allowed a vertical perspective to be obtained
for the discharge atom population. The effect of different
discharge voltages was also examined to show sputter
variations. Atom populations are defined by many factors,
including sputter rate, diffusion rates, chemical reactivity,
and discharge pressure.

In recent years the importance of rapid and reliable trace
analytical characterization of environmental samples, high-purity
materials, and advanced ceramics has steadily inereased. Glow
discharge {GD) techniques, particularly glow discharge mass
spectrometry (GDMS), have gained popularity especially for the
direct trace elemental analysis of solid materials. To improve
further the capabilities of GDMS and related GD atomic spectro-
metric techniques, it is beneficial to enhance the understanding
of glow discharge fundamental processes that can significantly
affect analytical results.

The GD is usually operated at a pressure of a few millibars,
and for analytical applications, the most common gas used is
argon. At a discharge pressure of about 1 Torr, the argon mean
free path is in the order of 50 um, and therefore, the sputtered
analyte originating from the cathode will experience many colli-
sions (e.g., with discharge gas species, contaminants, or analyte
species) hefore reaching the exit orifice 1 cr or more away from
the cathode. In this study, the diffusion characteristics of the
sputtered atoms were evaluated by the examination of plasma
properties in different parts of the plasma. Mass spectromety is
a sensitive tool for the study of gas discharges, but it is not
cenducive to spatially resolved studies, as it samples only a plasma
velume adjacent to the exit orifice. Optical methods such as
emission, absorption. or fluorescence spectrometry are proven
techniques for probing various parts of the plasma without
disturbing its shape and composition. By use of both optical and
mass spectrometry, complementary measurements can be made
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to explore signal relationships among the many prominent species
in the GD.

Early works by H. Hormann in 1935! and J. Friedrich in 1959¢
investigated high-pressure arc discharges, focusing on tempera-
ture distributions, electron densities, and luminescence density
distributions rather than atom or ion distributions. Stirling and
Westwood® used atomic absorption techniques to examine atom
profiles in a glow discharge, in particular the sputtering processes
of aluminum in Ar. Using dye laser fluorescence spectroscopy,
Elbern® measured axisl atom density profiles of a de GD with Fe
disk electrodes. Fereira, et.al® determined by AAS the distribution
of metastable argon atoms in a modified Grimm-type discharge,
and Loving® employed AAS and MS to study an Ar GD with a Fe
cathode. Recently, Djurovic et al. reported a study of spatially
and temporally resolved OES measurements of a rf-GD.7

To study the glow discharge under conditions optimized for
mass spectrometry, we designed around the discharge chamber
of our GDMS unit an optical system for atomic absorption and
emission spectrometry, permitting careful and detailed profiling
of the discharge, simultancously with mass spectromectric meas-
urements.

EXPERIMENTAL SECTION

The glow discharge quadrupele mass spectrometer has been
described previously.® A schematic diagram is shown in Figure
la of the GD ion source, constructed from a six-way cross
featuring 2.754n. flanges with quartz glass windows for the optical
path at right angles to the ion beam extraction. The source
features a cryogenic cooling coilf coaxial about the direct insertion
probe inline with the mass spectrometer axis, which will be
referred to as the s-axis in this paper. Figure 1b shows that a
sccond port on the six-way cross allows the insertion perpendicular
to the x-axis, where the cryogenic cooling coil with the bellow
assembly and ball valve was replaced by a blank flange.

Figure 2 shows the schematic diagram of the optical arrange-
ment. The movable arm is mounted to a translation stage,
permitting precise positioning along the xaxis with a millimeter
screw. A Spex 340FE monochromator (Spex Industries, Inc.,
Edison, NY) with a focal length of 0.34 m, equipped with a
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Figure 1. Glow discharge source and direct insertion probe for GD mass spectrometry and GD optical spectrometry: (a. left) axial insertion
of sample; (b. right) 90° variation to permit alternative profile measurements.
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Figure 2. Schematic arrangement for spatially resolved optical
measurements in the glow discharge source.

Hamatsu R1547 PMT tube and a Pacific Instruments photometer
Model 110, was used for all the optical measurements. For
emission studies, the photometer signal was registered on a strip
chart recorder (Houston Instruments, Ausiin, TX). Atomic
absorption measurements with hollow cathode source lamps were
performed using a mechanical chopper (Scitec Instruments) with
a Model 5207 lock-in amplifier (EG&G Princeton Applied Instru-
ments, Princeton, NY) to discriminate against emission. In order
to cbtain a high spatial resolution, an entrance slit width of 0.2
mm and a slit height of 0.167 mm were used. The exit slit of the
monochromator was set to 0.2 mm.

Ultra-high-purity-grade argon (Ligquid Air Corp., San Francisco,
CA) was used with an operating pressure of 1 Torr (~1.3 mbar).
The pin cathodes used in these experiments were electrolytic iron
[National Institute of Standards and Technology (NIST) (Gaith-
erburg, MD) SRM 1265a], 99.999% puratronic grade Ag and Cu
wire, 2-mm diameter (Johnson Matthey Chemicals, Ward Hill,
MA) and 99.97% Ti wire, 2-mm diameter (Aldrich Chemical Co.,
Inc., Milwaukee, WI). The iron samples were machined into 2
mm diameter pins from bulk disk samples. A 4—5-mm segment
of the pins was exposed to the discharge. The experiments were
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performed with constant dc discharge current of 4 mA. if not
otherwise stated. Before the measurements were taken. the
cathode was presputtered for 20 min to get a clean surface and
to remove as many impurities from the system as possible. The
discharge chamber was also periodically baked for several hours,
after which the plasma was monitored for contaminants by mass
spectrometry. Cryogenic cooling was used for all measurements.

RESULTS AND DISCUSSION

The glow discharge is a ready source of sputtered atoms from
the sample cathode. Atoms ablated from the sample surface are
subjected to a high collision rate in the 1-Torr discharge, with
many atoms being returned to the sample surface, while others
diffuse into the plasma. In addition to diffusion effects, atom
distribution may be influenced by discharge gas flow patterns and
by electric fields in the case of ions. As a result of these processes.
heterogeneous steady-state concentration profiles are established
across the glow discharge.

Measurements along the x-Axis. To gain a better under-
standing of the plasma processes, it is useful to monitor various
discharge species, such as ground-state and excited-state atoms.
ions, and metastable (Ar,,*) species in various parts of the plasma.
Our first interest was directed toward the distribution of the
sputtered analyte, the ground-state atorn population, which was
studied by atomic absorption spectrometry. Four different settings
of cathode to exit orifice distance were studied (Figure 3). Fora
copper cathode, the absorbance profiles for each of those distance
settings are shown, reflecting the changing shape of the glow
discharge plasma as the cathode is moved closer to the exit orifice.
The measurements are quite reproducible. with variations gener-
ally falling within the data symbols shown. For all cathode
materials used in this study (Ag, Cu, Fe, T3, the profile exhibits
this same general shape, although the measured absorbances
differed significantly. It should be noted that the maximum
absorbance is not observed immediately adjacent o the cathode
surface, but instead about 0.75—1 mm in front of the surface. This
phenomenon, previously noted by other investigators,®® is some-
what surprising, as all the copper atoms present in the plasma
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Figure 3. Absorbance profiles of copper (327.4 nm) along the x-axis
(see Figure 2) in an Ar plasma with a Cu cathode (4 mA, 1 Torr, and
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Figure 4. Emission profiles of Fe (1) at 248.3 nm along the x-axis
for different distances between cathode and exit orifice in an Ar GD
at 1 Torr and 4 mA (discharge voltage ~1000 V). Distance between
sample and exit orifice: (0) 3, (a) 5, @) 7, (C) 9, and (¥) 12 mm.

originate from the cathode surface. This could suggest that not
all the cathode material is sputtered in the form of single ground-
state atoms. Possibly some multiatom species are ejected in the
form of dimers, trimers, and other cluster forms. Some significant
amount of sputtered material may also be released as excited-
state species or as ions. None of these species could be detected
by our atomic absorption measurements, so whether such factors
could account for the drop of absorbance near the cathode is not
clear. The production of molecules or rclated species by the
sputtering process had been reported earlier 01! Winefordner,
et al. reported diatomic lead in a GD as measured by laser-excited
fluorescence. ?

As a comparison to the measured absorbance profiles of
ground-state atoms, emission measurements of the excited-state
populations were also made using the same experimental condi-
tions. Figure 4 shows spatially resolved emission profiles of Fe
() at 2483 nm in an argon discharge using an iron cathode. The
general shapes of these curves are similar to those seen in Figure
3; a steady increase of signal intensity is found as the measurement
sife is moved from the anode (exit orifice) toward the cathode.
Again, a drop in signal inlensity is seen near the cathode surface.
The decrease near the cathode is less abrupt than in the case of

(10) Stirling, A. J.; Westwood, W. D. J. Phys. D: Appl. Phys. 1971, 4, 246252,

(11) Gough, nal. Chem. 1976, 48, 19261931

{12} Petel, B, rith, 3.; Winefordner, J. D. Spectrockim. Acta 19885, 408,
119512
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Figure 5. Emission profiles of argon metastable species (811.5 nm)
along the x-axis. Distance between sample and exit orifice: {C) 3,
(a) 5, @) 7, (©) 9, and (¥) 12 mm.

the ground-state atoms but clearly indicates the reduced popula-
tion in this area. The data in Figures 3 and 4 show thar both
ground-state and excited-state populations are diminished near
the cathode.

Metastable argon atoms have been implicated as key energy
transfer species in glow discharges. Therefore, their axial
distribution was deterrained in order to provide some additional
insight into the profile shapes of sputtered species. Figure 5
shows emission profiles of argon metastables (Ary,*) taken at five
different sample to exit orifice distances. These plots have some
general similarities to the sputtered species plots, but also
significant differences. Indeed, factors affecting the respective
populations should be quite differcnt. There is an overall decrease
in metastable population moving from the cathode to the exit
orifice, but the changes are more abrupt. A sharp transition
occurs for each distance plot, occurring each time just into the
negative glow. At that location in the plasma, about 2/; of the
signal decrease occurs within ~1—2 min of distance in the plasma.
Most Iikely this is related to optimum electron energy distributions
affecting metastable formation. A small, but distinctive drop in
metastable population also occurs just inside the dark space of
the glow discharge, similar to that observed for sputtered species.
While this could be some factor in the decreased analyte emission,
it does not follow that the larger abrupt metastable reduction in
the negative glow necessarily has any relationship to the corre-
sponding decrease of the sample atoms. As seen in Figure 3, 2
much smoother decline in intensity occurs. Profiles for the
various species show that formation and loss mechanisms do not
affect all the critical species uniformly.

Perpendicular Probe Insertion. Radial Measurements.
The optical configuration shown in Figure 2 allows measurements
along one axis only. To study the plasma along other axes would
have required major reorientation of the optical system. Instead,
we took advantage of the symmetry of the six-way cross to move
the direct insertion probe 90° from the conventional measurement
mode. In this manner, the pin semple is perpendicular to the
r-axis through the top port, as shown in the inset of Figure 6.
With this configuration, driving the movable arm along the raxis
probes the plasma radially at varying distances from the cathode
center. The distance away from the cathode tip is varied by
moving the direct insertion probe up or down along the y-axis
(Figure 6).

The data collected by this process permit construction of the
absorbance profile shown in Figure 6. A copper pin was used as
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Figure 6. Absorbance profiie of copper (327.4 nm) in an argon glow
discharge; probe inseried perpendicular to the x-axis. Distance of
cathode center to exit orifice. 16 mm.

the cathode in a 1-Torr argon glow discharge. The ground-state
copper atom population decreases (as expected) with increasing
distance from the cathode. Of more interest, when the probing
beam (0.17 mm x 0.20 mm) passes just beneath the cathode top,
we ohserved a drop in absorbance in the cathode center region,
corresponding to the results previously shown (Figure 3), where
the absorbance also decreased in front of the cathode. (This
center region will be discussed in more detail when Figure 7 is
considered.)

Comparing the radial decrease in absorbance on either side
of the cathode, the slope on the exit orifice side (eft side in Figure
8) becomes significantly steeper than that observed on the
opposite side away from the exit orifice. The GDMS system
requires an intense differential pumping system to maitain the
high vacuum on the mass spectrometer side simultaneously with
the much greater pressure (~1 Torr) in the discharge chamber.
The resulting pressure differential creates a jet expansion of the
argon/sputtered-atom plasma mixture through the exit orifice.
This effect enhances the diffusion-based material transport and
also dilutes the plasma mixture by introducing discharge gas from
outer plasma regions. These results indicate that the plasma in
this particular setup is not as symmetrical as might be expected.
The asymmetry may explain why our attempts to employ Abel
conversion computations™ ' ol the data did not create reliable
results. It also indicates that atom distribution profiles obtained
in this radial direction may differ slightly in configuration from
those taken axially as a result of the differential pumping effect.

The drop in absorbance near the cathode was detailed more
completely as shown by the data in Figure 7. Measurements were
taken at 0.5-mm intervals and at four different discharge voltages.
Increasing voliages increases the currrent and the sputter rate,
and consequently, the absorbance. The contrast between the
maxinum absorbance (~1 mm from the pin center) and the
minimum absorbance at the cathode center remains generally
constant within the precision of these measurements. It seems
unlikely that reduced sputtering is occurring at the center. The
results do indicate, however, the presence of fewer sputtered
ground-state atoms, for reasons that may involve excited states,
polyatomics, clusters, or some other unknown effect.

(13) Sacks, R. D.; Walters, J. P. Anal. Chesr. 1970. 42, 6184,
(14) Cremers, C. 1; Birkeland, I C. Aippl. Opr. 1966, £, 1057-1063.
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Figure 8. Profiles of absorbance (364.3 nm) and emission (Ti {il)
at 300 nm, and Ary” at 811.5 nm) taken directly in front of the cathode
surface of an Ar glow discharge with a Ti pin (inseried along the
y-axis): (®) OES Ary* 811.5 nm, (x) OES Ti (1) 323.4 nm. and (®)
AAS Ti 364.3 nm.

Another possible cause for the absorbance drop could involve
the formation of ions in this central cathode region. By mass
spectrometry, we can only sample ions that form near the lon
exit orifice, but by monitoring optical emission from some suitable
element, spatial measurements of the ion populations can be
determined. Tiwas selected as the test element due to its strong
ion lines. In this way, sputtered titanium atoms could be measured
by atomic absorption and titanium jons by atomic emission.
Figure 3 shows a comparison of ground-state and ion distributions
obtained in an Ar GD with a Ti pin as the cathode. In addition.
argon metastable atoms were monitored by their atomic emission.

The profile of Ti atoms is quite similar to that of Cu (Figure
3), with the same type of characteristic dip in front center of the
cathode. The shape observed for the Ar,* emission generally
tracks the ground-state metal atom population, suggesting that
the forces affecting the sputtered atom population may also
influence metastable formation. The Ti ion emission profile
presents an interesting contrast, as highest emission intensity is
observed at the cathode center. In fact, the sharp increase of
ions coincides with the drop in atom population. That implies
that a fraction of Ti could be sputtered in ionic form or ionized
within the first few micrometers (which cannot be resolved with
the present system). Sputtered ions should be returned to the
cathode by the dark space field adjacent to the cathode, but ions



formed in plasma interactions beyond that field would be in a
generally field-free region. The multiple peaks observed with the
ion profile are surprisingly reproducible. An jon source design
that samples cathodically through a center ion orifice might be
worth reconsidering. The hollow cathode ion source” that
provided the impetus in our laboratory for initial GDMS work
featured this mode of sampling. High-intensity ion beams of
sputtercd analytes were obtained, although the ion energy spread
was too large to be suitable for a quadrupole system. We are
currently considering the possibility cf revisiting this type of ion
source.

CONCLUSIONS

Sputtered atom populations in a glow discharge are influenced
by a number of factors. Diffusion of atoms away from the cathode
sample causes significant concentration gradients toward the
source extremities. The ion exit port of a GDMS source

contributes its own effect as a result of the large differential
pressure across the ion exit orifice, and this is at the very site
where ions are produced for GDMS. A small, but well-defined
reduction in sputtered atom density occurs near the center of the
cathode face, possibly due to ionization processes. The atom
distribution plots show that mass spectral sensitivity may be
unduly reduced by the present source designs. A GDMS source
that sampled ions nearer the cathode may be worth further
consideration.
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Oxygen Sensors Based on Luminescence
Quenching: Interactions of Pyrene with the

Polymer Supports
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Oxygen quenching of pyrene has been studied in a diverse
series of polymers. Most mcasurements were made using
homo- or copolymers containing a poly(dimethylsiloxane)
region. Systematic variations in the polymer properties
have been made in order to delineate the structural
features important for satisfactory use as supports for
oxygen sensors. In particular, quenching behavior was
examined as a function of the type and amount of
copolymer cross-linkers; these were added to produce
domains of different polarity and rigidity that would
segregate the sensor molecule. A domain model Xa, W.;
et al. Anal. Chem. 1994, 66, 4133-4141) was used to
explain the variations in oxygen-quenching properties as
a function of additives and cross-linkers. The relative
affinity of the different domains for the pyrene and the
efficacy of the domains for oxygen quenching controls the
overall behavior of the sensing respense.

Virtually all materials used as sensors zre on a polymer
support. In some cases the support is a passive anchor while in
others it has an active role. Indeed, the support may have quite
stringent criteria for suitable performance. For example, in
oxygen sensors, a high diffusion coefficient is necessary for rapid
response; a high locally effective quenching constant around the
sensor molecule is necessary for good sensitivity; and, hecause
of the considerable interest in physiclogical monitoring, a high
degree of biocompatibility is necessary.

Unfortunately, unlike solution properties of sensors, the
understanding of the detailed role of the polymer support in
controlling photophysical behavior is still very much in its infancy.
This is true not only for metal complexes!”* but also for analogous
systems based on luminescent organic molecules.*® Our goals
were to systematically explore the interplay of polymer structure
and design on oxygen sensor performance. In an earlier paper”

f Department of Material Science.
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we focused on the interactions of the support with metal
complexes using [Ru(Phyphen);]Cl; (Phyphen = 4.7-diphenyl1.10-
phenanthroline} as a model system. A polar—hydrophobic domain
model was developed to explain the quenching properties of the
complex in a variety of polymers and in polymers with silica filler

The current work was undertaken to determine whether the
domain model would also be of predictive value in explaining the
behavior of nonpolar sensors in homo- and heteropolymer
systems. For a probe we chose the much more hydrophobic
pyrene sensor molecule because it has a long excited state lifetime
(400 ns), is heavily oxygen quenched, and has a vibronic intensity
ratio that is highly sensitive to solvent polarity® and. thus, supplies
us with another potential tool for assessing the local environment
of the probe in the polymers. For example, pyrene was used with
great success to study the binding regions and solvent interactions
with C-18 reverse phase chromatographic surfaces.

In fluid solutions, where every molecule experiences the same
average environment, the normal Stern—Volmer intensity and
lifetime quenching equations including static and dynamic quench-
ing are

7/1 =1+ Kg[Q) (1a)
Ky = by, (1b)

I/I=1+ Kg + K IQI+ K ElQ) (o)

where I's are emission intensities, 7's are lifetimes. %, is the
bimolecular quenching constant, Ksy is the Stern—Volmer intensity
quenching constant, and K., is the equilibrium constant for
formation of a nonluminescent complex between the luminescent
species and the quencher. The subscript 0 denotes the value of
the quantity in the absence of quencher. Static guenching will
always yield an upward-curved Stern—Volmer intensity plot. If
only dynamic quenching is present in sclution, one normally finds
that the intensity and lifetime Stern—Volmer curves match.

r/r=1/1 (2)

In solid supports, however, the probe can frequently exist in
a variety of different environments that persist throughout the

{6) Kalyanasundarurms, K.; Thomas. J. K. J. Am. Ciewn. Soc. 1977, 99. 2029
2044.
(7) Carr, J. W.; Harris, 1. M. Anal Chem. 1987, 59, 2546—2550.
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decay process [persistent microheterogeneity).? This means that
molecules in spectroscopically distinguishable sites will remain
distinguishable during their decay and show different lifetimes
and possibly speciral changes. If different sites have different
degrees of quenching, then the intensity Stern—Volmer equation
becomes

wi=|; +KSV,-[Q]} K

where the summation is over all of the different sites present and
£y is the contribution of the jth site to the unquenched emission
intensimv.

An even more complex problem arises in the decay time
measurements where nonexponential decays are observed be-
cause sites with different lifetimes and degrees of quenching
contribute to the decay. The sample impulse response i(f)
becomes

N

W= Zaf exp{~t/7) )
=1

where the o's are the fractional contribution to the initial intensity
at { = 0 of the different species. In principle, each component
will conform to a lifetime Stern—Volmer equation, and one should
be able to extract details of the decay kinetics. In practice, fitting
such multiexponential decay data is an ill-defined probler, and it
has proved dificull W extract meaningful single-site decay times.*
Indeed, even verifying that there is no static quenching has proved
difficut. Recently, we reported a preexponential factor weighted
lifetime measurement that allowed direct comparison of lifetime
and inensity data even in highly microheterogeneous systems.!
One fiis the data to the sum of lifetimes and then computes a 7y
given by

N N
T = 20 25 ®
=1 =1

It is unnecessary for the o's to represent fundamental quantities.
They are, in general, only parameters required to fit the data. If
only dynamic quenching is present. a modified Stern—Volmer
equation 1sing 7w/t will match the intensity Stern—Volmer
equation.

o/ T = 1,/1 ®

v/ Ty data that fall below the I,/] data may be indicative of static
quenching

EXPERIMENTAL SECTION

Our previous paper® describes the experimental method and
sample preparation. Decay time measurements were made using
the system described in the previous paper except that all of the
measurements were made on the Tektronix TDS540 digital

7, B. A Makromol. Chem. 1992, 59. ¢
B. A Sens. Actuators B 1992, 1

oscilloscope. The pyrene was purified as described earlier.!! Our
observed instrument impulse response is about 10 ns FWHM),
which allowed direct measurements of decays with lifetimes of
>15 ns.

In emission experiments, we always checked fo ensure that
there was no significant excimer emission in the 500 nm region.
Only in the cases of the liquid PDMS did we see excimer emission
if the pyrene concentration was raised too high. In lifetime
measurements, we also looked for pyrene excimer emission in
the same region. Excimer emission was characterized by a slow
rise time relative to that from the laser and oscilloscope. All
reported data were done under conditions where there was no
detectable excimer. Stem—Volmer intensity data were examined
at different wavelengthis to assess heterogeneity. In particular,
we focused on the first and third vibronic bands, which are the
most sensitive to perturbation by solvent environment.

Polymers. The prepolymers and the crosslinking agents are
shown in Figure 1. The preparation of the different polymers,
including the ring siloxane polymer, was described earlier” Since
the ring polymer resulis proved uninteresting (vide infra), their
structures arc omitted, although they are given earlier

Sensor Preparation. Films were prepared as described
earlier? The pyrene was dissolved in CH:Cl,. The films were
immersed in the solution for 15—320 min to give transparent clear
films with, generally, intense blue emissions. Sensor films were
kept dry and in the dark until used. Because pyrene does exhibit
photochemistry, exposure to excitation was limited, and the data
were discarded where there were discernible changes in emission
properties with time.

X-ray. Room-temperature X-ray diffraction patterns were
obtained using an evactated Wahrus camera and nickel filtered
Cu Ko radiation from z conventional sealed X-ray tube. Ncminal
sample to filn distances of 5, 17, and 29 cm were used. Exposures
of 24—48 h were required.

RESULTS

X-ray. X-ray diffraction patterns of mixed acrylate (Gp-163 and
-851) with varying amounts of MMA showed only broad, fairly
diffuse features. Observed intensity maxima corresponded to
periodicities of about 7—8 and 17-18 A. The reflection at the
smaller spacing was sharpest and diminished in intensity as the
MMA content increased. Cerius (Molecular Simulations, Inc.)
was used to examine the diffraction to be expected from a
randomly oriented siloxane segment in a gauche conformation.
The models suggested that the 78 A spacing could be attributed
to the siloxane backbone.

Consistent with the clarity of the films, there was no evidence
of phase segregation in the diffraction patterns from any of the
materials examined. Domains that may have formed must
therefore be of a size outside the limits of cur diffraction
measurements or of such nonuniform size distribution as to make
their presence unobscrvable.

Pure Poly(dimethylsiloxane) (PDMS). In order to establish
how quenching varied with macroscopic viscosity and how this
correlated with polymer structure, we examined oxygen quench-
ing of pyrene in differen: viscosity PDMS oils, a structurally similar
solid polymer, and a normal alkane solvent. Figure 2 shows the
quenching of pyrene in PDMS of different viscosities. For

Demas, [. N.: DeGraff, B. A.: Whalev. M. J. Phys. Chenr. 1993,
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Figure 2. Oxygen quenching of pyrene in PDMS of different
viscosities, in cyclohexane and in the diacetoxy-terminated PDMS
polymer.

comparison we also show the resulis for cyclohexane and the
diacetoxy-terminated polymer. These are modified Stern—Volmer
plots where the independent variable is oxygen partial pressure.
The Stern—Volmer quenching constants are given in Table 1. The
solubility of oxygen in 1 and 5 cs PDMS at 38 °C is 0.0134 and
0.011 M, respectively. ™ The actual solubility at our measurement
temperature would be somewhat higher. These numbers are
within experimental error of each other, and the solubility is likely
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Table 1. Stern—Velmer and Bimolecular Quenching
Constants for Pyrene in Different Solvents

solvent Ksy (Torr™1) by x 107 (M7 s
PDMS, 1cs 0.157
PDMS, 5 ¢s 0.107
PDMS, 50 ¢cs 0.0933
PDMS, 500 cs 0.0
cyclohexane 1

% Based on an assumed solubility of oxygen the samce as average
for the 1 and 5 ¢s PDMS.

nearly the same in both 1 and 5 cs oils a8 one might expect based
on the very similar solvent structure. In cyclohexane, oxygen
solubility at 1 atm was at 0.0116 M. These numbers yield the
bimolecular quenching constants shown in Table 1. For the
higher viscosity oils where we have no solubilities, we assume
the solubility is the same as the average for the 1 and 5 cs oils.
The result shows that the quenching constants in PDMS have
only a weak viscosity dependence. Also, the greater degree of
quenching in 1 ¢s PDMS versus cyclohexane is probably pre-
dominantly due to the higher bimolecular quenching constant in
PDMS rather than to a higher solubility. While our estimated
rate constants will be too high in the PDMS because of the higher

(12) Solubilities. Inorganic and Metal-Organic Compounds. K—Z: Linke, W. F
Ed.; American Chemical Society: Washington, DC, 1 Vol. 2, p

(12) Solubility Data Series, Volume 7, Oxyger awd Ozone, Battino, R.
Pergammon Press: New Yori, 1981; p 242,




Table 2. R's for Pyrene in Miscellaneous Solvents and
Polymers

solvent R {Iw/I)
100% PDMS, 5 cs 1.88
hexane 1.86
100% MMA 1.0
100% PMMA 0.90
50% MMA + 50% PDMS 1.2
ethyl acclate 0.82

oxygen solubility at room temperature. the factor of 2 difference
between cyclohexane and 1 cs PDMS appears to be too great to
arise only from oxygen solubility. Even for the solid diacetoxy-
terminated polymer, the degree of quenching is only slightly
smaller than for the 500 cs PDMS at the same oxygen pressure.
Zxceptionally high diffusion coefficients in high-viscosity PDMS
are also known for pyrene excimer formation.!

Solvent Sensitivity of R. Many sensor molecules provide
10 direct evidence as to the nature of the local environment around
the sensor; this also means tha: the sensor molecule provides no
direct evidence for heterogeneity in the sensor binding environ-
ments. Pyrene provides a unique structure for assessing the
extent and natire of heterogeneous binding. The vibrational
bands on pyrene show a strong dependence on solvent. The
marker that proves most sensitive for probing different solvent
environments is the ratio of vibronic peak III to vibronic peak L.
This rato is denoted by R and is given by

R=Iyl, @

where J; and [ arc the intensities of the third and first vibronic
peax, respectively For cyclohexane R = 1.8 and for water R =
0.6. Table 2 summarizes some of our measured R's in different
solvents, polymers, and mixtures.

Tn order to interpret the observed variations in R in polymers,
we also examined the variation of R ir. mixtures of a polar and 2
nonpolar solvent, which is a homogeneous system. Figure 3
shows the variation of R with volume percent of ethyl acetate in
5 cs PDMS. This mixture was chosen since PDMS represents a
major component of our polymers, and ethyl acetate has a
strecture and polarity similar to PMMA, which is one of our cross-
linkers. Note that even a relatively small amount of ethyl acetate
produces a dramatic decrease in K. The decrease is monotonic
over the whole range.

Acrvlate Siloxane Polymers. We wished to examine sensor
responses as the polymer polarity was varied in a systematic
fashion. Addition of MMA to the acrylate macromonomer Gp-
163 18 a convenient way to vary the polarity of the polymer. Earlier
we used this approach to increase the compatibility of the polymer
with our relatively polar Ru(Il) complex. Figure 4 shows Stern—
Volmer quenching plots for pyrene in the 6% (Gp-163) homoacry-
late polymer with varying degrees of MMA cross-linker. Pre-
dominantly, intensity data are shown, but one representative
Lifetime data set is shown for 3.6% added MMA. The pure 6%
homopolymer was not very consistent in the degree of quenching
for different preparations. However, for systems with added
MMA, reproducibility was much better. This may be due to the

{14 Chut, D. Y. Thomas, ]. K. Macromolecules 1990, 23, 22172222,
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Figure 3. Dependence of A for pyrene in mixed PDMS (5 cs) and
ethyl acetate.

86—

i &
i 2%
- 5
~ 4
p-3
S @
3 s
Ao 3.6%
= N
= 2 A B 5%
P
7 3.6%
B - B
ya
o &
[ 200 400 300
Oxygen (Torm)

Figure 4. Litetime and intensity oxygen guenching of pyrene in the
6% (Gp-163) acrylate-terminated homopelymer as a function of MMA.

difficulty of dissolving the initiator in the pure homopolymer with
a resultant variability in the products.

Because the different vibronic peaks are characteristic of the
polarity of the environment, examination of the variation in
quenching at the different peaks is a way of determining
heterngeneity of the binding sites. Differences in quenching
behavior of the different peaks unequivocally demonstrate that
molecules in different polarity sites are quenched differently.
Quenching data in Figure 4 are shown for two different monitoring
wavelengths (372 and 384 nm) that correspond to the first and
third vibronic transitions. Clearly, there is heterogeneity since
quenching at the two wavelengths differs.

The 7y lifetime data in Figure 4 are typical. The reason for
comparing lifetime and intensity data is to assess the degree of
static and dynamic quenching in these systems (eq 6). The
lifetime data agree well with the intensity data at low oxygen
pressures but fall below it at higher oxygen concentrations. This
was typical of all systems exhibiting a high degree of heterogeneity
as evidenced by curved Sterm—Volmer intensity plots. We
attribute this to the need in calculating ty of using all of the decay
components present. However, at the higher oxygen pressures.
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Figure 5. Li‘etime and intensity oxygen quenching of pyrene in 3%
{851) homoacrylate slloxane polymers and with 5.7% cross-linking
MMA polymer.

these systems were heavily quenched and apparently some
components were too short tc measure and were covered by the
scatter curve. The omission of these components causes over-
estimation of 7y and s0 7 v/t v falls below the intensity data.
We consistently find that at an atmosphere of air the lifedime data
match the intensity data; at increasingly higher concentrations
they dip below the intensity data and then tend to platean. Ina
few cases where there was very little heterogeneity, as shown by
nearly linear Stern—Volmer intensity plots, the lifetime and
intensity data coincided up to nearly 1 aim of oxygen.

In order to assess the changes in behavior with source of the
MMA in the polymer, we also looked at &51, which has 3% MMA
on the polymer backbone versus 6% for the GP-163. Figure 5
shows the intensity quenching of pyrene in the 3% homoacrylate
polymer (851) and the 3% homoacrylate with 5.7% added MMA.
The data are nearly linear. suggesting little heterogeneity, but both
show significant differences for the two monitoring wavelengths.
This discrepancy at the two wavelengths unequivocally demon-
strates heterogeneity in the quenching of different sites with
different emission characteristics.

We reasoned that the differences in quenching behavior in
the acrylate composites might be only a functicn of the total weight
percentage of the polar MMA present relatve to the nonpolar
PDMS. Thatis, a 6% (Gp-163) homopolymer might be equivalent
to a 3% (851) homopolymer with 3% added MMA. To test this
hypothesis we measured mixtures of the 3 and 6% acrylate
polymers with varying amounts of MMA. The range of MMA in
the two copolymers overlapped. Figure 6 shows quenching
behavior for different mixtures as a function of the total weight
percent of MMA. Only 1,// e is shown rather than complete
Stern—Volmer plots. Heterogeneity again reveals itself as differ-
ences hetween data taken at the two wavelengths. The irrepro-
ducibility of the 6% homopolymer is shown by the different values.

We have also examined other polar crosslinkers to see what
effect differences in the crosslinker would have on sensor
behavior and as alternative tests of the domain model. Figure 7
shows quenching curves for the 6% (Gp-163) homopolymer with
varying amounts of TGDA cross-linker, a very polar molecule. The
helerogeneity at the two monitoring wavelengths is greatest for
the 1% TGDA-containing polymer.
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Figure 7. Stern—Volmer quenching plots for pyrens in 6% acrylate
Gp-163 polymer with varying amounts of TDGA. The wavelength of
each measurement is indicated by the number next to each curve.
The pure 6% homopolymer result with highest degree of querching
has been shown.

In Figure 8, we summarized the I,/1, data for Gp-163 with
TGDA, MMA, and vinyl methoxy cross-linkers. Not shown is the
vinyl methyl polymers, which exhibited a good response as judged
by Lo/ Loxymn- However, the response time was extremely slow
(abour 10 min) compared to the other polymers. Thus, from a
practical standpoint, even though the terminal response is
comparable to the other additives, the poor respense time made
this copolymer unacceptably slow and no further studies were
conducted with it. The vinyl methoxy copolymer responds much
more rapidly even though it has a similar degree of quenching.

Ring Polymers. We were unable to do ring polymer work
with pyrene. After impregnation, pumping with a vacuum always
reduced the emission intensity. This may have been due to poor
binding of the pyrene and subsequent evaporation under vacuum.
Due to the limited amount of polymer available, no further studies
were attempted.
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Figure B. io/loxgen O pyrene in 6% acrylate Gp-163 polymer with
varying amount of TDGA. MMA, and vinyl methoxy cross-linkers.

Photochemistry. Mos: of the pyrene systems suffered from
severe photochemical instability. Therefore, it was necessary to
minimize photon dose during quenching experiments to prevent
irreproducibility. This was done by using minimum excitation
slits, keeping the sample in the dark except during emission
scanning, and limiting emission scans to 360—-39C nm (the
‘nformation-rich first through third vibronic bands). As a check,
after completing a quenching series the sample was returned to
its criginal air conditions. If the intensities had changed signifi-
canily, the results were discarded. The photochemistry was
exacerbated in the presence of oxygen but was not absent even
i evacuated cells. The increased sensitivity suggests a self-
sensitized singlet oxygen attack. but the photochemistry even in
the absence of oxygen suggests that other modes are probably
present,

DISCUSSION

Polymer Characteristics. The polymers and their charac-
teristics are described elsewhere? The PDMS backbone of all
the polymers represented the most hydrophobic region. MMA
and TGDA provided much more polar contributions to the
polymers. However, the two siloxane crosslinkers did reduce
the overall hydrophobicity of the Gp-163 polymer. The X-ray data
demonstrated “hat the mixed MMA/PDMS polymers were not
crystalline and there were no large regular domains. There also
appeared to be a decrease in helical PDMS structure with
increasing amounts of MMA either on the backbone or as added
cross-linker.

Domain Model. The major variation in the polymers was the
extant and nature of the polar functionality and rigidity. Our
results can be explained on the basis of a microscopic irregular
domain model where there is a tendency for polar groups to
cluster and nonpolar regions to separate from the polar regions.
Specifically, our systems are characterized by three types of
regions or domains. First, we have a largely hydrophobic domain
where the major constituent is PDMS. Second, we can have a
more polar region contributed by the crosslinker. Finally, we
can have interfacial regions, which are admixtures of the polar
and nonpolar components. Figure 9 is a schematic representation

Figure 9. Schematic representation of domain model for pyrene ir
a heteropolymer. The solic lines represent the PDMS regions with:
the cross-hatched regions representing domains with polar cross-
linkers. The heavier the cross-hatching. the mere polar the domain.

of this model showing the different binding environments for the
pyrene probe. We will now show that this model is adequate for
explaining the main features of all of our systems.

The domain model explains qualitatively the primary features
of the quenching curves. It can, however, be quantitated. We
will give a qualitative description of our different results within
this framework and then explore a more quantitative analysis of
the quenching.

PDMS Results. PDMS has substantial void or free volume.
These void volumes, and the opening and closing of them, provide
the very high rates of diffusion of oxygen through the PDMS
polymer. This is clearly seen in the pure PDMS fluids, which
above about 5 cs show little dependence of oxygen quenching on
macroscopic viscosity. Indeed, the solid diacetoxy polymer has
quenching that is only slightly less than that of the 500 cs oils or
even the very fluid cycichexane. In contrast, the rigid glassier
polymer regions provided by the MMA and TGDA allow little
opportunity for oxygen diffusion and, therefore, quenching. We
see o oxygen quenching of pyrene in PMMA.

Copolymer Resuits. There is the suggestion of a slight
increase of quenching response on the addition of small amounts
of MMA to the 3% (851) and 6% (Gp-163) homoacrylate polymers,
but larger amounts of MMA or TGDA substantially degrade
oxygen-quenching sensitivity. However, the vinyl cross-linkers
improve the degree of quenching significantly. The initial falloff
in quenching is not so rapid for the MMA as was observed for
the Ru(I) complex reported earlier? but otherwise the general
effects are similar.

We explain the TGDA and MMA copolymer resulis with the
domain model of Figure 9. The polar domains grow with
increasing amount of polar cross-linkers, While the pyrene is
preferentially soluble in the PDMS regions, there will still be some
tendency for it to dissolve in, or associate with. the more polar
components; this is especially true in the interfacial regions. Since
MMA and TGDA are stiff homopolymers with poor oxygen
quenching, any pyrene that segregates into these regions of the
copolymer will experience reduced quenching. Thus, increasing
amounts of polar crosslinkers will tend to partition increasing
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amounts of the pyrene in this poor quenching environment, and
the degree of quenching will fall. Alternatively, increasing the
polar component will increase the partially polar interfacial region
at the expense of the remaining pure PDMS regions. This stiffer
interfacial region will exhibit decreased pyrene-quenching ef-
ficiency. Anocther way of locking at this interfacial region is
indicated by the X-ray data, which suggest that MMA disrupts
the helical structure of the PDMS backbone. The disruption at
interfacial regions may lower the ability of the PDMS to provide
void volumes for efficient transport of oxygen. We cannot
differentiate between these interpretations and, in reality, a
mixture of the mechanisms may be at work in reducing the
quenching. Alternatively, there are variations in the local solubility
of oxygen that affect the degree of quenching. In view of the
relatively small differences in oxygen solubilities in different
organic solvents, we favor changes in diffusional properties.

The enhanced quenching observed for the vinyl siloxane cross-
linkers can be ascribed to two factors. First, one is adding a
siloxane polymer itself, which could have better quenching
properties than the starting polymer. Second, the vinyl polymer
may be disrupting the existing structure, making it more porous,
and increasing oxygen permeability. However, we have been
unable to examine the pure vinyl siloxane polymers. since we have
been unable to polymerize the pure prepolymer. Finally, one
should note from the differences between the vinyl methyl and
the vinyl methoxy resulis that good terminal response does not
necessarily correspond with rapid equilibration. Both polymers
give comparable final responses, but the rate of oxygen equilibra-
tion is much slower with the vinyl methyl. Thus, pyrene must
exist in sites that are comparable in quenching character, but the
bulk oxygen diffusion properties of the polymers are quite
different.

Diacetoxy Polymer. This crosslinked polymer made from
PS 368.5 is nearly pure PDMS. The extremely high degree of
quenching is consistent with the known superb oxygen diffusion
properties of pure PDMS.

This polymer does have some polarity. apparently associated
with unterminated SIOH's.” Since the more PDMSHike a polymer
is the greater the degree of quenching, we sought to increase
the percentage of PDMS in the system by making copolymers
with the monoacetoxy prepolymer (PS 363.5). The monoacetoxy-
terminated prepolymer can only yield a linear polymer; it never
achieves more than a very viscous liquid state. unlike the rubbery
polymer from the diacetoxy prepolymer.

We examined a series of mixed diacetoxy monoacetoxy-
terminated polymers. The compositions varied from pure diac-
etoxy to 33 wt % diacetoxy. All polymer films were of reasonable
quality except the 33% polymer, which was very difficult to cross-
link, and even after extensive heating in a humid atmosphere was
still rather sticky and oily with a very poor optical surface. This
may account for its deviations from the cther systems. All plots
were nearly linear and the lifetime data matched the intensity
quenching data well except at the highest oxygen concentrations
where we could not make accurate measwements. Table 3 shows
the quenching results and the R values for the different systems.
Thus, the quenching does not change greatly with increasing
levels of PDMS in this system. This result probably just reflects
the minimal amount of cross-linking relative to the PDMS regions
in all cases. Thus, for a very hydrophobic sensor molecule like
pyrene, increasing the amount of PDMS region over that already
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Table 3. Quenching Data for Pyrene in Mixad
Diacetoxy—Monoacetoxy-Terminated Polymers

Lo/ Ly
diacetoxy (%) 372nm 38
100 30
66 59
50 57

present in the pure diacetoxy-terminated polymer gains little or
nothing in quenching and degrades the mechanical properties of
the polymer.

Lifetimes. We did not do exhaustive lifetime measurements
on all of the polymers. However, for those studies where the data
could be trusted, there was no evidence for any stalic quenching.
Where there was substantial heterogeneity as indicated by
complex decay curves, Ty at low oxygen pressures varied in a
fashion consistent with dynamic quenching. The deviations from
the intensity data at higher oxygen pressure preciuded a definitive
resolution of this question, although at this time we have no
compelling evidence to suggest that there is any static quenching
in the pyrene system.

Intensity Quenching Model. We now turn 1o a quantitative
model for explaining the intensity-quenching data. The simplest
model that can account for the curved Stern—Volmer plots is the
two-site model that we have used earlier.” This model treats the
probe as existing in two distinguishable sites. In the earlier work
where the emission spectra were insensitive to quenching, we
assumed that the only differentiation was by the quenching at
each of the two sites.

In our current pyrene work, the pyrane shows both differential
quenching at different sites and different emission spectra at the
different sites. This results in the Stern—Volmer quenching
curves being different when monitored at different wavelengths.
Our two-site model assumes that each of two sites has its own
characteristic R and quenching constant Kgv. The modified
Stern—Volmer equations measured at each of the two vibronic
lines is then given by

L\ _ fn ‘ oo
(7)1 - 1/(1 +Knl0y] 1 stzmz}) o
[o ’7[01 bt \
= =1 +f')/< ; +
(])HI U KnlOy) T 1 »»:\,»[021) (sb)
#= /D ier/ U/ D sier = Egor/ B &)

Iy and ] are the measured emission intensities in the absence and
presence of oxygen, respectively. Kgv's are apparent Stern—
Volmer quenching constants given in units of the reciprocal
external pressure of the oxygen, fi’s are the fractional contribu-
tions of the ith site to the unquenched emission intensity for peak
1. The subscripts I and III correspond to data taken at peaks [
and I, respectively, and are the directly measured values. Ra.:
and R correspond to the peak ratios of sites 1 and 2,
respectively, and are not directly measurable quantities. A similar
expression was used earlier for studics of pyrene in C-18
chromatographic material.” The variable 7, given by eq 8¢, is the




Table 4. Two-Site Fitting Parameters for Quenching of
Pyrene in Different PDMS Polymers

polym Kevy Kavz r=
comp’ Jn (Torr)  (Tort™Y) Ry/R» Ry Ry Re™
Diacetoxy Polymer
DAC

0% 4y 0380 0.0465 0.0847 2 192,096 133

851 Copolymer with MMA Cross-Linker
MMA (Wi %)

04 (23 0.0101 0.0513  2° 161,0.81 099
5.7 (4) 0629 00129 0.0230 2" 1.58,0.79 102
0o (3) 040 0.0133 0.0847 2 141,0.71 099
5.70(3) .80 0.0155 0.0847 20 113,057 102

Gp-163 Copolymers with MMA Cross-Linker

MMA (wt %)

(.47 000221 00838 108 097,090 094
032 0001755 0.0265 118 L1119 100
48 0.001506  0.0365 121 105,086 095
.61 0.001 0.0222 11§ 109,091 102
047 0.00288 0.0847 112 1.05.095 1.00
0.00186  0.0847 1.23 103,084 095
071 000165 00847 122 1.07.0.88 102

G163 Copolymers with TGDA Cross-Linker

0.00221 0.0838 10§ 097,090 094
0.001424  0.0236 139 1.22,0.88 1.04
0.000644  0.0207 1.24 118,095 108
0.00228 0.0847 143 120,084 1.04
0.00101 0.0847 1.28 116,091 108

¢ Values ‘n parentheses are the number fiting parameters, b Best
< obtained with even larger values, but this is probably the
{ chemically reasonable value. Further, the differences in the
Y of the fts is negligible for larger r velues. © Ksyy was fixed at
0.0817. and the remaining parameters were adjusted. The standard
deviation was 0.3% higher for the fixed versus {ully floating fits.

ratio of R's for the two sites and can be derived from fitling
quenching data. Quenching data were simultaneously fit at peaks
T and [l We have chosen to analyze the data in two ways.

1n Table 4. we list the polymer systems that were fit to this
model. The solymers are arranged from top to bottom in
decreasing hydrophobicity of the parent polymer. The diacetoxy-
terminated polymer is firs:, followed by the 851 (3% acrylate on a
PDMS backbone) and its MMAenriched version, Gp-163 (6%
acrvlate on a PDMS backbone) with added MMA, and finally Gp-
163 with added TCDA. For ease of visualization, we show the 0%
MMA entry for both Gp-163 sets.

Tn the first fitting method, we used a two-site model with four
iree floating parameters: 7, fo, Ksvi. and Keve. fin is determined
by fiw=1— f.. These are the results that give the fits shown in
the figures. These parameters are given in Table 4. One of the
oddities that arises from this fitting procedure is the sometimes
physically unreasonable variation of a parameter, particularly f
with changes in polymer structure. Note, for example, Gp-163
with added MMA, where i does not increase monotonically with
the amount of polar MMA. Indeed. fy drops and then increases
with increasing percentage of MMA, which seems chemically
unreasonable

One fitting problera that we encountered for the DAC and 851
polymers is in the fitting of . For these systems, 7 tended to
i physically impossible values of 10 or more. A
) istic maximum for # i3 probably 2, and we fixed
parameter at 2 when fitting these systems. In general, the
differences in the quality of the Gt with 7 = 2 or free floating were

negligible (less than 0.5% in the standard deviation of the fit) so
this is not an unreasonable procedure.

The second fitting method of treating the data was based on
the striking similarity of the Ksvs's for DAC, pure 851, and pure
Gp-163, as well as the cxcellent agreement of these Kev's with
that for the 500 cs viscosity PDMS. In the framework of our
domain model, it seems plausible that the largest quenching
constant might be associated with a largely PDMS region and
that the Kev associated with this domain might be essentially
constant over all the polvmer mixtures examined. We thus fixed
K 2t 0.0847 Torr~!, the value for pure DAC, and refit the data
by varying only g1, fi, and 7. These fits were generally very
good, although some sinall systematic deviations were observed;
the resulting parameters are shown in Table 4 (denoted as a three-
parameter fit). The effect of this change is to give fi's that
monotonically increase with increasing amounts of the polar
polymer component in the mixtures, which is chemically more
reasonable.

While in all cases the four parameter fits were essentially
quantitative, we wish to state a caveat. These are complex Kkinetic
systems, and a good fit s not a guarantee of physical significance.
Very different models with completely different physical assump-
tions can quantitatively it the same data. For example, while we
assumed two sites, any number of sites or distribution of sites
can give equally good fits. Indeed, given the complexity of our
data, we suggest that our modeling should be taken only as a
suggestion of the underlying physical reality.

In keeping with our domain model, note the results for the
pure DAC, pure 851, and pure Gp-163. All exhibit heterogeneity.
Further, all are fit with a single highly quenched compenent and
a more poorly quenched component. For DAC, the poorly
quenched component still has an excellent quenching constant
(only a factor of 2 smaller than Ky for the highly quenched one)
and, thus, the excellent lincarity on the Stern—Volmer quenching
curve. However, on going to pure 851 (3% acrylate) and Gp-163
(6% acrylate), the K for the poorly quenched component plunges
to 0.01 Torr=1 and finally 0.002 Torr~!. Also, on going from pure
851 to pure Gp-163, the fraction of poorly quenched component
increases from about 0.2 to 0.5. This result is consistent with a
domain model where an increase in the amount of acrylate on
the PDMS hackbone increased both the percentage of poorly
quenched component and the stiffness of these domains with a
resultant reduction in its Kgv. These stiff domains have poor
diffusion coefficients and also probably reduced segmental motion
in the adjacent PDMS regions. Reduced motion in the PDMS
region lowers the rate of opening and closing of void volumes
with a concomitant reduction in diffusion and quenching.

We turn now to the polymers with added cross-linker. Again,
in keeping with the domain model, increasing the fraction of a
stiff polar crosslinker dramatically decreases overall quenching.
Our quantitative fits with a fixed Ksvy = 0.0857 Torr™ show an
increase of the poorly quenched fraction with increasing polar
component. For example, for Gp-163 with MMA it goes from 0.47
to 0.71 as the weight percent of added MMA increases from 0 to
5%. Similarly, for Gp-163 + TGDA, the fraction increases from
0.47 to £.68.

The behavior of the R's, however, is surprising and we have
seen no precedent in the literature. Even in DAC, the most readily
quenched component has the smallest R or the highest polarity.
This is true in all of the other systems, although the disparity
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between the R's is less for the other cross-linkers. Indeed, the
best quenched component usually has a polarity equivaleat to that
of MMA or PMMA rather than PDMS.

That very readily quenched molecules can exist in what appear
to be rather polar environments can be, in part, a quirk of the
dependence of R, which is a complex finction of polarity and
organization in microheterogeneous systems.”!! Ris not a linear
function of average solvent polarity in these cases. For example,!!
in water solutions pyrene that is double capped by £-CD senses
a polarity equivalent to that of cyclohexane; it is completely
shielded from water and sees only the hydrophobic CD core.
Singly capped pyrene. even though roughly 50% of the pyrene is
shielded from water, has an emission similar o that of pyrene in
pure water. In the case of double capping of pyrene by the smaller
0-CD. encapsulation is incomplete. The two ends are capped, and
a narrow annular ring of the pyrene is exposed to the water. Even
though a relatively small percentage of the pyrene surface is
exposed, R of this encapsulated pyrene is equivalent to that
observed for pure water. Thus. exposure of even a relatively small
portion of pyrene to a polar environment can dramatically affect
R. The complexity of this behavior is well illustrated by Figure
3. A small amount of ethyl acetate dramatically reduces R. Thus,
our assumption is that the well-quenched sites are indeed
essentially pure PDMS with intermixing of enough acrylate to
depress R but without disrupting the efficient iransport of oxygen
and quenching.

The presence of a more polar site in DAC is consistent with
our results for quenching of [Ru(Phyphen);]** This ionic
complex has reasonable solubility in DAC, which demonstrates
the existence of polar regions. We attributed this to unterminated
SiCH's.

This still leaves the question of the apparent low polarity of
the most poorly quenched sites even in the polymers with the
most polar cross-linker {e.g., TGDA). While in these miore polar
systems the K's are only somewhat larger for the quenched than
the unquenched sites, the effect is still there. At present, we have
no plausible explanation for this effect other than to suggest that
use of R for explaining local polarity in microheterogeneous
systems may not be as clearcut as has been helieved.

Regardless of the quantitative details. however, there is no
doubt about the presence of persistent hewerogeneity in the
binding environment of pyrene in any of these polymers. By
“persistent” we mean that the different sites persist on a time scale
that is long with respect to the excited state lifetime. The
nonlinear intensity quenching curves establish that the pyrene
exists in a minimum of two sites for all polymers. Even DAC
shows a substantial heterogeneity with two sites although the
quenching constants are within a factor of 2 of each other. For
DAC versus pure 851 versus pure Gp-163, there is a monotonic
decrease in the degree of quenching. This decrease in quenching
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is largely the result of a decrease in quenching constant for site
1, the more poorly quenched site, rather than an overall decrease
in quenching of both sites.

Finally we wish to make several points about polymer orga-
nization. It is very clear that even small changes in the composi-
tion or even the organizaticn of a polymer can have a dramatic
effect on quenching behavior. Compare DAC, pure 851, and pure
Gp-163. Addition of 3% and then 6% acrylate 1o the system
dramatically alters the quenching properties. Also. the source of
the MMA component can have a huge effect. Even 851 with
added MMA up to a total of 8 wt % acrylates is a far better support
for good quenching than the 6% Gp-163 without additional MMA.
Thus, shortening the runs of PDMS by increasing the backbone
component of acrylate is far more deleterious to gquenching than
cross-linking acrylates. This feature could be used to improve
mechanical properties without adversely affecting photophysics.

CONCLUSIONS

Our results suggest certain rules of design that should be kept
in mind when selecting polymeric probe supports for oxygen
sensors. Tvpically, the more PDMS in the support the better the
quenching. Even relatively small amounts of polar or stiff
components can substantially degrade performance.

Just because a polymer is a good solvent for the sensor does
not preclude severe heterogeneity, as shown by a nonlinear
Stern—Volmer response.

The two-site model is a very good quantitative one for a wide
variety of quite different structural polymers. However, one
should not use good fits as an unequivocal demonstration of the
accuracy of the two-site model for the underlying physical reality.
Such complex systems can be fit equally well by a wide variety of
models involving more than two sites or by complex distributions.
Only by means of very good lifetime measurements will one be
able to fully unravel the complexity of these systems. Finally,
our results do not prove a specific mechanism for the nonlinear
quenching. It could arise from variations in local oxygen
concerntrations, local coefficients, and local shielding by polvmer
conformation around the sensor. Unraveling some of these
complexities will be the subject of future investigations.
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Single-Molecule Electrophoresis

Alonso Castro* and E. Brooks Shera

Biophysics Group, Mail Stop D434, L.os Alamos National Laboratory, Los Alamos, New Mexico 87545

A novel method for the detection and identification of
single molecules in solution bas been devised, computer
simulated, and expcrimentally achieved. The technique
involves the determination of electrophoretic velocities by
measuring the time required for individual molecules to
travel a fixed distance between two laser beams. Com-
puter simulations of the process were performed before-
hand in order to estimate the experimental feasibility of
the method and to determine the optimum values for the
various experimental parameters. Examples of the use
of the technique for the ultrasensitive detection and
identification of rhodamine-6G, a mixture of DNA restric-
tion fragments, and a mixture of proteins in aqueous
solution are presented.

The rapid and efficient detection and separation of minute
quantities of biologically important molecules plays a central role
in a variety of fields, including molecular biology, bictechnology,
immunology. medical diagnosis, and forensic analysis. It has
proven difficult to identify and separate biomolecules at such low
concentrations by existing means. Therefore, it is important to
develop methads that are capable of probing samples at such low
concentrations with adequate sensitivity, resolution, quantitatior,
and ease. Here, we describe a new method for the ultrasensitive
deteciion and identification of fluorescent compounds in solution.
The technique involves the measurement of electrophoretic
velocities of individual molecules in a mixture and identification
by comparison with the clectrophoretic velocity known to be
characteristic of a particular molecular species. In our experi-
ments, the sample solution is contained in a capillary cell at a
concentration in the femtomoler range. An external voltage is
applied between the ends of the capillary, which causes the
molecules to migrate toward the cathode or anode, depending
on their charge. The migration velocity of each molecule, which
is the vector sum of the electrophoretic velocity and the elec-
troosmotic flow velocity, is calculated from the time required to
travel a fixed distance betwzen two laser beams. The passage of
ndividual molecules through each of the laser beams was detected
by using a modified version of our recently developed technique
of single-fluorescent-molecule detection.’™ A Monte Carlo com-
puter simulation of the electrophoretic separation and single-
molecule detection processes was performed in order to demon-
strete the feasibility of the method and to find the optimum
parameters for the experimental execution. The experimental
application of the method to the ultrasensitive detection and
identification of a mixture of TOTO-stained 1 DNA restriction

(3) Castro. A: Fairield, F. R Shera, E. B. Anal. Chem. 1993. 65, 849-852.
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fragments, a mixture of phycobiliproteins, and the single-fluoro-
phore rhodamine-6G has been demorstrated in this work.
Although we have focused on the delection and identification of
biologically important molecules, we believe that the technique
will also find applications in many areas of ultrasensitive organic
and inorganic chemical analysis.

EXPERIMENTAL. SECTION

Single-Molecule Electrophoresis (SME). A Spectra-Physics
3800 frequency-doubled mode-locked Nd:YAG laser producing 70-
ps pulses at 532-nm wavelength and 82-MHz repetition rate was
used as the excitation source. The laser cutput was attenuated
by a variable neutral density filter and then split into two parallel
beams by a beamsplitter—mirror combination. The resulting 1—5
mW laser beams were focused into the sample capillary cell by
an achromatic lens to yield two 10-um spots (1/e* value). The
ends of the 2-cm-ong, 100- x 100-um square cross-section glass
capiliary were connecled to two sample reservoirs by means of
plastic tubing (Figure 1). This arrangement, combined with a
10- x 10-um detection area (see below) translates to a 1% sampling
of the total number of molecules flowing through the capillary.
The reservoirs, capillary, and tubing were filled with the sample
solution. The total sample volume required to fill the sample
compartment is ~3 mL. For the purpose of accommodating
samples present in minuscule amounts, the sample compartment
of our apparatus could be reconstructed, if necessary, to have a
volume as small as 1 xL. The output of a high-voltage power
supply was connected to the sample reservoirs by means of
platinum electrodes. Typical applied voltages were in the 100—
200V/cm range. The applied electric field causes the ultradilute
solute molecules to migrate to the cathode or anode, depending
on their charge. As the individual molecules move through each
laser beam due to the elecirophoretic effect, repeated excitation—
emission cycles produce a fluorescence photon burst. This
fluorescence light from each beam is collected by a 40x, 0.75
NA microscope objective and spatially filtered by a 0.4- x 0.4-mm
square slit, which defines a 10- x 10-um detection area for each
laser beam. The light is then spectrally filltered by 30-nm-
bandwidth, eight-cavity interference filters centered at the wave-
length of emission maximum and detected by two EG&G single-
photon avalanche photodindes. Each detector output signal is
analyzed by independent time-correlated single-photon-counting
electronics under computer control. The detection electronics
reject Raman and Rayleigh scattering by using a ime-gate window
set such that only delayed fluorescence photons are detected. thus
increasing the signalto-noise ratio ¢f single-moiecule detection.t
Fluorescence data were collected in 1-ms intervals. Every burst
produced at the second beam by a given molecule will be delayed
with respect to the burst produced at the first beam by & fime
equal to the interbeam distance divided by the molecule's
migration velocity. Therefore, a histogram of these times will
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Figure 1. Single-molecule electrophoresis setup. An expanded view
of the square-bore capillary cell is depicted at ieft. showing the two
parallel laser beams focused through the cell. Fluorescence light,
represented by two sets of arrows. is collectec at right angles.
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produce a series of peaks, one for cach molecular species present,
since different species generally exhibit different electrophoretic
mobilities. A sample run time of 319.2 s was used in the present
measurements.

Sample Preparation. / DNA (ulllength, Apal and Xbal
digests) and TOTO-1 were purchased from New England Biolabs
(Beverly, MA), and Molecular Probes (Eugene, OR), respectively.
Nucleic acid solutions were prepared by dilution in TBE buffer
(10 mM Tris, 9 mM boric acid, 0.1 mM EDTA. pH 8.0) to the
desired concentration. TOTO-1 was added to the DNA samples
at a final base pair to dye ratic of 5:1. B-Phyvcoerythrin and
B-phycoerythrin—streptavidin conjugate were purchased from
Molecular Probes. Protein solutions were prepared by dilution
in 10 mM potassium hydrogen phthalate (KHP) buffer solution,
pH 4.8, Rhodamine-6G was purchased from Exciton (Dayton, OH)
and di luteci in water. Water was deionized and doubly distilled
prior to use. All solutions were prepared immediately before each
experiment.

COMPUTER SIMULATIONS

A Monte Carlo modeling computer program for the simulation
of the single-molecule electrophoresis process was developed on
the basis of the above description. This computer simulation has
prover (o be an invaluable tool for predicting the feasibility of
the single-molecule electrophoresis experiments, as well as for
understanding the various factors affecting the molecular migra-
tion and low-level fluorescence detection processes. The algo-
rithm consists of generation of individual molecules at random
positions and times at the top of the capillary cel, translation of
molecules due to both electrophoretic—electroosmotic migration
and random diffusion. excitation of molecules when they interact
with the Gaussian laser beams, fTuorescence erission, photon
collection and detection, and random generation of hackground
noise. The simulation of the electrophoretic migration consisted
of adding a measured constant velocity 1o each generated molecule
in the direction of the capillary axis. The simulation of the single-
molecule detection process employed the common fluorophore
rhodamine-6G as model syster and consideraed such parameters
as laser power, extinction coefficient, photodegradation quantum
efficiercy,” fluorescence quantum vield, and overall photon detec-
ton efficiency. Simulations were carried out on a Cray Y-MP

3182  Analytical Chemistry, Vol 67, Nc. 18. Septemnber 15, 1995

73104
6-]
<
2
= |
T 5 ]
&
b4
2 4 |
¢ &
o s P
s s
P st
PR
2 g \%\0
T 7 T T
-1000 -500 0 500 w0oe &
Time (msec) \o%

Figure 2. Cross-correlation traces between the simulaied signals
from the two detection channels for various diffusion coefficient values.
The peak’s x-axis center position represents the most probable time
taken by a molecule to travel the distance between the laser beams.
Diffusion coefficient units are cm?/s.

computer. Results were output as the cross-correlation between
the raw signals from the two detection channels. such that a peak
is obtained for each molecular species present in the sample. Alter-
natively, the results were output as a histogram of travel times,
where again, each species is represented by a peak. In this case,
the time position of each fluorescence burst that exceeded a s¢
threshold was determined by least-squares fitting lo a Gaussian
curve. The travel time for a given molecule was then calculated
by subtracting the time positions of the flucrescence bursts for
that molecule originating at each of the two laser beams. This
latter data analysis method allows for greater histogram peak
resolution at the expense of decreased histogram peak amplitudes.
Some of the simulation parameters, such as laser power, electro-
phoretic velocity (proportional to the applied voltage), and distance
between lascr beams, were varied until the best signal-to-noise
ratio was obtained and were later used experimentally.

In order to investigate the effect of molecular diffusion on thc
efficiency of electrophoretic velocity determination. a set
simulations was performed where the aqueous solution diffusion
coefficient was varied from that corresponding to a smaﬂ commen
fluorophore, such as rhodamine-6G (~3 x 1075 cm¥/s).7 to that
of a large biomolecule, such as a 6.6 kbp nucleic acid (~3 x 10°%
cm?/s).% Figure 2 shows the results. As expected. the cross-
correlation width increases as the diffusion coeffici
increased, because diffusion causes a broadening o the distribu-
tion of total molecular velocities. A decrease in peals amplitu
(and peak area) is also observed, because diffusi
deviation of the molecular trajectories from a straight path between
the two laser beams.

The dynamic range of the technique was investigated
performing another set of computer simulations. The sam;
concentration was varied over 4 orders of magnitude. from 62.5
aM to 1.02 pM. The net peak amplitude (and area) was found to
increase linearly with concentration over the whole range (r =
0.9999). The signal-to-noise ratio increased by only 1300 times
over the same concentration range, indicating that the baseline

nt value is

1ocauses a

{4) Soper, S. A Nutler, H. L.; Keller, R. A Davis, L. M.: Sher, B 3. Phowehen,
24977

Photobiel. 1993. 57.

Mataga, N. Cheir. Pliys. Lett. 1983

(6) Madelir . Ed. Landolt-Birnstein—Numerical Data and Finciionni
Relationships in Science and Technology, New Series: Springer-Vorlag: Berlin,
1990; Vol. le, p 272




noise increased somewhat with concentration. Al high concentra-
tions. the probability that two or more molecules migrate very
close to each other increases. Since there is no way to tell which
molecule produced which fluorescence burst, it is possible that a
“false” migration time originating from two different molecules
will be counted. along with the “true” migration times originating
from each individual molecule. These “false” migration: times are
randomly distributed ard are the cause of the observed increase
in baseline noise at high concentrations. If necessary, this slight
decrease in signal-to-noise ratio at high concentrations could he
overcomre by adding a third laser beam and detector, which would
allow the use of algorithms that would effectively discard such
“false” migration times.

RESULTS

Once the feasibility of the singlemolecule electrophoresis
technique was successfully predicted, the experimental demon-
siration was then accomplished. It is important to note that the
computer simulations were performed employing molecular
parameers corresponding to 2 single fluorophore, which repre-
senis the ultimate level of detection difficulty. Therefore, the
detection of biological molecules, which often contain multiple
fluorophores, is expected to proceed with even greater efficiency.

In one series of experiments, a mixture of DNA restriction
fragments was chosen for the experimental dernonstration of the
technique. Since the fluorescence quantum yield of DNAis very
small, we intercalated the fluorescent dye TOTO-1 (a dimer of
thizzole orange) into DNAT Figure 3 shows the fluorescence
bursts observed from the two detection channels for a 10 fM
solution of 2 DNA (48 502 bp) in TBE buffer to which TOTO-1
was added at a base pair to dye ratio of 5:1. Every burst on the
first detector appears shifted on the second detector by the time
taken for an individual molecule to travel the distance between
the two laser beams. To investigate the identification of DNA
fragments according to size, we used a mixture of DNA fragments
of three different sizes: 38, 24 and 10 kbp. It is a wellknown
fact that DNA fragments of different sizes experience essentially
the same drag force per unit charge in free solution, which makes
their separation impossible.” However, capillary electrophoresis
separations of DNA fragments have been successfully demon-
stratec with use of a semidilute, low-viscosity. entangled nolymer
solution as sicving media#0 We therefore added hydroxypro-
oy‘methyl cellalose at a concentration of 0.25% to that effect. The
time required for each molecule in the mixture to travel the 250-
um distance between laser beams was recorded. As expected,
larger fragments are retarded by the sieving media, whereas
smaller fragments travel faster. Figure 4 shows a histogram of
\hese times for ~1000 DNA molecules. Three peaks are observed,
corresponding to each one of the DNA fragment sizes. The peak
assignment was verified by running each DNA digest indepen-
dently under identical experimental conditions.

In another series of experiments, a mixture of two fluorescent
proteins was analyzed. Phycoerythrin (PE) and streptavidin-
conjugaled phycoerythrin (SPE) were mixed at zn individual

Wemmer, D. B Quesada, M. A Haugland, R. P
N, Nucleic Acids Res. 1992, 20, 2805—2812.

J Chem. Phps. 1971, 55, 572.
mita, C: Hice. Ko Ishimaru

; Samata, K.; Tana

5.
J. Chromatagr. 1989, 480,
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Figure 3. Fluorescencs sigrals ‘or a 10 fM 2 DNA solution ir. TBE
buffer. Cach fluorescence burst represents the passage of a molecule
through the laser beam. The bursts generated at the second laser
beam are delaysd by a fixed amount of time, about 800 ms in ths
particular case. Aoplied voltage, 120 Viem.
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Figure 4. Histogram of travel times for a mixture of three different
DNA fragments in TBE/HPMC buffer (10 fM each). Applied voltage.
150 V/em.

concentration of 20 [M in KHP buffer. These proteins were
chosen because they [luoresce in the visible region and because
of the importance of phycobiliprotein conjugates in flow cytometry
and immunofluorescence.’ Separation of the two components
was enhanced by laking advantage of the difference in their
isoelectric points, which were determined by standard agarose
gel isoelectric focusing techniques. The isoelectric point values
obtained were 4.43 £ 0.03 for PE*¥ and 4.57 & 0.03 for SPE. The

robes and Rescarch Chemicals,

8. Glazer, A, No: Hixson. C. 8.
J. Bigl. Chem. 1977, 2

Analytical Chemistry. Vol. €7, No. 18. Septermber 15. 1995 3183



800
Phycoerythring
500+
400~

3004 SPE

200

Number of molecules

100+

0
T T T 1
-1000 -500 ¢ 500 1000
Time (msec)

Figure 5. Histogram of travel times for a mixture of 20 fM
phycoerythrin and 20 fM streptavidin—phycoerythrin in KHP buffer.
Applied voltage, 100 V/em.

pH of the buffer solution was adjusted to 4.8, where PE acquires
a more negative character compared 1o SPE. Under these
experimental conditions, both proteins will migrate toward the
cathode, but SPE will migrate at a lower rate, because of both a
less negative character and its larger size. Figure 5 shows a
histogram of travel times for ~2500 protein molecules, where a
peak is observed for each component. Again, peak identities were
determined by running each component independently.

OQur computer simulations indicated that our technicque is
sensitive enough to detect and analyze a small, single-fluorophore
molecule, as well as fluorescently labeled DNA and the phyco-
erythrins, which are multifluorophore-bearing macromolecules.
To verify this hypothesis, we analyzed a sample consisting of 20
M rhodamine-6G in water. Figure 6 shows the raw data
corresponding to single-molecule fluorescence bursts observed
at the two detection channels. Fluorescence bursts corresponding
to the same molecule are labeled by the same number. Bursts
at detector 1 are delayed by a constant amount of time with respect
to the bursts at detector 2 (about 420 ms in the case illustrated).
The molecule in detector 2 marked by an X either drifted away
so that it missed the detector 1 laser beam or photodegraded while
in the first beam. Water blanks for each detector are also shown,
where single-molecule fluorescence bursts are not present. A
histogram of the migration times is shown in Figure 7. These
results show the applicability of the technique to the analysis of
single-fluorophore molecules.

DISCUSSION

One of the most commonly used techniques for DNA restric-
tion fragment sizing and for protein separations is gel—slab
electrophoresis. Despite its popularity, gel electrophoresis suffers
from some limitations, mainly because it involves a series of
manually intensive procedures that cannot be run unattended and
cannot be readily automated: casting gels, applying samples, and
running and subsequently staining the gels are time-consuming
tasks susceptible to poor quantitative accuracy and poor reproduc-
ibility. In some cases, in order to improve sensitivity, a radiciso-
tope needs to be incorporated into the sample, which brings up
a set of safety and environmental concerns. An additional
advantage over conventional gel electrophoresis is that the
identification process is continuous, rather than batch oriented,
and the process is therefore suitable for applications that require
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Figure 6. Fluorescence signal versus time for detector 1 (top) and
detector 2 (bottom) for a 20 fM rhodarmire-6G aqueocus solution. In
this case, molecules travel toward the cathode. such that they are
observed first in detector 2 and then in detector 1. Fluorescence bursts
corresponding to the same molecule are labeled by the same number.
The molecule in detector 2 marked by an X either drifted away so
that it missed the detector 1 laser beam or photodegraded while in
the first beam. Water blanks for each detector are also shown. Applied
voltage, 100 V/icm.

500 Rhodamine-6G/Water
400 4

330 —

200 -

Number of molecules

100 4

0 T T T

-1000 -500 0 500 100C
Time {msec)

Figure 7. Histogram of traval times extracted from Figure 6. The

distribution peak appears at negative times because our sign conven-

tion considers that positive times correspond to migration toward the
anode.

rapid, continuous on-line analysis. Capillary zone electrophoresis
(CZE) alleviates some of these problems, offering rapid, automated
analysis, improved reproducibility, and better quantification. Our



technique shares with CZE the basic idea of measuring migration
times for performing the analysis. In CZE, all molecules are
simultaneously injected at one end of the capillary, and the sample
components separate into bands according to electrophoretic
velocities. The detector at the end of the capillary records the
arrival of the various bands. In SME, the migration times are
recorded for each molecule arriving at the laser beams in a
continuous way, as opposed to the batch mode of operation of
CZE. Thus, SME is also suitable for applications that require
continuous, real-time analysis, such as those processes where the
sample composition and concentration change with time. SME,
however, does not currently achieve the separation efficiency of
gel—slab or capillary electrophoresis (~0.2%). The present
separation efficiency limit of the technique can be determined from
the widths of the peaks shown in Figure 2. For smaller diffusion
coefficients, such as those associated with biomolecules, the
separation efficiency values (expressed as peak fwhm divided by
peak center position) lie in the range 2%—3%, which is satisfactory
for most laboratory separations. In principle, increasing the
interbeam separation would cause an increase in the technique’s
separation efficiency. Since the rootmean-square molecular
displacement due to diffusion scales as the square-root of time,
increasing the total distance will cause a decrease in the electro-
phoretic velocity distribution width. We have estimated that
increasing the interbeam distance to, for example, 2500 xm,
theoretical separation efficiencies of 1% and 0.2% could be obtained
for rhodamine-6G and DNA in water, respectively. With use of
high-viscosity sieving media, the diffusion-induced distribution
width should be negligible. We are presently in the process of
further investigating this matter.

It is conventional to quote detection sensitivity in terms of a
limit of detection parameter (LOD) equal to the number of
molecules required to produce a signal equivalent to three times
the standard deviation of the baseline (background) of the
measurement. In the present measurements, we detect indi-
vidual molecules as they pass through the laser beams. There-
fore, the LOD is clearly <1 molecule. Still, it is useful to present
LOD values as a measure of signal and background levels and
for comparison with other published results. For the three
solutions discussed in the Experimental Section, LOD values
computed from the raw detector data streams are as follows:
nucleic acids, 0.047 molecules; proteins, 0.052 molecules; and
rhodamine-6G, 0.28 molecules. This latter value can be compared
with the recent result of Chen et al.,"* who obtained an LOD of
six molecules' for sulforhodamine-101 using laser-induced fluo-
rescence capillary zone electrophoresis coupled with a sheath flow
system. '

Although the present technique has a smaller LOD than CZE,
amore important property not revealed by the LOD values is the
ability to analyze extremely dilute solutions. By its nature, CZE
is a batch-oriented technique and is limited by the small volumes
that can be loaded onto the capillary. A number of molecules
equal to or greater than the LOD must be present in this small

(13) Chen, D. Y.; Adelhelm, K.; Cheng, X. L.; Dovichi, N. J. Analyst 1994, 119,
349-352.

(14) This value of six molecules is based on an estimated injected sample amount
of 17 molecules. If some of these molecules randomly diffused away after
exiting the capillary and never reached the laser beam in the sheath flow
cuvette, the actual LOD values obtained by Chen et al.” may be lower.

(15) Pinkel, D.; Stovel, R. In Flow Gy y: I ion and Data Analysi:
Van Dilla, M. A., Dean, P. N,, Laerum, O. D., Melamed. M. R., Eds;
Academic Press, Inc.: London, 1985; Chapter 3, pp 77—128.
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Figure 8. Estimated running time required to achieve a S/IN = 3
versus concentration for the single-fluorophore rhodamine-6G.

sample volume, or the technique fails. SME, on the other hand,
is a continuous analysis process in which arbitrarily large volumes
of solution can be analyzed if necessary to identify a rare or
extremely dilute component or to obtain statistical accuracy in
determining the concentration of such a component. The ultimate
dilution that can be analyzed is limited only by the running time
available.

In the present experiments, we have not attempted to optimize
the efficiency with which the sample solution volume is used.
Thus, the capillary tube is much larger than the small laser beam
spots, and therefore most sample molecules pass by undetected.
A smaller capillary, larger beam spots, or a sheath flow focusing
system would make more efficient use of the sample. Neverthe-
less, it is useful to explore the limits of the present SME system
for the analysis of dilute solutions. For this purpose, we assume
that the data from the detectors are analyzed using the cross-
correlation technique, which is convenient for long runs and large
data sets. For the present experimental conditions, we estimate
that with a 1 fM solution run for 35 min, ~80 molecules will pass
through the detection regions. For rhodamine-6G, 80 molecules
yield a cross-correlation signal amplitude of about 2232, or 27.9/
molecule. This signal is linearly proportional to the concentration.
The cross-correlation background is ~41.6 times the run time in
seconds. These values lead to the following relationship:

S/N ratio = 0.16 x run time (s) x concentration (fM)

Thus, for a given concentration, the S/N ratio will improve as
the square-root of the time the sample is run. Figure 8 shows a
plot of the run time required to obtain S/N = 3 as a function of
solution concentration. Note that concentrations below 1 fM can
be analyzed in a few minutes, and concentrations above 5 fM can
be analyzed in only a few seconds. A concentration limit of 1 fM
is >100 times smaller than that required for state-of-the-art CZE."

Although the single-molecule electrophoresis technique relies
on measuring molecular fluorescence, nonfluorescent molecules
may be detected by attaching a fluorescent tagging molecule to
them. In addition, some of the experimental conditions, such as
buffer composition, pH, viscosity, inner-surface capillary coating,
excitation and emission wavelengths, among others, can be
optimized to achieve the best separation of the particular sample
components being analyzed. In fact, many of the analytical
protocols specially developed for capillary electrophoresis separa-
tions are directly applicable to the present technique. For many
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years, researchers have optimized various capillary electrophoresis
methods for the separation of a large variety of chemical species
ranging from small organic and inorganic ions to various kinds
of pharmaceutical drugs and natural products.

The new method described here promises to combine the
advantages of free-solution capillary electrophoresis (system
automation, speed, reproducibility) with the unsurpassed sensitiv-
ity of single-molecule detection. The sensitivity and versatility of
the method may open the way to develop fluorescence immu-
noassay, hybridization, and DNA fingerprinting techniques that
do not require extensive DNA amplification using the polymerase

(16} Scharf, S. J.; Horn, G. T.
(17} Bej. A K. Mahbuban,

H. A Science 1986, 233, 1076-1078,
. M. Crit. Rev. Biochem. Biophys. 1991,

(18; chloesser, M.; Wagner, M.; Cooper, D. Nucleic

(19 Dunning, A. M. Talmud. P.; Humphric
1039
(20) Kwoh, 8. Higuchi, R. Natwre 1989, 339, 237,

I S. E. Nutelvic Acids Res. 1988, 186.

al
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chain reaction (PCR)'-"or other methods. Although PCR is a
highly effective amplification mechanism. the use of many PCR
cycles may introduce ambiguities arising from contamination and
by mechanisms not yet fully understood.”"* Besides the
demonstrated ability for the analysis of single fluorophores,
mixtures of nucleic acids, and proteins, the technique may find
applications in many other fields that require the ultrasensitive
analysis of sample components.
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Detection of Aromatics in Aqueous Solution by
Surface-Enhanced Raman Scattering by Substrates

Chemically Modified with

p-tert-Butylcalix[4]arenetetrathiol

Wieland Hill,*! Bernhard Wehling,! Charles G. Gibhs,* C. David Gutsche,! and Dieter Klockow?

Institut fur Spektrochemie und Angewandte Spektroskopie (ISAS), P.O. Box 101352, 44013 Dortmund, Germany, and
Texas Christian University, P.O. Box 32908, Fort Worth, Texas 76129

Chemical modification of rough silver surfaces by p-tert-
butylcalix[4]arenetetrathiol (BCAT) has been demon-
strated to produce substrates for surface-enhanced Ra-
man scattering (SERS) that form reversibly complexes
with aromatics from aqueous solutions. Due to this
complexation, the detection limits for aromatics without
groups that attach to silver are clearly decreased in
comparison to mere adsorption at the bare metal surface
and were found to be 100 yM for benzene, 50 M for
chlorobenzene, and 5 #M for 1,2-dichlorobenzene in
water. The SERS bands of the surface-bound BCAT have
been used as an internal standard for the surface con-
centration of aromatics. The intensity ratio of bands of
adsorbed aromatics and surface-bound BCAT has given
2 measure for the solution concentration of the aromatics
with a dynamic range of about 2 orders of magnitude.
Characteristic shifts of aromatics bands due to substitu-
tion have permitted the identification of benzene deriva-
tives as well as mixture analyses. An adsorption enthalpy
of —6.7 kJ/mol has been determined for the adsorption
of chlorobenzene by measuring its temperature depen-
dence.

Recent improvements of instrumentation clearly extend the
fields of application of Raman spectroscopy using compact,
sensitive, and portable spectrometers. The surface-enhanced
Raman scattering (SERS) at rough metal films or particles is a
rather promising tool for chemical sensors because of its
zbility to easily detect submonomolecular layers of organic
substances adsorbed al metal surfaces. A major problem in
the application of SERS to chemical sensing arises from the
necessity for adsorption at a metal surface. Metals exhibit rather
unspecific adsorption properties and are chemically reactive.
Therefore, analytes may not be adsorbed or adsorption centers
may be poisoned by concomitant substances. Such problems can
be avoided by organic modification of SERS active metal sub-
strates.’

By chemical modification, selectively adsorbing centers can
he generated. However, at a modified surface, analytes interact
with the organic adsorption centers and not directly with the metal

surface. Therefore, the chemical contribution to the SERS

ISAS.

L.; Davis, K. L Morris, M. D. Anal. Chem. 1990. 62, 846—

9003-2700/95/0367-3187$8.00/C @ 1995 American Chemical Society

enhancement due to bonding to the metal? may be suppressed
for the analyte. Chemically enhanced SERS bands of the modified
layer might superpose the weaker analyte bands. We will show
that this effect does nol dominate for the investigated system.
Furthermore, iodide ions that were shewn in a previous paper®
to exhibit selective enhancement proved to be useful for a selective
enlargement of analyte bands in comparison with those of the
modified layer.

Thioorganics such as thiols or disulfides are known to be useful
agents for the organic modification of metal surfaces, since the
sulfur functions react chemically with the metal, yielding stable
surface compounds ! Adsorption of chlorinated ethylenes and of
aromatics at SERS substrates hydrophobized with octadecanethiol
has been demonstrated in recent papers.™® Lipophilic interaction
resulted in a concentration of the investigated organics within the
SERS active layer and lowered the SERS detection limits.

A first example of stoichiometric adsorption at thicorganically
modified SERS substrates was the complexation of alkali metal
ions with immobilized thiol-derivatized dinenzo-18crown-6.” Re-
cently, SERS was used to detect complexation of methyl orange
at colloidal silver coated with thicl-derivatized cyclodextrin.®

In the present paper, evidence for reversible complexation of
organic molecules with organically modified SERS substrates is
reported. Since organic analytes in general exhibit characteristic
SERS bands. a double selactivity can be achieved by this detec-
tion principle: selective complexation combined with specific
detection.

EXPERIMENTAL SECTION

Raman Spectroscopy. Raman measurements were carried
out with a 0.5 m triple monochromator with subtractive dispersion
of the first two stages (DILOR XY). The dispersion of the
spectrometer was 1.1 nm/mm. The excitation source was a cw
Ti:sapphire laser (Coherent 890) operating at a wavelength of 702
nm. The laser radiation was filtered by a grating monochromator

(2) Otto, A.; Mrozek, L: Grabhorn, H.: Akemann, W. J. Phys.: Condess. Matier
1992, 4. 11431212

(3) Wehiing, B.; Hill, W.; Klockow, D. J. Mo’ Strucl. 1995, 349, 117120

) Ulman, A A» Imyoduction lo Ullzaiin Organic Films, From Langniuir—
Blodgett lo Self-Asseinbly; Academic Press: Boston, 1991

(3 Mullen, K.; Carron, K. Axal. Chom. 1994, 66, 478~

(6) Carron, K.: Peitersen, L.; Lewis, M. Enviran. Sci, Technol. 1992, 26, 1950~
1954.

(7) Heyns, J. B.; Sears, L. M. Corcoran R. C.i Carron, K. T. Anal. Chen. 1994,
66, 15721574,

(§) Macda, Y.; Kitano, t1. . Piys. Chewm. 1995, 99, 487—488.
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Figure 1. Schematic of 2 SERS substrate.

to remove low-intensity sidebands and the spontancous emission
background. Laser light with a power of ~10 mW was focused
to the sample on a spot with a diameter of 30 um. An f/1.0
collection optics produced a 5-fold enlarged intermediate image
of the laser spot in the plane of the entrance slit of the
spectrometer. Slit widths were 300 um. A nitrogen-cooled CCD
camera (Wright Instruments) with a 298 x 1152 chip (EEV 88131)
served as the detector. Integration times were 5 min, unless
otherwise stated. SERS spectra were taken in backscaftering
geometry from substrates (Figure 1) immersed in aqueous
solutions of aromatics contained in a conventional 1 cm quartz
cuvette for fluorescence measurements. The cuvettes were closed
to prevent evaporation of volatile analytes during the measure-
ments. The analyte solution was thermostated by a water
thermostat connected to a home-made cuvette holder within a
temperature range from 274 to 343 K.

Peak heights of SERS bands of the analytes were determined
using difference spectra of substrates immersed in analyte solution
and in pure water. The given cetection limits are based on
measurements with analyte peak heights of minimum 3 times the
standard deviation of the difference spectra hackground.

Materials. Rough metal films of a thickness of 75 nm were
prepared by vacuum evaporation of 99.99% silver onto glass slides
previously spin-coated with 150 uL of aqueous suspensions of 0.3
um alumina particles according to a method described by Bello
etal? Scanning electron microscopy showed that the substrates
exhibit submicrometer roughness due to separate alumina par-
ticles as well as larger structures of aggregates.

ptert-Butylcalix [4]areneterrathiol (BCAT) was prepared from
petertbutylcalix[4]arene (BCA) as described elsewhere Silver
SERS substrates were coated with BCAT by immersion of the
substrates for 90 min in 100 M BCAT solutions in toluene. The
dependence of SERS intensities on the imumersion time indicated
practically completed adsorption of BCAT after 90 min. In the
standard procedure, BCAT-coated substrates were immersed for
5min in 1 mM aqueous KI solutions and rinsed with high-purity
water before the adsorption experiments with aromatics. Adsorp-
ton of iodide ions is known to enhance the SERS intensities by
chemiical effects.’™? The iodide was not applied for measurements
of the subsection “complexation”.

(©) Bello. I. M.: Stokes. D. L. Vo-Dinh, T. Appi. Spectrosc. 1989, 43, 1325—
1330.
(10) Gibbs. C. G.; Guische, C. D. . Am. Chem. Soc. 1993, 115, 5338-5339.
(11) Jeanmaire, D. L.: Van Duvne, R. P. J. Electroanal. Chem. 1977, 84, 1-20.
(12) Pettinger. B.: Wezel, H. In Swriace Enhanced Raman Scattering; Chang, R.
K.. Furtak, T. E., Eds.; Plenum Press: New York and Londen, 1982; pp
293-314.
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Benzene (Merck, >99.5% GC), chlorobenzene (Merck, >99.5%
GQ), 1,2-dichlorobenzene (Fluka, >99% GC). hexachlorobenzene
(Schuchardt, >98%), and toluene (Merck, >99.7% uvascl) were
used as delivered for the preparation of aqueous and toluenic
solutions. High-purity water with an electrical conductivity below
0.07 4S was produced by a commercial water purification
system (Millipore Milli-Q) equipped with an additional filter for
organics.

Concentrated aqueous solutions of the analytes (20 mM
benzene, 2 mM chlorobenzene, and 0.5 mM 1.2-dichlorobenzene,
respectively) were produced by pipetting with a newly calibrated
pipet the desired amount of analyte and mixing it with the solvent
within a closed, calibrated glass bulb. Complete dissolution of
chlorobenzenes was achieved by ultrasonic treatment. Diluted
solutions were obtained by pipetting from the concentrated
original solutions immediately before the SERS measurements.
The saturated aqueous solution of hexachlorobenzene was pro-
duced by lasting treatment of a mixture of the analyte with water
in an ultrasonic bath.

Safety Considerations. The analytes used here are toxic
and/or carcinogenic. Swallowing, skin contact, and breathing in
of these chemicals should be strictly avoided. Intense collimated
laser light can cause skin irritation. Observation of collimated or
scattered laser light with unprotected eyes can lead to serious
eye damage.

RESULTS AND DISCUSSION
Immobilization. Basket-shaped calixarenes are known as

complex-forming agents for various compounds.*'* Replacement
of the hydroxyl groups of the lower rim of BCA by thiol greups™*
produces an agent that can be easily immobilized at metal surfaces
by the procedure described above. However, the strong intramo-
lecular hydrogen bonding among the OH groups is assumed to
contribute essentially to the formation of the cone conformation
(Figure 2, structure 1), in which BCA exists almost exclusively
in solution and in the solid state.® The thiol groups exhibit
weaker hydrogen bonding, and the BCAT was found to exist in
the 1,3-alternate conformation (Figure 2, structure 2) in both the
solid and the solution state.”?

Complexing capabilities of immobilized BCAT should strongly
depend on its conformation. Therefore, the question arises
whether the cone conformation can be restored by bonding to
the surface or the alternate conformation predominates there also.
A comparison of the SERS spectrum of the immobilized BCAT
with the Raman spectrum of the same substance in the solid form
before immobilization (Figure 3) shows a complete disappearance
of the S—H stretching bands around 2540 cm™! after bonding to
the surface. Thus, it can be assumed that at least the major part
of the surface-bound molecules has formed four S—Ag bonds with
the surface. Since this 4-fold bonding is hardly imaginable for
the alternate confortnation, one should assume that the conforma-
tion of the BCAT changed to conelike (Figure 2, structure 3) due
to the bonding to the surface. This assumption is further
supported by the complexing capabilities of the immobilized BCAT
described below. Further differences between the spectra of the
immobilized BCAT and the solid reagent may also be caused by
the change of conformation. However, a detailed analysis of the

(13) Gutsche, C. D. Calixarenes. In Monographs in Supramolecular Chenistry;
Stoddart, J. F., Ed.; Royal Society of Chemistry: London, 1989.

(14) Bohmer, V., Vicens, J.. Eds. Calixareness A Versulile Class of Macrocyciic
Compounds; Kluwer Academic Publishers: Dordrecht, 1991.
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Figure 2. Conformation of calix[4]arene (1), its thio derivative BCAT (2), and the surface-bound melecule 2 (3).
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Figure 3. SERS specirum of p-lert-butylcalix[4jarenetetrathiol after bonding to a silver substrate (a) and Raman spectrum of the same calix-
[4]arene in the solid state (b). (Bands in spectrum a are stronger than those in the following figures due to the use of a stronger enhancing

SERS substrete charge.)

vibration modes of this comparatively large molecule cannot be
given at present.

Complexation. Benzene is lacking functional groups that can
interact with the silver surface. Therefore, SERS signals of
benzene at silver substrates could be observed only at compara-
tively high benzene concentrations. For a bare metallic substrate
immersed in a 10 mM benzene solution, the strongest benzene
SERS band at 992 cm™! had a height of about 10% of the
continuous background of the SERS substrate itself. The continu-
ous inelastic background is generally observed together with
SERS.'% and it lirrits the detection of weak adsorbate bands rather
than their scattering intensity.

For a BCAT-coated SERS substrate, the same ratio of the
intensity of the 992 cm ™! band and the background was obtained
with 1 mM solution. Unfortunately, a simple comparison of band
intensities does not provide a proper measure of surface coverages
with and without BCAT, becausc SERS enhancement strongly
depends on the distance and chemical interaction between
molecule and metal. Definitely, the BCAT-complexed benzene
is positicned a certain distance from the metal, and thus, the
enhancement should be weaker than that for molecules that are
in direct contact with the bare metal surface.

The SERS spectrum of a BCAT-coated substrate immersed in
benzene solution (Figure 4a) is apparently a superposition of the
SERS spectrum of the BCAT-coated substrate (Figure 4b) and

(15 Akkeman, W Otto, A Swst Sei. 1994, 307-209, 1071-1075.

the Raman spectrum of benzene (Figure 4c). No indications for
spectral changes due to the interactions between BCAT and
benzene can be observed.

Chlorobenzene and 1,2-dichlorobenzene have also been com-
plexed with the BCAT-coated substrates, giving SERS spectra with
high signal to noise ratic even for substrates immersed into
micromolar solutions. At bare metal substrates, 1.2-dichloroben-
zene was not observable even in nearly saturated solution, and
the strongest SERS band of chlorobenzene could be distinguished
from the background only in 2 mM solution. As with benzene,
the SERS spectra of BCAT-coated substrates immersed in chlo-
robenzene (Figure 5) and 1,2-dichlorobenzene solutions (Figure
6) are merely superpositions of the spectra of the substrate with
that of the adscrbates without any indication of spectral changes
due to complex formation.

Alternate immersion of BCAT-coated substrates into solutions
of the aromatics and pure water showed that the adsorpticn of all
three investigated compounds is completely reversible. With
solutions of higher concentrations, measurements with integration
times of 10 s showed that the adsorption is practically complete
after about 10 s.

SERS Enhancement by Iodide. Iodide is known to give a
substance-specific additional enhancement of SERS intensities.
For the BCAT=coated substrates, it only slightly affected the BCAT
intensities, but the intensities of aromatics adsorbed at BCAT-
coated substrates were increased 2—3-fold. Furthermore. the
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Figure 5. SERS spectrum of a BCAT-coated substrate within a 0.5 mM agueous chlorobenzene solution (a). The Raman spactrum of

chlorobenzene (b) is given for comparison. Spectrum a is shifted upward.

broadband background signal was reducec by the iodide. Alto-
gether, the signal to noise ratio in the detection of aromatics was
clearly improved. Therefore, iodide addition was included in the
standard procedure for the measurements discussed further
below.

Concentration Dependence. The concentration dependen-
cies of the analyte to BCAT peak height ratios are given in Figure
7. The detection limits derived were 100 xM for benzene, 50 uM
for chlorobenzene, and 5 M for 1,2-dichlorobenzene in water.
Further lowering of these values should be straightforward by
use of a holographic filter with high throughput instead of the
two subtractively coupled monochromators for stray light reduc-
tion, by reduction of the dispersion of the spectrometer, and by
evaluation of peak areas instead of heights.

The calibration functions are roughly linear, as is expected for
the low-concentration part of Langmuir isotherms. Complexation
of single analyte molecules within BCAT cages should strongly
suppress interactions between the adsorbed analyte molecules.
Therefore, the observed Langmuir isotherm should necessarily
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appear for this type of adsorption. No saturation of the surfaces
was observed up to solution concentrations near saturation. The
dynamic range of the observable concentration dependencies was
about 2 orders of magnitude. It was limited at higher concentra-
tions by the solubility of the aromatic compounds in water and at
lower concentrations by the broadband background signal from
the substrate.

The absolute intensities of the SERS bands scatter by some
10% for different substrate positions. Apparently this is caused
by a somewhat inhomogeneous distribution of alumina particles
on the glass slides and, therefore, a position dependence of the
SERS enhancement. The use of the BCAT band intensities as an
internal standard clearly reduces the dependence of arcmatic
intensities on the substrate properties and gives the reasonably
linear calibration functions shown in Figure 7. This good linearity
indicates that the adsorption at the coated substrate might include
a stoichiometric complexation of the aromatics with the surface-
bound BCAT.
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s of aromatic bands to the BCAT band at 1043¢m™". For benzene
) and chiorobenzene (O), the strongest bands. at 992 and 1002

cm . respectively, were used. For 1.2-dichlorobenzene (C1). the band
at 861 om™* was chosen because of the overlap of the strongest band,
31 1038 cm 'L with a BCAT band.

“he slope of the concentration curves in the double logarithmic
plot is somewhat smaller than the value of 1 expected for the
Hace coverage from Langinuir adsorption and slighily depend-
ent on the adsorbed substance. A possible explanation for this
effect may be that the plotted peak height ratios were not exactly
proportional to the surface coverages with the analytes. For
instance. the BCAT band height used as a reference may be
somewhat enlarged by the adsorption cf aromatics by an influence
of the guest molecule on the structure, orientation, or polarizability
of the host BCAT molecule.

The lowering of the detection limiis with increasing number
of chloro substituents from 0 to 2 seems to point either to an
interaction between BCAT and these substituents or to an inverse
relationship betwesn adsorption and solubility, as was observed
for chlorinated ethvlenes at octadecanethiol-coated substrates.®
However, a direct comparison of surfacc concentrations of the
different compounds cannot be given, since the band intensities

depend on the polarizabilities of the considered molecules, and
the peak intensity ratios give, therefore, only a relative measure
for the surface coverage.

Attempts 1o detect hexachlorobenzene at modified substrates
mmersed in a saturated aqueous solution of this analyte failed
because analyte bands were completely missing in the SERS

ane (D) is given for comparison. Spectrum & is shifted upward.

-0.2-

In (relative peak intensity)
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Figure 8. Temperature dependence of the band height ratio cf the

chiorobenzene band at 1001 cm™* and the BCAT band at 1043 cm™

observed for a BCAT-coated substrate immersed ina 1 mM agusous

chiorobenzene solution.

spectra. This shows that the adsorption at the BCAT-coated
substrate is neither exclusively an inverse function of solubility,
which is clearly lower for hexachlorobenzene than for the other
investigated analytes, nor relatec only to an affinity between the
chloro substituent and the BCAT cage. The missing hexachlo-
robenzene adsorption rather indicates that adsorption within the
BCAT cage is a shape- or size-selective process.

Temperature Dependence. Absolute surface coverages are
not direcily measurable by SERS, since the Raman scattering
intensities at the surface strongly depend on the unknown
orientation of the adsorbed molecules. Therefore, the adsorption
equilibrium constants for the analytes cannot be derived from our
measurements. However, adsorption enthalpies can be obtained
from changes of relative surface coverages due to temperature
variation.

An investigation of the dependence of the chlorobenzene to
BCAT peak height ratio on the temperature was carried out in
the temperature range between 2 and 70 °C. By always employing
peak height ratios for quantificadon of the analytes, temperature
influences on the SERS effect should be largely excluded, and
the ratios should be gond estimates for relative surface coverages
with chlorobenzene. In the logarithmic plot of the peak height
ratio versus 1/7 (Figure 8), a linear relationship was obtained, as
expected for Langmuir adsorption far from saturation. The slope
of the curve gives an zdsorption enthalpy of —6.7 kJ/mol for
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Figure 9. Dependence of SERS band height ratios of the benzene
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to the BCAT band at 1043 cm ™’ on the chlorobenzene concentration.
The benzene concentration is fixed to 1 mM. Error bars represent
the standard deviation of repeate¢ measurements on the same
substrate with repeated filing of the cell.

chlorobenzene at immobilized BCAT. This low enthalpy indicates
merely van der Waals interaction and may be due to the
comparatively small size of the BCAT cone, not forming an
optimum “recipient” for the aromatic guest molecules.

The enthalpy is somewhat below the tipical mean value of van
der Waals interaction. which is —20 kJ/mol. Tt should be
mentioned, however, that the measured value represents the
difference between complexation and solvation enthalpies of the
molecules.

Adsorption from Mixtures. Since the SERS bands of the
adsorbed compounds clearly depend on the substituents, the
adsorbed aromatics can be identified and mixiures of the aromat-
ics can be analyzed using BCAT-coated substrates. For quantita-
tive analysis, however, it is necessary to know the mutual influence
of coadsorbed species. Figure 9 shows the benzene and chlo-
robenzene band intensities as a function of the chlorobenzene
concentration at a fixed benzene content. The relative peak height
of the selected band of chlorobenzene, which is supposed to
interact more strongly with BCAT, depends linearly on its
concentration regardless of the presence of benzene. This
corresponds to the expected behavior for low henzene coverage
of the surface.
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In contrast, the benzene band intensity is clearly diminished
with increasing chlorobenzene concentration, which points to a
replacement of benzene by its chloro derivative. However. the
stronger decrease of the benzene band intensity at lower chlo-
robenzene concentrations in comparison to higher concentrations
cannot be explained by the simple model of a merely competitive
adsorption.

CONCLUSIONS

Coating of rough silver films with BCAT has produced SERS
substrates that form reversibly complexes with benzene and two
of its chloro derivatives. The detection limits of SERS for these
compounds have been lowered considerably by this complexation
and by the additional enhancement effect caused by iodide. The
reversibility of the surface complexation opens the possibility to
determine the aromatic compounds considered via adsorption
from aqueous solution with a dynamic concentration range of
about 2 orders of magnitude. The comparatively small adsorption
enthalpy resulting for chlorobenzene indicates the predominant
effectiveness of van der Waals forces.

Concerning possible applications for chemical sensors, sub-
stance-specific SERS sensing could exhibit selectivity and multi-
substance capabilities superior to those of most other sensor
principles, in which selective adsorption is used in connection with
detection of less specific parameters such as refractive index, layer
thickness, mass, light absorption, or fluorescence.
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Development of High-Accuracy ICP Mass
Spectrometric Procedures for the Quantification of
Pt, Pd, Rh, and Pb in Used Auto Catalysts

E. §. Beary* and P. J. Paulsen

NIST, Gaithersburg, Maryland 20899

Inductively coupled plasma mass spectrometric proce-
dures have heen developed for the high-accuracy deter-
mination of three platinum group elements (Pt, Pd, and
Rh) and Pb in two used automobile catalysts. Isotope
dilution quantification was applied for the certification of
Phb, Pt, and Pd. The mononuclidic Rh was quantified
using an internal standard after careful assessement of
potential systematic errors from incomplete dissohition
and instrumental interferenices. The Pb concentrations
are certified at 6228 + 49 mg/kg in SRM 2556 (Used
Auto Catalyst—Pellets) and 13931 + 97 mg/kg in SRM
2557 (Used Auto Catalyst—Monolith). The certified con-
centrations for the platinum group elements in SRM 2556
and SRM 2557, respectively, are, for Pt, 697.4 & 2.3 and
1131 = 11 mg/ke; for Pd, 326.0 £ 1.6 and 233.2 £ 1.9
mg/kg; and for Rh, 51.2 £ 0.5 and 135.1 + 1.9 mg/ke.

Motor vehicle exhaust is considered a major source of air
pollution. Since the mid-1960s, when the state of California passed
legislation aimed at restricting environmental pollutants including
automobile emissions, car manufacturers have focused attention
on methods that reduce exhaust pollutants. The Federal Clean
Air Acts of 1975 and 1991 scheduled increasing environmental
restrictions extending to the turn of the century. By the 1970s,
all car manufacturers had modified their exhaust systems to
include the catalytic converter. Although more sophisticated
versions of these converters are used today, they remain the
principal device used to reduce hazardous emissions by converting
CO and hydrocarbons to COy and NO; to Hz0 and Ne.

“he active components of automotive catalytic converters are
platinum, palladium, and rhodium (platinum group elements, or
PGEs), which are finely dispersed on an inert substrate such as
aluriina using a solutior. “washcoat”. Per vear, approximately $500
million worth of PGEs are used in the automobile industry alone.
Therefore, this industry is actively studying ways to increase the
efficiency of catalytic converters and reduce their cost. The
economic value of PGEs from used catalytic converters has
created a significant recycling industry, with the value of the
recvcled catalyst dependent upon accurate chemical assay of the
PGEs. These analyses are notoriously difficult since PGE recov-
eries by most analytical procedures are nonquantitative and
variable. Differences ir. assay can represent significant differences
in the assigned value for these materials.

Geologists were among the first to apply inductively coupled
plasma mass specirometry (ICPMS) to PGE determinations in

Thig articie not suaject to U.S. Copyright. Published 1995 Am. Chem. Sac.

the mid-1980s."# The improved detection limits over graphite
furnace atomic absoption spectroscopy (GFAAS) and neutron
activation analysis (NAA) permitted their determination in ‘ow-
abundance crustal rocks? and waters.” The methods of quantifica-
tion used were adapted from conventional optical spectroscopic
procedures. In 1993, Hall et al. reported isotope dilution {ID)
ICPMS procedures for the determination of platinum and pal-
ladium in freshwater samples.

A variety of other analytical mcthods have been routinely
applied to the determination of the PGEs in automobile catalysts.
Some industrial methods include wavelength dispersive Xray
fluorescence (WDXRF) and inductively coupled plasma atomic
emission spectroscopy (ICP-AES) with mixed acid digestion or
fire assay.5 However, in round robin analyses, it was demonstrated
that agreement among laboratories was poor, aud technique-based
biases were indicated.’ Dissolution of these materials, particularly
the spent catalyst, was difficult and presented a possible source
of systematic bias. Brown et al. investigated the use of microwave-
assisted dissolution followed by ICPMS analyses quantified by
internal standardization.® The ICPMS results for Pd and Rh
compared favorably with interlaboratory WDXRF results.

Instrumental neutron activation analysis (INAA) provides a
method of direct solid analysis but is not routinely applied.” Glow
discharge atomization atomic absorption spectroscopy (GDA-AAS)
offers an alternative through direct atomization from the solid state
after mixing with a suitable conductive host matrix® However,
the relative errors associated with these techniques approach 5%
for these materials.

The need for highly accurate assay standards led to the
production of two used auto catalysts standard reference materials
(SRMs) by the International Precious Metals Institute (IPMD and
the National Institute of Standards and Technology (NIST)

This paper describes the development of methods for the
ICPMS certification of Pt, Pd, Rh. and Pb in the two used auto
catalysts. For this work, all of the clements except for mononu-
clidic Rh were quantified by ID. Of the PGEs, only Pd has been

o Cheung Y. Y. Anclyst 1987, 112, 1217,

: Crock, Anal. Chew 1987, 59. 1150.

. C. Ceol. Newsi. 1990. 14, 197.

. C. /. Anal. :1t. Spectrom. 1993, 8, 1C59.

. Presented at the Seminar of the
New Orleans, LA, March 1991,

. K. J. Anal. As Speciron. 1991, 6,
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465, 613,

. Acta 1991,
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previously determined by isotope dilution mass spectrometry
(IDMS) at NIST using spark source mass spectrometry (SSMS),”
while Pb is routinely determined using both thermal ionization
mass spectrometry (TIMS) and ICPMS. ID-ICPMS has been used
at NIST for the certification of reference materials since the mid-
1980s"" and is now the instrument of choice for IDMS.
However, the [CPMS is also capable of quantitative measurement
without isotope dilution, and the analytical procedures used to
obfain the Rh {mononuclidic) concentraticn at the required
accuracy are detailed.

EXPERIMENTAL SECTION
Materials and Reagents. All of the high-purity mineral acids

and water used in this work were prepared anc analyzed at NIST."
All chemical preparation experiments were performed in a Class
10 clean laboratory.’* A Class 100 clean air hood is suspended
above the sample introduction system ol the ICPMS.

Description of Autocatalyst SRMs. The two used auto
catalyst SRMs, 2556 and 2557, are pulverized and sieved powders
of the recycled pellets and monolith material, respectively. The
material was supplied by Inco Ltd., the major recycler of used
auto catalysts in North America, according the following proce-
dure. As individual batches of automotive catelysts were recycled,
2—-3 kg samples were set aside until ~150 kg of each of the two
materials was accumulated. Each material was pulverized and
sleved (about 200 meshy), and the bulk supply was shipped to NIST
and bottled in 70 g units.

The catalytic converters being recycled utilized either alumina
pellets or a ceramic “honeycomb” (monolith) substrate since a
large surface area is required to successfully reduce hydrocarbon
emissions. A washcoat typically containing Zr, Ce, La, Ba, Ca,
Fe, and Ni was used to incorporate the PGEs onto the substrate.
The high level of lead present in the used catalyst is a contaminant
from the use of leaded gasoline. In an ICPMS survey analysis, it
was determined that the Zr, Ni, and Ba content of this recycled
monolith is up to 2 orders of magnitude higher than that in the
recycled pellet SRM. The residual Cd. As and Pb content is
slightly higher in the monolith SRM.%

Instrumentation. The ICPMS used for this work was a PQ
11 Turbo Plus mass spectrometer from Fisons Instruments. The
operating parameters were as follows: 1/ power, 1.3 kW; coolant
argon flow, 15 L/min; auxiliary argon flow, 0.95 L/min; nebulizer
argon flow, 0.85 L/min. A peristaltic purap fitted with poly (vinyl
chloride) (PVC) tubing provided a constant sample flow rate of
0.3 mL/min into a concentric nebulizer and a water cooled spray
chamber at 2 °C. The lens voltages were adjusted to provide
maximurn signal for elements in the mass range of interest.

Note: Certain commercial equipment, instruments, or materials
are identified in this report to specify adequately the experimental
procedure. Such identification does not imgly recommendation
or endorsement by the National Institute of Standards and
Technology, nor does it imply that the materials or equipment
identified are necessarily the best available {or this purpose.

(¥ Alvarez, R Paulsen, P.J.: Kellcher, O, E. Aral. Chem. 1969, 41, 955.
{1 Moody, I S. Spectrochim. Acia 1991, 468, 1571,
Fassett, [. D. L. \nal AL Spectrom. 1994, 9.

assetl. J. D Paulsen, P. 1. Anal. Chem. 1989, 61, 643A.

{13) Paulsen, P. J.: Beary, E. S.: Bushee, D. S.: Meody. . R. Anal. Chem. 1988,
60, 971,

(14) Moody, J. R. Anal. Chem. 1982, 54, 1358A.
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Isotope Dilution Method for the Quantification of Pt, Pd,
and Pb. The Pt, Pd and Ph were quanified using isotope dilution.
The W™Pd (isotope adundance, 94.00%) and Pt (isotope abun-
dance, 95.31%) were purchased from Oak Ridge National Labora-
tory as metal powders, dissolved in aqua regia, and stored as 2
mol/L HCl solutions. The *%Pb wire is NIST SRM 983, radiogenic
Ph (92.15% 2%Ph), which was dissolved and stored in dilute HNO.

The concentrations of each enriched isotope, ¥Pt, WP¢, and
205Ph, were determined versus gravimetrically prepared natural
solutions of the respective elements using isotope dilution analysis.
This process is sometimes referred to as reverse isotope dilution
or spike calibration.

Lead isotopic ratios are variable in nature since Pb from the
radiogenic decay of U and Th is mixed with primeval Pb.
Therefore, the isotopic composition of the lead calibrant as well
as the isotopic composition of the Pb in each auto catalyst was
determined versus a solution of NIST SRM 981, commoen Pb
isotopic standard.

Internal Standard Method for Rhodium Quantification.
Three possible internal standards were selected for the mononu-
clidic Rh determination and were carried throughout the experi-
ment: the '™Pd, which is one mass unit removed and chemically
similar to the Rh; 198Pt, which is chemically similar but has a large
mass difference; and 5In, which is chemically different but close
in mass and naturally absent in the auto catalyst material. The
assayed enriched isotope spikes, '™Pd and 8Pt, were the major
sources of the respective standard isotopes in the spiked samples
and required only a small correction for the natural contribution.
The In was purchased from Indium Corp. of America as the high-
purity metal, dissolved and stored in dilute HNO-.

The internal standard method required that the relative
sensitivity factor (RSF) of Rh versus the internal standard(s) be
determined, since the relative transmission and ionization ef
ficiency vary among elements. For this RSF determination, Rh
was added, along with the natural Pt and Pd, to the spike
calibration mixes.

Three different Rh assay standards were used since its accurate
assay can be difficult. Two of the three Rh standards used for
the RSF determination were prepared from a spectrometric
standard rhodium solution, NIST SRM 3144, which is now
available to commercial users.’® A third standard was prepared
using high-purity Rh metal from an independent source. Dis-
solution of this metal was accomplished using a Carius tube heated
to 240 °C for 72 h using HCl and HNO,. 78 (Caution: Glass
tubes under high pressure should be handled with care. The
safety considerations of such procedures are discussed in detail
by Paulsen and Kelly.?)

In summary, each spike calibration mix contained ™Pd, P,
and In, as well as the high-purity natural Pt, Pd, and Rh assay
standards. The final selection of the internal standard for the Rh
quantification was made after the analytical data were collected
on the basis of the isotope pair with the least uncertainty in ratio
measurement during the analysis.

Chemical Procedures. Dissolution and Isotope Equilibration.
Samples of each auto catalyst material, weighing about 0.1 g,

(16) Beck, C. M., III; Salit, M. L: Watters, R. L., Jr; Butler. T. A Wood. L. J.
Anral. Chem. 1993, 65, 2899,

(17) Gordon, C. L. . Res. Nat. Bur. Stand. (U. S.) 1943, 30, 107.

(18) Wichers, E.; Schlecht, W. G,; Gordon, C. L. J. Res. Nei. Bur. Stand. (U. S.)
1944, 33, 363.

(19) Paulsen, P. ].: Kelly, W. R. Anal. Chem. 1984, 56, 708.



were dissolved using a combination of HNO; and HF and cither
HCZIO; or HCl depending on the analyte and dissolution technique.
(Caution: These mineral acids are irritan:s to eyes, skin, and
mucous membranes. HF is particularly corrosive and a contact
and inhalaion hazard.® In addition, perchorates can form
explosive mixtures in combination with carbonaceous material.#)

Two enalyticel sample sets were prepared. Only lead was
determined in the first sample set to avoid complicating the
determination of Rh and Pd, which suffered from a minor Pb?*
irterference at masses 103 and 104. These samples were spiked
with #%Pb and dissolved using a mixture of HNO;, HCl, HF, and
HCIO, in Teflon beakers on a hotplate. This hotplate procedure
is sufficiently agressive to solubilize the Pb in the sample and to
promote its equilibration with the Pb spike.

A twe-step dissolution procedure was applied to the second
sample set, since the PGEs can be difficult to dissolve. Analytical
samples were spiked with a solution of 98Pt and a solution mix
containing 'Pd and In. The first step was an aggressive Carlus
mbe dissolution.” using HCI as a chlorine source and HNO; as
an oxidizing agent. For the second slep, the sample solutions
and any Si0; residue were rinsed into Teflon beakers and treated
with HF. While it is unlikely that this residue contained any
chemically bound Pt, Pd. or Rh, physical inclusion of these
elements in the precipitate was of concern. A weight correction
was mace on the basis of a third sample set, which was calcined
{roasted) for 2 h at 500 °C.®

ICPMS Procedures. Mass Bias Correction and Drift Correc-
ifon. The measared isotopic ratio of an element differs from the
irue ratio becanse the transmission and detection efficiencies of
the mass spectrometer have a mass dependence. Mass bias
cerrections for the Pt and Pd were referenced to primary standards
prepared from high-purity natural metals. The reference values
‘or natural isotope abundances for the Ptand Pd were taken from
‘he IUPAC reference tabulation® SRMs 981 and 982, with
certified isotopic compositions, were used as the Pb isotopic
standards for the mass bias correction.

The mass bias correction can drift with time in ICPMS. The
drift comrections for the isotope dilution analyses were made using
working isotopic standards at the same concentration and with
approximately the same isotope ratios as the samples to minimize
any memory effect between the sample and the standard. The
working isofopic standard was run after every second sample
(approximately hali-hour intervals), and the drift correction was
made assuming a linear drift with time. For the isotope dilution
determinations of the Pt, Pd, and Pb, one spike calibration sample
(oreviously described) was used as the working isotopic standard
since these sample/standard isotopic mixes are similar by design.
Since this spike calibration sample is referenced to primary
standards, all resulis are normalized to “absolute”, bias-free ratios.

The relative transmission of two different elements with the
potential for matrix-dependent changes was a much larger
concern. For the guantification of Rh versus the internal standard,
accurate measurement of both the relative transmission and its
dri were required. Therefore, the working control standard was

{207 Sam, N. L Dangerous
Reiahold Cos New York, 1979

hwric Acid and Perchiorates, The G. Trederick Smith

ofumbus, OH. 1979.

Holden, N. £.; CeBievre, P.; Barnes, 1. L: Hagemann, R
Murpby, T. & Roth, E.; Shima, M.: Thode, H. G. Element

v Atomic Weights; TUPAC Publication; Pergamon Press Lid.:

1984,

of Tndustrial Materials; Van Nostrand

Greal Britain,

matrix-matched; the Pt/Pd/Rh/In spike calibration sample was
mixed with the synthetic matrix sample. The synthetic matrix
sample for each SRM was prepared on the basis of ICPMS
semiquantitative data and contained percent levels of Al, Si, and
Mg, as well as Ce and La. The proportional addition of the matrix
elements had no effect on the isotope ratios for the isotope dilution
determination of the Pt and Pd. Therefore, the same solution (a
matrix laden spike calibration sample) could be used as the
working isotopic standard for all the isotope/element pairs. Since
the relative concentrations of the analytes in the two SRMs were
significantly different. a working isotopic standard was prepared
for each SRM.

Data Collection. Al analytical data were collected in the peak
jump mode. In a wellcalibrated system, the peak jump mode
provides higher sensitivity as well as better precision and accuracy
than the scan mode over an extended mass region (>10 amu},
since more data/collection time can be accumulated on just the
masses of mterest.!!

The PGEs were determined simultaneously by peak hopping
across peaks of interest: that is, from mass 103 (Rh) to mass 104
then 106 (Pd), to mass 115 (In). to mass 195 then 198 (Pt). The
Pb was determined by measuring the 206/208 ratio in a separate
sample set. For each sample set, the mass scale was adjusted to
be centered on the peal tops heing measured. The centering
was tested using multiple points per peak. When correctly
centered, there will be <1% decrease in signal intensity per 3.02
Da on each side of center. All isotope ratio data were collected
using one point per peak to maximize the number of sweeps per
unit time, resulting in improved signal averaging.

Sample solutions were introduced into the ICPMS in 0.02
mol/L HNO; and diluted so that the major peak gave <200-300
x 10° counts/s. This is the maximum practical count rate used
for ICPMS without causing errors due to loss of ion multiplier
gain and uncertainty in the deadtime correction.! In multielement
analyses, the dilution factors are controlled by the most concen-
trated isotope measured. For these samples, the ¥3Pt was diluted
to 10 ppb in solution (giving 250 x 107 counts/s); all other peaks
were measured at lower concentrations and, therefore, lower count
rates.

RESULTS AND DISCUSSION

The determination of Pt, Pd, and Ph in the NIST automobile
catalysts relied on the known high accuracy of isolope dilution
analysis. The internal standard method of quantification of
mononuclidic Rh required careful assessment of potential sys-
tematic errors. These potential errors could result from instru-
mental interferences, which could not be detected using methods
routinely used for muliiisotope analytes. The methods investi-
gated for the Rh determination included chemical separations
designed to quantitatively or reproducibly isolate the PGEs, as
well as the use of synthetic matrix sample to asscss the status of
molecular or doubly charged lon interferences.

Assessment of Matrix Interferences. The ICP mass spec-
trometer is 2 nonspecific ionization source, and as such matrix
interferences were of concern in the analysis of these auto
catalysts SRMs. Three types of interferences are possible in
ICPMS which affect isotope diluticn quantification. Elemental
isobaric interferences and doubly charged ion interferences are
usually readily identificd. Molecular ion interferences, however,
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Figure 1. Mass scans of a limited mass region, where the mass is plotted versus the log of the signal. (A) Scan of the monalith auto ca:alyst
at normal scan resolution; (B) the same sample scanned at higher resolution. (C) Scan of a monolith auto catalyst with the Pb removed. (D)

Scan of a solution of pure Pb.

plague midmass measurements and are ofien difficult to identify.2
An analyte is considered interference-free when its measured
isotope ratio in the sample matches, within experimental error,
the isotope ratio of the element in a pure standard solution under
the same experimental conditions. This procedure was used to
assess the accuracy of the measurement system for Pt and Pd.
For these samples, there was no interference for Pt since the
isotopic composition of the Pt in an unseparated, dissolved sample
of each SRM matched the natural Pt, within experimental error,
in consecutive mass spectrometric runs. Since the isotope
composition of the Pt in the sample matches that of the pure Pt
standard, it is clear that the presence of the matrix does not
interfere with the accurate measurement of Pt.

The Pb isotopic composition varies in nature. Thus, this
procedure of detecting interferences is not appropriate. Variations
in natural composition are normal and do not necessarily imply
interferences. However, interferences at high mass are unlikely,
and their absence in these SRMs was easily confirmed by
examination of the mass spectrum. Since both the auto catalysts
have a much higher Pb conceniration than those elements
immediately downmass, the probability of forming polyatomic
interferences at Pb is extremely low.

(23) Beary. E. S Paulsen, P. ). Aral Chem. 1992, 65, 1602.
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Interference in the Pd and Rh Mass Region Due to Pb?-,
The Pd isotopes in the samples were measured versus a natural
standard. The 106/108 ratio agreed within cxperimental ervor;
however, the 106/104 ratio in the sample was low relative to that
ratio in the natural standard, due to excess counts at mass 104.
Doubly charged ions from the percent level Pk in the sample
produced an interference at m/z 104 (*™Pb?7). This implied 2
similar interference for Rh at m/z 103 from *%Pb*~, This Pb*
interference is depicted in Figure 1. In all four mass scans. the
log of the signal intensity is plotted versus mass. Figure lAisa
scan of the auto catalyst sample showing the limited mass region
of interest. The elevated background at m/z 103.5 in comparison
to m/z 104.5 and 105.5 is a clear indication of an interference.
Figure 1B is a mass scan taken at higher resolution, showing the
shoulder on the low mass side of m/z 104 from 27"Ph?~ at m/z
103.5. However, hidden in these mass spectra are the interfer-
ences at m/z 103 and 104 from 2%PhZ and 2¥Ph!", respectively.
These are more clearly shown in Figure 1D, which is a mass scan
of pure Pb at a concentration comparable to that in the auto
catalyst sample. For these samples, the detected Ph2™ at the #4Pd
and “Rh interference was about 0.5%. Figure 1C is a high-
resolution scan of an auto catalyst sample with Pb selectively
removed. The distinct valleys between masses indicate the



hsence of interferences due to Pb*. The absence of other
interferences for Pd was confirmed by comparing the isotope ratio
of Pd in the separated sample to natural Pd.

Validation of the '"Rh Procedures. [nvestigation of Chemi-
ccl Separations. Other interferences due the formation of (ow-
probability) matrix molecular ions would be extremely difficult
o de
avaiiable. Therefore. cherical separations to isclate the PCEs
in these samples were vigorously pursued to check for Rh
interferences. Howe only the selective, quantitative removal
of the Rh [rom the autocatalyst sample and the subsequent
nce of a peak at mass 103 would provide confirmation of the
ce of interferences for Rh.

Two different precipitaton techniques as well as ion exchange
chroma! togray

a

for mononuclidic "Rh. with no confirming isotope

were investigated. A summary of results from
elative recoveries of the Pt. Pd, and
=d below. Since Pb was a known interference, its
concentration in ezch fraction was tracked, along with the PGEs.
Poth isolation of the Pd and Rl and their separation from Pb was
of interest, Al of the separations dala were obtained in an ICPMS

these separations and the r
Eh are disc

senquantita

insirumental

Hypophosphorous acid precipitation in ~5 mol/L HClreduced
% of the complex chlore ion of Pt, Pd, and Rh to the
eciive metals. Theoretically, the Pb is not reduced and
rerains in the flrate. Experimentally, 97% of the Pb was found
i the filtrate. although further washing of the precipitate may
have improved this separation. However, the flirate. with the
¢ P4 and Rh. was extremely unstable and prone 1o
sudden expl son. Taerefore, this method cf separation
wag abandoned.

A suitable separation using a specialty resin from EIChroM
industries was then investigated. Sy Spec resin, a crown ether
= substate. was designed to isolate Sr quantitatively.
strongly bound by the crown ether. so its
resnoval from the auto catalyst matrix while the PGEs were being
removered was examined. ICPMS, in a semiquantitative survey
mode. is a useful method to provide relative concentrations for
alements of interest in chromatographic fractions. For this
separation, the eluent containing the PGEs and most of the matrix
the resin digesi. was analyzed. The results

residual P

e ree

However, Pb is also

clements, as well ¢

for mwo independen. sample separations of identical sample
aliguots Wi ' 99.9% and 98.5% of the P: was eluted;
94. d was eluted: and. 99.8% and 99.7% of the

Rh was eluted. These procedures did not heve the required
reproducibiliiy [or these elerer
as expected, that >£9.9% of the Pb had remained on the resin.

Precipitation of the PGEs with SnCl, was carefully investigated
since it is a classic technique to quantitatively reduce complex
ions of the PGEs to the respective metals. This procedure was
recently applied to the recovery of PGEs from geological samples
using Se as a carrier” In this work, the efficiency of the
precipitation using both Se and As as carriers was examined, as
well as pr tation without a carrier. The matrix elements were
contained in the filirate Jor all three SnCl, precipitations studied.
However. <5% of the Pt and Rh was found in the precipitate when
no cauicr was used. compared to 99.4% of the Pd. With the As
carrier. 99% of the Pd was recovered, while only 49% of the Pt

A survey analysis confirmed,

+ Conf

and 20% of the Rh was recovered. Precipitation using thz Se
carrier was the most efficient technique, recovering > 98% of both
the Pt and Pd and 91% of the Rh. While our experiments may
not have been optimized, none were reproducible to 1% or better,
as was required for the accurate and precise determination of Rh
in this analysis. In addition. the recovery of Rh did not track with
the recovery of Ptor Pd. whose spikes might serve as an internal
standard. Therefore, separation of the PGEs from the matrix
elements was not pursued further for the Rix determination.

The separations results did provide important infermation.
With -he Ph removed from the sample. the isotopic composition
for Pd matched the isolopic composition of the natural under the
same instrumental conditions, thus confirming that there was no
interference other thar the #SPh** at m/z 104, However. the
above separations could not confirm that Pb was the only
interference for Rh at #/z 103, where simutaneous determiration
with the Ptand Pd was desired. Therefore, additional experiments
using a synthetic matrix sample were performed to further assess
Rh interferences in these SRMs.

Preparation of the Matrix-Matched Synthetic Samples.  An
[CPMS semiquantitative survey was performed on each dissolved
SRM. and the concentrations of 70 elements were estimated versus
an internal standard. Synthetic samples were prepared on the
basis of this semiquantitative data so that each auto catalyst matrix
could he artificially duplicated. About (5 elements were selected
for the synthetic samples on the basis of their potential of forming
molecular ions which add up to 103, as well as their concentration
relative to Rh. The synthetic samples contained Na, Mg, Al St
P. Ca, Ti, Cr. Fe, Mn, Ni, Zn, Cu. Ce, and La. The elements of
most concern were matrix elements below mass 87. The
concentrations of elements of interest in the synthetic sample were
adjusted to maich each SRM by comparing signal levels in
alternate samples run in rapid scquence and altering the synthetic
standarc accordingly. These synthetic stendards had no delib-
erately added Rh or Pb (but did contain Pd to serve as a
reference), znd no peals at #1/z 105 was observed. Figure 2 shows
the mass region of interest for synthetic SRM 2556, in which the
total counts per second are plotted versus mass. The plot for
synthetic SRM 2557 is similar, with 34 counts/s at m/z 103, which
is comparable to background. Ther -efore, the zbsence of interfer-
ences from molecular ions in these SRMs is established.

In summary, the Pt and Ph were free from interferences and
could be determined directly in a dissclved. spiked sample usi
IDMS quantification. Both the P d and Rh sulfered from a Pb?
interference of ~0.5%. With Pb removed [rom the dissolved
sample. a comparisor to natural Pd verified that the #Pbh>" was
the only Pd interference. The absence of interferences other than
25PH2+ for the Rh was verifed using a synthetic standard. If only
Pd were of intercst, separations o remove the Pb would have
heen the method of chaice, since nonquantitative recoveries would
not compromise the IDMS resulis. However, quantititative or
reproducible recoveries for both mononuchdic Rh and the sclected
interual standard (V'Pd, Pt or In) would be required for
accurate quantification of the Rh. Therefore, for both the Pd and
Rh determinations, the Pb correction was made instrumentally,
using the following technique: (2) isotopic abundances of the Pb
in the sample were measured; (b) the signals at m/z 104, 106
and 108 were measured in pure Pd and in the unspiked sample:
(©) the 108/106 Pd ratio in the sample was the same as that in
the natural standard and. therefore. free from interference; (D)
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Table 1. Selected Molecular lons at Nominal Mass 103

difference

element anion aclual/caicd mass  from '"Rh
H3Rh 102.903 50
#R> B0 (oxides) 102.9 1/73399
RS 150 102 805 1/60711
7 50, (double oxides) 102.914 530 1/11396
Cl (chlorides) 102.891 94 1/7589
5C 102.893 70 1/8721
Cy WAr (argides) 102.891 82 1/7612
LGP+ 102.897 223 1/1259

the 104/106 alteration from natural was due to “Pb2~ at m/z 104,
and its contribution could be calculated; and (e) in the same
manner, the **Pb correction at "Rh could be calculated.
Double-focusing ICP mass spectrometers can operate at higher
resolution than the quadrupole and have the potential of resolving
an element from a molecular ion interference falling at the same
nominal mass. Currently available high-resolution instruments
operate at a maximum resolution of 5000—10 000. Table 1 lists
the mass for Rh, the calculated masses for several molecular ions,
and their differences from Rh. These hypothetical molecular ions
could form in the ICP from the support gas (Ar), water (0), and
matrix elements (such as Cl). It is problematic that 10 000
resolution would resolve a 1% molecular ion interference with a 1
part in 8000 (chloride and argide) mass difference from Rh. The
oxide is well beyond the resolution capabilities of the current
instruments. The Pb#, as previously discussed, would be
resolved. The *WPb2~ requires only about 1300 resolution;
however, only 250 resolution is required to measure the #7Ph2+
and to calculate the 206 contribution at “Rh. From the mass
differences calculated, it is clear that a high-resolution ICPMS
could not assure the absence of nterferences at “°Rh, and
alternate approaches, as previously described, would be required.
Analytical Results. Calibrations of Enriched Isotopes. The
accuracy of IDMS analyses is directly tied to the accuracy and
precision of spike calibration, that is, how well the concentration
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Table 2. Calibration of Enriched isotopes

1()'517(1 ]9?-13[ ZUf;Pb
av (umol/g) 0.9611 1.6453 32.872
n 15 15 4
rsd (%) 0.30 0.20 0.11

of each of the enriched isotopes ("Pd, 8Pt and 25Ph) is known.
Errors in these critical analyses will bias the analytical result.
Calibration samples are chemically simple, contain known amounts
of each isotope of the analyte, and can be easily optimized for
instrumental procedures. The sets of seven ratio measurements
for each calibration mix had precisions better than 0.2% rsd.
Fifteen spike calibrations are reported for this work. This
number of calibrations was unusually large for the following
reasons: (i) three different Rh standards were compared, and the
Ptand Pd were done at the same time; (i) spikes were calibrated
at two different times, 1 month apart, to assess solution stability;
and (i) two different solutions were prepared to serve as mass
bias calibrants (one for SRM 2556 and a second for SRM 2557)
due to the vastly different relative concentration of the analytes.
The average concentration of each spike (in umol/g) and the
precision (expressed as % rsd) are shown in Table 2. Precisions
of better than 0.3% rsd were achieved for each enriched isotope
calibrations. The Pb spike was calibrated in a single element
determination, with a precision of 0.1% rsd. The Pt and Pd were
determined simultaneously, along with the Rh. A slight degrada-
tion of precision was observed for the Pd calibration, possibly due
to the fact that its concentration in the calibration standard was
lower than the Pt, and thus the signal was not optimized.
Determination of RSF for Rh Quantification. The relative
sensitivity factor (RSF) is unique to each element combination
based on masses, lonization potentials, and other chemical
properties peculiar to the conditions of the ICP torch at 8000—
8000 °C. Since the amounts of 'Pd and Pt spikes added to
the samples were accurately known, the analysis was designed
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Table 3. Determination of RSF of '93Rh/'"5In

Measured Ralio

Stan 180 min
Run Number ™

Figure 4. Stablility of the measured ratio versus time (run number}.
(W) 103/104. (v) 103/115, (®) 103/198, (a) 106/104. and (Q) 195/
198

to use these spikes, ard the quantitatively added In, as internal
standards for the Rh determination. Figure 3 shows the changes
in the Pr. Pd. Rh, and In signals versus time. The signal from
the individual sample runs normalized to the average signal romn
all the runs is plotted versus run number, with ~30 min between
each run. When the actual analysis measarements were initiated,
the Pd signal changed in an uncharacterstically rapid fashion,
perhaps dug to selective (ad)absorption on the walls of the sample
introduction system. The drift in signal is typical for Pt, In, and
Rh. The Pd isotopic ratio calculated from these data, however,
was very constnl, as shown in Figure 4, and suitablc for isotope
dilution quantiiication. The Pt ratios, as well as the WiRh versus
BHP. 19]n, and %Pt are also plotted. These plots show that Pd
could not be used as the internal standard for Rh. The use of In
znd P was continued.

Twelve different calibration mixes were compared for the RSF
determination. using three different Rh standards and two different
In/Pd/Dt standards. The average precision of the *SPt/!"Rh ratio
measurements during the analysis was 0.8% rsd, as compared to
0.6% rsd for the 15In/"Rh. Therefore, the results were calculated
using only the Rh/In pair. The overall precision of <0.5% rsd of
he calculated Rh/In RSF regardless of the Rh standard used is

2 good indication that their concentrations (and assays) are
accurate to at least the same degree. These calibration results
are listed in the Table 3. The 0.5% rsd reflects the fact that internal
standard quantification, even when optimized, is less precise than
isotope dilution.

Examination of Analytical Procedures. The precision of
the calibration results were within the expected analytical uncer-
tainty for the procedures described. However, the analytical goal

Rhstd 1D RSF
1 1.1001
metal A 1.0003
1.0959
1.0981
2 1.0995
salt 1.0936
3 1.1083
metal B 1.0926
1 1.1086
metal A 1.1069
1.1037
av 1.1007
N = 58
rsd

is the accurate and precise determination of the analytes in the
complex catalyst materi:]. Three aspects of sample analysis anc
the associated uncertainty are provided in the following para-
graphs. The discussion is limited io sampling, dissclutions, and
mass bias drift corrections.

Sampling. Sampling and spike additions were accomplished
gravimetrically using calibrated analytical balances. It is generally
accepted that these weights are reproducible to better than 0.05%
for weights in the 0.1—1 g range. However, establishing the
analytical basis weight involves more than weighing uncertainties
and is critical to accurate analyses. For the auto catalyst material,
the most reproducible weight basis was obtained by calcining at
500 °C and is specified as the drying procedure on the certificate
of analysis for these SRMs." This drving protocol was adopted
when lower temperaturas failed to provide a reproducible basis
weight. Residual hydrocarbons in the used catalyst material was
the likely cause of the problem.

Even under optimum conditions, the uncertainty of the calcin-
ing process can contribute to the overall uncertainty. Sample was
taken from each of eigh: bottles and weighed into tared crucibles.
Following calcining, the crucibles were cooled in a desiccator over
Mg(ClO4)» and weighed at 2.5 and then 3.5 1 after removal from
the furnace. For these samples, rapid weighing is desirable since
the catalyst material is hygroscopic after heating to 500 °C. Alfter
2.5 h of cooling, the calcined samples of SRM 2556 lost an average
of 4.39%, with a range of 4.54%—4.21%. Duplicate samples were
reproducible to betler than 1% relative or 0.03% absolute. All tare
weights were reproducible to better than 0.003% relative. At3.5
h, also a reasonable “cooling” time, the weight loss was an average
of 4.08% for the calcined sample set, a difference of 0.11% absolute
from (he Grst average. In addition, calcined samples from the
same bottles dried 1 month later had an average weight loss of
4.78% after cooling for 2.5 h. If the earlier average of 4.39% was
used for the weight corvection. a bias of 0.4% absolute would have
been introduced. For these samples, a weight correction based
on a single bottle can introduce biases greater than 0.3% absolute.
The drying of SRM 2557 was similarly studied. The average
weight loss of the calcined samples was 0.99%, ranging from 1.04%
to 0.92% for eight sample bottles. These values were reproducible
to 0.04% absolute.

Dissotution. Carius tabe dissolution was used in the certifica-
tion procedure for these SRMs. However, as a comparison, SRM
2556, the recycled peller material. and a new (unused) monolith
material were analyzed using a hotplate dissolution. The hotplate
dissolution utilized HNOy, HCIO;, and HF. and samples were
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heated to about 200 °C. The dissolution was as aggressive as
practical when Teflon containers were used cn a hotplate. After
the dissolution was “complete”., the solutions were visually clear.
However, biases were found when comparing the average con-
centration values for each of the elements.

For SRM 2556, the Pt. Pd, and Rh concenirations were lower
by 0.16%, 0.43%, and 1.00%, respectively, in the samples dissolved
on the hotplate. In general, the among sample precision was also
poorer for the samples dissolved on the hotplate. There was some
evidence of incomplete dissolution (low values for all PGEs) and/
or precipitation of the PGIls after isotope equilibration (relatively
large Rh bias). However, limited sampling and homogeneity
issues, as well as analytical uncertainty. make any explanation
speculative for this used catalyst SRM.

The results from the hotplate dissolution of the new catalyst
(monolith) material were more conclusive. For Pt, two of the four
samples prepared had concentrations 2% lower than the average
value obtained from Carius tube dissolution. The results obtained
for the other two samples were about 0.7% lower than the Carius
tube average. The analytical precision, expressed as rsd for n =
4, was nearly 1% for the hotplate samples but the rsd was <0.5%
for the samples dissolved in the Carius tube (z = 7). For Pd and
Rh, each concentration calculated was lower than each Carius tube
result, and the average was 1.87% and 1.72% lower for Pd and Rh,
respectively. The precision was about 0.5% rsd for both elements
for both dissclution procedures.

The PGEs were finely dispersed on the new catalyst material
from a homogeneous solution containing the three elements;
therefore, the ratios of their concentrations were compared. For
the Carius tube dissolution of this new catalyst material, the ratios
of the Pt concentration to the Pd concentration had a precision
of <0.1% rsd for seven separate samples, an indication of the
analytical precision. Since the precision obtained for the individual
element concentrations for the same seven samples was about
0.5% rsd, the increased imprecision is ascribed to the homogeneity
of the new catalyst material for the PGEs. For the four samples
dissolved on the hotplate, the Pt/Pd concentration ratios had a
precision of 0.50% rsd. These results show the loss of analytical
precision and accuracy {due to incomplete and variable dissolu-
tion) relative to the Carius tube procedure.

Mass Bias and Mass Bias Drift Corrections. The theoretical
versus experimentally measured isotopic ratios will exhibit a
difference depending on the element and instrumental conditions.
Mass bias corrections of ~4.5% for ¥Pt/1Pt and Pd/1%Pd and
~0.5% for *Ph/2Pb isotope ratio were observed for these
experiments. These corrections vary among instruments and with
instrument setup. As an example of long-term reproducibility of
mass bias (several years). the range in mass bias corrections
observed for Pb under optimal instrumental conditions in a variety
of materials was about 1% relative. For low-mass elements, such
as Mg, the range is >5%. In addition, there are short-term drifts
in mass bias that are observed with no changes to instrument
parameters, such as gas flow, refocusing etc. This short-term drift
might be caused by physical changes such as deposition of solids
on the sampling/skimmer cones or by voltage drifts of the ion
optics. The precision, expressed as rsd, of samples with correction
for drift during this time period was 0.81% for Pt and 0.67% for
Pd, while without the drift correction, it would be 1.2% and 0.93%
for Pt and Pd, respectively.
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Table 4. Concentration of Pt, Pd, Pb, and Rh in SRM
2556 (ug9/9)

Pt Pd Pb Rh
700.6 326.1 6223.7 51.31
696.7 326.8 6253.1 50.42
696.6 326.9 6229.0 51.02
695.5 327.8 6312.6 50.91
696.0 325.1 6203.6 51.37
698.5 324.0 6200.8 51.29
697.8 326.9 6203.3 51.30
697.3 324.7 6194.4 51.79
av 697.375 326.04 62276 5118
s 1.618 1.31 39.4 0.40
rsd (%) 0.23 0.40 0.63 0.78

certified values® 697.4 £2.3 326.0+ 16 622849 51

“The expanded uncertaintes are 99% confidence intervals ol the
single method means and include both type A and type B errors.?®

Table 5. Concentration of Pt, Pd, Pb, and Rh in SRM
2557 (x99}

Pt Pd Pb Rk

11359 2317 13923 136.33

11429 2324 13919 13372

11412 2318 13990 136.82

11344 2319 13858 136.02

1124.4 33.7 13893 136.06

11178 2349 14014 132.09

11225 2330 13806 135.27

11268 2359 14033 ¢

av 113074 2332 13951 :

s 9.17 1.56 79 158

rsd (%) 0.81 0.67 0.56 117
certified values” 113111 2332419 13931497 1351+ 19

¢ The expanded uncertainties are 99% confidence intervals of the
single method means and include both type A and type B errors.2

Analytical Results for SRM Certification of Pt, Pd, Rh, and
Pb. Individual ICPMS results as well as the certified values for
Pt. Pd, Rh, and Pb in SRM 2556 and SRM 2557 are given in Tables
4 and 5, respectively. The average blank values for four inde-
pendent samples were <20 ng for Pt and Pd, <5 ng for Pb. and
<0.4 ng for Rh. Their contributions were insignificant for these
elements at near milligram per gram levels and higher in the
catalyst material. The high-accuracy analytical procedures de-
veloped for the PGE determinations in the auto catalysts directly
resulted in accurate concentration data. In addition, the level of
homogeneity of the materials could be assessed using the
analytical precision.

Matrix effects do not degrade analytical precision for the IDMS
measurements. This fact is routinely demonstrated (and was
demonstrated for these materials) since the measured ratic of the
analyte in the sample agrees with the measured ratio of a pure
analtye standard when no isobaric interferences exist. In addition,
the RSF of Rh/In was determined with and without the synthetic
matrix sample, and the results agreed within experimental error.
This implies that the relative transmission of the Rh/In was not
affected by the matrix under the instrumental conditions used.
Therefore, the relatively large analytical sample precision (ex-
pressed as rsd), compared to the precision achieved for the
calibration samples, can be ascribed to the material's inhomoge-
nity. The rsds found in these analyses demonstrate that the peller
material, SRM 2556, has a higher degree of homogeneity for the



PGEs than the monolith material, SRM 2557. In both cases,
however, this level of material homogenity for a 100 mg sample
is considered excellent.

The certified values listed are hased on the ICPMS certification
analyses. Their uncertainties are the 99% confidence interval of
the single method means and include both type A and type B
uncertainties.® Confirmatory analyses were performed at NIST
and cooperating laboratories using instrumental neutron activation,
XRF, and ICP-AES.

CONCLUSION

Methodologies which erhance the precision of [CPMS pro-
cedures have been described. Analytical sampling uncertainty was
minimized by optimizing the drying procedures and using gravi-
metric sample preparation procedures. Carius tube procedures
ensured that the PGEs were sclubilized. In addition to proper
instrument calibration, the mass bias and its drift were measured
and appropriate corrections made.

IDMS procedures were used for Pt, Pd, and Pb in each of the
two SRMs. [sotope dilution quantification procedures utilize the
strength of the ICPMS instrument, that is, the capability of high-
precision ratio measurements in complex materials. It is inher-
ently more precise and accurate than other internal standard

i, C. E. Guidelines for Evaluating and Expressiag the
" Measurement Results. NIST Technical Note 1297; U.S.

Government Printing Office: Washington, DC. 1994.

techniques and, therefore, the method of choice for high-accuracy
analyses. While the initial investment for enriched isotopes could
be significant (the cost of the Pt and Pd spikes were approximately
$30/mg in 1992), the cost of each spike per sample for this
certification analysis was less than $3.00.

The quantification of mononuclidic Rh using a conventional
internal standard technique required additional attention to
sources of bias to obtain accuracy comparable to that of IDMS
procedures. For these materials. the preparation of synthetic
samples was required to identify possible Rh interferences. Other
than the Pb** interference, none were found. In addition, the
working Rh/In contrcl standard was prepared by mixing the
synthetic sample with the Rh/In standard. With the procedures
described, both IDMS and internal standard quantitation met the
analytical goals for the determination of Pt, Pd, Rk, and Pb in the
auto catalyst material to 1% or better.
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Mining Genomes: Correlating Tandem Mass
Spectra of Modified and Unmodified Peptides to
Sequences in Nucleotide Databases
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Department of Molecular Biotechnology, Box 357730, University of Washington, Seattle, Washington 98195-7730

The correlation of uninterpreted tandem mass spectra of
modified and unmodified peptides, produced under low-
energy (10—50 eV) collision conditions, with nucleotide
sequences is demonstrated. In this method nucleotide
databases are translated in six reading frames, and the
resulting amino acid sequences are searched “on the fly”
to identify and fit linear sequences to the fragmentation
patterns observed in the tandem mass spectra of peptides.
A cross-correlation function is then used to provide a
measurement of similarity between the mass-to-charge
ratios for the fragment ions predicted by amino acid
sequences translated from the nucleotide database and
the fragment ions observed in the tandem mass spectrum.
In general, a difference greater than 0.1 between the
normalized cross-correlation functions for the first- and
second-ranked search results indicates a successful match
between sequence and spectrum. Measurements of the
deviation from maximum similarity employing the spectral
reconstruction method are made. The search method
employing nucleotide databases is also demonstrated on
the spectra of phosphorylated peptides. Specific sites of
modification are identified even though no specific infor-
mation relevant to sites of modification is contained in the
character-based sequence information of nucleotide da-
tabases.

Large-scale nucleotide sequence projects are beginning to
produce long stretches of contiguous sequence from the Cae-
norhabditis elegans, Saccharomyces cerevisiae, and Escherichia coli
genomes.!"5 Complete sequence information has been obtained
for chromosomes 11 (840 kb), 111 (315 kb). and IX (666 kb) of the
S. cerevisize genome”™ The genome projects will produce
complete sequence information for model experimental organisms

for the study of prokaryotic and eukaryotic cell biclogy, develop-
ment, differentiation, and behavior. The mouse genome sequence
will serve to contrast that obtained from the human genome as
well as to provide a closely related experimental system.”® Most
importantly, the genome projects will provide a sequence infra-
structure that will accelerate the pace and increase the depth of
understanding of genetic, bicchemical, and physiological studies
in these organisms.

While only a small proportion of the human genome (0.6%)
has been sequenced,? considerable attention has recently been
focused on the nucleotide sequence data generated by random
sequencing of reverse transcribed messenger RNA (cDNA) from
human tissues."* The principle advantage of cDNA sequencing
is direct sequence analysis of DNA which codes for genes.!”
Functionally unique tissues, however, express different sets of
genes, necessitating the isolation of mRNA from a variety of types
of cells to obtain sequences from as many genes as possible 1?
This sequence information represents genetic elements actively
transcribed in a cell and consequently will not contain the
sequences of transiently expressed genes, such as those involved
in differentiation or development.2 The emphasis of this approach
is high-throughput sequence analysis by using single sequencing
“runs” with minimal effort expended on verification or extension
of the sequence tracts. This high-throughput, low-redundancy
approach will produce partial nucleotide sequence information for
much of the ~100 000—200 000 genes of the human genome in
only a few years. Furthermore, cDNA sequencing is rapidly
becoming an important technique for gene expression studies of
specific cell types and is well suited for integration with biochemi-
cal studies.'®

A powerful approach for utilizing the sequence infrastructure
created by the genome projects is through the data produced by
mass spectrometry. /22 One compatible method. microcolumn
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reverse-phase high-performance liquid chromatography (HPLC)
electrospray ionization tandem mass spectrometry (ESFMS/MS),
provides a rapid and sensitive method for the mass and sequence
analysis of complex mixtures of peptides.? Furthermore, auto-
mated approaches to the data-dependent acquisition of tandem
mass spectra during LC analysis have greatly increased both the
volume of data that can be obtained and the efficiency of data
acquisition#-%6  To effectively analyze this large volume of
collision-induced dissociation (CID) data, we have developed an
automated approach to correlate tandem mass spectrometry data
to the character-based amino acid sequences contained in protein
databases.”?” This procedure takes the form of a reverse
pseudospectral library search and employs a correlation function
to compare a “predicted” tandem mass spectrum to the experi-
mentally derived spectrum. This approach is effective for match-
ing sequences contained in the protein database to their corre-
sponding tandem mass spectra of both covalently modified and
unmodified peptides.” An exact match to an amino acid sequence
can serve to both interpret the spectrum and identify the protein
sequence from which it was derived.

The ability to search nucleotide sequence data directly with
tandem mass spectra would allow facile integration of biochemical
studies with nucleotide sequencing, in particular cDNA sequenc-
ing. In addition, it would be advantageous to search nucleotide
databases when a spectrum fails to match a sequence in the
protein database. Increasingly, the protein sequences deposited
in the database are derived by translation of the nucleotide
sequence. A nonmatch to a protein sequence could result from
one of several possibilities. First is the possibility that the
sequence has not been determined and is not contained in a
database. Additionally, the appearance of a translated sequence
in the protein database may lag behind submission of the
nucleotide sequence. Finally, errors or base ambiguities in a
nucleotide sequence as is common in “one-pass” sequencing of
cDNA (EST) sequences may result in an incorrect translation of
the protein sequence being placed in a database.!s

In this paper we demonstrate the ability to directly search
nucleotide sequence information with uninterpretated tandem
mass spectra of peptides. To consider all possible interpretations
of the nucleotide sequence data, a six-reading-frame translation
is used. The large amount of nucleotide sequence data, coupled
with a translation in all reading frames, creates an even larger
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set of amino acid sequences that must be considered. As the
genome projects proceed, the amount of nucleotide sequence will
increase dramatically. Consideration of the data in all possible
translations will increase the number of amino acid sequences
approximately ~6-fold. Thus, a decrease in the signal-to-noise
ratio of the search result may occur. In other mass spectrometry-
based database search strategies, additional information is com-
bined with peptide molecular weight information to decrease
ambiguity in the search result%® For example, amino acid
sequence information derived from chemical derivatization experi-
ments® or partial sequence information obtained from manual
interpretation of the tandem mass spectrum can improve search
results.® In the method presented in this paper, no information
beyond the mass of the peptide and the m/z values contained in
the tandem mass spectrum is utilized to search the nucleotide
databases. Results are presented for searches of nucleotide
databases by using six-frame translation and for searches employ-
ing spectra of covalently modified peptides.

EXPERIMENTAL SECTION

Peptide and Protein Sources. Peptides and proteins of
known sequence were obtained from the following commercial
sources. Bovine a-casein, (Catalog No. C-6780, lot no. 78F-9555),
bovine a-lactalbumin (Catalog No. L-4379, lot no. 75C-8110), and
bovine serum albumin (Catalog No. A-4503, lot no. 98F-0047) were
obtained from Sigma Chemical Co. (St. Louis, MO). Sequencing
grade trypsin (Catalog No. 1047-841, Iot no. 12676220-10) was
obtained from Boehringer Mannheim (Indianapolis, IN). Peptides
were generated from intact proteins by digestion with the enzyme
trypsin in 50 mM TrisHCI, pH 8.6, or 50 mM ammonium
bicarbonate, pH 8.6, for 4—8 h at 37 °C. The heavy chain of
glycoasparaginase (V*-(B-N-acetylglucosaminyl)-L-asparaginase,
EC 3.5.1.26) was obtained as previously described.?” E. coli and
S. cerevisiae proteins were treated as previously described.?
Peptides isolated from the binding groove of class II major
histocompatibility proteins were obtained as previously de-
scribed.?

Microcolumn High-Performance Liquid Chromatography
Electrospray Ionization Tandem Mass Spectrometry. Pep-
tides were analyzed as mixtures by using microcolumn high-
performance liquid chromatography as previously described 262730
Mass spectra were recorded on a Finnigan MAT (San Jose, CA)
TSQ700 equipped with an electrospray ionization source.3! Elec-
trospray jonization was performed using the following conditions.
The needle voltage was set at 4.6 kV. The sheath and auxiliary
gases consisted of nitrogen gas (99.999%) and were set at 20 psi
and 5 u, respectively. The heated capillary temperature was set
at 150 °C.

Product jon tandem mass spectra were acquired “on the fly”
during an LC/MS analysis by using a computer program written
in the TSQ 700’s instrument control language (ICL). At the start

(28) Pappin, D. J. C.; Rahman, D.; Hansen, H. F.; Bartlet-Jones, M.; Jeffery, W.
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Figure 1.

Schematic of the approach used by the computer algorithrr. to translate nucleotide sequences in six reading frames and to match

product ion tandem mass spectra to the translated amino acid sequences.

of the program, the instrument was configured to scan the second
mass analyzer (Qy) from an m/z of 400 to 1400 at 1.5 s/scan. When
the ion current for a particular m/z value was above a preset
threshold value of 250 000 counts, the program switched the
instrument to scan in the product ion MS/MS configuration. The
m/z value measured in the main beam mode was used to set the
precursor ion m/z value in the first mass analyzer. The mass
range was set at 50 u to 2 times the precursor ion m/z value, with
a scan time of 1.5 s during acquisition of product ion tandem mass
spectra. Five scans were acquired, and the instrument was
returned to the main beam mode of scanning. All analyses were
performed with the collision cell filled with argon to a pressure
of 3.5 mTorr. The collision energy for product ion scans was set
by dividing the #/z value of the precursor jon by a constant (—35).
This process was repeated throughout the LC analysis.
Computer Analysis of MS/MS Data. All computer algo-
rithms were written in the C-programming language under the
UNIX operating system. The European Molecular Biology
Laboratory (EMBL) Nucleotide Sequence Database (Release 41,
December 1994) was obtained by anonymous ftp from the
European Bicinformatics Institute (ftp.ebiac.uk). Nucleotide
sequence databases were divided by taxonomic classification and
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used without further subdivision. Spectra of peptides from bovine,
E. coli, S. cerevisiae, and Homo sapiens proteins were searched
through the “other mammals” (mam.dat, 5965 entries}, “prokary-
ote” (pro.dat, 20 167 entries), “fungi” (fun.dat, 7892 entries). and
“primate” (pri.dat, 32 551 entries) nucleotide databases, respec-
tively. To create the “combined” nucleotide database (131687
entries), the above databases were added to the EST database
(65 112 entries) (EMBL).

The OWL database version 24.0 (88 823 entries) was obtained
as an ASCII text file in the FASTA format from the National Center
for Biotechnology Information (Washington, DC) and has been
previously described.” Species-specific databases were con-
structed by selecting protein sequences derived from H. sapiens
(14 191 entries), bovine (2005 entries), E. coli (3856 entries), and
S. cerevisiae (3870 entries) from the OWL database. The sequence
of bovine trypsin was added to each database to screen for
autolysis products. Searches were performed on a DecStation
3000/900 Alpha workstation (Maynard. MA). Methods for data
reduction, preliminary scoring, and cross<orrelation analysis used
in the computer algorithm have been described elsewhere. 7
Search fimes ranged according to the following: taxonomic
nucleotide database, 40 s to 5 min, combined nucleotide database,
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8~12 min, combined nuclectide database search with spectra of
modified peptides. 40 min to 5 h, and species-specific protein
database, 13-25 s.

RESULTS AND DISCUSSION

The cbjectives of this research were to develop and demon-
sirate the eff.cacy of directly searching nucleotide databases with
uninterpreted tandem mass spectra of peptides and covalently
modified peptides. The intent was to translate nucleotide se-
quence data in all six reading frames during the course of the
search and to consider all translated amino acid sequences within
a specified mass tolerance of the search “on the fly”. No
information on the specificity of enzymatic proteolysis was to be
used in the search. In this manner, spectra obtained from
incompletely digested peptides or from peptides generated by the
use of less specific enzymes, such as chiymotrypsin or pepsin, can
be used. Additionally, peptides presented by class I and II major
histocompativility molecules or isolated from subcellular vesicles
involved in antigen processing pathways can yield peptides
produced by proteases of unknown specificity. These studies were
designed to evaluate the potential and limitations for directly
searching nucleotide databases by using the method of Yates et
al® and Eng et al¥’

The strategy employed ir the search is depicted in Figure 1.
Spectra are preprocessed for the search and cross-correlation
analysis as described previously by Yates et al. and Eng et al 2627
Each entry in the database is then read into the program and
evaluated in 2 similar fashion. The nucleotide sequence informa-
tion is converted to amino acid scquence by translating from the
first base of cach entrv using the standard genetic code The
mass of the corresponding amino acid sequence is summed, and

if a sequence is within the mass tolerance of the search (£3 u).
this sequence is directed to a preliminary scoring routine and is
evaluated as previously described % The algorithm then returns
to the second nucleotide and repeats the translation and mass
calculation. In this manner, a three-frame translation is performed.
The complementary strand of the sequence is then predicted and
analyzed 53’ in a similar manner to complete the six-frame
translation. An obvious result of this process is a large increase
in the number of protein sequences that must be evaluated. This
in turn results in a significant increase in the number of peptides
falling within the mass tolerance of the search and the potential
for a decreased signal-to-noise ratio ($/N) in the results.
Shown in Figure 2 is the tandem mass spectrum of the doubly
charged ion for the peptide VLPSYEEALSLPSKTPE ((M + 2H)2",
m/z931) that is presented by the class Il major histocompatibility
molecule HLA-DRB*0401. This mass spectrum was used to
search the OWL protein database, and nc amino acid sequence
which fit the spectruimn with a AC, value greater than (.1 was
found. A search of a nucleotide database containing primate
sequences (32551 entries) was then performed. A ftotal of
1921 059 different amino acid sequences were identified to be
within the mass tolerance of the search (+3 u) in a process
requiring ~3 min of computer time on a DecStation 3000/900.
Note that translation of the 32 551 entries into each of the six
reading frames increases the total number of entries evaluated
to ~195000. In this case, the exact specificity of the protease
used to create the peptide was not known. Thus, all possible linear
combinations were evaluated and ranked during the search. The

32) Watson. J. 1.: Tooze
H. Freeman and Co.:

i Kurte, DT Recombinaat DNA: £ Short Cowrse; W.
New York, 1983,
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Tabie 1. Results of Searches of Nucleotide Databases Using the Collisi Ind d Di

Peptides Obtained by Proteolytic Digestion of Proteins?

iation Mass Spectra of

combined taxonomic specicsspecific
nucleotide nucleotide protein
mass sequence description corr  Sp AC, corr  Sp AC, corr Sp
14807 LGEYGFQNALIVR bovine serum albumin 1 1 0.3452 1 1 0.3452 1 1
12675  YLGYLEQLLR bovine a8l casein 1 1 0.1695 1 1 0.2682 1 1
1 1 DAIPENLPPLTADFAEDK bovine serum albumin 1 72 0.1140 1 3 0.1140 1 i
13065 HLVDEPQNLIK bovine serum albumin 1 5 0.0831 1 1 0.2553 1 1
15518 VTLIHPIAMDDGLR, +5 E. coli elongation factor TU 1 1 0.0295 1 1 01162 1 1
11724 VGEEVEIVGIK E. enli elongation factor TU 2 14 00705 2 3 0.0705 1 1
13515 LTDDDMTIEGK E. culi hypothetical 8.3 kDa protein 1 1 0.0462 1 1 00916 1 1
in DINF-QOR intergenic region
1993.2  VVTLSGFVESQAQAEEAVK  E. coli osmotically inducible protein 1 1 0.2580 1 1 03397 1 1
CSMY precursor

11834 RNVIPDPSKY human asparaginase precursor 1 9 0.1242 1 2 0.1628 1 1
16955 KIHGRVGDSPIPGAGAY human asparaginase precursor 1 2 0.2563 1 1 0365 1 1
14 WELLQQVDTSTR human keratin 1 1 0235 1 1 0.2086 1 1
12785 I human keratin 1 2 0.2390 1 1 02960 1 1
157¢.8 yeasl ribosomal protein 1 1 03218 1 1 04720 1 1
1014.2 yeast alcohol dehydrogenase 1 22 0.0398 1 6 0.0917 1 3

yeast alcohol dehydrogenase 1 1 01052 1 1 01052 1 1
1232. veast phosphoglycerate kinase 1 1 0.1036 1 1 02750 1 1 0.2990
1861.1 human mRNA for ORF 1 1 01163 1 1 01163
1762.0 human mRNA for ORF 1 5 0.1477 1 1 0.1428
1632.8 hunian mRNA for ORF 1 1 0.165% 1 1 0.1666

« All spectra were acquired under electrospray ionization conditions. Charge state of the ion used in the MS/MS experiment is listed along
with the protein description if it was other than +2. The designation C, refers to rankings of the correct amino acid sequences by normalized

correlaton parameters. These rankings are proviced for searches of a combined nucleotide database, a taxonomic nucleotide sequ
-specific protein sequence database. The mass tolerance used in the searches was £3 u. Fragment ion mass iolerance was

and through a species
Ea iy VG@EVEIVG 1/1)K ranked 1su.

¢ databasc.

sequence of the peptide represented in the tandem mass spectrum
displayed in Figure 2 was found to be from a human mRNA for
an open reading frame (ORF). A similarity search of this
sequence with others in the database was performed using the
program BLAST.® This program aligns the query sequence to
others in the database to identifv similar amiro acid sequences
in an attempt to identify similarity to a protein with a known
function. Sequence similarity was observed to an immunogiobulin
heavy chain from Xenopus laevis. Two other tandem mass spectra
obtained from the same LC/MS/MS analysis were also matched
from the same region of the human mRNA ORF (Table 1, last
two entries). The ability to search the nucleotide database directly
provided interpretation of these spectra without the necessity of
having to perform manual analysis. The translation of this ORF
eventually appeared in a later version of the genpept protein
sequence database (version 87.0, 2/17/95), but the ability to
search the nucleotide database provided analysis of the MS/MS
data before the translated sequence appeared in a protein
database.

The results for additional searches of the nucleotide database
are shown in Table 1. Under the column heading “combined”
are the results obtained for searches using the combined nucle-
otide database of 131687 entries. Upon translation, an ap-
proximate total of 790 000 entries are evaluated. All but one of
the searches displayed in Table 1 identified the correct amino
acid sequence. The one false positive, VGQEVENGI/LK, resulted
in the identification of an amino acid sequence with a one amino
acid change in the third position of the correct sequence. In this
position, Gln is substituted for Glu. an amino acid change which
is consistent with the mass tolerance used for the search. For

comparative purposes, the results of searches through taxonomic
nucleotide databases and species-specific subsets of the OWL
database (protein sequences) are also shown. The ranks of the
correct amino acid sequences of the peptides represented by their
tandem mass spectra are shown in the Table. In addition, the
AC, values for each search are shown along with the rank of the
sequence as determined by the preliminary scoring routine.
The analysis of cDNA sequences has become an important
component of genome research and gene expression studies.
These sequences are generally obtained by automated single pass
sequencing and result in higher average error rates (~3%). A
detailed study of the type of errors observed in automated single
pass sequencing has been performed by Koop et al* Over the
first 350—400 nuclectides, ervors are less than 1% and then begin
to increase from 400 to 650 nucleotides. For 0—400 nucleotides,
the most common error is ambiguity in the nucleotide identifica-
tion. Beyond 400 nucleotides, errors caused by deletions and
insertions predominate. The presence of these types of errors in
sequences submitted to databases depends on the confidence of
the investigators in the late sequence calls and uliimately where
the submitted sequence is terminated. The matching of a tandem
mass spectrum to a sequence depends on matches o a comect
local sequence rather than to a correct contigucus translation.
Only one or two exact matches are necessary to make an
identification (certainty increases with the number of matches).
The nucleotide sequence of bovine serum albumin was utilized
to test the ability to match tandem mass spectra to the translated
sequence when nucleotide ambiguities of 1% are randomly placed
in the nucleotide sequence. Figure 3A shows partial nucleotide
sequence of bovine serum albumin and the sixreadingframe

{33) Alischul. S, F.: Gish, Wi Miller, W, Myers, I W. Lipman, D. J. J. Mol
Biol. 1990, 215, 403-410.
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(34) Koop, B. F.; Rowan, L Chen, W-Q.: Deshpande, P.: Lec, Ha Hood, L.
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A

...aaactcracaaggaatgcetgcocatggtgacctacttgaatgegecagatgacagggeagatcttgeccaagtacatatgtga
taatcaagatacaatctccagtaaactgaaggaatgectgtgataagectttgttggaaaaatceccactgeattgetgaggtag
aaaaagatgccatacctgaaaacctgcccccattaactgetgactttgetgaagataaggatgttitgcaaazaactat. ..

Results of Translation of the Above Nucleotide Sequence in 6 reading frames:

£ 0: ... KVHKECCHCDLLECADDRADLAKYICDNODTISSKLKECCDKPLLEKSHCIAEVEKDAIPENLPPLTADFARDKDVCKNY . | .
f 1: . KSTRNAAMVTYLNAQMTIGQILPSTYVIIKIQSPVN*RNAVISLCWKNPTALLR* KKMPYLKTCPH*LLTLLKIRMFAKT. ..
£ 2:  ...SPQGMLPW*PT*MRR*QGRSCQVHM* * SRYNLQ* TEGML* *AFVGKIPLHC*GREKRCHT *KPAPINC* LC*R*GCLQKL. . .
r 0: ... IVFANILIFSKVSS*WGQVFRYGIFFYLSNAVGEFQORLITAFLRFTIGDCILIITYVLGKICPVICAFK*VIMAAFLVDE, ..
r 1: L ELOTSLSSAKSAVNGGRESGMASEFSTSAMQWD FSNKGLSQHSFSLLEIVS * LSHMYLARSALSSAHSSRSPWOHSLWT . . .

r 2: ...SFCHHPYLCQSQOIMGAGFQVWHLFLPQQCSGIFPTKAYHSIPSVYWRLYLDYEICTWQDLPCHLRIQVGHHGSIPCGL . . .

* = stop codon or unrecognized bass pair

B.

...aaagIccacanggaatgctgccatggngacctacttgaatgcgcagatgacagggeagatentgecaagtacatatgtga
taatcaagatacaatctccagtaaactgaaggaatgetgtgataagectttgttggaaaaatecccactgeattgetgaggtag
aaaangatgccatacctgaaaacctgcccccatnaactgetgactttgoctgaagataaggatntttgeaaaaacnat., ..

Results of Translation of the Above Nucleotide Sequence in 6 reading frames:

£ 0: . .KVH* DLLECADD *AKYICDNODTISSKLKECCDKPLLEKSHCIAEVE * DAL PENLPP* TADFAEDKD*CKN* . . .
£ i: .. KST*NARM*TYLNAQMTGQI*PSTYVIIKIQSPVN*RNAVISLCWKNPTALLR*H*MPYLKTCPH* LLTLLKIR*FAKT. . .
£f2 . SP*GMLPW* PT*MRR* QGRSCQVHM* * SRYNLQ* TEGML* *AFVGKI PLHC* GRI*CHT *KPAP*NC*LC*R*G*LQK* . . .
£0 SVEAY ILIFSKVSS*WGQVFRYGI* FYLSNAVGFEQORLITAFLQFTGDCILIITYVLG ICPVICAFK*V*MARF*VDF . . .
f1 . *FLQ* SLSSAKSAV*GGRFSGMASFSTSAMQWDEFSNKGLSQHSFSLLEIVS* LS HMYLA* SATSSAHSSRSPWQHS*WT . . .
£z . *EFCK* PYLQQSQO*MGAGFQVWH* FLPQQCSGIFPTKAYHS IPSVYWRLYLDYHICTW* DLPCELRIQVG*HGSIPCGL. . .

* = stop codon or unreccgnized base pair

Figure 3. (A} The partial nucleotide sequence for bevine serum albumin and the six-reading-frame transiation to the protein sequence. The
amino acid sequences underlined were matched by tandem mass spectra in a single reading frame. An astersk indicates the presence of a
stop codon. (B) The partial nucleotide sequence for bovine serum albumin with errors introduced and the six-reading-frame translation. The
amino acid sequences underlined were matched by tandem mass spectra. The letters f and r indicate the translation is in the forward or reverse
(complementary strand} 58" — 3’ direction, and the number indicates the reading frame. An asterisk indicates the presence of a siop codon, and

ar n rapresenis an ambiguous nucleotide identification.

translation of the sequence. A total of 26 tandem mass spectra
were used to search this sequence, and all were placed within
the correct reading frame (data not shown). The placement of
three spectra is shown in Figure 3A. Figure 3B shows the partial
nucleotide sequence after the random introduction of nucleotide
ambiguities, signified by the letter n, at a level of 1%. The amino
acid sequences for which tandem mass spectra were matched in
this region are underlined. A total of 19 of the 26 (~75%) tandem
mass spectra were placed within the sequence (data not shown).
The same level of success is observed when all types of errors
are randomly placed in the sequence at the same rate. Insertion
and deletion errors change the amino acid sequence in the correct
reading frame (f (). but spectra are matched to correct translations
that appear in the other reading frames. By using multiple spectra
in the search, the probability of matching spectra to the translated
sequence of nucleotide sequences containing errors increases. If
the entire sequence is correct, all spectra should be placed within
the same reading frame; consequently, this may be a useful
technique for identifving errors in nucleotide sequences.

We had observed previously that the magnitude of the
difference in the normalized correlation vaiues, AC,, for the first
and second answers provided a general indication of a correct
answer.? In Figure 4. a plot of the AC, values obtained for each
spectrum used to search the combined, taxonomic, and protein
(specics-specific OWL) databases is presented. As the nunber
of entries and the number of sequences considered increases, the
AC, values decrease. For example, the mass of the first entry in
Table 1 matches 6543 609, 442 872, and 27 291 amino acid
sequences through the combined, taxonomic, and species-specific
(protein) databases, respectively. Intuitively, a general decrease
in the AG, value is to be expected, since an increase in the number
of sequences evaluated raises the likelihood of identifying amino
acid sequences that produce similar fragmentation patterns. The
general trend observed by Eng et al., that a difference in value
between the first and second answers of 0.1 or greater is indicative
of a correct answer, is generally true for searches through the
nucleotide databases.® This trend does not hold when two highly
similar sequences appear in the first two positions (sixth entry,
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Figure 4. Plot of AG, values obtained for each of the spectra used in searches of the combined and taxonomic nucieotide databases and the
species-specific protein database. The peptice numbers refer to the order of appearance of the spectra 'n Tables 1 and 2.

Table 2. Results of Searches of Nucleotide Databases Using the Collision-Iinduced Dissociation Mass Spectra of
Modified Peptides Obtained by Proteclytic Digestion of Proteins of Known Sequence

combined taxonomic

nucleotide nucleotide
mess sequence description corr Sp AC, corr Sp AC,
17019 FLDDDLTDDIMCVK bovine o-lactalbumin 1 1 0.2881 1 1 0.3382 1 1 0.4100
1445.5 YICDNQDTISSK bovine serum albumin 1 1 0.1251 1 1 0.2441 1 1 0.2761
1928.8 DIGSESTEDQAMEDIK  bovine sl casein 1 4 0.0725 1 4 0.0725 1 i 0.0725
1660.8 VPQLEIVPNSAEER bovine o-s1 casein 1 28 0.0628 1 2 0.0981 1 1 0.2604

“ [n the course of the scarch, each puiative site of modification is considered as modified and unmodified. The top two sequences were considered
as having a single site of modification at Cys. The bottom two sequences were considered as being phosphorylaled; consequently, each potential
phosphorylatior: site (Ser, Thr, Tyr) is evaluated. All spectra were acquired under electrospray ionization conditions. Charge state of the ion used
in the MS/MS experiment is d along with the protein description if it was other than +2. The designaton C, refers to rankings of the correct
amino acid sequences by normalized correlation parameters. These rankings are provided for searches of a combined nuclcotide detabase (131 687
ies), a taxonomic nucleotide sequence database (other mammals, 5965 entries), and through a species-specific protein sequence dalabase
(bovine, 2005 proteins). The mass tolerance used in the searches was £3 w. Fragment ion mass tolerance was +£1 u. Modification sites localized
to particular residues are in bold and underscored typeface (o indicate the site.

Table 1). Nor does it hold when searches using spectra of databases were plotted as shown in Figures 5 and 6. respectively.
modified peptides containing multiple potential sites of modifica- Both comparisons illustrate that scoring is significantly improved
tion are performed (third entry, Table 2).% In this case, variations by using a spectrum for the cross-correlation comparison that
in the site of modification can appear in the top answers. The more closely matches the query spectrum. Thus, the development
AC, values for the top answer and the first unrelated sequence of theoretical models which allow prediction of fragment ion
generally exhibit the 0.1 difference. abundance for a given sequence would result in an improved

A unique feature of this search method is a scoring technique reconstruction method and better absolute and normalized scores.
that uses a comparison of the similarity of a theoretical tandem Searches of Nucleotide Databases with Spectra of Modi-
mass spectrum reconstructed from the amino acid sequences fied Peptides. Recent work has shown the ability to match the
retrieved from the database and the query spectrum. In efforts tandem mass spectra of covalently modified peptides and to
to study the effectiveness of this method of evaluation, and to identify the site of modification of sequences in protein databases
identify areas for improvement, the cross-correlation values even though information about modification sites is not contained
obtained in searches using experimental spectra were compared in the sequences.® This method uses mass values of both the
with those from searches with theoretical “spectra” created by modified and the unmodified amino acid. Rather than consider
using the reconstruction method. The reconstructed tandem universal modification of specific amino acids and the resuliing
mass spectra would serve as theoretically perfect spectra and mass changes that occur at every occurrence of the amino acid,
should result in the highest possible spectral similarity. Recon- the method of Yates et al. considers the possibility at each
structed spectra were prepared for each sequence shown in Tables occurrence of the amino acid, modified or not.® Thus, a sequence
1and 2. The AC, and cross-correlation values for each spectral containing one putative modification site is considered as modified
search through the taxonomic nucleotide and protein-species and unmodified, for a total of two different sequences considered.
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The number of different sequences to examine varies by 2", where
# is the number of potential modification sites in each peptide.
By employing a mass tolerance, only those modified or unmodified
sequences which fall within that range are considered further,
and the total number of sequences that must be considered is
limited. These swudies are meant to examine the sensitivity and
the corresponding time constraints when searching nucleotide
databases with spectra of modified peptides.

Showr in Table 2 are the results for searches of singly modified
peptides. To illustrate the analysis, S-carboxymethylated Cys-

containing peptides are used as models. The search considers
only a single type of modification. In the course of the search,
10 613 705 amino acid sequences were found to be within 43 u
of the mass 1703 w.. The correct result, FLDDDLTDDIMCVK,
is identified with a AC, value of 0.2881. This search required
slightly over 30 min of computer time through the combined
nucleotide database.

Shown in Table 2 are the results of searches using spectra of
phosphorylated peptides. The search considers potential phos-
phorylation at each occurrence of Ser. Thr, and Tyr, as well as
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the possibility of multiple phosphorylation sites. No information
such as the number of modifications to expect in the sequence is
given to the program. Searches using specira from two different
phosphorylated peptides are shown. The correct answer is found
in hoth searches. The first contains three potential sites of
phosphorylation and two actual sites of modification. The AG,
value for the search is well below the acceptable cutoff of 0.1.
The iop three results, hovever, are for the same sequence with
different sites of modification. This result i3 consistent with that
observed in searches of protein databases.” The search of the
combined nucleotide database requires a large amount of com-
puter time, approximately 5 h, as opposed to a search of the
taxonomic database (~20 min). The method involving translation
in all six reading frames and considering all possible variations
of phosphorylation generates a large number of sequences to
evaluate. During the search, 102 012 392 different amino acid
sequences within the £3 v mass tolerance of the search were
considered. Thus, the search correctly identifies to 1 in 100
million the right sequence and the sites of modification. Even
though a molecular weight mass rolerance of £3 u is used in the
course of the search, the accuracy is remarkably good. By
decreasing the mass tolerance, the number of amino acid
sequences considered is decreased, thereby shortening search
times, but not greatly so. The accuracy, however, is not
significantly improved.

CONCLUSION

The objective of this research was Lo develop and test methods
to match the tandem mass spectra of modified and unmodified
peptides to their corresponding translated nucleotide sequences
in the database. The resulis presented demonstrate that a direct
search is possible and is quite accurate even though there is a
large increase in the number of amino acid sequences considered
in the course of the search. By increasing the number of amino
acid sequences considersd, the S/N of ihe search result de-
creases, but not to a level where results are unreliable. As the
databasc grows in size, the S/N is likely to decrease further, thus
additional study to improve the scoring procedure is warranted.
The studies of the search method using theoretical query spectra
suggest approaches that can he used to improve scoring methods.
By developing more effective methods to accurately reconstruct
a tandem mass spectrum for a given amino acid sequence, such
as better methods to predict the likely abundances of fragment
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ions. a stronger correlation between experimental and recon-
structed spectra could be obtained. At present, the scoring routine
is very effective in finding the correct answer and in providing a
parameter (AC,) to determine if the answer is correct or a false
positive.

The approach described in this paper is ideal for automation
of data analysis since no preanalysis of the spectra is required of
the investigator. As currently implemented. all tandem mass
spectra placed in the analysis directory are batch processed by
the program. A search with a spectrum of an unmodified peptide
is sufficiently fast through a large nucleotide database as to limit
concern about efficiency and throughput. A batch search to
identify phosphorylated peptides of all the spectra obtained during
an LC/MS/MS analysis through a large nucleotide database would
not be practical at this point in time. A more efficient strategy
would be to perform a search for nonmodified sequences to
identify a likely gene sequence and then to perform modification
searches on the nucleotide sequence for that gene.

Incorporating this approach with those of Eng et .4 and Yates
et al? permits the creation of automated methods to maich
spectra of peplides directly to protein and nucleotide sequences.
Such a strategy has applications in the automated identification
of proteins separated by two-dimensional gel electrophoresis. This
separation technique allows the parallel isolation of 1—3000
proteins in a single analysis. By utilizing autosampling techniques
in conjunction with HPLC and data-dependent acquisition of
tandem mass spectra, large numbers of samples could be
automatically processed. The methods described in this paper
and others present a powerful strategy to automate data analysis
of the large numbers of spectra acquire This will provide
an important tool to integrate data obtained from cDNA and
genomic sequencing projects with biochemical studies.
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Capillary Electrophoretic Enzyme Immunoassay for

Digoxin in Human Serum
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The combined use of capillary electrophoretic (CE) sepa-
ration and homogeneous enzyme immunoassay for ana-
Iyzing drugs in hemolyzed, lipemic, or icteric serum
samples was investigated. An FDA-approved EMIT assay
kit for digoxin in human serum was used. After the
enzyme immunoassay, the enzymatic reaction product
(NADH) and remaining substrate (NAD™), together with
internal standard (p-nitrophenol, NP), were electrokineti-
cally injected into a polyacrylamide-coated electrophoresis
capillary and separated under applied potential. Detec-
tion was made by monitoring the UV adsorption at
wavelength of 260 nm. The digoxin level in human serum
was determined by comparing the peak area ratio of
NADH and NP to the ratios established by the known
digoxin standards. In this study, the factors that influence
the CE separation were also investigated. Under the
optimum conditions, NADH, NAD™, and NP were sepa-
rated at electric field strength of 438 V/cm in the coated
capillary (100 gm x 57 cm) with 200 M Tris—borate
buffer (pH 7.9) containing 0.2% hydroxypropyl methyl-
ceflulose. CE analyses of serum samples spiked with
NADH standards at concentrations of 100 and 400 xM
resulted in detection variabilities of less than 2% and
analytical recoveries of 98-102%. Both an internal
calibration plot for NADH and a dose—response curve for
digoxin in serum were constructed. Calibrator serum,
patients’ sera with hemolyzed, lipemic, and icteric inter-
ference factors, and other pigmented blood components
(e.g., serum albumin, bilirubin, hemoglobin, uric acid,
coproporphyrin, melanin, protoporphyrin IX, and uro-
prophyrin) demonstrated no interference in this method.
The authors believed that this method is useful for
analyzing digoxin in hemolyzed, lipemic, and icteric blood
samples that are known to create problems in conven-
tional EMIT assays and may be applicable to other EMIT-
based assays for monitoring drugs in complex biological
matrices.

Since its advent in the late 1950s,"? immunoassay has become
a primary analytical tool not just in clinical diagnostics but also in
many other applied scientific fields such as food and environmental
analyses.® The methodology is mainly based on the inherent

(1) Berson, S. A; Yalow, R S.; Bauman, A.; Rothschild, M. A.; Newerly, K. [
Clin. Invesi. 1986, 35, 170—90.
(2) Yalow, R. 5. Berson, S. A, Nature 1959, 184, 16489,

0003-2700/85/0367-321159.00/0 © 1995 American Chemical Society

chemical specificity of an immunoclogical reaction and the exquisite
sensitivity in detecting labeled antigens or labeled antibodies,
which allow fast, accurate, and precise quantitation of a variety of
analytes at very low concentrations in complex sample matrices.

Quantitation of an immunological reaction often uses label
molecules. Immunolabels can be divided into two classes:
isotopic and nonisotopic. Most early immunoassays used isotopic
labels such as I, ¥Co, “H, “C, and *P. Due to health and
environmental concerns, nonisotopic labels have become more
widely used in immunoassays.*® The nonisotopic labels include
enzymes, chemiluminescence and bioluminescence compounds,
metal complexes, and electrochemically active molecules. In the
case of enzyme immunoassay, the enzyme molecule is vsed as
the label that converts enzyme substrate into its product at a
relatively high reaction rate. As the result of enzyme amplification.
a significant amount of product can be produced for final detection.
Therefore, assays that use enzymes as labels usually have
excellent limits of detection.

One of the assay formats used frequently in therapeutic drug
monitoring is known as the homogeneous enzyme immunoassay.
It requires minimum sample handling and is well suited for
measuring low molecular weight molecules in a concentration
range of micrograms to milligrams per Liter. The principle of
homogeneous enzyme immunoassay can be illustrated by the
technique known as the “enzyme-multiplied immunoassay tech-
nique” (EMIT), which is based on the competition between
antigen in the sample and enzyme-labeled antigen for limited
antibody-binding sites. Upon binding of enzyme-labeled antigen
to the antibody, enzyme activity is inhibited or altered through
steric exclusion of the enzyme substrate or conformational change
of enzyme molecule,” so the antigen concentration in the sample
can be measured in terms of enzyme activity.

One of the challenges in developing homogeneous enzyme
immunoassays is to detect the enzyme product in whole blood or
in samples that are hemolyzed, lipemic, and icteric.® Previous

(3) Van Emon, J. M.: Lopes-Avila, V. Anal. Chem. 1992, 64, 79A-88A.

{4) Petterson, K. Clin. Chem. 1993, 39, 1359-60.

(5) Kricka, L. J. Clin. Chem. 1994, 40, 347-57.

(6) Xu, Y.; Halsall, H. B.: Heineman. W. R. In Iﬂzmwnmemtml /lsr(zys and
Bmsensor!echﬂola@fur*he 1990s; Nakamura, R &
G. A., Eds.; American Society for Microbiology: Washington. DC. %) PR
291-309.

(7) Schuurs, A H. W, M., Van Weemen, B. K. Clin. Chim. Acla 1977, 81,
1-40.

(8) Thompson, S. G. In Clinicai Chemistry; Kaplan. L. A.. Pesce, A. J.. Eds:
The C. V. Moshy Co.: St. Louis, MO. 1989 pp 191-206

Analytical Chemistry, Vol. 67, No. 18, September 15, 1995 3211



efforts?" have been made by using chromatographic separation
with amperometric detection. In spite of the achievements in
circumventing the matrix effect of biological samples, the method
required a switching between size exclusion and reversed-phase
columns. Therefore, it complicated the routine operation.

Recent advances in capillary electrophoresis (CE)'2 allow the
separation of both charged and neutral molecules with very high
efficiencies. Several studies®"!" have demonstrated the applicabil-
ity of capillary electrophoresis for separation of antibody—antigen
complexes from unbound antibodies and antigens by direct
injection of reaction mixtures into the separation capillaries. With
laser-induced fluorescence detection, both Schultz and Kennedy
and Chen and Sternberg were able to achieve the detection limits
needed for monitoring insulin” and digoxin'® in the therapeutic
ranges. However, the direct injection of protein mixture onto the
separation capillary ofter, caused adsorption on the inner surface
of the capillary, which affects the reproducibility of the methods
and seriously compromises their reliability in quantitative analysis.

The present study was aimed at coupling CE with homoge-
necus enzyme immunoassay for quantitative analyses of drugs
or drug metebolites in hemolyzed, lipemic, or icteric serum
samples. Digoxin, a widely used cardiac active drug for treatment
of heart failure, atrial fibrillation. and supraventricular tach-
yarrhythmias was chosen as the model analyte. Because of its
narrow therapeutic range (0.5—2.0 pg/1),"" it is clinically mportant
to precisely monitor its level in sera. In our study, an FDA-
approved EMIT assay kit {or digoxin was used. After the enzyme
immunoassay. the product of enzymatic reaction (NADH), to-
gether with the remaining substrate (NAD") and an internal
standard (p-nitrophenol, NP), was electrokinetically injected into
a capillary and separated by CE. Detection was accomplished by
monitoring UV absorbance at a wavelength of 260 nm. The
digoxin concentration in human serum was determined by
measuring the peak area ratdc of NADH and NP using internal
calibration. The factors that influence CE separation in both
coated and uncoated capillaries were also investigated and
compared. Calibrator serum, patients’ sera containing hemolyzed,
lipemic, and icteric interfering factors, and cther blood compo-
nents were tested and showed no interference in this method.
The authors believe that this approach is valuable for quantitation
of drug molecules in complex biological matrices.

EXPERIMENTAL SECTION

Reagents. The EMIT digoxin assay kit (Lot 6H419UL-F1) was
obtained from Syva Co. (San Jose, CA), which consisted of reagent
A, reagent B, serum pretreatment reagent, buffer concentrate, and
digoxin calibrators. f-Nicotinamide adenine dinucleotide (NADY),
reduced fS-nicotinamide adenine dinucleotide (NADH), and cali-
brator serum and diluent (Catalog No. 620213) were purchased
from Boehringer Mannheim Corp. (Indianapolis, IN). p-Nitro-

SR-33R.
al. Chem. 1994, 66, 280R—314R.
a, P. F.: Sharknas, D. A; Sittampalam, G.
—85.

Chem. 1993, 65. 3161-5
ectrophoresiz 1994, 1 3-21.
Kaplan, L. A, Pesce, A. ], Eds.: The C.
39; pp 108891,
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phenol, bovine albumin, human hemoglobin, proploporphyria IX,
coproporphyrin, uroprophyrin, and melanin were purchased
Sigma Chemical Co. (St. Louis, MO). Hydroxypropyl methyi
cellulose (HPMC) was a product of Fluka Chemical (Ronkonkoma,
NY). Bilirubin was obtained from the Hartman-Leddon Co.
(Philadelphia, PA}. Bovine hemoglobin (Certain b level 2) was
from Ciba-Corning Diagnostics (Medfield, MA). Uric acid was
from Mallinckrodt Chemical Works (St. Louis, MO). y-(Meth-
acryloyloxy) propyltrimethoxysilane (bind-silane), ammonium per-
sulfate, N.N.N N-etramethylethylenediamine (TEMED). and
acrylamide were obtained from Pharmacia Blotech (Piscataway.
NJ). All other reagents were of analytical grade or better and
purchased from standard reagent suppliers.

Aqueous solutions were prepared with defonized water (Barn-
stead NANOpure system, Boston, MA). Phosphate run buffers
(11.5 mM) with pH values between 6.5 and 8.1 were prepared by
dissolving the appropriate amount of disodium hydrogen phos-
phate and sodium dihydrogen phosphate in deionized water. All
buffers were filtered through 0.45um cellulose acetate membrane
filters (Alltech Associates, Inc., Deerfield, IL) before use. Tris—
borate buffers (200 mM) with pH values between 7.2 and 8.0 were
prepared by mixing appropriate amounts of tristhydroxymethyD-
aminomethane and boric acid in 250.00 mL of deionized water.
Tris—borate/HPMC buffer was prepared by dissolving 0.2% (w,
w) of hydroxypropyl methyl cellulose (0.2 g) in 100.00 mL of the
Tris—horate buffer at the specified pH value. This solution was
sonicated for 15 min to allow complete wetting of hydroxypropyl
methyl cellulose and then stirred in an ice bath until it clarified.
Filtration was performed using a 0.8 um cellulose acetate
membrane flter (Alltech Associates, Inc.). NADH, NAD", and
NP standard solutions were prepared in 20 mM Tris-HCl buffer
(pH 7.4). All buffers and solutions were stored at 4 °C until use.

Serum Samples. Hemolyzed, lpemic, and icteric serum
samples used in the interference study were obtained from Metro-
Health Medical Center (Cleveland, OH). Universal infectious
precautions were followed during the handling of these specimens.

Analyses. The EMIT digoxin assay is a homogeneous
enzyme immunoassay. The assay procedure as described by Syva
Co. was followed until the conversion of NAD™ 10 NADH by
glucose-6-phosphate dehydrogenase (GEPDH). The reaction mix-
ture was separated by CE after the addition of NP (1.1 mM) as
internal standard. Compared to the EMIT procedure, this method
used only one-fifth of the reagents and sample volumes for each
analysis. The volume of reaction mixture used in the CE
separation can be further reduced to one-thirtieth of that of the
EMIT procedure if a pipeting device with good precision is used.

Capillary Columns. The fused-silica capillaries (360-um 0.d.)
was purchased from Polymicro Technologies Inc. (Pheonix, AZ).
The uncoated capillary was 57 cm in length (50 om to detection
window) with 75-um i.d. This capillary was mounted in a P/ACE
cartridge that was connected to a temperature control systent.
New capillaries were conditioned by rinsing sequentially with 0.1
M NaOQH, deionized water, and phosphate run buifer before use.

Polyacrylamide-coated capillary was prepared from the un-
coated capillary with 100-um i.d. as described below. The inner
surface of a 1-m-long capillary was first pretreated with 1 M NaOH
for 30 min and then flushed with H,O for 30 min. The pretreated
capillary was rinsed with a silane solution (pH 3.5) for 3 h at room
temperature. The silane solution was prepared by adding 50 L
of acetic acid (glacial) and 50 uL of y-(methacrylovloxy)propyl-
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rimethoxysilane to 9.90 mL of H,0; the resultant mixture wes
stirred until it clarified (~15 min). After sequentially washing with
methanol and HyO. the capillary was blown dry with N,. A
monomer solution was prepared by dissolving 0.4 g of acrylamide
in 10 mL of deaerated Tris—borate buffer (200 mM), followed by
addition of 100 uL of 10% freshly prepared ammonium persuliatc
and 10 L of TEMED. This solution was then pushed through
the silanized capillary for 1 h using a Nypressurized capillary wash
tube (Alltech Associates, Inc.). After polymerization, the capillary
was flashed with HzO and ready for use. This procedure produces
a bonded layer of linear polyzcrylamide (non-cross-linked) on the
inner surface. The on-column detection window was generated
by either razor pilling or etching with a drop of hot (~130 °C),
concentrated (96—98%) sulfuric acid to remove a small section of
polyimide coating on the outside of the capillary. If sutfuric acid
is used, it should be applied using the tip of a mercury
thermometer as it retains heat longer.

Capillary Electrophoresis with UV Detection. A Beckman
(Fullerton, CA) P/ACE 2050 system and an IBM personal
computer with System Gold seftware were used. On-column UV
detection was performed at 260 nm, anc the separation temper-
ature was maintained at 25 °C. Samples were introduced into the
capillery by electrokinetic injection at 5 KV for 3's. The optimal
conditions of zlectrophoretic separation were 20 kV/34 uA at pH
8.0 in the phosphate run buffer using uncoated fused-silica
capillary and 25 kV/27 uA at pH 7.9 in the Tris—borate/HPMC
bulfer using polyacrylamide-coated capillary. Between runs, the
capillary was rinsed by run buffer for 2 min. If uncoated capillary
was used, the cathode was placed in the outlet side of the capillary
and the anode was in the inlet. If ccated capillary was used, the
polarity of the electrodes was reversed.

RESULTS AND DISCUSSION

NADH and NAD" Separation. In homogeneous enzyme
immunoassay for digoxin, the active glucose-6-phosphate dehy-
drogenase simultaneously converts glucose 6phosphate (the
substrate) to glucono-d-lactone 6-phosphate and NAD* (the
coenzyme) fo NADH. The amount of NADH formed is propor-
tonal to the digoxin level in the sample. Resolving of NADH from
NAD™ and other potential interferents is critical to the quantitative
measurement of digoxin. Figure 1 shows the separations of
NAD", NADH. and NP (internal standard) in both coated (A) and
uncoated (B) capillaries. In both cases, NAD™, NADH, and NP
were completely resolved within 8 min. Peak identities were
tentatively assigned on comparison to the electropherograms
generated by single components and subsequently confirmed
through stepwise addition of known components to the mixture.
The small unicentified peak close 1o the NADH peak was probably
associated with the impurity found in the NADH preparation. Due
to the suppression of electroosmwotic flow, only elecirophoretic
migration existed in the coated capillary. Accordingly, NADH (net
charges of 2—) migrated toward the anode (outlet) at a faster rate
relative to NAD™ (net charge of 1-) (Figure 14). In the uncoated
capillary, the electroosmotic mobility was greater than the elec-
trophoretic mobilities of NADH and NAD*. As the result of
combination of two opposite forces, NADH migrated slewer
toward the cathode (outlet) compared to NAD* (Figure 1B). The
migration rate of the internal standard (NP) pK, of 7.15 at 25 °C,
may be modulated by adjusting the buffer pH (Figure 2).
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Figure 1. Electropherograms of NADH, NAD*®, and NP in both the
coated (A) and uncozated (B) capillaries. Experimental conditions: (A)
coated capillary, 100 um (i.d.) x 57 cm; separation potential/current,
25 kV/27 pA; run buffer. 200 mM Tris—borate/HPMC buffer at pH
7.9; injection potentialitime, 5 KV/3 s; UV filter, 260 nm; sample
concentration, NADH 1.0 mM, NAD™ 1.0 mM, and NP 1.5 mM in 20
mM tris-HCI buffer at pH 7.4; anode, outlet; cathode, inlet; temper-
ature, 25 °C. (B) uncoated capillary. 75 4m (i.d.) x 57 cm; separation
potential/current. 20 kV 34 4A; run buffer, 11.5 mM phosphate bufer
at pH 8.0; arode, inlet: cathode, oullel; the other were the same as
(A).

The conditions thar allow compiete separation of NADH and
NAD" were best obtained between pH 6.5 and 8.5 using an
uncoated capillary. At a pH higher than 8.5, the electroosmotic
flow became too fast to achieve good resolution. At a pH below
6, NADH was not stable. Itis also demonstrated that separation
using polyacrylamide-coated capillary was best accomplished at
pH 6.5-8.0. At a pH higher than 8.0, the coating becomes
unstable.

NADH Quantitation. Quantitations of NADH using coated
and uncoated capiliaries by external and internal calibrations were
investigated and compared. Peak areas were plotted against the
known concentrations of NADH in external calibration (Figure
3), where it was assumed that the volume of NADH injected
remained constant from run to run. Quantitation was based on
the direct comparison of the peak area of NADH in the test sample
with those of the NADH calibrarors. However, our results
indicated that the above assumption was not valid, as small
deviations in timing and applied potential caused variations in the
injection volumes. Between two different types of capillaries, a
much improved linearity was obscrved in the coated capillary
(Figure 3A). This marked improvement in linearity may be
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Figure 2. Influence of pH on migration times o NADH, NAD™, and
NP in coated (A) and uncoated (B) capillaries. Experimental conditions
were the same as in Figure 1.

attributed to the suppression of the electroosmotic flow and
the creation of better surface uniformity with polyacrylamide
coating.

The internal calibrations of NADH with NP are shown in
Figure 4 using coated (A) and uncoated (B) capillaries. In internal
calibration, a known amount of NP was added to each NADH
calibrator and unknown sample prior to electrophoresis. Peak
area ratios (Axapn/Avp) were plotted against the NADH concen-
trations to obrain a calibration plot. The NADH concentration in
the test sample was determined in the calibration plot by knowing
the area ratio of the unknown vs NP. The use of the relative area
obviated the need to maintain constant injection volume and
detector response during the analysis. As a result, excellent
linearities of the internal calibration plots were obtained. Although
the upper limit of NADH was not explored in zither the coated or
uncoated capillaries, the limit of detection for NADH, defined as
the ratio of the triple average area of 30 baseline peaks to the
area of NP (signal/noise 3), was calculated as 11.5 #M or 684
fmol for the coated capillary (Figure 44) and 9.53 uM or 42.9 fmol
for the uncoated capillary (Figure 4B).

Precision and Recovery Studies of NADH Detection. To
evaluate the accuracy and reproducibility of NADH detection in
hemolyzed, lipemic, and icteric serum sampies, where common
endogenous interfering substances can often create analytical
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Figure 3. Calibration plots of NADH in coated (A} and uncoated
(B) capiliaries without internal standard. Experimental conditions were
the same as in Figure 1.

problems, samples of each type of interference spiked with NADE
standards at concentrations of 100 and 400 uM were analyzed
and compared with NADH standards dissolved in a buffer free
from such interferences (20 #M tris-HCI bulfer sx pH 7.4). As
seen in Table 1, the interday variability was less than 2%, and the
analytical recoveries ranged from 98 to 102%. These recovery
values are within the range reported for most of the CE appli-
cations. The detection variability of 2% in the presence of
various interfering factors is a good indicator of the analyticel
dependability of this method under less than ideal analyiical
conditions.

Capillary Electrophoretic Enzyme Immunoassay for Digox-
in. Electropherograms for the separation of enzyme immunoas-
say mixtures using both coated and uncoated capillaries were
given in Figure 5. The peaks were identified by sequentially
spiking the immunoassay mixtures with NADH, NAD*. and NP.
The results were further verified by comparing the electrophero-
grams of the assay mixture with those of each individual
immunoreagent (results are not shown) {or correct peak assign-
ments. The unidentified peaks that appearcd in Figures 5 were
reagent constituents present in the assay kit Since these
unidentified peaks did not overlap with the NADH and NP peaks.
no effort was made to reveal their identities.

Figure 6 shows the dose—response curves for digoxin, which
were constructed by plotting the area ratios of NADH generated
by the enzyme reaction and internal standard, NP, against the
digoxin concentrations in human serum. In either coated capillary
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Figure 4. Calibration plots of NADH in coated (A) and uncoated
(B} capillarice with internal standard. Experimental cenditons were
the same as in Figure 1.

Tabile 1. inferday Pr and R y of NADH?
NADH (M) sample matrix? %SD (=23} % recovery
100 TrisHCl buffer 0.436 100
serum 1 1.64 98.0
serum 2 1.67 100
serum 3 1.82 102
400 Tris-HCl bufler 0.486 100
serum 1 1.26 101
serum 2 1.35 994
serum 3 1.26 99.3

parativn conditions were the same as in Figure 1A, ? Human
sera 1—3 were kaown to be rich in cholesterol, hemoglobin, and
bilirubin, respectively. The sample preparation procedure was the
same as Lhat in the digoxin EMIT kit.

(A) or uncoated capillary (B), a calibration of digoxin over
therange of 0—6 ng/mL was obtained, which is significantly wider
than the therapeutic range of 0.5~2.0 ng/mL. Apparently, the
signal response was not zero at zero-dose digoxin in Figure 6,
this is because the reaction solution contained both antibody and
enzyme-labeled digoxin and enzyme activity was not zero. The
assay had twice the sensitivity (signal per unit mass of analyte)
in the coated capillary (A) compared to that in the uncoated
capillary (B). This observation is also consistent with the
findings in the sensitivity of NADH detection (Figures 4). The
area ratio that corresponded to the lowest digoxin calibrator (0.5
ng/mL) wag much higher than the detection limit of NADH
(Figure 4), which implies that there is ample opportunity for
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Figure 5. Electrophoretic separation of NADH from EMIT digoxin
assay using coated (A} and uncoated (B) capillaries. Immunoassay:
digoxin, 2.0 ng/mL in human serum; EMIT digoxin assay procedure
from Syva Co. was foliowed until the conversion of NAD* to NADH
and then 20 1L of 24 mM NP was added to the reaction mixture (410
uL) prior to the separation oy CE. Separation conditions were the
same as in Figure 1.

shortening the enzyme incubation time, or the total analysis time,
with no apparent compromise in the practical usefulness of the
method.

In this method, the lowest detectable digoxin concentration
was 0.5 ng/mL. Due to the use of a manually attended EMIT
procedure and a single-capillary CE, it is currently difficult to
accommodate multiple injections per digoxin concentration within
a dose—response curve. Nevertheless, the interday assay preci-
sion, which ranged from 3.12 to 10.1%, is given in Table 2. Since
the detection precision of NADH by CE was consistently <2%
(Table 1), the major source of error was in the manual EMIT
procedure. Common sources of analytical variability when EMIT
was performed manually include day-to-day temperature fluctua-
tions, inconsistencies in reagent pipeting, uncontrolled nonspecific
surface adsorption of enzyme product on reaction vessels, and
variations in timing precision of reagent addition and rcaction
duration. Generally, switching from a manually attended EMIT
procedure to an automated one can improve analytical variability
at least by 5%.

Electrokinetic Injection. In electrokinetic injection, the
amount of solute that is injected into the capillary depends on
its apparent mobility under the injection voltage. Since different
solute molecules may have different apparent mcbilities during
the injection, the amount of solute being injected may vary
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‘Table 2. Interday Precision of CE—EIA Procedure?
digoxin (ng/ml) 0 0.5 1 2 4 6
% SD (= 3) 65.87 0.0 864 315 432 312

@ Experimental conditions were the same as in Figure SA.

among species from the same sample. This biased nature
of electrokinetic injection can be described by the bias factor
(b>';7

h= w“‘@p(S) " teoy

Hepay T Heo

where u., 1s the electroosmotic mobility, and sy and gy are
the electrophoretic mobilities of the small and large analytes. In
uncoated capillary, g, > and uq); therefore, b ~ 1 and
electrokinetic injection is free from bias. Accordingly, there were
more peaks in Figure 5B (uncoated capillary) as compared to
those in Figure 5A (coated capillary). In coated capillary, uo, =
0and b > 1, and electrokinetic injection is biased. Small analytes
(e.g, NADH, NAD", and NP) that move quickly into the capillary
will be injected to greater extents than large analytes (e.g., serum
proteins) that move slowly into the capillary. Exclusion of these
large protein molecules may be possible by regulating the injection
potential and duration.

]

(17) Huang. X.; Gordon, M. L; Zare, R. N, Anal. Chem. 1988, 60, 377-80.
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Table 3. Separation Efficiency of the Capillary
Columns, N = 5.54(t/wq.5)?

analytes (1077

analytes (x1077) in : )
in serum matrix?

Tris-HCl buffer 20 mM)#

coated uncoated coated uncoated
NAD™ 2.58 6.56 2.48 1.70
NADH 2.77 4.68 4.29 1.79
NP 2.93 3.10 12.2 2.12

4 The separation conditions and the concentrations of NAD™, NADH,
and NP were the same as in Figure 1. # The separation conditions and
the concentrations of NAD*, NADH, and NP were the same as in
Figure 5.
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Figure 7. Electropherograms of NADH, NAD™, and NF in the
presence of potential interferents in coated (A) and uncoated (B)
capiliaries. Experimental conditions were the same as in Figure 1!
bovine serum albumin. 3.52 mg/mL; bilirubin, 200 ;g/mL: bovine
hemoglobin, 20% of Certain tHb level 2 (Ciba-Corning Diagnostics);
uric acid, 3.54 mg/mL.

Theoretically, the volume of electrokinetic injection can be
calculated. If we assume that the conductivity of the sample was
the same as that of the separation buffer, the volume of electro-
kinetic injection can be estimated by

2 2 &LtV
.. . nd 7d T df “inj
injection volume = ~——L, . = ——({;,v,.,) =
j g L = g ) =\
where d is the inside diameter of the capillary. Ly is the capillary
length from inlet to detection window, £y is the injection time,
Vi is the injection potential, £, is the apparent migration time of
the analyte, and Vi, is the separation potential. If the elution of
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Figure 8. Electropherograms of serum samples spiked with NADH, NAD*, and NP by coated capillary. The separation conditiors and
concentrations of NADH, NAD™, and NP were the same as in Figure 1A; (A) calibrator serum (Boehringer Mannheim); (B) serum sample rich
in hemoglobin: (C) serum sample rich in cholesterol; (D) serum sample rich in bilirubin. All these serum samples were diluted (1:1) with 40 mM
tris buffer (aH 7.4) before use. The peaks numbered by Arabic numerals preexisted in the control sera and showed no interference to the spiked

components.

NADH tock 6.13 min in the uncoated capillary (75 um x 57 cm)
from buffer matrix at a separation potential of 20 kV and the same
elution. required 6.60 min at a separation potential of 25 kV in the
coated capillary (100 um x 57 cm), an injection potential of 5 KV
for 3 s would deliver 5.95- and 4.50-nL samples to the coated and
the uncoated capillaries, respectively.

Column Performance. The column efficiencies of both
coated and uncoated capillaries for separating NADH, NP, and
NAD* in either buffered or serum matrices are summarized in
Table 3. If sample was in 20 mM Tris-HC] buffer (pH 7.4), the
uncoated capillary displayed greater column efficiency than that
of the coated capillary. This was primarily due to the focusing
effect of the two opposite forces (electrophoretic and electroos-
metic lows) concurrently existing inside the uncoated capillary.
However, if the sample was in a serum matrix, the coated capillary
had greater column efficiency than that of the uncoated capillary.
As compared with the electropherogram obtained by the
coated capillary (Figure 54), there were much band broadening
and skewed peak appearances when the uncoated capillary was
used (Figure 5B). This may be related to the adsorbed protein
on the inner surface that may interact with NADH, NAD*, and
NF and resulted in the fronting migration behavior as seen in
Figure 5B. By use of polyacrylamide coating, there were no

significant changes of peak symmetry in either sample matrices
(Figures 1A and 5A). This implied that either less protein was
injected, less protein was adsorbed onto the coated capillary, or
both.

Interference Study. To determine whether the CE-EIA
would be subject to the interferences in biological samples,
potential interferents were introduced to the solutions containing
NADH, NAD", and NP, and the mixtures were electrophoresed
by CE. As indicated in Figures 7, bovine serum albumin (BSA),
bifirubin, bovine hemoglohin, and uric acid showed no interference
in separation of NADH in either coated (A) or uncoated (B)
capillaries. The peak identities in these electropherograms were
assigned by running an electrophoretic separation for each
interferent, mixture of interferents, and mixture spiked with
NADH, NAD~, and NP standards. respectively. Similar swudies
were also carried outin the coated capillary using calibrator serum
(Figure 8A), patients' sera with noted hemolysis (Figure 8B),
lipemic (Figure 8C), or icteric factors (Figure 8D}, and other
pigmented blood components that might impose analytical prob-
lems on the EMIT procedure including human hemoglobin,
coproporphyrin, melanin, protoporphyrin IX, and uroprophyrin
(results are not shown). In all these tests, no intcrference was
experienced.
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CONCLUSION
CE—~EIA, the combined use of a homogeneous enzyme

immunoassay with capillary electrophoretic detection, is a useful
analytical technique where maximal sensitivity. minimal biological
interferences, low reagent usage, and minimal sample requirement
are important consideration {or the method. Quantitation in CE—
BIA for digoxin in human serum was achieved by internal
calibration. This approach has the potential of being applicable
to most EMIT or enzyme assays where NADH is being generated
as the product of a widely used enzyme (G6PDH) system. The
maijor advantage of CE-EIA over the conventional EMIT proce-
dure is that NADH is measured as a clean separated component
from the interfering sample matrix. It is also demonstrated in
this study that better separation of NADH wes obtained using a

3218 Analytical Chemistry, Vol. 67, No. 18, September 15, 1995

polyacrylamide-coated capillary with electrokinetic injection be-
cause less serum protein would be introduced into or adsorbed
onto the capillary. The performance of CE—EIA can be improved
through automation of the immunoassay procedure and the advent
of multicapillary CE. This awaits further instrument developmient.
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Dynamics of DNA during Pulsed Field
Electrophoresis in Entangled and Dilute Polymer

Solutions

Xuelong $hi, Richard W. Hammond, and Michael D. Morris*

Depariment of Chemistry, The University of Michigan, Ann Arbor, Michigan 48109-1055

Using fluorescence video microscopy, DNA electrophor-
etic behavior under ficld inversion conditions has been
investigated in hydroxyethyl cellulese (HEC) solutions
both above and below its entanglement limit. DNA
conformational fluctuation periods are found to be strongly
influenced by the frequency of the applied electric field.
DNA maximum extension is found to be dependent on
both the frequency and the strength of the applied field.
It is proposed that both above and below the HEC
entanglement limit, field inversion serves to keep the
average DNA conformation in a size-dependent regime
intermediate between full extension and random coil. In
this time-averaged geometry, efficient long-chain DNA
electrophoretic separation is enabled.

The introduction of ultradilute polymer solutions or capillary
electrophorefic separations of double-stranded nucleic acids by
Barron and co-workers!™ has allowed rapid separations of frag-
ments as long as 23 x 107 base pairs (23 kbp). At any given
column length and field strength, separations are 5—10 times
faster than possible in conventional entangled polymer sclutions.
The short times are a direct consequence of the low viscosities
of the unentangled polymer solutions. We have shown that field
inversion can be used to extend the range of ultradilute polymer
solution electrophoresis to nucleic acids as long as 1.6 x 10° base
pairs (1.6 Mbp)* with running times of just over 13 min. Despite
these spectacuiar experimental results. the separation mechanism
remains largely conjectural*?

Recently, we have used video microscopy of fluorescence-
labeled long-chain nucleic acids to probe DNA electrophoretic
motions in entangled and unentangled (ultradilute) hydroxyethyl
cellulose solut'ons during constant field (d¢) nucleic acid elec-
trophoresis.” That work demonstrated that the nucleic acid
motions were qualitalively similar in all polymer concentration
regimes. Generally. molecules migrated in V- or U-shaped
topologies. consistent with a dominant interaction at a single point
or region. In concenlrated polymer solutions, the interaction
region moved only slowly, because it consists of cellulose strands
which are part of an extended network. However, below the
cellulose entanglement threshold (alsc called entanglement imit,

(1) Barron,
2) Barron,
515,

{3) Barron, A. I Sunada, W. M.; Blanch, . W, Electrophoresis 1995, 16, 54—

oane, ). S, Blanch, H W. [ Chromatogr. 1993, 652,
Blanch, H. W.; Soane, D. S, Electrophoresis 1994, 15

M. . Anel. Chem, 1995, 67, 784—786.
ond, R. Wi Morris, M. . Anal. Chem, 1995, 67, 1132~

0003-2700/95/0367-321938.00/0  © 1995 American Chemical Society

C*), the interaction region moved at almost the same velocity as
the DNA center of mass, because the cellulose molecules or
clusters were pot retarded by entanglement with an extended
network. Atany time, only some of the DNA molecules were in
extended topologies in dilute polymer solutions. Most of the
remainder were prescnt as random coils which appeared as
compact masses under the light microscope.

In this article, we describe the extension of our fluorescence
microscopy studies to pulsed field electrophoresis conditions in
entangled and unentzngled hydroxyethyl cellulose solutions.
Fluorescence microscopy has previously been used to study
nucleic acid motions in field inversion agarose gel electrophoresis’
and in orthogonal field agarose gel electrophoresis.” We know
of no anelogous studies in linear polymer solutions, either dilute
or concentrated.

EXPERIMENTAL SECTION

The microscopy system has previously been described.’
Briefly, it consisted of an Olympus BH-2 epiflucrescence micro-
scope equipped with & Reichert 50x /1.0 NA water immersion
objective and a Photometrics Star-] scientific CCD camera contain-
ing a 576 x 334 pixel chip. The excitetion source was 532 nm
light from a frequency-tloubled CW diode-pumped Nd:YAG laser.
The laser power into the microscope was about 12 mW, and the
exposure time for each image frame was 04 s. Electrophoretic
experiments were performed in a locally constructed cell consist-
ing of two polyacrylamide-coated cover slips resting on a micro-
scope slide, o which two electrodes were cemented with a 25
cm gap.”

The DNA samples were yeast chromosomal DNA (New
England Biolabs, PFG Marker, 225 kbp—1.9 Mbp). The staining
dye for visualization was ethidium homodimer 1 (Molecular
Probes). The sieving polymer was hydroxyethyl cellulose (HEC)
with M, = 438, 800) and entanglement threshald 0.09% (w/w).!
Samples were prepared in 0.5x TBE (Tris—horate—EDTA) buffer.
To increase viscosity and thereby siow DNA motions, solutions
were made 55—60% in sucrose.’

As in our previous work," quantitative measurements were
made of DNA center of mass velocity (vy) and radii (R and Ry),
as defined by Oana et al¥ Physically, B and R, are the two
principal axes of a DNA molecule modeled zs an elliptical object.
In contrast to the dc field case, a sign has been assigned to &, in

{3) Rampi

A Bigpolymers 1991, 31, 12
= Beach, D.; Busiamante. C. Biocies

. M. Dei. &
. 27. BUB1—8067.

Yoshikawa,
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Figure 1. Time sequence of yeast chromosomal DNA motions under pulsed fieid electrophoresis in 0.16% HEC. 55% sucrose. and 0.5x TBE
solution. Forward field was 25 Vicm, and backward field was —20 V/em. The frames were taken at 4.0 s intervals. The field was switched every
20 s (five frames). Contrast is inverted (fluorescence regions black) for clarity. The migration direction is indicated by the arrows. and the scale

bar represents 10 um.

analysis of pulsed field data in order to define the direction of
DNA orientation. The center of mass and intensity moments of
the DNA were calculated using the IPLab image processing
program (Signal Analytics Corp.).

RESULTS AND DISCUSSION

Figure 1 shows an example of the electrophoretic behavior of
an isolated DNA molecule in a periodically reversed electric field
in 0.16% HEC solution (55% sucrose, viscosity 161 ¢p). In order
to maximize the viewing time of a given DNA, the field was chosen
to impart only slight net electrophoretic motion to the nucleic acid
while keeping the tmes in the forward and reverse directions
identical. The HEC concentration was chosen to be above the
entanglement threshold.

When the electric field was applied to the sample, the DNA
molecule started to move toward the posilive electrode, as during
de electrophoresis in the absence of electroosimosis. As expected,
the polyacrylamide coatings on the coverslip surfaces served to
largely or completely suppress electroosmosis. The sequence of
frames A—E in Figure 1 shows collision of an initially compact
DNA molecule with the HEC network and extension of DNA into
a characteristic U-shaped configuration.

In repeated experiments. the exact conformation of the
excended DNA molecule was found to depend on its conformation
at the time of collision. Occasionally, the DNA molecule was
slightly elongated along the direction normal to the electric field
at the collision. When this happened, the DNA molecule became
extended into a W-like shape before assuming the characteristic
U- or V-shape. Predominantly, the DNA molecule formed a U-
or V-shape directly after the collision with the polymer network.
Both arms continuously grew during migration until the applied
electric field was reversed.

The effect of field inversion (direction reversal) is shown in
frames F—J of Figure 1. When the directior: of the applied field
was reversed, the DNA molecule started to move toward the newly
defined anode. In response to the new field direction, both arms
of the elongated DNA molecule began to retreat back along their

3220 Analytical Chemistry, Vol. 67, No. 18, September 15, 1995

stretching paths. After the DNA molecule collapsed back w0 a
globular conformation, it would usually move some distance in
{his configuration before re-extending into the U-or V-shape. with
arms pointing toward the anode. This process was repeated when
the field direction was again reversed. as shown in frames K—0
of Figure 1. Although there was alternation in the orientation of
the extended DNA, the exact shapes were not repeated on
successive cycles.

Consistent with our earlier observations under de electro-
phoresis conditions,? the apex of a U-shape moved in 0.16% HEC
solutions under pulsed electric field. The movement direction of
the apex was always toward the anode and reversed immediately
with electric field direction. This observation further confirmed
that the movement of the apex was due to partiel rupture of the
polymer network caused by the f{orce the DNA molecule exerted
on the network.

We investigated the cause of collapse of an extended DNA
into a globular form upon electric field reversal. In principle. the
cause could be either the reversed electric {ield force or the elastic
restoring (entropic) force. Experimentally, collapse due 10 an
elastic restoring force alone can be examined by simply turning
off the field instead of reversing the field. Figure 2 shows the
DNA entropic collapse (relaxation) in 0.16% HEC solution under
feld-free conditions. Entropic collapse required more than 50 s.
By contrast, collapse to globular form requirec only about 9 s
under field inversion conditions. While an elastic restoring force
may contribute to the collapse of DNA, the process
field-driven.

Rapid collapse required a large velocity difference between the
apex and the ends of the arms and demonst d the large

is primarily

difference in the resistance forces experienced by the apex and
the arm ends. The arm ends were expected to experience very
Jittle resistance during collapse because they retreated back along

their stretching paths. The apex of the molecule experienced a
much larger resistance force because of its direct interaction with
the polymer networlk.
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Figure 2. Relaxaticn of a yeast chromosomal DNA molecule in
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DNA images.
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Figure 3. Time evolution of v, A, and A, of a yeast chromosomal
DNA under field inversion in 0.16% FEC, 55% sucrose, and 0.5x
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Figure 3 shows the behavior of v, R, and R, during 1/40 Hz
field reversal cycles in 0.16% HEC. Within the time resolution of
our measuremnents, the center of mass velocity of a DNA molecule
responded instantaneously to the change in field direction, but
the DNA conformational response to the electric field change was
retarded. At a field strength of 20—25 V/cm, a DNA molecule
required about 9 s to reorient. Most of the reorientation is along
the field axis, as shown by the large change in R. Less
conformational change occurred perpendicular 1o the field axds,
as demonstrated by much smaller fluctuations in R..
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Figure 4. Time evolution of A of a yeast chromosomal DNA. Electric
field was cycled at 1/24 Hz. Other conditions as in Figure 3.
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somal DNA. The field was cycled between § and —6.4 V/em. Other
conditions as in Figure 3.
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The ultimate extension of DNA was a strong function of both
field strength and frequency. In Figure 4, the behavior of R, at
higher frequency, 1/24 Hz, is shown. On the average, the
maximum extension i3 less than that at 1/40 Hz (Figure 3B). In
Figure 5, we show the behavior of B and R, at 1/40 Hz, but at
lower field strength than in Figure 3B. Again, the maximum
extension is less than that at higher field. Together these data
demonstrate the strong effects of both field strength and field
frequency on the average extension of DNA. Field inversion
frequency is an important variable not present in dc electrophare-
sis. In the dc case, the periodicity of DNA conformational
fluctuations has been shown to depend on the field strength and
the separation medium for a given size DNA®

It has long been known that in the limit of complete extension,
frequently called strongly biased reptation, DNA mobility becomes
sizeindependent.’*"’ The optimum geometry for size-dependent
mobility is intermediate between a random coil and an extended
chain. In the looscly catangled polymer solutions, field inversion
serves to keep the average DNA conformation somewhere near
the optimum. This optimization occurs if the field inversion takes
place in less than the de field entanglement/disentanglement time.

In 0.01% HEC polymer solution (60% sucrose, viscosity ~42
cpy, which is about 1 order of magnitude lower than the 0.09%
entanglement threshold, U- or V-shaped DNA molecules were still
observed, but less than 10% of the nucleic acids were extended at
any given time (Figure 6). The maximum extension was much
smaller than that observed in 0.16% HEC under the same field
conditions. Similarly. reversal of the orientation of the U- or
V-shape was observed when the field direction was changed
(frames F—J of Figure 6). These effects were caused by interac-

(10y Lumpkin, O. J; Dejardin, P Zimm. B. H. Biopolymers 1985, 24. 1573
1593.
(11} Slater, G. W.; Noolandi, 1. Biopolymers 1986, 25, 431-454.
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Figure 6. Time sequence of veast chromoscmal DNA motions
under pulsed fisld electrophoresis in 0.01% HEC, 80% sucrose, and
0.5x TBE solution. Other conditions as in Figure 1.

tions between DNA and HEC molecules. No U- or V-shape with
appreciable size could be observed in 0% HEC solutions.

At HEC concentrations well below the entanglement limit, the
iargest fraction of DNA molecules were in almost globular
conformations. These globular conformations had small fluctua-
rions and were difficult to distinguish from the DNA conformations
in HECree solution. In the absence of HEC, DNA mclecules
assumed largely globular conformations during migration and had
small conformational fluctuations tco. Such small random con-
formational fluctuations were observed even in the absence of an
applied electric field. They may orig'nate from segmental random
motions of DNA.

Qualitatively, the behavior of an observed U-shaped DNA
molecule in 0.01% HEC solution was similer to that in 0.16% HEC
solution, as suggested in Figure 7. In both cases, measurements
were made on molecules of appareat radius of gyration of ~2.0
um. As in the case of loosely engtangled HEC (Figure 3), the
center of mass velocity response to the electric field was
instantanecus within the tme resoludon of our instruments.
Uncorrected for solvent (sucrose solution) viscosity, the response
of Ry wo the electric field, a lag of ~15 s, was more retarded than
that in entangled HEC solution. However, if this number is
corrected for the ratio of sucrose solution viscosities (22 ¢P at
55%. 40 cP at 60%), the lag time is reduced to about 8.3 5. That
number is similar to the R lag time in 0.16% HEC, 55% sucrose,
about 9 s

The smaller size of the U-shaped DNA suggests that the
difference in resistance forces experienced by the apex and the
ends of a U-shaped DNA molecule is smaller in 0.01% HEC
solution than in 0.16% HEC solution. This behavior is consistent
with the picture of ultradilute HEC as freely floating obstacles
and 0.16% HEC as a loosely entangled but extended network. As
in 0.18% HEC polvmer solution. the periods of the conformational
fluctuations of the U- or V-shaped DNA were also strongly
influenced by the field reversal intervals of the applied electric
field. The low magnitudes of & in 0.01% HEC solution prevented
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Figure 7. Time evolution of v and /A of a yeast chromosomal DNA
under field inversion in 0.01% HEC. 80% sucrose. and 0.5x TBE
solution. Other conditions as in Figure 3.

us from making detailed examinations of field strength and field
frequency effects on DNA conformational evolutior during field
reversal cycles.

CONCLUSIONS

Our observations underscore the basic gualitative similarity
of DNA electrophoretic migration under field inversion conditions
in entangled and unentangled polymer solutions. The differences
are quantitative rather than qualitative. We propose that the
pulsed field confers size-dependent mobility only on those DNA
molecules which zre actually entangled with HEC. Subentargle-
ment separations of long-chain DNA can be successful because
there is a size-dependent average mobility which depends upon
the fraction of the time that DNA is entangled with HEC and on
its average conformation during entanglement. Good separation
conditions can be maintained if the field reversal interval is less
than the lifetime of the transient DNA/HEC adduct.

The optimum separation conditions for field inversion electro-
phoresis in ultradilute solution are not vet known. Further
protocol exploration is certainly needed. But this work must be
complemented by more detailed imaging studies and by theoreti-
cal studies which define the cptimum geomelry for size-dependent
mobility and the conditions for maximizing its presence.
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Enantiomeric Separation of Sulfur- and
Selenium-Containing Amino Acids by Capillary
Electrophoresis Using Vancomycin as a Chiral

Selector

Radim Vespalec, Hugo Corstjens,* Hugo A. H. Billiet,} Johannes Frank,** and

Karel Ch. A. M. Luybent

Institute of Analytical Chemistry, Academy of Sciences of the Czech Republic, Brno, Czech Republic, and Kiuyver
Laboratory of Biotechnology, Delft University of Technology, Delft, The Netherlands

Vancomycin is a highly efficient chiral selector for the
enantioseparation of methionine, ethionine, cystine, and
their selenium analogues, derivatized with 6-aminoquinolyl-
N-hydroxysuccinimidoyl carbamate. Concentrations of
vancomycin as fow as 0.3 mM in 20 mM MOPS/Tris
buffer pH 7.0 produce differences in mobility that lead
to a resolution far exceeding baseline separation, at a pH
where the amino acids are fully ionized. Under these
conditions, meso-cystine and meso-selenocystine are also
baseline separated from the corresponding D-isomers. At
these low vancomycin concentrations, the migration of the
L-enantiomers is hardly decelerated. The differences in
mobility observed when the concentration of vancomycin
is raised to 5 mM are higher than 3.2 x 1079 m2V-151
for singly-charged species, such as the derivatives of
methionine, selenomethionine, ethionine, and selenoet-
hionine, and they increase to 7.6 x 109 and 8.5 x 1079
m? V-1 71 for cystine and selenocystine, respectively. For
a capillary with an internal diameter of 50 pm, the
separation efficiency is 250 000 theoretical plates/m.

Since it has been recognized that selenium is an important
micronutrient for the human organism (daily requirement, 50—
80ug). avariety of liquid chromatographic procedures has been
developed to analyze a large number of naturally occurring
selenium compounds.? These methods have given us more
insight in the occurrence and metabolism of selenium, and, since
amounts exceeding the daily requirement produce toxic effects,
they are equally valuable to evaluate the utilization of selenium
in nutrition.

The beneficial effect of selenium for human health is associated
with its occurrence in proteins.? The potential of a given food to
supply the daily selenium requirement or its toxicity cannot be
judged from a determination of its total selenjum content alone,
because the efficiency of biological utilization of different seleno
compounds varies or is not always known. Therefore, speciation
of selenium is required, and in this respect, the analysis of

Acadery of
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1993, —466.
3} Rotr 1 Pope, A. L.; Ganther, H.
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selenium analogues of the sulfur-containing amino acids is
particularly relevant, since these amino acids are readily incor-
porated into proteins. Further resolution of the different seleno
amino acids into their b- and 1-enantiomers is also of interest for
physiological studies since it is known that, in general, n- and
L-amino acids display different absorption kinetics and follow partly
different metabolic pathways in the human organism.!

A satisfactory separation with capillary gas chromatography
or HPLC of a mixture of selenocystine, selenomethionine, and
selenoethionine in the presence of other commonly occurring
amino acids after derivatization with phenyl isothiocyanate, 6-ami-
noquinolyt-N-hydroxysuccinimidoyl carbamate (AQC), or ethyl
chloroformate has been reported recently.” Enantiomeric resolu-
tion of methionine and selenomethionine by reversed phase HPLC
after derivatization with (+)-1-(9"fluorenyl) ethyl chloroformate has
been reported by Hansen and Poulsen.®

The high resolving power of capillary zone electrophoresis has
been used to separate selenocystine, selenomethionine, selenite.
and selenenate.” In addition, its potential for chiral separations
has been clearly demonstrated.™ We decided, therefore. to
investigate the potential of this technique for the chiral separation
of selenium- and sulfur-containing amino acids derivatized with
AQC which can be detected with a high sensitivity, either by
absorbance or fluorescence spectrometry and for which the
enantioseparation by HPLC has been described.!' In the search
for a proper chiral selector for this particular analytical problem,
we chose vancomyein, which has been shown to have a high
affinity for p-amino acid-containing peptides.” This member of
the group of macrocyclic antibiotics has been succesfully exploited
to resolve the enantiomers of several anionic compounds™ by
liquid chromatography. Our study on the chiral separation by

(4) Berg, C. P. In Protein and Amino Acid Nutrition; Albatese, A. A, Ed.;
Academic Press: New York, 195%: pp 57—96.

(5) Jandk, J.: Billiet, F. A. H.; Frank, J.; Luyben, K. Ch. A. M. Husck, P. . /.
Chromatogr. A 1994, 577, 192—196.

(6) Hansen, S. H.; Pouls M. N. Aela Pharin. Nord. 1991, 3, 95-97.

(7) Albert, M; Demesmay, C.; Rocea, J. L. Analusis 1993, 21, 403—497.

(8) Capiliary Electrophoresis, Theory and Pracetice; Camelleri, .. Bd.; CRC
Press: Boca Raton, FL, 1993
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capillary electrophoresis of sulfur- aad selenium-containing amino
acids shows that unusually high differences in mobility for the
enantiomers are realized, even with low concentrations of vanco-
mycin, confirming the high separation potential of this antibiotic
in capillary electrophoresis that was demonstrated by Armstrong
and co-workers. ™

EXPERIMENTAL SECTION

A Waters Quanta 4000E (Waters, Milford. MA), operated at
25 °C, equipped with a 370 um o.d. 50 zm id. uncoated fused
silica capillary of 57.8 cm total length (50.0 cm migration distance)
from Chrompack (Middelburg, The Netherlands). was used for
the electrophoretic experiments. The starting and home electrode
compartments were laboratory-adapted for glass test tubes of small
volume in order to decrease the solution volume in the electrode
compartments from 17 to 1.4 and 0.9 mL. respectively. The UV
detector was operated at 254 nm with a 0.3 s time constant and a
sensitivity of 0.002 or 0.005 AUFS. Migration times (precision,
0.01 min) were measured with a HP 3392 A integrator (Hewlett-
Packard, Avondale, PA). The hydrodynamic injection time applied
was 10—30 s. A voltage of +10 kV was used in a preliminary
study of the properties of vancomycin and the mobilities of the
analytes. During chiral separations, a voltage of +20 kV was used
with vancomycin concentrations in the background electrolyte
(BGE) up to L0 mM; at higher vancomycir concentrations, a
voltage of —20 kV was used.

Methionine (Met), selenomethionine (SeMet), ethionine (Eth),
cystine (Cys2), selenocystine (SeCys2), and tryptophan (Trp)
(either as racemates or as pure enantiomers), N-2,4-dinitrophenyl
(DNP)-DE-methionine (dMet), dansylmethionine (dsMet), dansyl-
tryptophan (dsTrp), and vancomycin hydrochloride were from
Sigma (St. Louis, MO). The AQC kit for derivatization of amino
acids, consisting of 0.2 M borate buffer pH 8.8, water-free pyridine,
and dry AQC reagent, was from Waters. Maloaic acid and mesityl
oxide, serving as electroosmotic markers, were from Fluka
(Buchs, Switzerland). All other chemicals were from Merck
(Darmstadt, Germany).

For derivatization, cystine and selenocystine were prepared
as 1 mM solutions in water adjusted to pH 9 with NaOH; the other
amino acids were dissolved in water as 2 mM solutions. Twenty
microliter aliquots of the amino acid solutions and a blank,
containing water only, were mixed with 70 xL of borate buffer.
The solution of the AQC reagent was prepared just before use by
adding 1 mL of water-free pyridine to the vial with dry AQC
reagent and heating its contents to 50 °C for 10 min. After that,
20 uL of the reagent sclution was added to the buffered amino
acid solution, and the mixture was immediately agitated for 10 s
with a vortex mixer. After 1 h at room temperature, the stock
solutions of derivatized amino acids were stored at 5 °C. Before
injection, a 10-fold dilution was made by adding 200 x«L of distilled
water to a 20 uL aliquot of the amino acid solution.

For enantioselective separations, 20 mM 3-(N-morpholino)-
propanesulfonic acid (MOPS) buffer, adjusted to pH 7.0 with solid
Tris, was used as the BGE, to which varying concentrations of
vancomycin chloride were added. The small shift in the pH of
the 20 mM MOPS/Tris bulfer caused by dissolution of vancomy-
cin chloride (amounting to 0.15 pH units at 5 mM vancomycin
chloride) was corrected by addition of solid Tris. Stock solutions
of vancomyein chloride (5 and 3 mM) in 20 mM MOPS/Tris buffer

(14) Armstrong, D. W Rundlett, K. L. Chen, J. R Chirality 1994, 6, 496—509.
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Tabie 1. pH Depend of ¥ yein Mobility
pH buffer composition® pK. I¢ (kI mE Ve
4.5  acetic acid + Tris 48 1.8 7.0
5.0  acetic acid + Tris 48 25 6.5
5.5  malonic acid + Tris 5.7 5.9 4.2
55  MES+Tris 61 0.7 7.2
6.0  MES + Tris 6.1 1.5 6.9
8.5  MES + Tris 6.1 1.9 6.0
7.0  sodium phosphate 6.8 4.8 2.9
7.0 MOPS + Tris 72 14 3.9
7.5 HEPES + Tris 75 13 1.3
8.0 Tris + HEPES &1 07 1.7
8.5  Tris + CHES 81 02 5
9.0 CHES+ Tris 93 09 .0
9.5  CHES + Tris 93 12 0
10,0 CAPS + NaOH 10.4 1.3 3
105 CAPS + NaOH 10.4 1.8 3
11.0 CAPS + NaOH 104 29

¢ Coacentration of the main buffering constituent &
second buffer component is added to adjust the pH
value. ? Pertaining to the frst buffer constituent. ¢
through the capillary, in ¢A.

were stored at 5 °C and used within 3 days for the preparation of
more diluted vancomycin solutions. The composition of buffers
used in preliminary experiments with vancomycin is specified in
Table 1. The buffer concentrations given in this table pertain to
the final concentration of the first buffer component; the second
component was added to adjust the pH to the indicated value.

When BGEs containing vancomycin were used, the capiliary
was flushed with 0.1 M NaOH for 15 min al the end of a daily
series of experiments. The next day. after a 5 min purge with
0.1 M NaOH, the capillary was washed with water for 10 min.
Finally, the capillary was washed twice with BGE for 15 and 5
min, with a 10 min pause in between.

The mobility («) and electroosmosis data, calculated in a
standard way from the voltage, the capillary dimensions, and the
migration time, are reported in units of 10~ m? V' s 'L Mobilities
are corrected for electroosmosis, and the mobility difference (Au)
data are given as absolute values. In the electropherograms, the
peaks of the separated enantiomers are numbersd in the order
of decreasing absolute mobilities.

RESULTS AND DISCUSSION

Glycopeptide antibiotics are known to formm homodimers i
solution, a process that is influenced by the chemical nature and
concentration of other solation constituents.”** Because no
information is available on the interaction of vancomvcin with the
various constituents of commonly employed electrophoretic buff-
ers, Good buffers, characterized by a minimal interaction with
compounds of biological origin,'s were preferred in the present
study. Low concentrations of these buffers were used initially to
minimize the interference of Joule heat production with the chiral
recognition potential of vancomycin for the negatively charged
enantiomers.

Investigation of the Behavior of Vancomycin in Good
Buffers. The relevant electrophoretic properties of vancomycin

(13) Groves, P. Searle, M. 8.; Mackay, J. F.: Williams, U. H.
T47~754.
(16) Ferguson, W. J.;
McCormick, J. I: Wasmann, C. C.: Jarvis, N. P

Angl. Biochem. 1980, 104, 300-310.
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Figure 1. Dependence of the vancomycin mobility on the concen-
tration of the MOFS/Tris buffer pH 7.0

were investigated in Good buffers at low and approximately equal
ionic strength. covering a pH range of 5.5—11.0 (Table 1). Qutside
the pH range covered by the available Good buffers, acetic and
malonic acid were selected as buffering compounds, and a sodium
phosphate buffer was included for comparison. The data listed
for the vancomycin mobility are the averages of 3—7 consecutive
measurements. A 0.5 mM vancoraycin solution in 2.5 mM
MOPS/Tris buffer pH 7.0, spiked with mesityl oxide as the
electroosmosis marker, was injected in these experiments. The
pH of zero vancomycin mobility at 25 °C, interpolated from the
data given in Takle 1, is 7.8, which is in reasonable agreement
with the values that were obtained from electrochemical titrations,
7.5'7 (20 °C, ionic strength 0.02 M) and 831 (25 °C, ionic strength
0.2M). Interestingly, a much lower value, 7.2, is observed when
the point of zero migration is measured in 100 mM phosphate
buffer pH 7.0 Gonic strength ~0.2 M) at 22 °C, suggesting that
phosphate has a specific interaction with vancomycin.

The unexpected low mobility of vancomycin at pH 5.5 in the
malonic acid buffer was further investigated with buffers of varying
concentration and composition. It appears that vancomycin
mobility is dependent not only on the buffer pH but also on its
concentration (Figure 1) and chemical composition. For example,
replacing the 15 mM malonic acid divalent anions in the pH 5.5
buffer by the same concentration of zwitterionic MES, vielding
roughly the same number of ions in solution, increases the
vancomycin mobility from 4.2 x 107% t0 7.2 x 10°% m? V! 57!
(Table 1). Similarly. a 35% increase in vancomycin mobility is
observed at pH 7.0 when sodium phosphate buffer containing
divalent anions is replaced by the zwitterionic MOPS/Tris buffer.
Replacing sodium cations in the phosphate buffer by Tris or
replacing Tris in the MOPS buifer by sodium cations has no
obscrvable effect on the mobility of vancomycin and on its peak
shape (data not shown). This indicates that the positive charge,
located on the N atom of the Tris cation, has negligible, if any,
influence on the interaction of vancomycin with the negatively
charged uncoated fused silica. Hence, it seems unlikely that the
zwitterionic biological buffers used here, which have a similar
positive charge, will affect the adsorption of vancomycin on the

Table 2. Effect of the Vancomyein Concentration on
the Mobility Difference, Ay, and the Mobility of the
Less Retained Enantiomer, 14 (Both in 109 m2V-157Y}

vancomycin concentration (mM)

0.2 0.3 0.4 2.0 3.0 5.0
Met AudL 0.21 0.43 198 260
UL 17.5 175 163
SeMel  Aubr 0.22 044 200
ni 173 172 164
Lth Auhi, 0.18 039 182
L 17.0 169 164
Cys2 Az 0.67 4.14
Dtz 0.02 218
Ul 257 2156
SeCys2 Ay 0.80 4.80
Agts 0.05 2.01
jas & 211
Trp Dbl 0.29 058 207
2l 16.5 1.9 143

dMet  Aunbi
L

¢ Mobility difference ‘or 1-enanijomer (first peak) and D-enartiomer
{third peak).

capillary wall and consequently its mobility. An alternative
explanation for the low mebility of vancomycin in malonic acid
buffers may be that vancomycin has a specific interaction with
the divalent malonate anions, resulting in a partial shielding of
its effective charge. This view i supported by the fact that in
sodiam phosphate pH 7.0, vancomyein also has a lower mobility
(Table 1) and a much lower isoeleciric point (see above).

A decrease in vancomycin mobility with increasing concentra-
tion of the buffer, as depicted in Figure 1, is observed not only
with MOPS/Tris buffer pH 7.0 but also with sodium phosphate
buffer pH 7 and acetate—Tris buffer pH 4.5. These observations
imply that the interaction of vancomycin with the anionic analytes
could depend. to an extent not commonly observed with the chiral
selectors described so far, on the type and concentration of the
buffer used.

Based on these experiments, 20 mM MOPS/Tris buffer pH
7.0 was selected for the chiral separation experiments. At this
pH, the amino acide stwudied here are completely ionized, and
vancomycin has a small positive charge, essentially independent
of small deviations in tie buffer concentration. The relatively Jow
concentration of the huffer. consisting of ions with rather low
mobilities, keeps the production of Joule heat below 0.11 W/m
of 50 ym i.d. capillary. even at 20 kV.

The background absorption of vancomycin at 254 nm, mea-
sured in a 50 gm 1.d. capillary flled with 5 mM vancomycin (the
highest concentradon used in this study), did not exceed 0.08
AU.

Chiral Separations. The main results cof the chiral separation
experiments using 0.1—5 mM vancomycin in 20 mM MOPS/Tris
buffer pH 7.0 are summerized in Table 2. Data for AQC-
derivatized ni-tryptophan and N-2 4DNP-pl-methionine are in-
cluded for comparison. The data in Table 2 demonstrate that
vancomycin causes a remarkable difference in mobility of the
AQC-derivatized amino acid enantiomers. Interaction with van-
comycin of & concentration as low as 0.2 mM leads to a mobility
difference of 0.18 mobility units for amino acid enantiomers having
a single primary amine group. To achieve 2 comparable mobility
difference with underivatized S-cyclodextrins, the concentration
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Figure 2. Sevaration of racemic ethionine in 2 mM vancomycin.
Peak assignment: 1, L-ethionine: 2, o-ethionine: A, anionic decom-
position product of the derivatization agent. Sample concentration, 2
x 1073 M; injection time, 30 s: datection sensitivity, 0.005 AUFS at
254 nm.

of this chiral selector must be higher by 1 order of magnitude.”
In practice, however, concenirations higher by 2 orders of
magnitude are usually necessary.®

The mobility difference is roughly proportional to the vanco-
mycin concentration up to 2 mM and attains a maximum value of
about 2 mobility units. This unusually high mobility difference
is accompanied by only a minimal loss of the mobility of the less
retained enantiomers (amounting to 5—10%) and is characterized
by a high separation efficiency (Figure 2). At vancomycin
concentrations up to 0.4 mM, inducing a mobility difference of at
least 0.4 mobility units {more than sufficient for baseline separa-
tion, even in the presence of a relatively strong electroosmosis,
see Figure 3), the mobility decrease of the less retained cnanti-
omer is negligible. This should be compared with separations
using cyclodextrins, where the maximum attainable mobility
difference (rarely higher than 0.4 mobility units) is generally
accompanied by a mobility drop as high as 30—50%2" Further-
more, enantioseparations with cyclodextrins sometimes require
that the analytes are only partially ionized, and this restricts the
pH range within which separation can be realized.

The separation efficiency, calculated from several separations
of AQC-derivatized amino acids and from the separation of the
N-24DNP-p1-methionine by 5 mM vancomyein (Figure 4) amounts
to 250 000 theoretical plates/m of capillary. a value indicating fast
kinetics of the separation process.

For cystine and selenocysline, having twe negative charges
and two derivatized amino groups, the mobility difference ob-
served at low concentrations of vancomycin is 3—4 times higher
than that for singly-charged derivatives. It allows baseline
separation of Di-cystine with only 0.1 mM vancomycin in the BGE
(Figure 5) or the separation of meso-selenocystine from the p- and
L-enantiomers of selenocystine with only a 0.3 mM concentration
of the chiral selector (Figure 6a). The separation of meso-cystine,
present as a minor impurity in commercially available racemic

(19) Kuhn, Z.; Hoflsteuer-Kuhn, 3. Clromatographia 1993, 34, 505-512.
(20) Wren, S. A. C.; Rowe, R, C. J. Ciromatogr. 1993, 635, 113-118,
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Figure 3. Separation of racemic selenomethioning in 0.4 mM
vancomyein. Peak assignment, 1, L-selenomethionine: 2, p-selenom-
ethionine. Sample concentration, 2 x 1078 M; injection time. 20 s:
detection sensitivity. 0.002 AUFS at 254 nm.
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Figure 4. Separation of racemic N-2,4-DNP-pL-methioning in § miv
vancomycin. Peak assignment: 1, L-enantiomer: 2, p-enantiomer.
Sample concentration, 5 x 1075 M; injection time. 25 s: detection
sensitivity, 0.005 AUFS at 254 nm.

cystine, is also possible at this vancomycin concentration. Resolu-
tion of the critical pair of analytes is even better (Figure 6b), in
spite of the fact that the mobility difference of the »- and
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Figure 5. Separalion of approximate 1:1 mixture of cysting enan-
tiomers in 0.1 mM vancomycin. Peak identity: 1, 1-cystine: 2,
o-cystine. Total cystine concentraton. 1 x 1073 M: injection time. 22
s, detection sensitivity. 0.005 AUFS at 254 nm.

L-enantiomers of cystine is less than that of D- and L-selenocystine
(Table 2). The same effect, a lower mobility difference of
enantiomers of the sulfur analogue, was also found for methionine
and selenomethionine.

From an analytical peint of view, submillimolar vancomycin
cencentrations appear t¢ be more advantageous for the chiral
separation of sulfur- and selenium-containing AQC-derivatized
amin¢ acids. Vancomycin at 0.4 mM is able to produce mobility
differences that are sufficient to separate &ll sterevisomers of these
cempounds, even in the presence of srong electroosmosis. These
mobility cifferences are generated without loss of the separation
speed resulting from deceleration of the less retained enantiomer.
Low concentrations of vancomycin in the BGE have a negligible
background absorption at 254 nm and therefore do not adversely
allect the baseline noise or drift, resulting in a minimal, if any,
decrease in detection sensitivity. With 2 mM vancomycin, the
mobility differences far exceed what is needed for separation, and
the mobility of the less retained enantiomer is markedly de-
creased, leading to unnecessary long analysis times. Moreover,
baseline noise and instability increase significantly (Figure 4).

At vancomycin concentrations between 0.5 and 1.5 mM, the
electroosmotic flow and the mobilities of the analytes are ap-
proximately equal, so under these conditions, no measurements
can be performed. For the same reason, data for cystine and
selenocystine in 0.4 mM vancomycin are absent in Table 2.

Spiking the racemates with pure I-enantiomers allowed the
identification of the separated enantiomers, except for selenocys-
tine, since its I-enantiomer is not commercially available. In all
cases it was found that the L-enantiomer is less retained, which is
in agrzement with the data of Armstrong and co-workers.

Remarkably, we observe in our study mobility differences that
are 2—3 times as large as those reported by Armstrong et al.¥
(Table 3). We ascribe this to the use of different buffers. The
ionic strength of 20 mM MOPS/Tris is 0.02 M, one-tenth that of
the buffer used by Armstrong et al. (100 mM sodium phosphate
pH 7.0, jonic strength ~0.2 M), suggesting that the affinity of
vaacomycin for the derivatized amino acids is at least partially

J‘Am:o.oooz

b
IA254=0.0002
3
2
L i i I L L 1 L i i
] 10 20 30 40 g0
Time {min)

Figure 6. Separation of (a) racemic selenocystine and (b) 1:3
mixture of 0- and L-cystine enantiomers in 0.3 mM vancomycin. (a)
tentative peak assignment (based on analogy with Figure 6b): 1,
L-selenocystine; 2, meso-selenocystine; 3, b-selenocystine. Sample
concentration. 2 x 1075 M injection time, 15 s: detection sensitivity,
0.002 AUFS at 254 rm. (b) Peak assignment: 1, L-cystine: 2, meso-
cystine; 3, p-cystine. Sample concentration, 2 x 1075 M; injection
time, 20 s: detection sensitivity, 0.002 AUFS at 254 nm.

Table 3. Comparison of the Difference in Mobility (in
10° m2 V-1 s-7} of the p- and v-Enantiomers of
Derivatized Amino Acids Caused by 5 mM Vancomycin
in {a} 100 mM Sodi Ph te Buffer pH 7.0 {Taken
from Ref 14}, and {b} 20 mM MOPS/Tris Buffer pH 7.0

Met® T Thr dMet dsMet ds’Tmp
a  12(16* 1218 04 0.3 2.2 0.3
b 35 28 14 11 84 14

¢ Met, Trp, Thr: methionine, tryptophan, and threonine, respective
derivatized with AQC. dMet: N-2,4-DNP-pL-methionine.
dansylmethionine. dsTrp: dansyliryptophan. ? Values measurec inour
laboratory.

governed by electrostatic forces. The stronger interaction of
phosphate with vancomycin might play a role as well. In addition
to adjusting the concentration of the chiral selector, these effects
can be used to fine-tune the separation selectivity of vancomycin.
Unfortunately, uncoated capillaries are not very convenient for a
more detailed study of buffer effects, since the cathodic electroos-
motic flow depends in a complex way on the type and concentra-
tion of the buffer and on the vancomycin concentration (Figure
7), leading in some cases to very low migration rates of the
analytes.
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Figure 7. Dependence of the electroosmotic flow on vancomycin
concentration in 20 mM MOPS/Tris buffer pH 7.0

The reproducibility of the enantioselective separations during
one day was checked by repeated (23) injections of the same
sample, and the standard deviation of the mobility, corrected for
electroosmosis, never exceeded 0.07 x 107 m? V-1s L. The effect
of leng contact times between vancomycin and the capillary was
also investigated by leaving 2 mM vancomycin in the instrument
overnight at room temperature. Repeating the analysis of sele-
nomethionine and selenocystine revealed an increase in the
mobility difference between the second (meso-selenocystine) and
the third peaks (p-selenocystine) of the selenocystine sample
(Figure 6a) by 0.6 mobility units. The mobility difference between
the first two peaks of Di-selenocystne and Di-selenomethionine
decreased by 0.05 and 0.07 mobility units, respectively, while their
mobilities increased by 0.3 mohility units. These variations are
of the same order of magnitude as observed for day-to-day
reproducibility using fresh vancomyein solutions and indicate that
vancomyein is sufficiently stable at room temperature, even after
a 16 h exposure to the capillary wall.

Since vancomycin is a charged compound, it can be expected
that its concentration will have an influence on the current fowing
through the capillary. Indeed, 5 mM of vancomycin almost
doubles the current of 3.2 A measured in the absence of
vancomycin.

The dependence of the electroosmotic flow on the vancomycin
concentration in the BGE (Figure 7) indicates that vancomycin

3228 Analytical Chemisiry, Voi. 67. No. 13. September 15, 1995

adsorbs to the wall of the capillary. When the concentration of
vancomycin in a capillary, equilibrated with 5 mM vancomycin in
20 mM MOPS/Tris buffer pH 7, is decreased to 0.05 mM in the
same buffer by flushing it under reduced pressure, the baseline
level, electroosmosis, and separation selectivity are completely
changed in less than 5 min. The subsequent stabilization of the
electroosmotic flow is, however, much slower, taking at least 60
min.

The failure to separate several randomly chosen cationic
racemates (diltiazem, bupivacaine, isoprotenerol, and propanoclol)
and the successful separation of all the anionic racemates studied
here, in addition to the enantioseparation of a large number of
anionic racemates reported by Armstrong et al..* clearly indicate
that a negative charge of the analyte plays an essential role in the
chiral discrimination by vancomycin. AQC-derivatized DL-me-
thionine is much better resolved than the dinitrophenyl derivative,
suggesting that hydrophobic and steric interactions are equally
important. This is also indicated by the fact that the mobility
difference of the AQC-derivatized vL-tryptophan enantiomers s
systematically greater than that observed for the methionine,
selenomethionine, and ethionine racemates.

Vancomycin is a good choice for the separation of all enan-
tiomeric forms of the analytes studied here. It combines the
separation selectivity of proteins (which are, however, character-
ized by a low separation efficiency) with the high separation
efficiency typical of cyclodextrins and crown ethers. The latter
compounds produce mobility differences lower by at least 1 order
of magnitude compared to vancomycin. These particular proper-
ties of vancomycin should enable the design of an analysis in
which the separation of all the enantiomers of each of the studied
amino acids is achieved within a few minutes. Studies to achicve
this goal are in progress.
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On-Line Coupling of Flow Field-Flow Fractionation
and Multiangle Laser Light Scattering for the
Characterization of Polystyrene Particles

Heiko Thielking, Dierk Roessner, and Werner-Michael Kulicke*

Institut fur Technische und Makromolekulare Chemie, Universitat Hamburg, Bundesstrasse 45, 20146 Hamburg, Germany

The on-line coupling of a flow field-flow fractionator (F*)
and a multiangle laser light scattering detector (MALLS)
produces a novel analytical system for dispersed samples.
Absolute distribution measurements are obtained for the
molar mass and radins of gyration, which is directly
related to the particle diameter. In this work, polystyrene
latex standards (50, 105, and 304 nm and a mixture)
dispersed in water were used to investigate the accuracy
of a system with on-line coupling of F* and MALLS. Tests
were carried out in a constant field of force and for the
first time in a programmed field of force mode. The
results show that it is possible to use MALLS and a
decreasing cross-flow for separation and that, even with
changing cross-flow and under nonideal elution condi-
tions, coupling to MALLS gives more reliable results than
those obtained with a F4 system alone.

Flow field-flow fractionation (F'} is probably the most univer-
sally applicable fractionation method for dissolved or dispersed
particles involving polymer molecules (nonionic and ionic),!
aggregates.” colloids,” proteins, or virus samples® Separation in
T is based on differences in diffusion coefficients. F! has a
dynamic separation range from =10 to 101 in molar mass and
reguires onlv “hat the sample be soluble or dispersible in some
carrier liquid.” There are no problems with adsorption, charge
repulsion, or degradation, as known from other separation
techniques.™”

Multiangle laser light scattering (MALLS) is one of the few
absolute methods available for the determination of molar mass
and particle size over a broad range (between a few thousand
and several million).® An absolute MALLS experiment yields the
molar mass and the corresponding radius of gyration without any
need for polymer standards. However, if MALLS is not coupled
with a fractionation method, these results will only be average
values.

Often there is a great demand for information on the distribu-
tions of size and mass. In technical applications for latices, these
distributions «re crucial in controlling the properties of the
product. The production of paper or water-based paints, for

A Giddings, [. C Angl. Chem. 1992, 64, 790.
C.: Benincasa, M. C. Polym. Mater. Sci. Eng. 1991, 65, 21.
wongs, S. K., Giddings, J. C. Polym. Mater. Sci. Eng. 1991,

[ .
(4) Giddings. J. C.: Yang. Myers, M. N. Anal. Biochem. 1977, 81, 395.
(3} Giddings, J. C.; Yar Myers, M. N. /. Virel. 1977, 21, 231,
land. J. 1. Dils, C. H.; Rementer, S, W, Anal. Chem. 1992, 64, 1295.
{7y Kulicke W.-M.: Base N. Colloid Polym. Sci. 1984, 262, 197.

(8) Wyall, P, J. Anal. Chim. Acta 1993, 272, 1.
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example, calls for broadly distributed latices because the small
particles increase the adhesive power and Lhe larger ones are
responsible for & smooth and shiny surface. Online coupling of
F* and MALLS makes it possible to sort particles according to
their size and analyze their molar mass and dimensions one by
one in order to obtain the absolutely determined distributions of
molar mass and radius of gyration for broadly dispersed samples.
Our very first results obtained on latices and dextran were
published recently ?

Naturally, there are some limitations and problems associated
with tandem techniques. As described in publications about the
coupling of MALLS with other fraconation methods, a concentra-
tion detector {e.g., a differential refractive index detector, DRI) is
needed.® The sensitivity of MALLS/DRI requires extremely pure
solvents and samples." In the case of I, there is a great demand
for a well-poised flow and pressure balance. To improve the
detectability and the separation speed of broadly dispersed
samples, it is sometimes useful to work with decreasing instead
of constant cross-flow. To obtain an ideal, programmable cross-
flow, it is necessary to have computer control over all flows at
any one time. In addition, when the flow is switched between
the cross-flow pump pistons, there is no active field of force for a
fraction of a second. During this period, some of the sample may
be eluted and be well detected by the MALLS but not recognized
by the DRI (which leads to unwanted spikes).

The aim of this work was to test the accuracy of F*/MALLS/
DRI investigations on very well-characterized (transmission elec-
tron microscopy, TEM) polystyrene latex standards using a
constant cross-flow to analyze individual samples. An additional
aim was to try to establish a programmable cross-flow which could
improve the efficiency and detection quality of this method for
very broadly dispersed samples. The programmable F*/MALLS/
DRI was tested by mixing the standards so that they could be
analyzed in one run.

THEORY

Flow field-flow fractionation is probably the most generally
useful of all of the FFF methods for the separation/characteriza-
tion of macromolecules and particulates.® F¢ separates particles
according to their diffusion coefficients using two streams of the
same liquid flowing perpendicularly against each other. The
general theory was developed by Giddings et al! Simple equa-
tions relate the diffusion coefficient of a species to its retention
time. The Einstein—Stokes equation gives the relation between
the diameter and the diffusion coefficient for homogeneous

9) Roessner, D.; Kulicke W.-M. J. Chromatogr. A 1994, 687, 249.
(10) Rulicke W.-M.; Kniewske R. Makromol. Chem. 1980, 1, 719.
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Figure 1. Schematic representation of the flow field-flow fractionator on-line coJpled to the multiangle laser light scatiering detector with its
fow cell and the 18 photodiodes (only six to be seen) and the differential refractive index detector.

spherical particles. Equation 1 gives the Stokes diameter dp as
a function of elution time i, (approximation for 4 < 1),! where V;
and ¥, are the volume velocities of the two flows, w the channel
thickness, and 7 the viscosity of the eluent.
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Multiangle Laser Light Scattering. Early formulations of the
theory of light scattering were put forward by Einstein,!! Raman,'?
Debye," and Zimm'* and can be found in any modern textbook
(e.g., ref 15). Multiangle laser light scattering means measuring
the intensity of the scattered light emitted by the sample particles
under different scattering angles §. With a modern MALLS
photometer, it is possible to monitor continucusly the scattering
by means of several detectors mounted a: different angles. This
allows the MALLS photometer to be coupled with any fractionation
method and then used to carry out absolute measurements. The
values for the molar mass M, and the radius of gyration (Rg9,"
at each “slice” along the distribution can be calculated using the
following equations:

Ke 1

E:m T ZAZC'T‘... (2)

P@) =1 - a2k sin(B/2 1 + 2,2k sin(d/2)) — ... 3)

where K is a light scattering constant, containing the wavelength
7o of the incident light, the refractive index n, of the pure eluent,
and the refractive index increment du/de; ¢ is the concentration;
Ay s the second virial coefficient; Ry is the excess Rayleigh ratio;
and P(9) is a general form of a scaftering function. For very
diluted concentrations, the second and higher order terms in eq
2 can usually be neglected and R, becomes directly proportional
w0 M, P(8). Plotting B,/Kc against sin®(6/2) gives M, from the

(12) Raman C. V. Ind. . Plys. 1927, 2.1

{13} Debye P. [ Appl. Phys. 1944, 1

{14) Zimm B. H. J. Chem. Phys. 1945, 13, 141,

(15) Kratochvil P, In Light Scattering from Polymer Solutions; Huglin, M. B., Ed.:
Academic Press: London, 1981
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intercept with the ordinate and (Ri?),"? from the angular depen-
dence of the intensity of the scattered light, which is included n
a; and higher order terms of eq 3. The definition of the zaverage
square radius of gyration, in the event that a distribution of
molecular size is present, is given by eq 4.

a = 1/3<R(}2>z“.5 = é%lf”z M oy

The values obtained for (Rg%)5 are independent of dn/dc
(assumed constant), M,, or even ¢ (sufficiently small) and
therefore insensitive to errors.® When interpreting the value
obtained for the molar mass, it is necessary to bear in mind that
two assumptions of the light scattering theory for molecules might
not have been fulfilled in the case of latices. The Srst assumption
is that the wave front is not altered on its passage through the
sample, and the second is that the refractive index difference
between sample and solvent is small.

EXPERIMENTAL SECTION

Apparatus. Figure 1 is a schematic diagram of the system
used in this study. The fractionator was a model F-100 from
FFFractionation, Inc. (Salt Lake City, UT). The 250 um Teflon
spacer (28.5 cm tip-to-tip length, 2.0 cm width) was bound by
ceramic frits with a pore size of 3—5 um. The lower frit was
covered with a cellulose membrane, type YM 10. The channel
flow was delivered by an MC-1000 HPLC pump from Costa
Metrics (LDC Analytical, Riviera Beach, FL) at constant rates.
The cross-flow was provided by a double piston precision pump
from Reichelt (Reichelt Chemietechnik GmbH & Co., Heidelberg,
Germany). With inlet and outlet flow under computer control,
the magnitude of the cross-flow could be varied as desired. The
channel effluent was directed through a DAWN-DSP-F light
scattering photometer (Wyatt Technology Corp.. Santa Barbara,
CA) and then into a Rl SE-51 differential index detector {Showa
Denko K.X., Tokyo, Japan).

Materials. The samples were narrowly distributed polyst-
rene latex spheres from Duke Scientific (Palo Alto, CA) with
nominal diameters of 50 & 2, 105 + 3, and 304 &£ 6 nm and were
certified to as calibrated with methodology traceable to the U.S.
National Institate of Standards and Technology. The carrier
solution was deionized, and double-distilled water containing



0.005% (w/w) scdium dodecyl sulfate was used as a dispersant
and 0.02% (w/w) of sodium azide as a bactericide. The solution
was purified by filtration (0.1 4m)™ and on-line degassed (Knauer,
Germany).

Procedures. The particles were dispersed by immersion in
a low-power ultrasonic bath for 15-30 s. The injection volume
was 50 xL, with an amount ranging from 0.08 to 1.00 mg for
samples consisting of a single size of latex particles and 1.00 mg
(Duke 50. 0.71 mg; Duke 105, 0.27 mg; Duke 304, 0.08 mg) for
the particle mixiure. Following injection, samples were allowed
to relax into their equilibrium distribution under the influence of
the cross-flow but with a bypassed channel flow. This stop-flow
condition wes maintained until ~1.5 channel volumes of cross-
flow had passed across the channe!

he calibration of the DAWN was done with ultrapure toluene,

and the normalization of the fixed 18 scattering angles was
performed with a disperse solution of gold with known diameter.
For determination of the interdetector volume, the “spider” plot
ethod® was used. The signal of the DRI detector was routed to
the DAWN, which was interfaced to an AT computer.

RESULTS AND DISCUSSION
To get an ideal, programmable cross-flow, we connected the

it inlet and the frit outlet of the channel with one and the same
pump sc as to form a closed circuit. Having this pump under
computer control means that there are no unwanted changes in
the fiow halance. However, when a suction pump is fitted on the
it cutlet side, it becomes necessary to provide as much back
pressure on the channel outlet side as the membrane generates
in order to prevent the system from drawing in air. The second
problem of spiking was controlled by installing pulse damping
znd pressure restriction on both pumps.

The use of a MALLS photometer enables the radius of gvration
to be calculated for each eluting slice. The calculation is
independent of experimental parameters. i.e., flow rales, detector
delay. calibration, concentration, the refractive index increment,
interdetector volume, and band hroadening. The only source of
error Hes in the accuracy with which the sensitivity of the 18
detectors has been normalized. For this reason, the determination
of the radius of gyration is very useful in checking the quality of
a fractionation method.

The scatterirg function gives a linear graph for small particles
and a more curved one for larger particles.® Therefore, it is useful
to use different order fits of eq 3 for different particles sizes.
Figure 2 shows the angular dependence for the samples Duke
105 and 304 at the peak maxima. The plot of By/Kc against sin*
(6/2) for the sample Duke 105 was fitted to a second-order
function and tha: for the Duke 304 sample to a third-order function
in order to give the minimized squares of the errors.

Figure 3 shows the radius of gyration calculated from the
angular dependence of the three single runs. The radius for each
individual fraction is plotted against the elution time. In order to
gain an impression of the concentration at each point, the elution
profile has been included in the background. For greater clarity,
the data for the Duke 304 sample were shifted 10 min to a higher
elution time in Figure 3. It can be seen that there is a gentle
slope in the radius of gyration plots with higher elution volumes
for all three samples. This mezns that even narrowly distributed
standards can be fractionated with this method. The width of
the elution profile is not only a result of the band broadening.
Taking both pieces of information (R¢)H"S and ¢) separates
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Figure 2. Represeniation of the angle dependence of the intensity
of the scatterec light for the samples Duke 105 and 304 at the peak
maximum.
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Figure 3. Radius of gyration for the sarmples Duke 50, 105, and
304 plotied against the eiution time (the elution profiles have been
plotted as dotied lines). For greater clarity. the data for the Duke 304
sample were shifted 10 min to a higher elution time (V; = .08 mL/
min; Duke 50, V, = 0.75 mL/min, Duke 105, V, = 0.42 mL/min, and
Duke 304, V, = 0.13 mbLirin).

180 |
| Duks 304 |
| ,
s 120 : |
g Cé, g Duke 105 !
ST 80+ |
55 |
'g = Duke 5¢ B
40 :
H L]
D ; : |
0 L J‘,\‘_ l\ : !
10 100 1000

radius of gyration { nm )
Figure 4. Differential cistribution of the radi of gyration for the
samples Duke 50, 105, and 304. Fracionation and detection were
performed with CFF FY/MALLS/DR! (7= 298 K, in water containing
0.005% (w/w) sodium dodacy! sulfate and 0.02% (w/w) sodium azide,
;. =632.8 nm, 6 = 3°~180%).

polydispersity from band broadening, because the evaluation
involves adding fractions of the same size, and thus the true
distribution of the radius of gyration is the result (see Figure 4).
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Table 1. Calculated Mean Values of Molar Mass and Radius of Gyration for Duke Samples 50, 105, and 304
Determined by MALLS/DRI and the Stokes Diameter Calculated from the Retention Time Using F* Theory®

Duke 50

M, (g/mol) 373 x 107 (£
M, (g/mol) 3.85 x 107 (£3%
M/ M, 1.03
(ReHHS (nm) 18.9 (£2%)

drev (nm) — nominal 50 (£2)
dis (om) 48
dyr (nm) 48

Dule 105

3.20 x 10° (=2%)
3.22 x 10° (£2%)

Duke 304

4 The errors indicated are the percentage stendard deviation of the results [rom five cxperiments.

It can be seen that the polydispersity decreases from Duke 50 to
Duke 304. If F* theory had been employed alone, it would not
have been possible to distinguish polydispersity from band
broadening. This error in F' has been discussed by Andreev!
among others.

Table 1 gives the numerical results (polydispersity of the
molecular mass distribution and the mean values of molar mass
and radius of gyration) which were obtained with CFF Fi/
MALLS/DRL The percentage error indicated gives the standard
deviation for five identical runs.

Equation 5 enables the diameter to be calculated for homo-
geneous spherical particles by using the radius of gyration
measured by light scattering (Table 1). This allows the results

®)

to be compared with the nominal diameters given by TEM. In
addition, the Stokes diameter of the particles can be calculated
from the retention time using eq 1 (Table 1).

There is good agreement between the light scattering data and
the nominal diameters for all samples. For the Duke 50 sample,
there is also good agreement with the results obtained from the
retention time using ¥ theory. For the larger samples, we found
deviations of ~20% from the nominal diameter. This may be the
result of a nonideal elution process. The best fractionation
conditions chosen for the larger latices may not have been the
best possible. A lot of possible errors and deviations from ideal
elution theory are discussed in the literature.®7” However, using
MALLS/DRI for detection instead of DRI or UV gives more
reliable results, even if the ideal elution conditions are not known.

To discover how well F*/MALLS/DRI analysis performs over
a broad size range and to see how the MALLS/DRI detection
reacts to a changing field of force in FY, we mixed the three Duke
samples in different amounts and separated them in one run using
a programmed feld of force. As can be seen in Figure 3, there is
no problem in obtaining good baseline separajon. Figure 5 shows
the response of 17 MALLS detectors against the elution time. A
semilogarithmic plot was chosen because of the large scattering
intensity differences of the 50 the 304 nm Duke samples (see
boxed figure). The different angular depencencies for small and
large particles are particularly visible. The numeric results are
comparable with those reported for the single runs with constant
field (Table 1).

(13) Andreev V. P.; Stefanovich L. A Chromatographic 1993, 37, 325,
(17) Litzen A.; Wahlund K-G. J. Chromatogr. 1991, 548, 393,
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Figure 5. Scattering intensity of the MALLS detectors from 3¢ 0
160° versus elution time for a mixture of three Duke standards.
Measurement performed with PFF F4/MALLS/DRI The channsl flow
was V, = 1.08 mUmin, and the cross-flow V, decreased from 1.5
down to 0.07 mUmin in 140 min (T = 2988 K. in water containing
0.005% (w/w) sodium dodecy! sulfate and 0.02% {wiw) sodium azide.
/= 632.8 nm).
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GLOSSARY
A, second virial coefficient in the Zimm=-Debye equation
a1, @y, ... viral coefficiens
CFF constant field of force
¢ concentration
D diffusion coefficient
DRI differential refractive index
dpt Stokes diameter obtained from F* theory
dis diameter obtained from light scattering theory
dn/de refractive index increment
FFF field-flow fractionation
I flow FFF
K light scattering constant, equal t 47%{dn/dc) e/ Nojiit
k Boltzmann constant
k constant, equal to 27n/4y
M molar mass
My weight average molar mass
MALLS  multiangle laser light scattering

o refractive index of pure solvent
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transmission electron microscopy
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void volume

flow rate of cross flow

V. flow rate of channel flow

w channel thickness
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Ao wavelength of incident light
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Electroosmotically Transported Baseline
Perturbations in Capillary Electrophoresis

Christa L. Colyer,! Keith B. Oldham,* and Artjom V. Sokirke

Department of Chemistry, Trent University, Peterborough, Ontario K9J 7B8, Canada

Two anomalous capillary electrophoresis (CE) phenom-
ena, referred to as the baseline shift and spontaneous-
marker peak, are investigated. The baseline shift and
spontaneous-marker peak have been observed in a simple
CE system with no sample injection and no deliberately
formed concentration boundaries, a sodium benzoate
solution as the running electrolyte, and on-column UV
absorbance detection. The baseline perturbations, which
are believed to have physical origins at the capillary inlet,
are transported along the capillary at the rate of electroos-
motic flow. Baseline perturbations observed previously
have been atiributed to pH changes or temperature
changes, and although the latter may influence our results
somewhat, neither of these effects can explain the phe-
nomena that we have chserved. Instead, we believe these
baseline shifts and spontaneous-marker peaks are at-
tributable to changes in the actual conceniration of the
running electrolyte. Although the property of a capillary
end which is responsible for the generation of baseline
perturbations remains unknown, the transport of the
concentration excursions and the origin of spontaneous-
marker peaks are explained.

Capillary electrophoresis (CE) is now a well-established field
with many unique features and valuable applications. Much effort
has been devoted to the development of CE as a powerful
separation tool, with attention focused on the role of migration in
the transport of analyte species.’® Recently, the role of elec-
troosmosis in analyte transport in CE systems has become a topic
of interest, "™ although for analytical purpcses, electroosmosis
is often intentionally controlled hecause of its variability.~* Our
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present interest, however, is predominantly in the study of
electroosmosis and its implications for simple CE systems. In
particular, we have investigated two anomalous CE phenomena
which are believed to have physical origins and whose effects are
transported along the capillary column at the rate of electroosmotic
flow. These phenomena. which are interrelated perturbations 1n
the baseline UV signal, representative of disturbances in the
electrolyte concentration, zre referred to as the “baseline shift”
and “spontaneous-marker signal”. It is believed that these
phencmena may exist in other CE studies but that the interests
of those studies are such that the baseline perturbations discussed
herein have been either discounted or obscured by other signals.
Unlike most CE studies, the present work does not involve the
injection of a sample onto the capillary column for subsequent
analysis, nor does it concern the separation efficiency of a given
CE system. Instead, the factors which affect the appearance and
behavior of the baseline shift and spontaneous-marker signal are
investigated.

Related work includes that of Vinther and co-workers,* who
observed a positive shift in baseline UV absorbance occurring at
the time of electroosmotic flow, which they attributed to a
dependence of the absorbance on buffer pH. System peaks and
baseline disturbances, occuring before the electroosmotic flow
marker, were studied by Beckers® for a discontinous buffer
system. Furthermore, temperature-induced fluctuations in the
baseline UV absorbance have also been studied. These other
studies, although somewhat related to this work, are unable to
provide an explanation of the origin of the baseline shift and
spontaneous-marker signal described herein. Although such an
explanation remains incomplete, we believe that a study of these
features will provide us with a greater understanding of CE
systems. Brief descriptiors of these phenomera follow.

In order to provide a “marker” of electroosmotic flow in CE. it
is common practice to add a neutral species to injected analyte
samples. On many occasions, however, we have observed
spontaneous-marker signals in a simple system with on-column
UV absorbance detection. a sodium benzoate solution as the
running electrolyte, and no injection whatsoever. The spontane-
ous markers appear to originate at the instant of field application

.5
(19) Huang . Anal. Ch(,’rr
2843,
(20) Birrell, H. C.: Camilleri, P Okalo, G. N. J. Chem. Sye.. Chem. Commun.
1994, 1. 43—44.
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Figure 1. Capillary electropherograms showing typical spentane-
ous-marker peaks for & CE system with no injection. 20.0 mM NaBz
original running electrolyie, 15.03 kV applied voltage, and detection
at 225 nm. {a) A posilive spontanecus-marker peak. Experimental
concitions: column length. 57.3C cm: inlet-to-detector length, 31.20
cm: average measured current, 9.24 ¢A. (9) A negative spontaneous-
marker peak. Experimental conditions: column length, 88.70 cm; inlet-
to-detector length, 30.00 cm: average measured current, 6.39 yA.

at the column inlet, are peak-shaped, and may be either positive
or negative of the baseline absorbarce, depending on some
presently unknown property of the capillary end. Examples of
typical spontancous-marker peaks are shown in Figure 1. We
believe that spontaneous markers arise from diffusion-controlled
processes at the interface between the solution in the column and
that in the bulk electrolvte reservoir(s).

The spontancous-marker signal is semetimes accompanied by
a fleld-dependent shift in baseline absorbance. In the casc of
positive marker signals, increasing the applied field results in a
decrease in the baseline absorbance. Conversely, in the case of
negative marker signals, increasing the applied field results in an
baseline absorbance. The end of a column giving
rise to the former case is referred to as a “depleting end”, while
rise to the latter case is referred to as an “enriching

end”. Electropherograms generated at both types of “active” ends
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Figure 2. Capillary electropherograms showing typical spontane-
ous-marker peaks accompanied by baseline shifts resultng from
changes in the applied field strength for a CE system with no injection
20.0 mM NaBz original running electrolyte, 15.03 kV applied voltage
and detection at 225 nm. {a) A positive spontaneous marker ac-
companied by a negative baseline shift resulting from an increase
(87.6 V ecm™") in the applied field strength. Experimental conditions:
column length, 57.30 cm; inlet-lo-detector length, 31.20 cm; average
measured current. 9.30 «A. (b} A negative spontaneous marker
accompanied by a positive baseline shft resulting from an ‘nerease
(56.7 V. cm™) in the applied tield strength. Experimental conditions:
columr length, 88.70 cm: :niet-to-detector length, 30.00 cm; average
measured current, 6.36 1A,

are shown in Figure 2. The baseline shifts represent real changes
in electrolyte concentration, as confirmed by independent mea-
surements of absorbance, conductivity, and electroosmotic mo-
bility. Thus, baseline shifts indicate the existence of electrolyte
concentration boundaries, which meve along the column and past
the detector by way of electroosmosis only. The time at which a
baseline shift occurs coincides with that at which a spontaneous
marker appears, and both serve to “riark” the rate of electroos-
motic flow.

It appears that the existence of field-dependent baseline shifts,
coupled with spontaneous-marker signals, depends in an unde-
termined way on the physical geometry of the end of the capillary
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column. Thus, altering the end of the columa by cutiing to form
a “new” end with a possihly different gecmetry, can result in the
appearance or disappearance of these phenomena. Similarly,
Cohen and Grushka?® and Schwartz et al.”® have shown that the
capillary cut can influence separation efficiency and peak shape.
Only a minority of column ends or “cuts” successfully generated
baseline shifts and spontaneous-marker peaks. Over the course
of these studies, three capillaries were installed. The length of
each of these was continually diminished throughout its lifetime
by cutting small lengths of capillary from ezither end, thereby
exposing new cross-sectional annuli of the capillary. Spontaneous-
marker signals were observed for all of the columns. The majority
of baseline shift studies were conducted on the second and third
columns, over a period of about 4 months on each. On the second
column, seven cuts were made, and only twe of these (29% of all
cuts) resulted in an “active” column end which gave rise to
baseline shifts. On the third column, 47 cuts were made, 10 of
which (21% of all cuts) produced baseline shifts. The magnitudes
of the baseline perturbations vary greatly depending on the cut
of the column and are often small enough to go unnoticed under
the conditions normally encountered in analytical electrophoresis.
When large, however, baseline shifts and spontaneous markers
can cause concentration enhancements or depletions significant
erough to warrant consideration if quantitative analysis is to be
undertaken.

EXPERIMENTAL SECTION

Apparatus. All experiments described herein were conducted
with an Isco (Lincoln, NE) Model 3850 capillary electropherograph
with on-column UV absorbance detection. Although rarely
employed in these studies, sample injection was by syringe using
a split-flow mechanism. The high-voltage power supply of this
instrument was operated in constant voltage (0—30 kV) mode,
with hoth positive and negative applied voltages being used. The
capillary compartment of the electropherograph was not thermo-
stated, but a fan maintained good ambient circulation. In order
to record CE data with great accuracy, we used the analogue
current, voltage, and absorbance outputs of the instrument. These
signals were monitored by a Hewlett-Packard Model HP-3497A
data acquisition unit, which, in turn, was interfaced to a Hewlett-
Packard Model HP-9000, series 200 computer. Computer pro-
grams, written in-house in HP Basic 3.0, enabled the computer
to partially control the CE system and to collect, analyze, and store
current and absorbance data.

Capillary Columns. In ll experiments, we employed capil-
laries made of fused silica, coated with a thin layer of polyimide
te improve their durability (Isco). Capillary dimensions were 50
wm 1.d., 1565 ym wall thickness, 16 um coating thickness, and
54.95—98.75 cm length. The distance from the high-voltage end
of the capillary to the detector ranged from 29.95 to 67.80 cm,
while the distance from the detector to the grounded end ranged
from 24.10 to 58.70 cm. Capillary columns were cut to length
using a blunt, Isco ceramic capillary cutter. Cutting necessitated
removal of the capillary ends from their fitings in the electro-
pherograph. Cuts obtained in this way were not always “clean”,

(25) Cohen, N Grushka, E. J. Chiromatogr. A 1994, 864, 323328,

26y Schwartz, H. Ulfelder, K. ].; Guitman, A. [njection Related Artifacts in
Capillary Gel Electrop al the Seventh International
Symposium on High Per v Electrophoresis, Wiirzburg,
Germany, 1995.

we Cag
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as revealed by optical microscopy and scanning electron micros-
copy.

Since electroosmosis is very sensitive to the condition of the
inside wall of the capillary, we subjected the column to a treatment
which led to fairly reproducible electroosmotic low rates (<1%
relative standard deviation) over the course of several days. For
a new capillary column, this treatment, referred to as “condition-
ing”, consisted of filling the column with 1.0 M NaOH (BDH,
Toronto, Canada) for 1 h, followed by leaving it filled with 0.10 M
NaOH overnight. The column was then flushed sequentially with
distilled, deionized water, 0.10 M HCl (Baxter/Canlab, Toronto,
Canada), and again water. Even with this treatment, reproducible
electroosmotic flow was not realized until the column had
undergone about 1 month of regular use, with one column
requiring 4 months of use before reproducibility was achieved.
Electroosmosis increased throughout these periods of “condition-
ing”. and soaking the column in water for extended periods of
time (at least 2 days) when not in use appeared to be the most
effective method of maintaining the electroosmotic flow rate at a
stable value. Thus, we adopted a simple treatment which
consisted of filling the capillary with water whenever it was idle,
followed by refilling the column with fresh water for 1 h prior to
daily experimentation. Column ends were submerged in water
during storage to prevent evaporation from the column.

Solutions. Studies of the baseline shift and spontaneous-
marker signal were conducted mostly in simple. uni-univalent
electrolyte systems. In most instances, a 20 mM sodium benzoate
(NaBz) solution was used, prepared by dissolving reagent grade
NaBz (Caledon, Georgetown, Canada) in deionized and distilled
water. The measured pH of this solution was 6.98 at 23 °C.
Although all experiments presented herein were conducted with
NaBz solutions, we determined that the existence of baseline shifts
and spontaneous markers was not unique to the NaBz system by
conducting similar experiments with several other running
electrolytes, all prepared from analytical grade reagents, including
20.0 mM potassium benzoate (KBz; Aldrich, Milwaukee, WI). 20.0
mM sodium salicylate (NaSal; BDH), and 15.0 mM trisodium
citrate (Na;Cit; BDH). The measured pH's of these solutions were
7.01 at 20 °C, 5.85 at 24 °C, and 8.22 at 25 °C, respectively. All
solutions were passed through a cellulose acetate syringe filter
(pore size 0.45 um; Nalge Co., Rochester. NY) and were degassed
under vacuum by a water aspirator for ~1 h prior to use.

Procedure. Some terminology should be defined at the outset
to make sure that its usage is clear and consistent. The “inlet
end” of the column is not necessarily that end of the column
physically located near the injection port. “Inlet” simply refers
to the end through which electroosmotic flow carries solution into
the capillary. Thus, during positive polarity experiments, the inlet
end is indeed the high-voltage end of the capillary, located near
the injection port, but during negative polarity experiments. the
inlet is the lowvoltage end of the capillary. Conversely, the
“outlet” refers to the end through which solution exits the
capillary. The solution reservoir in which the inlet end of the
column is submerged is called the “supply reservoir”, while the
outlet end is submerged in the “receiving reservoir™. The soluticn
which fills the capillary column at the beginning of an experiment
is called the “running electrolyte”, and in most cases, the same
solution is also used to fill the supply and receiving reservoirs.
Reservoir volumes are about 10 mL. Care is taken to equalize



the solution levels in the two reservoirs to inhibit hydrodynamic
flow. The solution which enters the capillary from the supply
reservor asa result of electroosmotic flow during a CE experiment
is called the “replacement electrolyte.” and may or may not be
the same as the running electrolyte.

The majority of experiments, referred to as “uniform-electrolyte
experiments”, involved no sample injection and no deliberately
formed concentration boundaries. The first such experiment
conducted each day was referred to as the “equilibration run”.
After having first used a microliter syringe to fill the capillary with

unning electrolyte. the equilibration run served to flush the
capillary by way of electroosmotic flow, to rid the capillary of any
small bubbles which may have been present after conditioning,
etc. Results from the equilibration ran were disregarded. Uniform-
1

elecirolyte experiments were then conducted to try to determine
the effect of applied feld. colurnn end conditions, and other factors
on the magnitude of both the baseline shift and the spontaneous-
marker sigral. A single uniform-electrolyte experiment. or “run’,
sted of applying a constant high voltage across the capillary
for a certain length of time while recording absorbance and
current data. At the end of the experimental run. the high voltage
was twned off for a period of time. Typically, 2-5 min ¢lapsed
between runs with no field applied, and this period of time is
referred to as the “standard interlude” in what follows. However,
Lthe period of Lime between runs with no field applied was as short
as 5 s in some cases. The next experimental run was commenced
nstant high voltage which was not necessarily

consi

by gpplving a ¢
the same as in the previous experiment. If, in fact, the applied
voltage was not the same in two successive runs, then it is said
that a change i applied field strength has occurred between those

UnS,

RESULTS

Experiments that involved neither a deliberately formed
concentration boundary nor an injected slug of analyte might be
expected to produce no absorkance signals. Some such experi-
Jents. however, gave rise to absorbance signals, either positive
or negative of the baseline. These spontaneous-marker signals
appear to have their origin at the inlet end of the column, despite
the {act that no sample was injected there or elsewhere. Ac-
companying these marikers in some cases were field-dependent
shifts in baseline absorbance. Both phenomena evidently repre-
sent concentration disturbances in the running electrolyle, and
as such, are likely traveling along the column and past the detector
by way of elecroosmotic flow alone. Thus, the typically peal-
shaped spontaneous-marker signal, reminiscent of a small injected
slug of an uncharged analyte, anc the plateau-shaped baseline
shift, reminiscent of a concentration boundary, serve as markers
of the rate of electroosmotic flow in the CE system. The discovery
of these phenomena is important ot only in its own right. but
also because both haseline shifts and spontaneous markers may
be occurring al the same time as, and thus interfering with, the
resuits ¢f “typical” slug-tvpe CE experiments. Uniform-electrolyte
experiments were thus conducted to try to determine the effect
of applied feld. column end conditions, and other factors on the
magnitude of both the base’ine shift and the spontaneous-marker
signal.
Depleting ¢nds” of the capillary somehow acted to deplete
the concentration of electrolyte entering the column from the
supply reservoir. For such ends, an increase in the applied electric
field resulted in a decrease in baseline absorbance. Positive
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Figure 3. Calibration curve relating the magnitude of baseline shift
(or change in absorbance) ‘o the change in NaBz electrolyte
concentration. Circles represent experimental data points, shown with
error bars based on the standard error int the ordinate of the regression
linz (solid line). Slope of the regression ling, 0.C13 mM™T; correlation
coefficient. 0.95.

spontaneous-marker signals accompanied the baseline shift pro-
duced by depleting ends. In contrast, “enriching ends” acted to
ephance the concentration of electrolyte entering the columnm from
the supply reservoir. and in these cases. an increase in the electric
field resulted in an increase in baseline absorbance. Negative
spontznecus markers accompanied the baseline shift produced
by enriching ends. Although the two phenomena—baseline shift
and spontaneous marker—exist concurrently end presumably have
a common cause, we will frst atlernpt o characterize the baseline
shift.

Baseline Shift. Absorbance Studies. In order to quantify
baseline shifts, that is, to describe an observed change in UV
absorbance in terms of the concentration difference between
running and replacement electrolytes, we conducted a series of
baseline shift calibration experiments. These experiments, con-
ducted at a room temperaturce of 24.7 = 0.6 °C, involved a series
of successive “spikings” (beginning with the smallest and ending
with the largest concentration increase) and a series of successive
dilutions (beginning with the smallest and ending with the largest
concentration decrease) of the 20 mM NaBz replacement elec-
trolyte. Since most baseline shifts observed during uniform
electrolyte experiments were fairly small, this calibration involved
concentration increases of up to 0.12 mM and decreases of up to
0.21 mM. Figure 3 shows the resulting baseline shift calibration
curve. By linear regression, the relationship between baseline
shift (A4) and change in sodium benzoate concentration {Ac) was
found to be

AA (AU) = (0.013 £ 0.001) Ac (mM) +
(49+34) x 107" (O

or equivalently

Ac (mM) = (77 £ 5)a4 (AL) — (0.038 £ 0.026) (2)

with a correlation coefficient of 0.95. The fact that the regression
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line does not pass through the origin, but instead has a positive
intercept on the AA axis, indicates that a slight “drift” occurs in
the baseline even when there has been no apparent change in
electrolyte concentration. Possible reasons for this drift include
changes n optical alignment or detector response over several
hours of use or the gradual evaporation of solvent (water) from
the supply reservoir, leading to a gradual increase in concentration
of replacement electrolyte. Equation 2 was used to express the
baseline shift resulting from an enriching or depleting column
end in terms of concentration change.

The effect of applied field on baseline shift was studied in detail
[or several “active”, that is, enriching or depleting, capillary ends.
In these studies, the applied field was held constant during each
rua, but was changed before commencing a new run. The
“standard interlude” elapsed between runs. The correlation
between baseline shift, expressed as a coacentration change, and
change in applied field strength (AE) for one particular depleting
end, referred to as cut g, is shown in Figure 4. Experiments were
conducted at a room temperature of 22.5 L 0.5 °C. Despite the
scatter in the data, a decreasing linear relationship between
concentration and applied field is evident. A regression line was
calculated for these data and was found ¢ have a slope of —0.64
+0.12 uM cm V¥ and an intercept on the Ac axis of —0.024 =
0.070 mM. The negative slope is indicative of a depleting column
end: as the magnitude of the applied electric field is increased,
the concentration of solution entering the column from the supply
reservoir under the influence of electroosmotic flow is decreased.
That is, the column end somehow acts to deplete the concentration
of NaBz entering the column from the supply reservoir, and this
depleting ability is enhanced by the application of stronger electric
fields. For example, if the applied field were to be increased by
150 V em ™ {equivalent to increasing the voltage applied along
the 57.3 cm length of the column by 8.6 kV) when conducting
experiments with cut a as the inlet end. then the NaBz solution
entering this column from the supply reservoir would be 0.12 =
007 mM less concentrated than that already present in the
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Figure 5. Effect of applied field on NaBz electrolyte concentration
for cut (b). The sclid line represents a linear least-squares fit of the
data (slope, 0.37 M ¢m V™7 correlation coefficient, 0.98). Error bars
are based on the standard error in the ordinate of the least-squares
fit.

column, even though the running and replacement electrolytes
were initially identical 20 mM NaBz solutions.

To provide further evidence of “active” end behavior, we now
characterize another capillary end, referred o as cut b. Cut b
was also an “active” cut, but unlike cut &, cut b acted to enrich
the concentration of solution entering the coluran. The correlation
between bascline shift, expressed in terms of concentration
change and change in applied field (AE) for cut b, is shown in
Figure 5. Since the Ac versus AF data (collected at a room
temperature of 24.7 + 0.8 °C) appear to be linearly related. alinear
regression of the data was carried out. The resulting slope was
+0.37 £ 0.02 uM cm V!, while the intercept on the Ac axis was
—0.035 + 0.016 mM. and the correlation coefficient was 0.96. The
positive slope is indicative of an enriching column end: as the
magnitude of the applied electric field is increased. the concentra-
ton of solution entering the column from the supply reservoir
under the influence of electroosmotic flow is also increased. This
behavior is opposite to that of the depleting end discussed
previously. Thus, it appears that cut b somehow acts 1o enrich
the concentration of NaBz entering the column relative to that in
the supply reservoir. For example, consider increasing the applied
field by 150 Vem™! (by increasing the applied volrage along the
64.30 cm long column by 9.6 kV) when conducting an experiment
with cut b. The NaBz solution entering this column from the
supply reservoir would be 0.02 + 0.01 mM more concentrated
than that already present in the column, even though the running
and replacement electrolytes were initially identical 20 mM NaBz
solutions.

Of even greater interest is the extreme enriching abilily of a
third cut, referred to as cut ¢. When an electric field of magnitude
280 V cm ! was first applied so that solution would pass through
cut ¢ and replace the contents of the column by electroosmosis,
a baseline shift of 0.097 AU occurred. Using the correlation
between baseline shift and concentration change given ineq 2. it
was found that solution filling the colurn through cut ¢ was 7.5
+ 0.4 mM more concentrated than the original running elecnolyte.
This large enrichment does represent a somewhal unique case,
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in that it occurred only during the first experiment, with solution
entering the capillary through the end which had previously been
functioning as the outler. Thus, a change in solution flow direction
and field polarity and strength had occurred. The effect of
ubsequently changing the applied field on concentration of
lectrolyte entering this particular end, at a room temperature of

o

- 0.4 °C, is shown in Figure 6. Again, a linear relationship
was observed, and regression of the cata gave a line with slope
37 & 0.6 oM cm V7 intercept —0.14 £ 0.25 mM, and
correlation coelfficient 0.86. This positive slope, which is 10 times
grealer than that for cut b, indicates thar the enriching (or
depleting) ability of all cuts is not equal and that cut ¢ was
extremely effective at enriching the concentration of NaBz
entering the cofumn. In fact, the concentration of NaBz entering
the column through cut ¢ would be 0.42 + 0.26 mM greater than
that already present in the column if the applied field were to be
increased, as in the previovs examples, by 150 V em™! (achieved
by Increasing e applied voltage along the 89.25 cm length of
column by 13.4 kV).

To confirm that cut ¢ was functioning as an enriching end and
that the significant absorbance changes observed during these
experiments were. indeed, due to real changes in the concentra-
iion of NaBz entering the column through this cut, we recorded
the absorbance spectra of first the original NaBz running
elecirolyte, which entered into the column by way of electroos-
motic flow trough the “passive” column end opposite cut ¢, and
then the solution which had entered the column by way of
electroosmosis Jirough cul ¢. These specira, recorded after the
electric fields which had been used to fll the column were
disabled, are shown in Figure 7. Moreover, it should be noted
that the absorbznce spectrum of 20.0 mM NaBz was found to be
independent of applied field strength during experiments with a
passive column end, and so any change in the absorbance
spectrum cannot be attributed to some effect of the electric field
on the optics of the CE instrument. The similarity in shape
between the twe spectra in Figure 7 indicates that the electrolyte
in the column is pure NaBz in each case, although the greater
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Figure 7. Absorbance spectra of NaBz solutions: solution entering
the column by way of electroosmosis through the passiva column
end opposite cut ¢ is ‘ndicated by circles; solution entering through
cut ¢ is indicated by squares. The zero of absorbance was set at
225 nm when the column was filled with the original 20.0 mM NaBz
running electrolyte.

absorbance demonstrated by the solution entering through cut ¢
indicates that this cut did, indeed, enrich the concentration of
NaBz relative to the supply and receiving reservoirs.

During the experiments investigating the effect of applied feld
change on electrolyte concentration, cut ¢ was positioned in the
capillary electropherograph such that it was submerged in the
reservoir housing the grounded rather than the high-voltage
platinum electrode, ard large negative voltages were applied along
the length of the capillary. If, in fact, some physical feature of
cut ¢ was responsible for the enrichment of solution during these
experiments, then its enriching behavior should be observable
regardless of its position in the electropherograph. To verify this.
the column was reversed, so that cut ¢ was submerged in the
reservoir housing the high-voltage electrode, and then large
positive voltages were applied along its length at a room temper-
ature of 25.5 + 0.1 °C. Indeed, in its reversed position, cut ¢
continued to act as an enriching end, as shown in Figure 8,
although the effect of changing the applied electric field on the
concentration of electrolyte entering the column was somewhat
less dramatic than it had been in its original position. In its new
position, the rate of change in concentration as a function of
applied field for cut ¢ was found to be (by way of linear regression
of the data in Figure 8) +2.3 = 0.1 4M cm V-'. This means thal
increasing the applied field by 150 V em~! would result in an
increase in concentration of NaBz entering the column through
cut ¢ of 0.33 == 0.06 mV. as opposed to an increase of 0.42 + 0.26
mM in its original position. The intercept on the Ac axis and the
correlation coefficient for Figure 8 were —0.021 = 0.056 mM and
0.98, respectively. It should be noted that reversal of the columr.
subjects the exposed cut to some physical stress, in that it must
be removed from and refitted through tight ferrules. This may.
in some way, alter the condition of the cut, and so we cannct be
sure that cut ¢ in its reversed position was identical to cut ¢ in its
original position. Nevertheless, the degree to which a column
end is able to deplete or enrich the concentration of electrolyte
entering the column under the influence of clectroosmotic flow
appears to depend on the very nature of the end itself.
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for cut ¢ in its reversed position. The solic line represents a linear
least-squares fit of the data (siope. 2.3 «M cm V™' correlation
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In an effort to determine if enriching or depleting behavior
was caused by some physical or geomeirical feature of the cut,
scanning electron micrograph (SEM) images of several cuts, both
passive and active, were recorded using a Cambridge S90
stereoscan scanning electron microscope. Samples were not
conductively coated before imaging with an accelerating voltage
of 25 kV. Unfortunately. there was no visible feature present in
(or absent from) the images that could distinguish between an
active cut and a passive cut. The exposed surface of the capillary
resulting from all cuts appeared to be nonuniform, with features
such as chips out of the fused silica, fused silica “overhangs”,
debris remaining on the cut surface, or removal of small pieces
of polyimide coating (which may have occurred either during
cutting or perhaps during imaging). It is unclear from the SEM
images if any of these features are responsible for the enriching
or depleting abilily of some colurmm ends.

Baseline Shift. Conductivity Studies. The changes in absor-
bance used to characterize the “active” behavior of some column
cnds are supported by conductivity (current) and electroosmotic
flow rate measurements. For an enriching end, an increase in
applied field strength leads to an increase i1 absorbance. If an
increase in electrolyte concentration is indeed responsible for this
increase in absorbance. then the conductivity of the solution
should also increase. This increase in conductivity was observed
whenever a column end appeared to be enriching the solution
entering the column and so provided an additional piece of
evidence for this phenomenon.

The equation relating sclution conductivity « to the concentra-
tion ¢ of a uni-univalent elecirolyie is

c=Fe(u +u) &)

where F is the faraday constant and - and 4~ are the electro-
phoretic mobilities of the cation and anion, respectively. This
equation can be combined with that relating conductivity to
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current /,

«=IL/VA Y

where L is the length of the column. V is the constant applied
voltage. and A is the cross-sectional area of the column. An
equation is thus developed which enables us o calculate the
concentration ¢ of our uni-univalent electrolyte from the measured
conductivity (or current) and applied voltage:

= K _ IL
Flu* +u7)y FVA@W +u5)

®

This equation was used to calculate the concentrations of
solutions filling the column during experiments conducted on a
column into which solution flowed first from the end opposite cut
¢ and then through cut ¢ itself. Initially, a positive voltage (+25.03
k) was applied, and because cut ¢ was positioned in the grounded
reservoir, solution entered the column from the supply reservoir
containing 20.0 mM NaBz by way of electroosmosis through the
end opposite to cut ¢ (that is. through the high voltage end). The
concentration of this replacement electrolyte, calculated from eq
5 and bascd on a conductivity of 0.18 = 0.01 Q@ m™! (average
measured current. 10.1 + 0.1 zA) and mobilities of 51.9 x 107¢
and 33.5 x 1079 m2 s~ V- for Na~ and Bz " at 25 °C, respectively.”
was 22 + 2 mM. In view of factors that could have a bearing on
the magnitudes of the mobifities and uncertainty in the exact value
of 4, this can be considered good agreement with the concentra-
tion of the running electrolyte.

The polarity was then reversed by applying —24.96 kV. and
since the magnitude of the resulting field was approximately the
same as in the positive polarity experiment, the Joule heating
would be comparable. Under the influence of this field. solution
entered the column through cut ¢ by way of elecroosmosis. The
calculated concentration of this replacement electrolyte, based on
a conductivity of 0.28 £ 002 Q7' m™! (fnal measured current.
15.2 £ 0.2 uA), was 34 = 2 mM. Notice that the increase in
conductivity resulting from filling the capillary with sodium
benzoate solution through enriching end ¢ by electroosmosis was
>50%. The enrichment of the running electrolyte predicted by
these conductivity measurements {14 &= 2 mM). conducted al a
room temperature of 22.6 == 0.1 °C, was greater than that predicted
by the absorbance measurements (7.5 = 0.4 mM) discussed
previously. The discrepancy between these results may. in part,
be attributed to the use of mobility values at infinite dilution and
25 °C in the calculation of concentration by way of eq 5. In
addition, the calibration curve relating change in absorbance to
change in concentration (Figure 3) covered a range of <0.4 mM.
and as such, may not have been valid for quantifying significantly
larger changes in concentration, as in these examples. It is clear,
however, from both absorbance and conductivity measurements
that the concentration of solution cntering the column through
cut ¢ was enriched.

A subsequent experiment was conducted by applying —29.00
1V, and this led to a calculeted concentration of 38 £ 3 mM, based
on a conductivity of 0.31 £ 0.02 Q"' m~" (final measured current,
19.8 + 0.2 4A). Thus, the conductivities measured during this

(27) Cldham, K. &
Academic Py

viand, I. C. Fundamentals of Elesirochemical Sciesice
Inc.: San Diego. 1994; p 12




and previous experiments indicated that the concentration of
electrolyte entering the column through cut ¢ was greatly enriched
compared to the original running electrolyte and that the extent
of enrichment appeared to depend on the magnitude of the applied
field.

Baseline Shift. Electr tic Mobility Studies. In addition
to using absorbance and conductivity measurements to support
the concept of an enriching column end, it is also possible to use
measurements of electroosmotic mobility. In this work, the
electroosmotic flow velocity was confirmed by injection of a small
slug of electrolyte with the same composition as but at a slightly
different concentration than the running electrolyte. The rate of
mobilization (or electroosmotic velocity ¢ ) of the baseline shift
is proportional to the electroosmotic mobility 4, which itself
depends on the ¢ potential of the column, according to the
equation?

V¥ = u*E = (E¢/n)e )

where E is the applied electric field, 7 is the solution viscosity,
and ¢ is the permittivity of the medium. The ¢ potential, in turn,
depends on the surface charge density o and doublelayer
thickness 8:%

E=op/e ™

while the double-layer thickness depends on the concentrations
and charge numbers of all solute jons:3

RTe 1/2

— ®
Py,

B=

Here, R represents the gas constant, T is the temperature of the
solution, and all other symbols are as previously defined. Thus,
the electroosmotic mobility is dependent on the concentration
(and the temperature) of the electrolyte. Since the baseline shift
is believed to represent a concentration disturbance, it should act
to alter the rate of electroosmotic flow somewhat.

From eq 8 it can be seen that if the concentration of the
running electrolyte is increased, the double-layer thickness will
decrease. This, in turn, will decrease the ¢ potential according
to eq 7, and finally will decrease the electroosmotic mobility, as
predicted by eq 6. Since cut ¢ has been shown to function as an
enriching end, it should, by virtue of passing more concentrated
electrolyte through the column, reduce the ¢ potential and hence
the electroosmotic velocity. Because cut ¢ was originally posi-
tioned in the grounded reservoir, the initial application of +25.03
kV, at a room temperature of 22.6 + 0.1 °C, filled the column
with solution through the “passive” end opposite to cut ¢ by way
of electroosmosis with 4 = (4.71 & 0.04) x 10* cm? V-1 s~
Upon applying a constant voltage of —24.96 kV, the magnitude of
the electric field was approximately the same as in the previous
experiment but in a direction such that solution would enter the

(28) Laidler, K. J.; Meiser, J. H. Physical Chemistry, Benjamin/Cummings
Publishing Co., Inc.: Menlo Park, 1982; p 841.

(29) Reference 28, p 794.

(30) Grossman, P. D. Factors Affecting the Performance of Capillary Electro-
phoresis Separations: Joule Heating, Electroosmosis, and Zone Dispersion.
In Capillary Electrophoresis: Theory and Practice; Grossman, P. D., Colburn,
J. C., Eds,; Academic Press, Inc.: San Diego, 1992; p 18.

column through cut ¢ by way of electroosmosis. The electroos-
motic mobility in this case was (4.00 + 0.04) x 104 cm? V-1s7,
indicating that the { potential had, indeed, been decreased. Such
a decrease could be attributed to an increase in electrolyte
concentration. Of course, a change in concentration would lead
to a subsequent change in the amount of Joule heating and thus
in the temperature. Because of the dependence of temperature
on concentration, and the dependence of electroosmotic mobility
on both of these variables, the effect of increasing the concentra-
tion on the electroosmotic mobility is quite complex.

When a constant voltage of —29.00 kV was subsequently
applied to allow flow through cut c, a further decrease in
electroosmotic mobility was observed (4t = (3.88 & 0.03) x 10~*
cm? V-'s7Y), indicating a further increase in concentration. Thus,
measurement of electroosmotic mobility provided evidence of the
enriching behavior of cut ¢, as did the measurement of current
and absorbance.

Spontaneous-Marker Peak. Since the baseline shift did not
occur in isolation, we will now discuss the concomitant phenom-
enon of the spontaneous-marker signal. This signal appeared only
when the column end gave rise to baseline shifts. Enriching
capillary ends gave rise to negative spontaneous-marker peaks,
while depleting ends gave rise to positive spontaneous markers.
Often, the marker peaks were skewed rather than Gaussian in
shape. Whereas baseline shifts occurred only when the applied
field was changed, spontaneous markers appeared whenever there
was a period of time with no field applied and when the inlet end
of the capillary was enriching or depleting, regardless of change
in field strength. Thus, when the field strength remained
unchanged between runs, the only feature in the electropherogram
was a spontaneous marker, as seen in Figure 9a, but when the
field was altered, a spontaneous marker was superimposed onto
a baseline shift, as seen in Figure 9b. The size of these markers
appeared to depend primarily on the extent of enrichment or
depletion and on the length of time elapsed with no field applied
between experimental runs.

‘When no electric field is applied along the column, as is the
case between CE runs, transport of NaBz through the column by
either migration or electroosmosis will cease. Thus, diffusion will
become the only mechanism of ion movement. Diffusion of NaBz
into or out of the column will occur if a concentration gradient
exists at the interface between the solution in the column and
that in the bulk reservoir.3! Thus, it seems reasonable to assume
that spontaneous-marker peaks could be formed as a result of
diffusion of NaBz into or out of the column between runs, given
that the observed baseline shifts represent concentration bound-
aries formed at the capillary end. To investigate this possibility,
the effect of no-field time on spontaneous marker size was studied
for cut c in its original and reversed positions. The results are
presented in Figure 10. Because cut ¢ is an enriching end, it
produces negative spontaneous markers, and so the marker peaks
are negative of the baseline. Using eq 2 along with peak widths
at halfheight, these “negative” peaks were transformed into
amounts of NaBz representative of the markers. As expected,
the spontaneous markers generated by cut ¢ in its original position
were larger than those generated in its reversed position at all
times, due to the greater enriching ability of cut ¢ before reversal.
In both cases, however, spontaneous markers approached a
maximum decrease in the amount of NaBz as the standard

(31) Dose, E. V.; Guiochon, G. Anal. Chem. 1992, 64, 123—128.
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Figure 9. Capillary electropherograms showing negative spontane-
ous-marker peaks generated at enriching capillary end ¢ with no
injection; 20.0 mM NaBz as the original running electrolyte: column
length, 88,70 cm; inlet-to-detector length, 30.00 cm; and detection at
225 nm. (a) A negative spontaneous marker with no accompanying
baseline shift. Experimental conditions: applied voitage in this and
in previous run, —24.99 kV; average measured current, ~5.54 A
(b) A negative spontaneous marker accompanied by a negative
baseline shift. Experimental conditions: applied voltage in previous
run, —24.99 kV; applied voltage in this run, —10.04 kV; average
measured current, 5.87 yA.

interlude was approached. The amounts of NaBz represented by
the markers approached zero as the ime between runs ap-
proached zero. This implies that if the applied field were never
disabled, spontaneous-marker peaks would not be generated.
Experimentally, this was observed. Recall that baseline shifts
occur only when the applied field is changed, while spontaneous-
marker peaks occur regardless of applied field strength changes,
provided there is some no-field time between runs. Thus, if the
applied field is changed in the middle of a uniform electrolyte
experiment, one would expect to see a baseline shift without an
accompanying spontaneous-marker peak. This was indeed the
case during an experiment with cut ¢ in its reversed position, when
the applied field was decreased from 232 to 110 V em™ in the
middle of a run, generating a baseline shifi of —3.6 x 10% AU
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Figure 10. Spontaneous-marker peak size, represented as an
amount of NaBz, as a function of the square root of the interlude
(where the interlude represents the time elapsed between runs with
no field applied). Solid lines represent least-squares fits of the data
(excluding standard interlude date) for cut ¢ in its criginal (circles)
and reversed (squares) position. Propagated error in the calculated
amoun:s of NaBz are less than the size of the data symbol or is shown
as an error bar.

Interiude”

(equivalent to a decrease in concentration of 0.32 = 0.03 mM)
but not generating a spontaneous marker. Thus, it appears that
some period of time with the field disabled is cssential to the
occurrence of the spontaneous-marker peak.

DISCUSSION

Baseline shifts have been observed previously. Vinther et al”!
observed shifts attributable to pH changes, but we do not expect
significant pH changes to occur in our system. The electrolysis
of water would, indeed, resalt in the production of hydrogen ion
in the supply electrolyte reservoir, thus establishing a buffer
system (benzoate/benzoic acid) which would prevent significant
changes in pH. Consider, for example, a serics of 10 experiments
conducted in 1 day, each lasting 10 min with a typical current of
10 uA flowing. The amount of hydrogen ion produced in the
supply electrolyte reservoir as a result of these experiments was
calculated to be about 6 x 1077 mol. but after taking into
consideration the HBz/Bz buffer system formed, this would result
in only 2 0.3 decrease in pH relative to the running electrolyte’s
original pH. This was confirmed experimentally when, after 100
min of operation with an applied voltage of 20.01 kV (I & 10 uA).
the measured pH of the 20.02 mM NaBz solution in the inlet
reservoir had changed from 6.75 to 6.43 (at 22 °C).

Moreover, if a significant pH change were somehow to occur.
it would be a progressive effect, and so one might expect to
observe a progressive change in absorbance. Experimental
changes in ahscrbance were not progressive: they occurred in
both positive and negative directions, depending upon the capillary
end and the change in applied field. Furthermore, measured UV
absorbances of sodium benzoate and benzoic acid solutions were
found to be indistinguishable at 225 nm, and so a change in pH
(or a change in the relative amounts of benzoate and benzoic acid
present) would not result in any observed change in absorbance.
Finally, if baseline shifts were pH induced, one would expect to



see such features during every experiment, with every capillary
and with any change in field strength, since the electrolysis of
water would proceed regardless of these experimental variakles.
Such constancy in baseline perturbations was not observed.
Baselire shifts have also been linked**! to temperature changes
i the ruming solution caused by Joule heating. While such
thermal effects are undoubtedly present in our experiments, they
alone cannot explain the phenomena that we have observed.
We attribute the baseline shift and spontaneous marker signals
to changes in the actual concentration of the sodium benzoate
solution in the capillary observed at the site of spectrophotometric
znalysis. We did consider a number of other possible explanations
of the changed absorbance, such as its being due to temperature-

induced changes in the refractive index of the solution or some
other artifact. induced in the detector by changes in temperature
ov field strengta rather than by concentration changes. However,
such possibilites are ruled out by the persistence of the signal
even when the applied voltage is turned off during a run, which
interrupts the flow, as well as both heat generation and the electric
field. Moreover, the several independent picees of cxperimental
evidence that we report above all point o concentration excursions
being responsible for both phenomena: the permanent haseline
shift and the transient spontaneous-marker peaks.

Flow rae through the capillary is not a quantity that is open
to direct measurement in CE as usually conducted. However,
subsidiary experiments employing short slugs of analyte provided
access to this quantity and demonstrate that flow through our
apparatus occusred at a rate consistent with electroosmosis driven
by a zeta potential of about —100 mV. Knowing the flow rate,
one can calculate the delay before a concentration perturbation,
tiating at the capillary inlet, would reach the spectrophotometer.
In all cases, this calculated delay closely matched the experimental
residence me in the column prior to the signal—baseline shift
and/or spontaneous-marker peak—being observed. We regard
this as very sirong evidence that these phenomena, when they
exist, have their origins at the mouth of the column and are
propagated down the column at a velocity close to that of
eiectroosmotic flow.

These ¢ are not trivial. Permanent concentration enrich-
ments of 37% were observed in one extreme case, with more
tvpical activity generating 1 or 2% enrichment or depletion.
Nevertheless, in 75% of the cases studied, there was either no
effect whatsoever, or it was at too low a level to be experimentally
significant. Whether or not the concentration excursion occurred
and, i{ it did occur, its magnitude and sign depended entirely on
some still-unidentified aspect of the end of the capillary tube.
Paring the end of the capillary can destroy or create activity,
though we have yet to learn how to do this in other than a random
fashion.

There are four important questions still to be answered: First,
what property of an end causes it to be active? Second. how does
that propery induce and maintain a concentration excursion in
the solution entering the capillary? Third, how does the concen-
tration step move along the column, ultimately making its
existence manifest as a baseline shift at the spectrophotometer?
And fourth, what is the origin of marker peaks and why are they
inversely related to the baseline shift? We have no convincing
answer o the first question. We have some qualitative guesses
ag putative an
can satisfacto

ir
i

wers to the second question. We believe that we
ity answer the third and fourth questions.

Though It may not be the logical place to start. let us first
exarnine the circumstances surrounding the third question: How
does a concentration step propagate? Imagine a concentration
junction y|¢; of a uni-univalent electrolyte to exist between two
fixed points x and x. in the column. These points are in
homogeneous regions. but the concentration is not uniform
between them. In general, there will not be a sharp concentration
discontinuity, but we may nevertheless asscciate “the houndary”
between the two regions with a specific point x, along the column,
such that

(r, —x)e, + (x, — 1), = n/A (]

where A is the cross-sectional area of the capillary and # ‘s the
total amount of electrolyte between x; and x,. Ler us inquire about
the speed with which electrophoresis causes this boundary to
move.

A current [ flows from left to right across the boundary, carried
in part by cations moving across the boundary from left to right
and in part by anions moving in the opposite direction. In a time
interval Al the increase in the amount of cations in the boundary
zone x; < x < xy is

(10)

where each E denotes the field sirength and each 47 is the cation
mobility (m? s7! VY. The corresponding increase in anion
content is

Eotty c) AAE an

but, of course, electroneutrality requires that these two An
expressions be equal. This equality is also evident from the
standard expressions

I/AF = Ef(u +ulie. = Ey(us +u3)c, (12)

relating current to field strength. Combining eqs 10 and 12 leads
o

!
An/At = 2
Flug

where, in the final step, the cationic transpo:t number £ is
introduced.

Now, all terms in eq 9 except » and %, are constents. and
therefore, An/A = (¢ ~ ¢:)Ax,. Combining this result with eq
13 leads to

(14)

This expression gives the electrophoretic velocity v of the
boundary. Stockmayver derived this result, and it was used by
Gas* to estimate the speed with which disturbences propagate.

(32) Stockmayer. W. M. Trens. N Y. Acad. Sei. 1951, 13,

~ 269,
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The electrophoretic velocity will be zero if, as it would be
reasonable t¢ assume, the transport numbers in the two regions
are equal. There are (at least) three effects that could lead to
the cation having a different mobility in the two regions. First,
there is the direct effect of concentration itself. Ionic mobilities
are known to decrease from their infinite dilution values as the
concentration increases, for reasons that are incorporated into the
Onsager theory. ™ Second, the clectric ficld will be stronger in
the more dilute region, and this is known 10 increase ion mobilities
(the Wien effect™ ). Third, because the electrical conductivity
wil he less in the more dilute region, heat generation will be
greater there, leading to a higher remperature and consequently
higher mobiities. Though the third effect is likely the most
important, all three of these effects conspire to make ionic mobility
greater in the more dilute region. However, all three effects
operate on both the cation and the anion, and we are unable to
predict whether the sodium lons or the benzoate jons would be
more affected. A proportionate increase. i.e., uy /1y = Uy /ty,
would leave the transport numbers unchanged. Certainly it is
hard to imagine that £, would differ from ¢ by more than 1% for
a 1 mM difference between ¢, and ¢;, and the discrepancy in
transport number would likely be much less than this. For a
current of 8 A, which was tvpical of our experiments, we then
estimate from eq 14 that o9

< 0.4 mm 5!

This estimate of a ceiling to the electrophoretic velocity of the
boundary is © be compared with the value v = 1.5 mm s~ which
is typical of the electroosmotic velocities in our experiments. Thus,
while we cannot rule out the possibility of an electrophoretic
contribution (additive or subtractive), it would appear from this
analysis that electroosmosis is the major factor in transporting
concentration excursions from the inlet to the spectrophotometer,
in agreement with the experimental evidence.

Could the factors that have been discussed above be respon-
sible not only for the propagation of the concentration excursion
hut also for its creation? There is no doubt that thermal effects
due 1o Joule heating are of paramount importance in electrophore-
sis and must be considered in any thorough analysis of conditions
during CE. We estimate that the local temperature elevation may
be as high as 30 K in some of our experiments. In the literature,
the greatest attention has been directed toward an understanding
of the radial distribution of temperature, because this has a bearing
on the resolution of electrophoretic peaks and thereby directly
affects the success of chemical analysis by CE. In our case,
however, it is to the axial dimension that we must look for the
most likely explanation of our effects. While recognizing that this
is possibly an oversimplification, we therefore ignore radial
distribution of the variables in what follows.

"The axial heat flux density (W m?) is given by the sum of two
terms, one representing conduction and the other convection:

Y /A
==t} + ocot 15
Here k denotes the thermal conductivity (W m™! K) of the

sclution, g its density, and C its heat capacity kg™ K1), Tis
the local temperature, and v is the (largely electroosmotic) axial

E:w]ewoo(l Cliffs, NJ, 1987;
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velocity which, if we ignore the thermal expansion of the liquid
and the capillary, we can regard as a constant.

The change in the axial heat flux density along the capillary is
one of three factors that leads to the possibility of a change in
the local temperature with time. Another is Joule heating. which
is proportional to the square of the current density. and the third
is conductive heat loss through the capillary wall. These three
factors lead to the three righthand terms in the equation

)2

In this equation, « is the local electrical conductivity (€ m™)
equal to Fe(u™ = u7), ris the radius of the capillary, and A (=
7rd) is its cross-sectional area. 7 represenis the ambient
temperature, and % is an overall heat transfer coefficient (W m™*
K- of the capillary wall related® 1o the dimensions and thermal
conductivities of the silica capillary and its polyimide coating. A
detailed derivation of the previous two equations is described by
Gas?* who, however, omitted the final term in eql5 because he
excluded electroosmosis from consideration. The inclusion of
convection could have important ramifications beyond the intro-
duction of this term, making Ga¥'s conclusions inapplicable to our
system.

The equations incorporated into expression 12 apply to regions
in which the properties are uniform; they require augmentation
when applied to regions in which electrolyte concentration ¢,
electric field strength E, and temperature T are all functions of
the axial dimension z. In a nonuniform region. we have

(16)

[AF=EQ@™ +u)e - D‘[(g—;) + m(%)] +

SRR

ot and ¢~ terms being the corresponding Soret Loeﬁﬁcxertas

The mathematical problem presented by eqgs 1517 is strongly
nonlinear, as noted by Ga$* and an analytic solution is out of the
question. In principle, computer modeling of the system is
possible, but the main impediment is the paucity of information
about the values of the various parameters—diffusivities, Soret
coefficients, and mobilities—and how they depend on concentra-
tion, temperature, and field. Doubtless by choosing appropriate
concentration, field, and temperature dependences of these
parameters for the sodium and benzoate ions, one could model a
wide variety of behaviors. One might even obtaln simulations that
match some of our experimental observations, but in this
eventuality we would hesitate to claim that we had then “ex-
plained” the effects.

Our main reason, though, for not pursuing these approaches
is the inescapable experimental evidence that the baseline shift
originates in a concentration disturbance at the capillary inlet,

(36) Gobie, W. A; lvory C.F ] Cnmmawgz 1990 516

210,
nomena: Wiley:

\cw York 1960

(38) Haase, R. Thermodynamics of Irreversible Processes: Dover
York, 1990.

(39 Agar. J. N. Thermogalvanic Cells. In Adwvesces in
Electrochemical Engineering. Delahay, P.. Zd.: Inter
Vol. 3, pp 31-121.
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where the equations are inapplicable. Moreover, the magnitude
and sign of the concentration excursion evidently depend on some
feature of the capillary end that can be changed by recutting but
which is sufficiently intimate that is it not revealed by optical or
electron microscopy. Some ends are “active”, some are not. This
brings us to the first two of the four questions that were
enumerated 2. the beginning of this section: What property of
the capillary end malkes it active, and how does that property cause
activity?

Frankly, we have no idea what the special property of an end
is that makes it active nor how it comes about that some active
ends reproducibly induce a positive concentration excursion, while
others, with ecual reproducibility, cause a negative excursion. We
imagine that the important feature could be a geometrical
anomaly: a small notch, crack, or flute, for example. The feature
is resistant to the normal, careful handling of day-to-day usage: it
endures rinsing with a jet of water, for example. There is some
evidence, however. that more stressful actions, such as forcing
the end into a tight-ftting ferrule, do impair the activity of an active
end. The positioning of each end of the column in the electrolyte
reservoirs may play a role in activity, although our experiments
have not shown this to be so.

Recall that the inlet is simply the cut end of the capillary
dipping vertically into a small beaker of electrolyte solution. The
distinctive feature of the inlet is the rapid, convergence-induced
change in the values of the salient properties as one proceeds
from the bulk solution toward and through the aperture. The
preperies that change in this unique way are the flow velocity,
the field strength, and presumptively the temperature. If changes
11 any of these properties lead to changes in the transport number
of cither the cation or anion, then a change in concentration can
arise. Unfortunately, knowledge of the dependence of transport
numbers on such properties is very limited, and so it is difficult
to predict what sort of concentration changes could be expected
in different regions of the capillary. We speculate that there may
be some angular dependence of the properties, arising perhaps
from whatever anomaly is responsible for activity, that enhances
the magnitude of the concentration excursion compared with the
symmeiric corditions that apply when that anomaly is absent.
Possibly hydrodynamic factors are involved, but this is still
speculation,

Though the origins of the baseline shift remain conjectural,
once it is accepted that they represent real concentration changes

developed at the capillery inlet, spontanecus-marker peaks can
be explained rather simply. Recall that these peaks develop if,
but only if, the field is interrupted betweer runs. Consider that
we have an “eariching end” at the column inlet. Then, during
the interlude between runs, the capillary, filled with enriched
solution, is sitting in the supply reservoir which contains unen-
riched solution. There will be a slow diffusion of electrolyte from
the capillary into the reservoir. Then, when the field is reapplied
and electroosmosis resumes, there will be a renewal of the
enrichment process at the inlet. But now there will be a small
slug of partially depleted solution. trapped between the “old”
enriched solution and the “new” enriched solution. This shug will
travel at the usual electroosmotic velocity to the spectrophotom-
eter, where it will cause a temporary negative excursion in
absorbance. This is exactly what is observed with enriching
ends: a negative spontaneous-marker peak observed after a delay
corresponding to the electroosmotic journey from the inlet.
Conversely, positive peaks are observed with depleting ends, and
no peak whatsoever is found with inactive ends. If the field is
changed, an active end will display both a baseline shift and 2
spontaneous-marker peak, but without an inter-un interlude, the
baseline shift is not accompanied by 2 marker peak.

In summary, we believe thal we understand what baseline
shifts and spontaneous-marker peaks are. We can cxplain how
baseline shifts give rise to marker peaks, but we do not understand
the mechanism by which baseline shifts arise.
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Effect of Multiple Electrolyte Buffers on Peak
Symmetry, Resolution, and Sensitivity in Capillary

Electrophoresis

John Bullock,* Joost Strasters,” and Jeff Snider?

Sanofi-Winthrop Pharmaceuticals, 1250 South Collegeville Road, P.O. Box 5000, Collegevilie, Pennsylvania 19426

The use of muitiple electrolyte buffers in capillary elec-
trophoresis was investigated from theoretical and experi-
mental points of view. A series of medel substituted
aromatic carboxylic acids was used to investigate the effect
of different combinations of buffer co-anions on individual
analyte peak symmetry. A theoretical model with com-
puter simulations was used to aid in the interpretation of
the observed peak dispersion phenomena. The cumula-
tive data demonstrate that it is possible to simultaneously
optimize peak symmetry for a mixture of different analytes
with widely varying mobilites by judicicus choice of the
buffer co-ions. The value of this approach for controlling
peak symmetry was demonstrated in terms of both
optimization of resolution and sensitivity for mixtures
involving analytes with a broad range of mobilities and
samples composed of widely varying concentrations of the
individual species. In addition, the utility of this tech-
nique for improving sensitivity for low-level weakly UV-
absorbing impurities was demonstrated. Potential prob-
lems encountered in using multiple electrolyte buffers
were discovered and their effects interpreted with the aid
of the computer simulations.

Free solution capillary electrophoresis (CE) is firmly estab-
lished as an efficient method for separating a wide variety of ionic
species.  Examples of different classes of ionic compounds
analyzed by this technique include inorganic ions,'# pharmaceu-
ticals,* proteins/peptides,’ organic acids,’ and amino acids.”
Advantages of CE include high selectivity {or compounds of similar
structure and high peak efficiencies. Seme of the difficulties
encountered with CE include its inherently low concentration
sensitivity (using conventional UV detection) and the difficulty of
analyzing mixtures involving a broad range of mobilities. These
problems are exacerbated when analyzing for trace components
in the presence of major analytes or when analyzing compounds
with poor chromophores. In these situations, the amount of

sample injected relative to the concentration of the backgreund
electrolyte is of necessity quite high. When operating in these
overload conditions, electrical dispersion phencmena become
significant, resulting in loss of peak symmetry and efficiency for
analytes with mobilities different than that of the buffer co-ion.®
Typically, one is faced with trving to achieve a compromise by
choosing a buffer co-ion with a mobility that is in between those
of the different sample components. In this situation, the peak
symmetry and efficiencies of those sample components with
mobilities closest to that of the buffer co-ion will be favorable.
while the symmetries and efficiencies of the components with
mobilities that are very different from that of the buffer co-ion
will be suboptimal.

A basic understanding of the electrical dispersion processes
which give rise to peak asymmetry when operating under overload
conditions has been reported. Mikkers et al? first described a
modcl which accounted for dispersion effects resulting from
mobility differences between the sample constituents and the
carrier electrolyte. This model was able to account for the
concentration distribution of the analytes, which can result in
asymmetric peaks. Poppe' presented a mathematical treatment
of overloading phenomena in CE with emphasis on indirect
detection systems. A series of equations was described to account
for the complex interaction and transport phenomena of all
constituents in an electrophoretic systern. Computer simulztions
were able to accurately describe migration and dispersion proper-
ties for a series of acids. Vinther and Seeberg' derived a
mathematical model that quantitatively described the dispersion
processes in free solution CE under stacking and nonstacking
conditions. Dose and Guiochon' described a mathematical model
with computer simulations of both CE and isotachophoretic
separations. They were able to demonstrate the feasibility of
simulating practical experiments with realistically low dispersion.
Gas et al.” simulated the zone sharpening eflect in CE and
anomalous spikes in isotachophoretic systems. Ermakov etal '
developed a highly quantitative mathematical model with com-
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puter simulations of electrical dispersion phenomena which
showed good quantitative coincidence with experimental data.
Hjerten!” developed equations to describe zone width and shape
as a function of diffusion, Joule heat, adsorption, and the
conductivity difference between the sclute zone and the surround-
ing buffer. The principle and design of multibuffer systems for
sample stacking at the head of the capillary were also described.

The objective of this work was to investigate approaches to
control peak symmeiry when analyzing samples comprised of
components i high concentrations with a broad range of mobili-
ties. A report demonstrating the utility of properly selecting the
background electrolyte co-on with respect to electromigration
dispersion in rionoelectrolyte buffers was described by Sustacek
et al ™ It was shown by theoretical modeling of separations and
by actual experiments that it is possible to substantially reduce
the electromigration dispersion by proper selection of the com-
position of the background clectrolyte. However, if the mobilities
of the analytes vary significantly, there will still be peak asymmetry
for some components when this approach is used, as described
above. In the present work, we investigated the use of multiple
electrolyte buifers containing codons with different mobilities
selected to coincide with the measured mobilities of the analytes,
which span a broad range. A computer model was applied which
was found to be useful in gaining an understanding of the resulting
experimental data. The simulations obtained with this model
demonstrated certain unexpected peak dispersion phenomena
encountered with certain buffer combinations. The combination
of the experimental data and the results from the computer
simulations supports the use of muliiple electrolyte buffers for
controlling peak symmetry throughout the electropherogram for
& mixture composed of species with widely varving mobilities. The
y of this approach was demonstrated in terms of optimizing
resolution for 2 number of closely eluting species as well as for
improving sensitivity and rasolution for low-level impurities in the
presence of major components.

THEORETICAL SECTION

As indicated above, extensive descriptions on the cause of peak
asymmetry in free zone electrophoresis are available in the
literature, starting with the work by Mikkers et 213 The basic
mass balance equation can be represented by

6C,..  OF,. &C,
Y

o

where C,., represents the concentration of ion 7 at location z in
the column at time /. F,; the migrational flux of that ion, and D:
the diffusion coefficient of ion i. For a monovalent ion and in the
absence of electroosmotic flow, F can be expressed as the
fellowing function of €, ion mobility 4, and the local electric field
E:

2

Nonlinearities zre Introduced due to the fact that £ is a function
of the concentrations of all ions in the specified region. In other
words, the migrational fux of an fon will depend on the concentra-

esis 1990, 11,665 690.
Bocek, P. J. Ciromatogr. 1991, 545, 239~ 248.

tions of that ion and other solute and buffer ions at a given location.
Thus, not all fractions of a given ionic species will travel with the
same speed, and peak asymmetry will be introduced.

In the case of single elecurolyte buffers, analytical solutions
were described” showing that the asymmetry of the peaks is
related to the difference in mobilities between the sample ions
and the buffer electrolyte ions. When both jons have identical
mobilities, the variation in the electric field does not occur, and
symmetrical peaks are obtained. If the mobility of the huffer ions
is larger than that of the analyte, 2 tailing peak is obtained, while
a lower mobility of the buffer results in a fronting peak.

For a system containing multiple electrolyte buffers, the
mathematical equations are in principle similar, but the analytical
solutions are less apparent. This prompted us to use computer
simulation tc obtain a prediction of the expected peak shape for
more complicated systems, as described below.

EXPERIMENTAL SECTION

Reagents. Purifed water was from a Bamnstead purification
system (Barnstead/Thermolyne). All buffer components were
reagent grade. obtained from J. T. Baker, except for 2-hydroxy-
isobutyric acid (HIBA, 99%) and methanesulfonic acid (99%), which
were from Aldrich. The following test compounds were obtained
from Aldrich: 1,2,4-benzenetricarboxylic acid (97%), 1,2.3-benzen-
etricarboxylic acid (98%}, 1,3.5-benzenetricarboxylic acid (98%),
1,2-benzenedicarboxylic acid (phthalic acid), 4-methylphthalic acid
(99%), 4-hydroxybenzoic acid, and 3-nitrophthalic acid (99%).
Benzoic acid and 2-hydroxvbenzoic acid (salicylic acid) were
purchased from Kedak.

Apparatus. CE experiments were conducted on a P/ACE
Model 2100 instrument (Beckman. Palo Alto, CA) equipped with
a UV detector. Data from the instrument were collected and
processed with Fisons Multichrom LAS (Danvers, MA). The
separation capillary was fused silica of 50 #m i.d. with a total length
0f 56.5 cm, and the length to the detector was 50 cm. The capillary
was initially conditioned with 1 N NaOH for 20 min and
reconditioned by rinsing with 1 N NaOH for 0.5 min between each
different buffer. Absorbance was measured at 200 nm. All
separations were conducted at 25 kV and 30 °C. Typical currents
were 3035 xA. Samples were injected with pressure for 3 s.

Procedures. All senaration buffers were prepared by making
solutions of the respeciive anionic acids (total concentration of
anionic acids, 30 mM) and adjusting the pH to 865 with
ammonium hydroxicde. "These solutions were then filtered through
0.45 gm nylon mernbrane fllers. Various samples of the test
compounds were prepared in the respective separation buffers at
the concentrations denoted in the text.

Computer Simulations. The main objective in the use of
computer simulations to predict peak shape for the case of multiple
electrolyte buffers was to confirm the principles underlying the
observed phenomena. In other words, a correlation between the
simulations and the experimental data would establish that the
observations were (at least in part) a direct result of the principles
of the electrophoretic process employed in CE.

To this end, we selected an approach described previously by
Dose and Guiochon' that was easy to implement and could be
used to simulate a number of different combinations of buffers
and analytes in a relatively short amount of time. The algorithm
is based on the combination of finite difference and finite element
calculations to approximate eq 1. Electroneutrality is maintained
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by deriving the migrational flux of the counterion of the buffer
electrolytes from the mobilities of the other lons.

The algorithm was implemented using Borland Pascal with
Objects version 7.0 (Borland International, Scotts Valley, CA) on
a 486/33 PC (Advanced Logic Research Inc., Irvine, CA). To
shorten the calculation time, it was assumed that the diffusion
coefficients of analytes and buffer electrolytes were 3 times the
theoretical values.”? In addition, the calculation was limited to 3
s of real-time separation, starting with a 0.012 cm sample plug at
the beginning of the colummn at time 0. All other settings used in
the simulation followed the experimental conditions given above
as closely as possible.

Asymmetry was defined as the width of the leading half of the
peak divided by the width of the trailing peal-half. The width of
each half was found by determining the tangent through the
inflection point and measuring the distance on the raxis between
the projection of the intersection of the two tangents and the
intersection of the respective tangent and the x-axis.

RESULTS AND DISCUSSION

Peak Symmetry in Buffers with Different Compositions
of Buffer Co-ions. The first set of experiments was performed
on a mixture of benzoic acid (10 mM), 3-nitrophthalic acid (6 mM),
and 1,2, 4-henzenetricarboxylic acid (3.33 mM), which have —1,
—2, and —3 charges, respectively, at pH 8.65. The concentration
of carboxylate functionality was maintained constant for each of
these three compounds at 10 mM (total, 30 mM). Electrophero-
grams were obtained in an ammonium buffer at pH 3.65 with
HIBA, methanesulfonic acid, or formic acid as the counterion.
Separations were obtained in the individual buffers in addition to
different combinations of the threc anionic counterion buffers. The
total concentration of organic anion was maintained constant at
30 mM for each buffer matrix. These three anionic counterions
were chosen since they have mobilities close to those of the three
analytes (3.42 x 107 ¢cm?/V-s for HIBA versus 3.37 x 10~ for
benzoic acid, 4.83 x 1071 cm?/V-s for methanesulfonate versus
490 x 10 for 3-nitrophthalic acid, and 5.85 x 10~ cm?/V-s for
formate versus 6.08 x 107 for 1.2, 4benzenatricarboxylic acid).
The experimental design used here, in which the concentration
of analytes is high relative to that of the background electrolyte,
typifies the situation in which compounds with weak chro-
mophores are being analyzed or where the background electrolyte
needs to be maintained at low levels, such as in indirect UV
detection techniques.

Figure 1 contains electropherograms of this three-component
mixture obtained with the seven different buffer combinations.
The peak symmetries for the three separands obtained in the
buffers containing the individual buffer co-anions (panels A, B,
and C) are as would be anticipated on the basis of the known
mobilities. Acceptable peak symmetry is obtained for the sepa-
rand with a mobility close to that of the buffer co-anion, while the
other two separands display considerably more peak asymmetry.
The separations obtained in the three different binary combina-
tions of these three anionic buffer co-ions (panels D—F) produced
some interesting results. The buffer combining HIBA and
methanesulfonate produces the desired peck symmetry for the
first two separands, while the higher mobility 1,2,4-benzenetri-
carboxylic acid still displays the expected peax tailing. Combining
methanesulfonate with formate produces the expected peak
symmetry for the later-cluting two separands, while the slower
benzoic acid displays the predicted peak fronting. The buffer
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containing HIBA and formate produces the anticipated peak
symmetry for the first- and last-eluting separands, whose mobilities
match those of these two buffer co-anions. However, 3-nitro-
phthalic acid, which has a mobility in between those of the two
buffer co-anions, is severely distorted. In fact, this type of peak
distortion was predicted by the computer simulations of this
separation (see below). This type of electromigration dispersion
was observed with other separands with other binary clectrolytes
in situations in which the mobility of the separand is in the
midrange between and significantly different from that of the two
buffer co-ons. Finally, the last panel (G) shows the separation
obtained in a buffer containing 10 mM concentrations of each of
the three buffer co-anions. In this case. acceptable peak symmetry
is obtained for all three separands.

Comparison of Computer-Simulated and Experimental
Data. The separations involving three components in different
buffer systems shown in Figure 1 were simulated as described in
the Experimental Section. The results of the simulations and a
comparison with the results of the actual experiments are
presented in Figure 2, which displays the peak asymmetry values
obtained by computer simulation and experimentation in a log/
log correlation plot.

It is clear that there is a strong correlation between the two
data sets, indicating that even in the case of multiple clectrolyte
buffers, the general behavior with respect to peak symmetry is.
at least to some extent, governed by the basic electrophoretic
principles. A closer inspection shows that. although the general
trend is predicted, significant differences in the degree of asym-
metry were observed. These differences are due to the following:

(1) The diffusion coefficients in the simulations were estimated
as 3 times the theoretical values to keep the time required for
the simulations within reason. Since diffusion counteracts the
effects causing the peak asymmetry, an overestimate of this
coefficient will improve the predicted peak shape.

(2) The applied model is an oversimplification in that effects
of pH (that is, concentration of hydronium ions and occurrence
of multiple ionic species for each analyte) are neglected.

As indicated earlier, the peak asymmetry of nitrophthalic acid
in the buffer system containing HIBA and formic acid is especially
interesting (Figure 1F). In contrast to the experimental data, in
which peak asymmetry could not be calculated due to severe peak
distortion. a peak asymmetry value could be determined in the
simulation, although the value was anomalously higher than any
of the other values found in the simulations. This indicates that
even the simplified model predicts, under certain circumstances
(e.g., Figure 1F), a severely distorted peak shape for a component
with a mobility between the mobilities of the two buffer compo-
nents. Therefore, this phenomenon is directly linked o the
electrophoretic behavior of the components involved in the
separations.

To investigate this further, a number of additional simulations
were performed based on the observed mobilities of HIBA and
formic acid. A hypothetical component comparable to nitro-
phthalic acid with a mobility varying between those of the two
buffer components was defined and the behavior in the system
recorded. The results are shown in Figure 3 (solid lines).
Initially, a decrease in the peak asymmetry is observed, similar
to the response of a one buffer component system, as the
difference in the mobility of the test analyte relative to that of
one of the individual buffer co-lons is increased. However, for
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Figure 1. CZE separations of a sample centaining (1) 10 mM benzoic, (2) 5 mM 3-nitrophthalic. ard (3) 3.33 mM 1.2.4-henzenetricarboxylic
acids. Conditions are as given in the Experimental Section, with ammonia as the buf'ering species and the buffer co-anion(s) being (A) 30 mM
HIBA, (B) 3¢ mM methanesulfonic acid, (C) 30 mi formic acid, (D) 15 mM each HIBA and metranesuifonic acid, (£) 15 mM sach methanesulfonic
and formic acids. (F) 15 mM each HIBA and formic acid, and (G} 10 mM each HIBA, methanesulfonic acid, and formic acid.

two of the experiments (open squares), a poorly defined peak
(hroad withowt a clear maximum) was obtained, indicating that
there is a range of mobilitles, coinciding with the midrange of
the mobilities of the two buffer co-ions, where it is not possible
to obtain good clectropherograms at the examined concentrations.

To determine whether this area of poorly defined peak
symmetry would be removed when the mobilities of the two builer
systems were moved closer together, a last set of simulations was
performed using a buffer system with mobilities of 0.00050 and
0.00035 cm?/ Vs (dashed lines in Figure 3). Again, there is a range
of mobility values where ill-defined peaks are obtained (open
triangles). although it is narrower than the area in the previous
set of simulations. In addition, it seems that the peak asymmetry
drops faster as the mobility difference between analyte and closcst
buffer increases. A preliminary conclusion would be that inclusion
of multiple buffer electrolytes can result in ill-defined peaks in

certain regions of the electropherogram, a fact which will have to
be taken into consideration when optimizing the CE separation
of a complex mixture.

Peak Resolution in Multiple Electrolyte Buffers. The
utility of multiple electrolyte buffers in terms of peak resolution
is demonstrated in Figure 4. This series of separations was
obtained on a mixwure of nine substiiuted aromatic carboxylic acids
(three monoacids, threc diacids, and three triacids). Shown in
this figure are the separations obtained with the buffers containing
the individual buffer co-anions (A—C) and the mixture of the three
anjonic buffer codons (D). With each of the single anion-
containing buffers, resolution and peak efficiencies are highest
for the set of substituted aromatic carboxylic acids with mobilities
closest to that of the buffer co-anion. In each case, the resolution
and efficiencies of the remaining compounds in the mixture are
poor. For the separation obtained in the mixture of the three
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Figure 3. Resuliting peak asymmetry (defined as the minimum value
of the ratio of the fronting and trailing peak widths and the ratio of
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for a hypothetical compenent with mobility s in (1) a buffer system
with electrolytes with mobilities of 0.000 80 and 0.000 35 cm?/V-s (M,
solid lines) and (2) a buffer system with electrolytes with mobilities of
0.000 50 and 0.000 35 cm?/V-s (a, dashed lines). (a) The results of
the various simulations as indicatad by the symbols. The open
symbols refer 1o conditions where the peak shape was ill-defined and
no value for the asymmetry could be obtained. (b) Mobilty regions
where it is expected that ill-defined peaks will be observed in system
1 {horizontally shaded area) and system 2 {vertically shaded area).

buffer co-anions (D), adequate resolution and peak symunetry are
obtained for all nine components. It is interesting to note that
the full range of pealk asymmetry is displayed for each of the three
scts of three substituted aromatic carboxylic acids using buffer
(D). Thus. the first peak in each set displays some peak fronting,
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Figure 4. CZE separations of a sample containing 10 mi
concentrations of (1) p-hydroxybenzoic, (2) benzoic, and (3) salicyiic
acids; 5 mM concentrations of (4) 4-methylphthaiic, (5} 3-nitrophthalic,
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benzenetricarboxylic acids. Conditions are as given in the Experi-
mental Section, with the butfer co-anions being (A} 3¢ mM HIBA. (B)
30 mM methanesuifonate, (C) 30 mM formate, and (D) 10 mM each
of HIBA, methanesulfonate and formate.

the middle peak is more or less symmetrical. and the last peak in
each set displays tailing, as would be predicted on the basis of
the mobility difference for each analyte compared to that of the
buffer co-anion with a mobility closest to those components in
each set (HIBA for the monoacids, methanesulfonate for the
diacids, and formate for the triacids).

The data from Figure 4D provide some insight into the
phenomena that minimize electrodispersion in multiple co-ion
systems. It is clear from the peak shapes of the three sets of
analytes that the peak symmetry for each component in the sample
is dominated by the buffer co-ion whose mobility most closely
matches those of the respective analytes. This is supported by
the simulations of these experiments, which revealed that in
multiple co-ion buffers, the individual analytes primarily displace
the co-ion that has a mobility closest to that of the analyte. In
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Figure 4.

the simulations, this is observed as 2 depletion zone in the the
concenzration profile for the codon which overlaps the solute zone.
The magnitude (cencentration) of this depletion zone is equal to
the magnitude of the individual solute in the zone when the
mobilities are equal. This produces a situation in which the feld
strengty across the solute plug and bulk buffer in the capillary
are equal, and therefore, peak asymmetry due to field inhomo-
geneity is minimized. In the case of simulations of buffer systems
in which there is a mobility mismatch, the magnitude of the
depletion of the co-fon in *he analyte zone is not of the correct
value to give equivalent field strengths across the sample plug
and bulls buffer in the capillary. In this situation, peak asymmetry
is introduced due to the field inhomogeneity.

Influence of Muldple Electrolyte Buffers on Resolution
and Sensitivity for Low-Level Impurities. A typical application
for CE is the determination of low-level impurities in the presence
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Figure 6. CZE separation of a sample of a drug intermediate )
and its two degradation products (2} and (3). Capillary. 50 um i.d. x
67 cm; temperature, 30 *C; wavelength, 200 nm; voltage, 25 kV; ard
injection tme, 4 5. Sample concentration, 2.5 mg/mL. Buffers are (A)
50 mM boric acid, pH 9.2 with NaOH; (B) 35 mM boric acid and 15
mM ethyl sulfate, pH 9.2; (C) 35 mM boric acid and 15 mM NaH-
POs, pH 8.2, and (D} 35 mM boric acid and 15 mM methanesulfonic
acid, pH 9.2.

of major components. In this case, the level of major component
ijected is typically quite high. The usefulness of multiple
electrolyte buffers in such applications is demonstrated in Figure
5. The separations in this figure were obtained on the same set
of three aromatic carboxylic acids used in Figure 1 at the same
concentrations used in Figure 1, to which was added 0.5% w/w
(relative to the respective major components in each class) of the
remaining aromatic acids used in Figure 4. It should be noted
that the benzoic acid and 3-nitrophthalic acid contained some
additional low-level impurities which were observed in these
electropherograms in addition to the intentionally added impuri-
tes. The separations in panels A—C were obtained in the buffers
containing individually the three different anionic co-ions (HIBA,
methznsulfonate, or formate). The separation in the last pancl
(D) was obtained in a buffer with all three anionic co-ions. Only
in the buffer with all three anionic co-ions are all of the low-level
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impuritics clearly resolved and detectable. Two problems are
encountered in the single anionic buffer compositions. The first
is poor resolution of the impurities from the major component
for some of the separands due to significant peak asymmetry for
the major component. The sccond is a peak dispersion or peak
hroadening for the low-level impurities which results in decreased
intensity (see, for instance, the impurities following 3-nitrophthalic
acid and 1.2.4-benzenetricarboxylic acid in panel A and preceding
benzoic acid in panel C). This is believed to be due to a dispersion
or dilution of the minor component in the presence of the major
component which takes place at the beginning of the analysis,
before the low-level impurity is completely separated in the
capillary from the major component.

Even when the low-level impurities do no: elute close to the
major comporents, there can sill be an advantage to this multiple
electrolyte approach to improve sensitivity. Figure 6 contains a
series of electropherograms obtained on a sample of a drug
intermediate (DTPA-DA) and its two degradation products.
Details of this method can be found elsewhere.” The analysis is
conducted using a borate buffer (Figure 64), the mobility of which
most closely matches that of the firsteluting of the two degrada-
tion products at about 8.5 min. These compounds are highly
charged and possess weak UY chromophores. Even at the low
levels found i this sample, the later-eluting degradant (which
carries a —3 charge) displays significant peak asymmetry in the
horate buffer, which reduces sensitivity. Several different second-
ary buffer co-ions were investigated having mobilities higher than
that of borate and closer to that of the later-eluting degradant in
an attempt to improve symmetry and sensitvity. Adding ethyl
sulfate (B) or phosphate (C) improved the symmetry for the later-
eluting degradation product, resulting in a 2-fold improvement in
sensitivity. Using methanesulfonate (D}, which has a mobility
much closer to that of the later-eluting degradation product (4.82
w101 vorsus 4.89 x 107% cm?/Ves) resulted in much better peak
symmetry and improved sepsitivity by a factor of 3 over that
obtained in the borate buffer alone. It should be noted that adding
the methanesulfonate to the borate buffer had no significant effect
on the peak symmetry/intensity of the other components.

CONCLUSIONS

In this work, the effects of using muitiple clectrolyte buffers
were studied experimentally and with the aid of computer

simulations. The following conclusions have been drawn:

(1) The trends in peak asymmetry in buffer s
multiple huffer electrolytes are governed by primary electro-
phoretic characteristics of analytes and buffer components.

(2) When including additional buffer electrolytcs. one should
be aware of potentially ill-defined peaks in regions in the electro-
pherograms between the mobilities of the buffer system. First
indications are that bringing the mobilities of the buffer electro-
Iytes closer together would not necessarily solve this problem.

(3) By judicious choice of buffer cc-lons. significant improve-
ments in resolution and sensitivity are possible as a result of
increasing peak symmetry.

It is clear that the presented simulations were intended to
obtain a first impression of the phenomena that can be expected
in buffer systems containing multiple electrolyles. In order for
the simulations to be used for true predictions of the electro-
phoretic behavior, many refinements are possible, as described
in the literature."15 Specifically, the use of alternative ways to
describe the electrophoretic process! might give further insight
into the relationships between mobilities and peak shapes found
in these more complex buffer systems.

The practical applications of using muitiple electrolyte buffers
were demonstrated in terms of improving resolution for sample
components with very similar mobilities and for improving
sensitivity and resolution for minor components in the presence
of major components. Of course, one of the limitations of this
approach is the need to have at one's disposal an appropriate
choice of buffer co-ions with mobilities similar to those of the
analytes 1o be separated. Ultimately, the success of this approach
will depend not only on the availability of buffer co-lons with the
appropriate mobilities but also the appropriate spectral properties.
pK, values (if weak electrolytes), and the desired effect on any
secondary equilibria. In many real-life situations. some compro-
mise will still be necessary. However, significant improvements
over single electrolyte buffers are possible. as long as one is aware
of the trade-offs.

stems containing
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Single Molecule Fluorescence Burst Detection of
DNA Fragments Separated by Capillary

Electrophoresis

Brian B. Haab and Richard A, Mathies*

Department of Chemisiry, University of California, Berkeley, California 84720

A method has been developed for detecting DNA sepa-
rated by capillary gel electrophoresis (CGE) using single
molecule photon burst counting. A confocal fluorescence
microscope was used to observe the fluorescence bursts
from single molecules of DNA multiply labeled with the
thiazole orange derivative TO6 as they passed through the
~Z-ym diameter focused laser beam. Amplified photo-
electron pulses from the photomultiplier are grouped into
bins of 360-430 ps in duration, and the resulting
histogram is stored in a computer for analysis. Sclutions
of M13 DNA were first flowed through the capillary at
various concentrations, and the resulting data were used
1o optimize the parameters for digital filtering using a low-
pass Fourier filter, selecting a discriminator level for peak
detection, and applying a peak-calling algorithm. Statisti-
cal analyses showed that (i) the number of M13 molecules
counted versus concentration was linear with slope = 1,
(ii) the average burst duration was consistent with the
expected transit time of a single molecule through the
laser beam, and (iif) the mumber of detected molecules
was consistent with single molecule detection. The opti-
mized single molecule counting method was then applied
10 an electrophoretic separation of M13 DNA and to a
separation of pBR 322 DNA from pRL 277 DNA. Clus-
ters of discreet fluorescence bursts were observed at the
expected appearance time of each DNA band. The auio-
correlation function of these data indicated transit times
that were consistent with the observed electrophoretic
velocity, These separations were easily detected when
only 50—100 molecules of DNA per band traveled through
the detection region. This new detection technology
should lead to the routine analysis of DNA in capillary
colurmns with an on-column sensitivity of ~100 DNA
molecules/band or hetter.

High-sensitivity detection methods are finding increasing
importance and usefulness in many ficlds, such as bacterial and
viral diagnestics, environmental studies and health care, and basic
physical and biochemical research. The ultimate in high-sensitiv-
ity detection is the detection of individual molecules. This goal
has been achieved in several different formats. In the solid phase,
the spectroscopic isolation of individual fluorescent impurities in
low-temperatwe crystalline hosts! has been used to study molec-

1) Mocrner, W, B Kador, L. Phys. Rev. Lot 1989. 62, 2535—2538.

0003-2700/95/0367-325382.00/0  © 1995 American Chemical Socicty

ular properties’ and changes in local environments and spectral
characteristics.”® Near-field optical scanning microscopy has
beer used to detect single flucrescent dyes on a surface,*” and
this method has also been used to study properties and dynamics
of individual fluorophores.®* Individual dye molecules adsorbed
on a surface have also been imaged using a position-sensitive
photon counting apparatus.’ Many analytical and bioanalytical
applications are anticipated for single molecule detection in the
liquid phase. where single molecules of both fluorescent dyes and
DNA labeled with multiple fluorescent dyes have heen detected
in confined drops," levitated microdroplets,” focused sheath
flows, "~ and capillary flows.""*® Biological macromolecules
have been observed at the single molecule level by microscopic
imaging,"¥ and this technique has been used to study conforma-
tional dynamics®-# and physical properties of DNA% as well as
the behavior of RNA polymerase.?! While many of these tech-
niques have involved the analysis of DNA and other biological
macromolecules, an electrophoretic or chromatographic analytical
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separation technique employing single molecule detection has not
yet been demonstrated.

We present here the application of single molecule fluores-
cence burst detection to the separation of DNA in capillary gel
electrophoresis (CGE). CGE is an attractive method to couple
with single molecule detection since it is a widely used, reliable
technique which offers high-resolution separation of DNA and
other biological macromolecules. % Applications employing CGE
would be further enhanced by improvements in signalto-noise
ratio and sensitivity. Single molecule detection would provide the
ultimate improvement.

Optimization of the signal-to-noise raio {S/N) is the main
challenge in developing a single molecule detection system for
CGE. The limiting factor for high-sensitivity detection in elec-
trophoresis has been the background count rate caused by
scattering and impurity fluorescence from: the separation matrix
as well as limited signal from the sample molecules. To address
these issues, this work builds upon that of Zhu et al.,” who
recently evaluated a variety of intercalation dyes for the detection
of CGE separations of double-stranded DNA. The dye [(N.N-
tetramethylpropanediamino) propyllthiazole orange (TO6}% was
determined to have the best detection limits of the monointer-
calators, and for that reason it was chosen for use in this work.
TO6 is advantageous because it has a high quantum efficiency
and because its extremely high affinity for DNA permits DNA
detection with very low concentrations of dye ‘n the electrophore-
sis buffer. The S/N was further enhanced through the use of
confocal optics, efficient spectral filtering. and a high numerical-
aperture oil immersion objective to increase the light gathering
efficiency and to reduce scattering caused by the air—glass
interface.

The development of a digital photon counting interface for
single molecule detection was also critical to this effort because it
offers the potential for improved time resolution and $/N over
analog detection Because a single molecule in a typical
electrophoresis experiment will travel through the laser beam in
only 2—10 ms, amplified photoelectron pulses must be captured
in hins of 300—500 us in duration to achieve a desired minimum
of 4 or 5 bins per DNA transit dime. At this high rate of counting,
commercially available counting circuits typically do not have
enough on-board memory to allow extended. uninterrupted data
collection. We therefore constructed a computer-based counting
circuit to accomplish this task efficiently.

With these technical improvements. we have successfully
developed a single melecule fluorescence burst detector and
method for CGE. To optimize the spectroscopic apparatus and
data analysis methods, solutions of M13 DNA were first flowed
through the detector and the fluorescence bursts recorded.
Statistical analyses were performed offline to confirm single
molecule detection and to better understand and optimize the
systern. In particular, we examined whether (i) the number of
single molecule events is linear with concentration, (i) the

(23) BEwing, A. G.; Wallingford, R A Olelirowicz, T. M. Anal. Chem. 1989, 61,

S03A.

(26) Landers, 1. I Oda, R P.; Spelsberg, T. C.: Nolan, J. A Ulfelder, K. J.
Biotechuigues 1993, 14, 98-1

(27 7Zhu, 1L; Clark, 5. M.; Bes : Rye, H. 5. Glazer, A N.; Mathies. R.
A Anal. Chem. 1994, 66. 1941 -1948.

(28) Benson. 8. C.: Mathies, R A Glazer, Ao N. Nueleie Acids Res. 1993, 21,
57205726,

29) Ingle. J. Do Crouch, 8. R Spectrichemical Anaiysis; Prentice-Hall: Englewood
Cliffs, NJ, 1988; Chapter 5.

3254  Analytical Chemistry. Vol 67. No. 18, September 15, 1995

duration of fluorescence bursts corresponds to the expected transit
time of one molecule through the laser beam, and {1ii) the nuraber
of molecular events corresponds to that expected for single
molecule counting. In addition, these M13 data were used to
optimize the noise filtration and peak-calling algorithms. Finally.
M13, pBR322, and pRL 277 DNA were injected into the capillary
and separated by CGE. Clusters of fluorescence bursts were
observed at the expected appearance time of each DNA band.
The statistical tests and single molecule counting system were
applied to these data and used to confirm that the individual bursts
within the clusters arose from single molecules of DNA. This
work establishes the feasibility of single molecule photon burst
detection of DNA in all types of capillary separations.

EXPERIMENTAL SECTION

Samples. M13 (7250 bp) and pBR 322 DNA (4631 bp) were
purchased from New England Biolabs (Beverly, MA). The M13
DNA was linearized with BamHI, and the pBR 322 DNA was
linearized with EcoRL. pRL 277 DNA (6798 bp)™ was a gift from
Dr. Yuping Cal of the UC Berkeley Molecular and Cell Biology
Department and was linearized with EcoRl. DNA samples were
diluted with a 0.4 mM Tris—acetate, 0.1 mM Na;EDTA buffer (pH
8.0) and stored at —20 °C.

Capillary Electrophoresis. Fused silica capillaries (100 um
i.d., 200 ym 0.d.) were purchased from Polymicro Technologies
(Phoenix, AZ) and the interior surfaces derivatized according to
the protocol of Hjerten ®! The capiflary length was 50 cm. and a
2-mm observation window was burned 25 cm from the injection
end. The capillary was filled with a solution of 40 mM Tris—
acetate, 1 mM EDTA, pH 8.0 (1x TAE), and 0.10%—0.50% {w/v)
hydroxyethy! cellulose (HEC, M, = 438 000; Polvsciences Inc.,
Warrington, PA). This HEC-containing buffer was first degassed
under vacuum for 20—25 min and then centrifuged at 17 000 rpm
for 40 min (Sorvall Superspeed RC2-B). The monomeric inter-
calating dye [(N,N-tetramethylpropanediamino)propylithiazole
orange {TO6)* was added to the solution (10 nM) before
centrifuging. At this concentration, the DNA should be nearly
saturated with dye, giving a labeling density of 2—4 bp/dye. The
HEC buffer solution was manually injected into the capillary using
a 100-uL syringe. Samples were electrokinetically injected (100—
150 V/em for 58 s) from a 5-ul volume in an Eppendorf tube,
which was then replaced by a buffer reservoir. Electrophoresis
was performed at 150—200 V/cm. At the conclusion of each
experiment, the capillary was flushed with water and acetone and
purged with nitrogen gas. For the experiments using flowing
solutions of DNA, a syringe pump (Harvard Apparatus, Millis. MA)
and a 100-uL syringe were coupled to the capillary.

Instrumentation. The experimental apparatus described in
Figure 1 is similar to that presented earlier Excitation (488 nm)
from a Coherent Innova 70 krypton/argon ion laser was passed
into a confocal microscope {(Axioskop; Carl Zeiss), reflected off 2
510-nm long-pass dichroic beam splitter, and focused into the
capillary by a 40x, 1.3 NA oil immersion objective (Plan Neoflor:
Carl Zeiss). The capillary was placed on a microscope slide, and
a drop of immersion oil (Carl Zeiss; # = 1.518) was placed between
the objective and the observation window of the capillary. The
laser power was optimized according to the theory described

(30) Black, T. A Cai, Y.: Wolk, C. P. Mol Biol. 1993. 9, 77—-84.
(31) Hjerten, S. . Chromatogr. 1985, 347, 191-198.
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Figure 1. Schematic of the laser-excited, confocal fluorescence
detection systern and photon counting circuit. The 488-nm excitation
light is reflecied by the long-pass beam splitter {BS) and focused by
the objective (O) into the capillary. Emission from the capillary is
coliected by the objective, passed through the beam spilitter and green
bandpass filter (F), anc then focused by the lens (L) through pinhole
{P! 1o the photomutiplier (PMT), The photoelectror pulses from the
PNIT pass through an amplifier/discriminater and are counted by the
counting circuit. The circuit toggled between twao 8-bit counters so
that as one counter was counting, the other was being read and
cleared. The capillary (C) was mounted on a microscope slide, and
a crop of immersion oil (n = 1.518) was placed between the objective
and the detection window of the capillary.

earlier® and was set between 0.3 and 0.5 mW at the sample.
Fluorescence was collected by the objective, passed through the
beam splitter, filtered by a bandpass filter (530DF30, Omega,
Brattleboro, VT) . focused on a 50um pinhole, and detected with
a photomultiplier (Hamamatsu R943-02) in a cooled housing
(TE210RF; Products for Research, Danvers, MA). After being
passed through an amplifier and discriminator (SSR 1120), the
photoelectron pulses were fed to 4 counting circuit that was built
on a “breadboard” which plugged intc one of the expansion slots
of a 386G-hased AT personal computer. This circuit toggled
between two &-bit counters (Jameco, 74F193) at a rate of between
360 and 430 #s/bin. set by a function generator. While one
counter was counting, the other was being read to the computer’s
RAM disk and cleared, so that there wes no dead-time in collecting
the data.

Data Analysis. Data were first filtered to remove any
ancmalously large one-bin neise spikes. The spikes occurred
approximately once per 100 000 points and were replaced by the
average of the two adjacent points. Data were then Fourer
transformed using an algorithm from ref 33, low-pass filtered in
frequency space, and reverse Fourier transformed. The peak-
calling algorithm searched for maxima in the data set which were
above a defined discriminator level and also had immediately
flanking points at a lower value.
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Figure 2. M13 DNA diution series. Soluticns of M13 DNA in 1x
TAE stained with 10 nM TO6 were flowed through the 100-xm-i.d.
capillary using a syringe sump. The trials were 108 s long (300 000
data poirts with a binwidth of 362 is), and a 6-s portion of each trial
is shown. The laser power at 488 nm was 0.3 mW al the sampe,
and the mean flow velccity was 0.044 cm/s.

RESULTS AND DISCUSSION

M13 DNA Dilution Serics. To test the single molecule
detection apparatus and to develop data analysis methods, solu-
tions containing linear M13 DNA (7.25 kb) were flowed through
the capillary with a syringe pump. Figure 2 presents 6-s portions
of each 108-s trial in a M13 DNA dilution series. The concentra-
tions ranged from 0 to 20 pM. When the blank solution was
flowed through the capillary, no large fluorescence bursts were
observed, and the average count rate was 0.38 counts/bin. When
DNA solutions were introduced, discreet flucrescence bursts were
seen, and the number of these bursts increased with concentra-
ton, suggesting that they were due to the passage of individual
DNA molecules through the focused laser beam. If the probability
of more than one DNA molecule simultaneously occupying the
probe volume is extremely low, then the observed flucrescence
bursts can be attributed to single molecules of DNA. An
occupancy. or average number of molecules per probe volume,
of ~(.01 has been shown to be an effective criterion for single
molecule detection.'” The e™* probe volume in our case was
approximated to be a cylinder 4.0 um in height and 2.4 pm in
diameter, giving a volunie of 18 fL. The 2.4-um diamcter is our
best estimate of the effective beam diameter based on the capillary
electrophoresis measurements described below, and the 4.0-um
height is an estimate of the convolution of the depth of focus of
the laser beam with the confocal detection efficiency.™ For an
18- probe volume. the occupancies range from 0.002 o 0.2 for

(34) Wilson, T; Carlinl, A R. Opr. Leti. 1987, 12, 227--229.
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Figure 3. Altocorrelation functions calculated from the M13 DNA
dilution series data. The concentrations were 20 (a), 10 (®). 2 (O),
anc 0 pM (). (top) Unnormalized autocorrelation functions. (bottom)
Normalized autocorrelation functions. The noise spike at r = 0 was
removed from all data, and date were normalized to have the same
value at T = 1. Each offset bin is 362 us in duration, and the formula
used to calculated the autocorrelation function was G(r) = (1/
MEn(hn(t + 7). where G is the autocorrelation. N is the size of the
data set, () is the value at time £, and 7 is the offset.

the 0.2—20 pM concentrations. For the 2 pM concentration,
assuming a Poisson distribution, the probability of no molecules
in the probe volume is 0.980, the probability of 1 molecule in the
probe volume is 0.0196, and the probability of two or more
melecules simultaneously in the probe volume is 1.97 x 10~ For
the 20 pM solution, the probability of two or more molecules
simultaneously in the probe volume is 0.0175, which means that
even at this concentration, the majority of the observed fluores-
cence bursts must arise from single molecules.

The autocorrelation function has been shown to be effective
in demonstrating the presence of non-Poissonian bursts due to
single molecules*!¥ and in characterizing transit times and particle
numbers.™ Figure 3 presents the calculated autocorrelation
functions from the M13 DNA dilution series data. The auto-
correlations are approximately Gaussiar in shape. The unnor-
malized autocorrelations in Figure 3 (top) show that the magnitude
of the autocorrelaiions increases with concentration, and the
normalized autocorrelations in Figure 3 (bottom) show that the
shape and width of the autocorrelation functions change very little
with concentration, as expected for single molecule detection. The
values of the autocorrelation function at = 0 and 7 = < should
be linear with concentration,® and this is observed within the
uncertainties of the concentrations for these very dilute DNA
samples. The transit Hme, defined by the e width, can be
determined by fitting a Gaussian to the autocorrelation function.
The autocorrelation of a Gaussian yields a halfGaussian with a
standard deviation that is increased by a factor of (2)V4 so the
transit time is given by 4o/ (2) /2, where o is the standard deviation
of the Gaussian fit. The data fit approximately to a Gaussian with

(35) Petersen, N. O. Biophys. J. 1986, 49, 809-415.
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Figure 4. Dala illustrating the digital filtering procedure. Represen-
tative M13 fluorescence burst data from the 20 pM run are shown,
followed by the same data after applying a 670-, 330-, and 130-Hz
low-pass filter. The 330-Hz filter was chosen to analyze the full data
set because it provided the greatest high-frequency firation without
significantly broadening the bursts.

an average standard deviation of 7.1, which vields a mean transit
time of 7.3 ms. The beam was focused 10—15 xm beneath the
top wall of the capillary, where, based on the average linear
velocity from the syringe pump of 440 um/s and assuming a
parabolic flow profile, the flow velocity was calculated to be 300
um/s. This velocity estimate allows us to calculate an effective
&2 beam diameter of 0.0073 s x 300 um/s = 2 ym. This observed
beam diameter was larger than that calculated from diffraction-
limited optics but agreed well with that determined in subsequent
electrophoresis experiments (see below). The increased size of
the beam is presumably due to defocusing of the laser by refractive
index mismatches at the oil—quartz—water interfaces™ and by the
cylindrical lens formed by the capillary.

Single Molecule Counting. To count single molecules, it is
first necessary to digitally filter the data to remove high-frequency
noise, making the single molecule bursts easily identifiable by a
peak-calling algorithm. Figure 4 demonstrates this digital filtra-
tion. As described in the Experimental Section, the data were
Fourier transformed, low-pass filtered. and reverse Fourier
transformed. As the frequency cutoff is lowered. the data become
smoother, but after a certain point, the underlying peak shape is
distorted. From the data in Figure 4, a 330-Hz cutofl was
determined to be best since it removed most of the high-frequency
noise without changing the underlying peak shape.

Previous workers have enhanced the S/N in single molecule
burst detection by applying a weighted quadratic summing
filter's7 or a weighted sum algorithm.® The weighted quadratic
summing filter squares the data and then convolutes the data with
a weighting function, which smoothes the data and enhances

(36) Hell, S.; Reiner, G.: Cremer, C.: Stelzer, E. H. K. [ Microse. (Oxford) 1993,
169. 391-405.

(37) Soper. S. A.; Davis, L. M.: Shera, E. B. /. Opr. Soc. Ame. D 1992, 9, 1761~
1769.

(38) Castro, A.; Fairfield, F. R Shera, E. B. Anal Chem. 1993. 65, 8¢9—852.
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Figure 5. Dislributions of flucrescence burst heights from the M13
DNA dilution series after applying a 330-Hz low-pass fiter. A
histogram of the number of peaks versus peak height for the blank
(a). 2 (4}, 10 (&), and 20 pM (O) data is presented.

peaks but also has the effect of greatly heightening and broaden-
ing the data plus biasing peaks toward the shape of the weighting
function. We have chosen to use a Fourier filter in our applica-
tions since it maintains the height, width, and underlying shape
of the peak. Information on the number of photons per peak is
retained, and peaks which are close together ere still resolvable
efter filtration, which often is not the case in our experience with
the weighted quadratic summing filter.

For the use of the Fourder filter, one does need to know the
approximate duration of the bursts so that a proper low-pass cutoff
can be set: this information can be obtained from the autocorre-
Iation function. It is observed empirically that the best low-pass
cutoff is at a frequency 1.5~3 times that of the reciprocal burst
duration. For example, if a burst lasts 8.0 ms, its reciprocal
curation is 1/0.0080 s — 120 Hz, and the optimum low-pass cutoff
is from 180 10 360 Hz. The application of the filter to model data
showed that cutoff frequencies more than 1.5 times that of the
reciprocal burst duration broaden the burst by no more than 2%,
vhile cutoff frequencies more than 3 times that of the reciprocal
burs. duration leave high-frequency noise on top of a burst. We
have applied this criterion in the analysis of all subsequent data
sets presented here

After filtration, peaks were identified by an algorithm which
searched for maxima in the data set having immediately flanking
points at a lower value. The requirement for two flanking points
at a lower value was used tc reject small fluctuations which may
be left over after fltration, but this criterion is not so restrictive
that it rejects actual peaks that are close together.

The fina. parareter to be set before performing single
molecule counting is the discriminator level (D), which is the level
above which peaks are accepted and below which they are
rejected. D should be set to maximize detection of true single
molecule events while minimizing false positives from random
fluctuations and nojse in the background. To determinc the
proper value for D. it is useful to plot a histogram of the number
of peaks counted versus peak heigh:. For the M13 DNA dilution
series data, such a plot is presented in Figure 5. This plot shows
that the blank falls as a perfect Poisson distribution about its
average (0.38) until zbout a height of 5, where a sheulder occurs,
indicating a small amount of fluorcscent impurities in the blank.
The distributions of the higher concentrations of M13 DNA show
increasing numbers of peaks at each peak height. The wide

Number of Peaks Detected

! T
Y 20 40 60 80 100 120 140
Discriminatot Level (D)

Figure 8. Plots of the number of peaks counted versus discriminator
level (D) for the blank (a), 2 (a), 10 (®), and 20 pM (O) M13 DNA
dilutior: series data. The dashed iire indicates D = 8.

distribution of burst heights is probably due to the fact that the
spatial intensity distribution of the laser beam is nonuniform, and
the burst height is then dependent on where a molecule travels
through the bearn® From this plot, the optimum D will presum-
ably lie between § and 10, the lowest discriminator setting that
distinguishes a singlc molecule burst from fluctuations in the
blank.

The effect of a change in D on the count rate can be visualized
more clearly by plotting the number of peaks detected versus
discriminator level. Figure 6 presents such a plot for the M13
dilution series data. In the blank, 32 molecules were detected
when D = 5, and 15 were detected when D = 7, well above the
numbers expected by the Poisson distribution, once again indicat-
ing the presence of some chemical noise. ¥’ As I is raised from
0 to 5, the counts from the DNA solutions fall rapidly but reach
a semiplateau extending from level ~6 on out to about ~80. D
should be set in this “single molecule counting plateau” region
because the number of peaks counted is then a less sensitive
function of D, just as one would select a single photon counting
plateau. As a consistency check. we calculated the number of
molecules expected and compared this result to the data in Figure
6. Fora 2.4- x 4.0-um cross section probe area, a flow rate of
0.030 cm/s, a collection time of 108 s, and a concentration of 2.0
pM, 370 molecules are expected if we neglect uncertainties such
as wall adsorption and false positives. For the 2 pM solution, this
count was found for a value of D between 5 and 6, confirming
that this regjon at the edge of the single molecule counting plateau
gives us the proper choice ‘or D. Thus, a D value of 6 was adopted
for subsequent analysis of the dilution series data.

The peak-calling algorithm was then applied to the data set
using the defined discriminator level of 6. Figure 7 presents a
representative portion of the filtered 10 pM dilution series data,
where the circles indicate peaks counted at D = 6. The
background fluctuations are well below this level, and nearly all
of the obvious peaks have been identified, demonstrating the
effectiveness of this peak selection method.

The relationship between molecules counted and concentration
using various discriminator levels is examined in Figurc 8. In

(39) Mets

5 0.38 and the fluctuation in counts
o Poisson probability of a count of 5 or greater is 4.8
14 times per 300 0C0-point data set, and the probahility of a count
of 7or grealer is 1.6 » 107, or less than orce per data se: of 300 000 points
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Figure 7. Representative filtered M13 fluorescence burst data from
the 10 pM flow experiment. The circles indicate peaks selected by
the peak counting algorithm. The algorithm searched for maxima
above a defined discriminator level, set at 6 for this analysis (dashed
ling). Proper peaks were also required to have immediately flanking
ooints at a lower value.
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Figure 8. Examination of the linearity ot the single molecule
detection system at various discriminator levels. The plot displays
the numbers of molecules counted versus concentration at discrimi-
nator levels of 3 (C), 6 (®), and 15 (a ). The number of “molecules”
coumed in the blank at each discriminator level has been subtracted.
The slope of the D = 3 least-squares it is 0.894 with f=0.971; the
slope of the D = 6 fit is 1.01 with A = 0.995; and the slope ¢f the D
= 15 fitis 1.12 with A = 0.999.

single molecule counting, the number of molecules counted versus
concentration should be linear with a log/log slope of 1. If, for
example, the simultaneous presence of two or more molecules in
the heam were the source of the observed bursts, the plots would
have a slope of 2. At each discriminator level, the slope of the
least-squares fit to the data is very nearly 1, with good linearity,
which confirms single molecule detection and proper peak
identification. The D = 3 data have the smallest correlation
coefficient due to the large contribution of background fluctuations
at this low discriminator level. In addition to background
fluctuations, uncertainty in the concentration is probably the
Jargest source of error in all the data sets. There is no systematic
change in slope with discriminator level, indicating that the
distribution of burst heights is nearly the same for all the
concentrations.
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Figure 9. Capillary gel electrophoresis separation of M13 DNA
detected by single molecule counting. DNA was slectrophoresed at
200 V/em in 0.10% HEC with 10 nM TO6. The injected DNA
concentration was 10 pg/ul, and the bin width was 380 us. (A) A
0.6-s region of raw data from the center of the M13 band, showing
individual, well-resolved fluorescence bursts. {B) A 12-5 region from
the center of the same band. (C) A 200-s region of the raw data,
showing the entire M13 band. (D) Single molecule counting applied
to the electrophoresis data. A 500-Hz filter was applied to the data.
and a discriminator level of 10 was chosen on the basis of the peak
height distribution function. A value of 1 indicates a molecule counted.
(E) Frequency of molecules counted versus time. Counts from the
above trace were added in a sliding window of 13 000 bins, or 4.9 5.
(F) Analog detection of M13 DNA (100 pg/ul) separaied under the
same conditions as above.

Single Molecule Detection of Capillary Gel Electrophore-
sis. With these methods developed and optimized, we were ready
to apply the single molecule counting system tc capillary gel
electrophoresis. Figure 9 presents a study of the electrophoretic
separation of M13 DNA. Alarge number of bursts appeared about
300 s after injection, as indicated in Figure 9C. Figure 9B presents
an expansion of an &s portion of the band, and Figure 9A presents
a 0.6-s region, showing that the fluorescence bursts from the
middle of the band are clear and discreet. At this injected DNA
concentration (10 pg/uL, or 2 pM), the calculated occupancy is
only ~0.006, a strong indication that bursts arise primarily from
single molecules. The autocorrelation function from this data set
indicated a transit fime of 2.7 ms, in close agreement with the 2.9
ms value expected for molecules having a velocity of 830 um/s
(25 cm/300 ) through a 2.4um beam waist. Since the velocity
profile in the capillary is flat and the velocity of the DNA is
precisely known, this number for the beam waist was deemed to
be more accurate than that determined from the flow pump
experiments, where the velocity profile is parabolic. The single
molecule counting method was then applied to these data. A 300-
Hz filter was used, and since the background was slightly higher



than that in the flow experimenis due to the presence of HEC, D
was set at 10. A digital plot indicating the counted molecules
versus time is presented in Figure 9D. A total of 489 molecules
were counted from 285 to 340 s. To compare this detection
method with standard analog detection, the frequency of the
counted molecules was calculated. The molecular counts were
surnmed over a 4.9 (13 000 bin) sliding window to produce a
plot of count rate versus time, presented in Figure 9E. The
resulting DNA band has approximately the same shape as the
analog band, presented in Figure 9F, confirming that this method
has successfully detected the component M12 DNA molecules
after an electrophoretic separation. Interestingly, even some of
the fine structure of the analog band is preserved in the single
molecule frequency plot. For example, the small shoulder on the
right portion of the band and the broad tail at the end appear in
both. This molecular level resolution of small features in a DNA
separation suggests that this technique could be used to examine
the chemical origins of the differences in the migration rates of
these molecules.

The true power of electrophoresis is that it can separate
molecules on the basis of differing size. To demonstrate the
combination of this capability with single molecule detection, the
single molecule counting system was applied to the separation of
pBR 322 DNA (4631 bp) from pRL 277 (5798 bp) DNA. Figure
10 presents the results of this experiment. Two distinct clusters
of fluorescent bursts were observed about 790 and 810 s after
injection. The top penels in Figure 10 show that the fluorescence
bursts from the middle of each of these bands are discreet and
well resolved. The caleulated occupancy, assuming that the band
has the same concentration as the injected solution, is only about
001. The transit times calculated from the autocorrelation
function were 7.4 ms for the first band and 7.8 ms for the second
band. The velocities of 320 um/s (25 cm/790 s) for the first band
and 210 gm/s (25 cm/810 s) for the second band give a 2.4-um
beam waist, in agreement with the width determined in the M13
electrophoresis experiment. Based on the relative mobilities, we
assign the first band to pBR 322 and the second band to pRI. 277.
The single molecule counting method was applied to the data
using a 400-Hz filter and a discriminator ievel of 12, and two
separate clusters of molecular counts were observed. Fifty-two
molecules were counted in the pBR 322 band, and 106 molecules
were counted in the pRL 277 band. When the digital count rate
is corverted to a frequency, the frequency profiles in Figure 10D
ave very simiar in shape to the analog bands, as expected. Also,
the small features of the analog bands are again visible in the
frequency plot, such as the small bump at the end of the pRL 277
band. The variation in appearance times of the bands between
the analog run and the single molecule counting run s due to
natural mobility differences seen after the capillary is refilled with
buffer.”

We have demonstrated that single molecule fluorescence burst
counting can be used as an ultrasensitive detection method for
electrophoretic separations. This accomplishment has been based
on two fundamental improvements in the detection technology.
First, it was important to optimize the S/N by binding large
numbers of high-quantum-yield dye molecules to the DNA and
to minimize the fluorescence and scatter from the gel matrix. We
have exploited the optimization of intercalation dye technology
developed by Glazer and co-workers to select a thiazole orange

41) Clark, 8. M.: Mathies, R. A. Anal. Biochem. 1993. 215, 163—170.
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Figure 10. Capillary gel electrophoresis separation of two different
kinds of DNA detected by single molecule counting. pBR 322 DNA
(4.6 kbp) was separated from pRL 277 DNA (6.7 kbp) in 0.50% FEC
with 10 nM TO6 at & field strength of 150 V/em. The injected sample
congentration was 50 pg/ul, and the bin width was 450 ns (A)
Expansion of a 0.8-s region of raw data from the cenier of each DNA
band, showing individual, well-resolved fluorescence bursts. (B) An
80-s region of the raw data, showing the flucrescence bursts in toth
DNA bands. (C) Single mclecule counting applied to the electro-
phoresis data, using the methods described above, with a 400-Hz
filter and a discriminator level of 12. A value of 1 indicates a rrolecule
counted. (D) Frequency of molecules counted versus time. Molecules
counted were added in a sliding window of 5000 bins, or 2.25 s. (E)
Analog detection of the pBR 322 and pRL 277 separation using the
same conditions as above.

derjvative (TO6) as the most sensitive of the mono- and bis
intercalators.?’ Second, we have constructed a 0 dead-ime photon
counting detector with the capability of recording the number of
counts received in arbitrary length microsecond or longer bins.
This has permitted full temporal resolution of the bursts and
optimization of both the experiment and data analysis. Despite
these excellent results, a number of experimental and technical
improvements are desirable. The first issue is the efficiency of
detection, or the fraction of molecules traveling through the
capillary which get detected. For this discussion, the detection
efficiency will be considered to be given by the fraction of the
flowing stream or electropheretic band that actually passes
through the illumination beam defined by the e2 intensity profile.
This definition makes the implici: assumption that the molecules
that pass through the beam are all counted. Our present
configuration has been useful to demonsirate the feasibility of
single molecule detection in capillary electrophoresis, but the
detection efficiency is very low (~0.1%). This low efficiercy
reduces the overall on-column mass sensitivity. For a detection
limit of S/N = 3, our current configuration would require a total
of ~10 000 M13 molecules in a band, which is about the same as
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our analog detection limits.?" Lee et al.'” have addressed the issue
of detection efficiency by confining the sample to a 10- x 10-um
square capillary and focusing the laser over the entire inner bore
of the capillary. Using this method, they achieved near unity
detection efficiency of an infrared dye in flowing methanol. A
similar approach could be taken in capillary electrophoresis by
performing separations in micromachined channels. DNA separa-
tions have recently been demonstrated in micromachined channels
by Woolley and Mathies.? Using our probe beam cross section
of 2.4 um x 4.0 um and detection channels of 20 um x 6 xm, the
detection efficiency would be ~8%, and as few as 125 molecules
on-column would constitute a detectable band (S/N = 3).
Increased efficiency could be achieved by increasing the beam
cross section and further decreasing the chanael dimensions.
Further improvement in the S$/N is also desired in order to
allow detection of smaller DNA fragments. Many applications of
interest would require detection of DNA that is 100 bp or less in
length. Since the number of fluorescent dyes intercalated into
the DNA is proportional to the length, the fluorescence signal
strength is also proportional to the length of the DNA® Keller
and co-workers have used the fluorescence burst intensity as a
measure of DNA size and have reached a lower size imit of about
1500 bp.** Based on preliminary experiments with shorter DNA
samples and extrapolation of the burst height distributions
reported here, the detection size limit in our current configuration
is around 1000 bp, which means that an order of magnitude
improvement in S/N is desirable. This improvement may be
achieved through the use of heterodimeric energy-transfer inter-
calating dyes. Dyes such as TOTAB and its derivatives’s have
the advantage of extremely high binding affinities and excellent
spectral characteristics. A high binding affinity means that less
dye is required in the running buffer, thus lowering background,

{42) Woolley, A T Mathies, R A. Proc. Natl. Acad. Sei. US.A. 1994, 91, 11348—
2

87, 38513855,

(44} Goodwin, P. M.: Johnson, M Martin. J. C.: Ambrose, W. P.; Marrone,
B. L Jew, J. Ha Keller, R. A Nucleic Acids Res. 1993, 21, 803—806.

45) Benson, S. C.; Singh, P 76T, . Nucleic Acids Res. 1993, 21, 5727—

3735,
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and a high extinction coefficient and flucrescence quantum yield
mean that the signal strength from these dyes will be at least as
strong as that from TO6. Another advantage of energy-transier
intercalators is that the fluorescence of these dyes can be Stokes-
shifted into the red region of the spectrum, where background is
much lower. We anticipate that these and other improvements
will yield a substantial increase in the $/N of single DNA molecule
counting in the future and a corresponding reduction in the
minimum size of detectable single molecules of DNA, thereby
enhancing the applicability of this new detection technique.

PROSPECTS
The successful application of single molecule fluorescence

burst detection to capillary electrophoresis opens up new horizons
in high-sensitivity DNA detection. One possible application of this
technology would be the identification of an incipient cancer or
trace viral or bacterial contamination when the amount of target
nucleic acid is minuscule. A second application of this technicue
would be the quantitation of low-abundance species of mRNA
Single molecule detection and CGE would enable direct detection
of a desired mRNA without the introduction of large uncertainty
due to amplification. Standard assays would also benefit from this
detection method. For example, the polymerase chain reaction
could be performed with fewer cycle rumbers of amplification,
which would save time, reduce noise, and improve sensitivity.
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Determination of Subnanomolar Concentrations of

Nitrite in Natural Waters

Robert J. Kieber* and Pamela J. Seaton!

Department of Chemistry and Marine Science Program, University of North Carolina at Wilmington,

Wilmington. North Carolina 28403

Dissolved nitrite in natural waters was determined at
subnanomolar levels by derivitization with 2,4-dinitro-
phenylhydrazine (2,4-DNPH) followed by tiquid chroma-
tography. The analysis is rapid, involves minimal samplc
preparation, and requires fairly standard laboratory equip-
ment. The method has undetectable blanks and a detec-
tion limit of 0.1 nM with an average precision of 4% RSD
at ambient natural water concentrations. The azide
formed upon reaction of NO2~ with 2,4-DNPH at levels
typically found in coastal seawater is stable for at least 4
weeks when kept cold in the dark. The stability of the
nitrite derivative is extremely useful becausc it allows for
large numbers of samples to be collected and derivatized
in relatively short time periods for later chromatographic
analysis. Analytical results were verified by intercom-
parison with a standard, completely independent, coloro-
metric technique in several natural water types. Appli-
cations to fresh, estuarine, and marine samples are also
presented.

The marine nitrogen cycle plays a crucial role in the chemistry
and biology of the sea. Because nitrate is a critical limiting factor
to primary productivity in the oceans, the dynamics of nitrogen
cycling have been studied extensively.? Nitrate is assimilated
by paytoplankton, end “new” nitrate is recycled back to the
euphotic zone from the deep ocean through bacterial nitrification
of dissolved and particulate organic nitrogen in the water column
and sediments. Nitrite is an obligatory and stable intermediale
in both of these processes and is therefore a general indicator of
biogeachemical processes that drive the nitrogen cycle. Trace
amounts of nitrite in environmental samples can also indicate the
extent of poliution and eutrophication of natural waters.”

Despire the significance of nifrite in the marine nitrogen cycle,
outside of the primary and secondary nitrite maxima, little is
known about the distribution of nitrite throughout the rest of the
water columu. Examinaiion of spatial and temporal variaticns of
nitrite in the ocean has been limited primarily by the inadequacy
of existing analytical methods. Nitrite, and in many cases nitrate,
cannot be detected at the low concentrations at which crifical
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processes take place. Nitrite has been measured by colorimetry,
chemiluminescence,” fuorometry,’ or Raman spectroscopy.” Two
predominant methods for analysis of nitrite in seawater, the
colorometric and chemiluminescent techniques, do not provide
sensitivities required for critical evaluation of subnanomolar levels
of nitrite.

The standard colorometric technique.* which is besed on
formation of a diazo dye [rom the reaction of nitrite with N-(1-
naphthyl) ethylenediamine and sulfanilamide, has a detection limit
of 30—50 nM. although 100 nM is considered to be a more realistic
detection imit {or shipboard determination of nitrite’ This
method is not sensitive enough 10 detect nitrite levels in over 99%
of the ocean. An optimized version of the colorometric method
involves preconcentration of larger samples and allows for a
detection limit of 1—2 nM.* However, this method is exiremely
susceptible to atmospheric contamination and is not suitable for
rapid determination of nitrite.

The chemiluminecsent technique for determination of nitrite
in seawater has detection limits to the subnanomolar range (0.1—
0.2nM). This method, developed by Garside® and modified by
Zafiriou and co-workers,! is quite sensitive; however, it is plagued
by several limitations. The method is difficult and dme consuming
and requires fairly sophisticated equipment. Erratic air contami-
nation during sample collection is such a large source of error
that zero blanks cemnot be obtained and reproducihility is
compromised. Because of these limitations, large sample sizes
are necessary with subsequently lengthy analysis times. This is
of particular concern in biologically active samples where there
is a rapid turnover of nitrite by the biota.

We have developed a simple and extremely sensitive method
for rapid analysis of nitrite in natural waters. The analysis is based
on the known reaction®* of nitrite with 2,4-dinitrophenylhydrazine
to form an azide, which is separated from interfering substances
and quantified by HPLC. Other attempts at using HPLC for the
quantification of fuorometric or colorometric derivatives of nitrite

are unsuitable for natwral waters because their detection Limits
are too high."" The method presented here is extremely desirable
for natural samples because il very rapid and simple, has
undetectable blanks, and has the lowest detection limit reported.
In addition, it is well suited for shipboard and field analyses
because samples can be analyzed in real time or stored for later
laberatory analysis.

Standard Mrihods for
Baltimore, 1989,

A Anal. Leti,
hew 1982,

amen, M. HPLC Fluorescence
2410,
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ERPERIMENTAL SECTION
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Figure 1. Formation of the azide derivative as a function of time in
coastal seawater. Each data point represents the average of four
samples. Errors bars represent one standard deviation based on 1
=4,

and carbon signals. The UV maximum of the azide in acetonitrile
is at 307 nm. All spectra were identical to spectral data reported
in the literature ¢ Extracted and synthetic 2 4-dinitrophenyl azide
analyzed by HPLC coeluted with the nitrite derivative formed upon
2,4-DNPH treatment of natural water samples.

Derivatization Reaction. The time required for complete
derivitization of nitrite by 2,4-DNPH was evaluated by following
the derivitization to the azide as a function of time in coastal
seawater collected from Wrightsville Beach. NC. One liter of the
seawater was gravity filtered through a 47-mm glass fiber filter
(tvpe GF/F, Whatman International Ltd., Maidstone England) and
four, 5-mL aliquots per sampling time were withdrawn and
derivatized by adding 50 mL of 24-DNPH reagentin a 7-mL Teflon
vial. The vial was shaken and the derivatization reaction allowed
to proceed at ambient temperatures for varying time periods. A
2-mL aliquot was removed from each vial and analyzed by HPLC.
The results presented in Figure 1 indicate the formation of the
azide through reaction of nitrite by 24-DNPH is rapid, with
complete derivitization after only 5 min at ambient temperatures.

Blanks and Detection Limit. Nitrite is undetectable in
blanks prepared in deionized water. A typical blank chromato-
gram is presented in Figure 2A. The detector and integrator for
this chromatogram were set to their most sensitive setting, and
1o peaks in the blank were observed in the area where the nitrite
derivative elutes. Similar undetectable blanks have been obtained
for samples taken on a variety of days and locations. The
chromatogram obtained for a typical coastal seawaler sample is
presented in Figure 2B (20 nM nitrite) for comparison. Formal-
dehyde, present in many natural water samples, elutes ~1 min
after the nitrite azide derivative. The undetectably low back-
ground signal is an important component of this analysis because
it allows for determination of extremely low levels of nitrite in
natural waters. A conservative detection limit based on a signal-
to-noise ratio of 3is 0.1 nM (0.0046 mg of NO, /L) nitrite.

Storage of Derivatized Nitrite Samples. In order to test for
stability of the nitrite derivative. a 500-mL sample of coastal
seawater was collected and Sltered and 5-mL aliquots were placed
in 30 Teflon vials. 2,4DNPH (50 uL) was added to each; the
samples were shaken and placed in storage in the dark at 4 °C.
Four vials were subsequently removed per sampling day and

(%) Dyall, L. K. Aust. J. Chem. 1986. 39, $9—101.
(10) Gromping, A. H. J; Karst, U.: Cammann, K. J. Chrpmalogr. A 1093, 653,
341347,
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Figure 2. HPLC chromatograms. (A) System blank prepared by
adding 50 mL of purified 2,4-DNPH to 5 mL of deionized water with
2 mL injectec into the HPLC system. (B) Direct injection of 2 mL of
derivatized coastal seawater. The nitrite—2,4-DNPH derivative elutes
at 7.2 min (1; reagent: (2) azide derivative; (3) formaldehyde.
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Figure 3. Test of storage procedure. Fighty coastal seawater
samples were added to Telon vials and derivatized with 50 mL of
2.4-DNPH. Each time point represents the average concentration of
nitrite observed in four samples on a given day.

analyzed. This procedure was repeated at various time intervals
throughout a 4-week period. The results are presented in Figure
3. The derivatized nitrite is stable over the 4-week period within
analytical uncertainty (10) of the method. In addition, the nitrite
derivative in four samples placed in the dark in a freezer over the
4-week period was also stable.

Linearity and Precision. The response of the detector is
linear over the concentration range of 0.5—1000 nM, which covers
the range of nitrite typically found in most natural waters. The
correlation coefficiert over the entire range was 0.999 (i = 7),
which is typical of our routinely run calibration curves. The
precision of the method was determined, at ambient levels by
performing multiple injections ( = 4) of samples run for each
water sample tested. In some instances, as is the case for coastal
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Figure 4. (nlercomparison between the standard colorometric
method and the chromatographic determinatior of nitrite in a variety
of natural waters. The line represents perfect agreement between
res.its, not a slatistical fit to the data: (+) Sargasso seawater, (x)
Cape Fear Estuary, (a) Greenfield Lake, and (R) coastal seawater.

seawater, this procedure was repeated many times. The average
relative standard deviation of the analysis was 4%.

Intercalibration and Spike Recovery. In order to verify the
analytical results obtained by the HPLC analysis of nitrite reported
here, an intercomparison study was performed. Samples from a
variety of natural waters (including fresh, estuarine, coastal
seawater, and oligotrophic seawater) were collected, fltered,
spiked with NO,~, and analyzed for nitrite chromatographically
and by a completely independent, standard colorometric analysis.”
The detection limit of the latter technique is ~100 nM; therefore,
to have sufficient NO»~ several of the samples were spiked with
a nitrite standard. The results of this study are presented in
Figure 4. In all cases. the disparity between the chromatographic
and colorometric analyses was less than a few percent, which is
well within analytical uncertainty. The recovery of the nitrite in
spiked samples by the HPLC analysis was 100%.

DISCUSSION

We have developed an extremely sensitive and relatively simple
analysis for the determination of subnanomolar concentrations of
nitrite in natural waters. The analytical results have been verified
by intercalibration with a completely independent, standard,
colorometric technique.! Nitrite concentrations determined by
both analyses from a wide array of natural water types agreed
within & few percent, well within analytical uncertainty. The HPLC
analysis is not subject to any known interferences and has
excellent precision with a relative standard deviation of 4% at
concenirations of nitrite typically found in natural waters.

When the derivatizing agent is properly purified, nitrite is not
detectable in blanks. Background contamination is one of the
limiting factors reported by Zafariou et al.! in their chemilumi-
nescent analysis of nitrite in seawater. An undetectable blank is
alsc important because it ultimately dictates the limit of detection,
which for the method reported here is 0.1 nM, the lowest reported
for routine determination of nitrite in seawater . This detection
limit is sufficiently low to determine nitrite even in the most
oligatrophic open oceans.!12

One of the greatest utilities of the nitrite analysis discussed in
this paper is its ease of operation. A relatively inexpensive

(11) Helligan, P. M. Baich, W. M. Yentsch C. M. /. Mar. Res. 1984, 42, 1051—
1073,
(12) Bonilla, J.: Senior. W.: Bugden . Geophys. J. Res. 1693, 98, 2245— 2957
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Table 1. Concentration of Nitrite (nM)} in a Variety of
Natural Waters®
water lvpe salinity (ppt) @v nilrite concen (nM)
31 (n=4)
331 (0= 4)
175 n=12)

sreenfield Lake
pe Fear Estuary
coastal seawater

¢ Sampling sites were located near Wilmington, NC.

isocratic HPLC system can be outfitted for use in the field or
aboard ship. The chemiluminescent technique requires more
elaborate hardware and is more cumbersome in its operation.'®
Our HPLC analysis of nitrite is rapid. approximaiely eight samples
per hour can easily be analyzed. Another valuable aspect of our
method is that the derivatization process is rapid, resulting in
negligible air contamination and correspondingly undetectable
nitrite blanks. The derivatized nitrite at levels typically found in
coastal seawater is also stable for several hours at ambient
ternperatures and up to 4 weeks when kept cold in the dark. The
ahility to store samples allows for collection of greater numbers
of samples, as many as 100/h for later HPLC analysis. An entire

12-bottle CTD cast from a shipboard collection system has been
collected and derivatized with replicates in under 1 h.*® This rapid
processing of samples will greatly lessen alterations in nitrite
concentrations which may occur during the time between analy-
ses.

We have used the HPLC analysis of nitrite by derivatization
with 2,4DNPH to study nitrite distributions in natural waters
collected near Wilmington, N C. The concentrations observed
are reported in Table 1. Coastal seawater always contained the
lowest NO,~ concentrations, and estuarine samples collected from
the Cape Fear River Estuary contained the highest levels. This
agrees with nitrite levels reported in the literature.’ 11
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Sample Introduction Approaches for Sclid Phase

Microextraction/Rapid GC
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Solid phase microextraction was used as the sample
introduction technique for high-speed GC. The design of
the dedicated injector was modified, and its operating
conditions were optimized. Separation of BTEX was
achieved in 8.4 s. The system was then used for separa-
tion of volatile organic compounds listed in EPA method
624. Short, narrow-bore Vocol and SPB-1 columns were
ased. Ion trap MS and FID were examined as detectors
for high-speed separations. Separation of all 28 com-
pounds detected by ITMS was achieved in less than 150
s. The possibility of using internally heated SPME fibers
was then studied. Heating was achieved by passing an
electric current directly through a wire used in place of
the fiber or by using a hollow fiber equipped with an
internal microheater. The results indicate that internally
heated fibers are a viable alternative to the dedicated
injector.

Time is becoming an increasingly important factor in chemical
analyses. The rapid development in the field of data processing
prompted by the everincreasing computational power and de-
creasing costs of desktop computers creates an impression that
many analytical techniques do not keep pacc with progress. One
such field is definitely chromatography. Analysis times of the
order of minutes are exceptions rather than rules. In the case of
trace analysis, the overall analysis time is usually even much
longer, as the final separation must be preceded by sample
pretreatment and/or preconcentration.

The reduction of the analysis time in capillary gas chroma-
tography has been an important research topic for years. The
first studies on high-speed separations were published by Desty
and Giddings in 1962."% Desty et al. pointed out that the analysis
time can be saortened when narrow-bore columns are used. On
the other hand, the sample capacity of such columns is relatively
low.® Therefore, high-speed separations are performed with the
use of both small and regular inner diameter short capillary
columns, operated most often at unusually high carrier gas flow
rates* A successful separation requires that the injection band
width is small in comparison with chromatographic band broaden-
ing, and all other contributions to band broadening, such as
interfaces, detector volume, and electronics, are negligible.’

On leave from the Faculty of Chemistry, Technical University of Gdarisk,
Garisk, Poland.
D. H.: Goldup, A.; Swanton, W. T. In Gas Ciromatography; Brenner,
LI E. Weiss, M. D., Eds.; Academic Press: New York, 1962.
C. Anal. Chem 1962, 34. 314
. s, J. A Cramers, C. A In Capillary

(,/zvomatomfphy 3 .; Huethig Buch Verlag: Heidelberg, 1981
(@) Klemp., M. A Akard, \4 L. Sack% R D Anal Chem 1993, 65, 2516.
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The research on high-speed separations is usually focused on
sample introduction techniques producing narrow enough injec-
tion bands. They were listed in a previous paper.” It seems that
the most practical approach is the application of some form of
thermal desorption, usually preceded by cold trapping.!57-1 This,
however, requires complicated instrumentation, and the sample
must be delivered to the sample introduction device already in
gaseous form, which often means complex sample preparation.
Also, little data have been published on the quantitative aspects
of these techniques.

It was demonstratcd in a previous paper’ that solid phase
microextraction (SPME) is compatible with high-speed separa-
tons. The technique itself has been described elsewhere, |72 It
utilizes a small-diameter fused-silica fiber coated with a polymeric
stationary phase for sample extraction and concentration. The
trapped analytes can be liberated by thermal desorption. By using
a specially designed dedicared injector, the cesorption process
can be shortened to a fraction of a second, producing an injection
band narrow enough for high-speed GC. Separation of BTEX
(benzene, toluene, ethylbenzene. 0,m,pxylenes) in as little as 12
s was demonstrated. The repeatability of the results was very
good as measured by the estimated values of their relative
standard deviations. The overall analysis time (sampling and
separation) was ~2.5 min.

The purpose of this work was to further investigate the
possibilities of high-speed analysis using SPME as the sampling
and sample introduction technique and fast capillary gas chro-

(5) Van Es, A. J. |. High Speed Narrow Bore Capillary Gas Chromatsgraphy:
Huethig Buch Verlag: Heidelberg, 18

{6) Gorecki, T., Pawl . High Resolui. Chiromatogr. 1993, 18, 161.

(7) Jacobsson, High Resolit. Cliromatogr. Chramatogr. Commun.
1982, 5.

(8) Jacques, C. As M naiogr. Sci. 1980, 18, 679,

(9 Hopkins, B.; Pret gr. 1978, 158, 465.

{10) Pretorius, V.; Lawsorn, \] High Resolui. Chromatogr. Chromatogr. Conmun.
1986. 9, 278.

(11) Settlage, J. A Jeaninus, W. G. [ Ifigh Resolwet. Chromatogr. Chremalogr.
Commun. 1980, 3, 146.

(12) Burger. B. V.; Munro. Z. J. Cromaiogr
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matography for sample separation. The dedicated injector was
slightly redesigned and optimized to further reduce the injection
band width. The applicability of the technique for the analysis of
volatile water pollutants listed in EPA method 624 was evaluated.
using FID and ion trap MS as detectors. Ar alternative approach
to rapid sample desorption, i.e., internally heated fiber, was also
explored.

EXPERIMENTAL SECTION

Instrumentation. The regular SPME device has been de-
scribed in detail elsewhere " "% Fibers coated with poly (dimeth-
ylsiloxane), 15 um thick (Polymicro Technologies, Tucson, AZ),
were glued with a high-temperature epoxy resin (Epo-tek 353 ND,
Epoxy Technology, Inc.) into a 21 cm piece of gauge 31 stainless
steel rubing (Chromatographic Specialties, Inc., Brockville, ON,
Canada). The whole assembly was mounted i the barrel of a
Hamilton 7105 syringe (Hamilton Cc., Reno. NV). The device is
operated like an ordinary syringe, the fiber being exposed for ex-
traction and desorption and withdrawn into the needle for trans-
port from the vial to the GC injection port and for piercing the
septa.

For experiments with direct capacitive discharge, the fiber was
replaced by a 1 cm piece of a 0.125 mm o.d. stainless steel wire,
mounted in a gauge 31 tubing. Experiments with the internally
heated fiber were performed with a modified device, described
in the Results and Discussion section.

A Varian 6500 Vista series and a GC-3500 gas chromatograph
(Varian Associates, Sunnvvale, CA), equipped with flame fonization
detectors (FID) with ceramic flame jets and a custom-made injec-
tor, were used. The MS experiments were performed using a
Varian Star 3400 gas chromatograph coupled to a Varian Saturn
11 ion trap MS system, centrolled by a compuier with dedicated
software. The analyses were carried out using several columns:
adm x 0.25mm x O?EumSFBfmolumv a25m x 0.1mm x
0.6 um SPB-1 column, and a 2.5 m x 0.1 mm x 0.6 um Vocol
column (all delivered by Supelco Bellefonte, PA), using hydrogen
as the carrier gas in experiments with flame ionization detection
and helium in experiments with MS. The separations were per-
formed in most cases under isothermal conditions, although tem-
perature programming was also used for the separation of complex
mixtures of volatile organic compounds. A Star chromatographic
system (Varian) was used for data acquisition and processing in
FID experiments. Data acquisition frequency was 40 Hz.

Figure 1 presents the design of the dedicated injector. It has
been slightly modified compared to the previcusly reported ver-
sion.t Itis made on the basis of a slightly modified detector base
(1) from a Vartan 3500 series gas chromatograph. The base is
machined to hold a washer (2). septum. (3}, and nut (4). A piece
of gauge 18 stainless steel tubing (5) serves as the needle guide.
A 6 cm segment of a 0.53 mm id. fused-silica capillary (6) is
connected to the injector base using a nut (7) and ferrule (8). A
heater (9) made of 0.057 mm diameter resistive wire (45% Ni, 55%
Cu) is coiled along a ~20 mm fragment of the fused-silica capillary.
The specific resistance of the wire is 105 @/m. The actual
resistance of the heater is ~30 Q. The column is inserted through
a butt connector (10) into the 0.33 mm capitlary (6) and positioned
in such a way that its end is located directly below the heater (9).
The injector is flash heated by capacitive discharge. With the
switch (13) open, the capacitor (12) is charged to a preset voltage
(controlled on the dc supply). Closing the switch (13) activates
relay (11). This results in discharging the capacitor through the
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Figure 1. Schematic diagram of the injector: (1) injecior body: (2
washer; (3) septum; (4) nut: (5) needle guide: (8) 0.53 mm i.d. fused-
silica capillary: (7) nut; (8) ferrule; (9) heater; (10) butt conector: (171}
relay: (12) capacitor; (13) switch.

heater (9) while disconnecting the dc supply. At the same tme
a start signal for the data acquisition system (and the GC if
necessary) is generated. The connection is not shown for clarity.
The switch (13) is mounted on the injector in such a way that it
is closed by the plunger of the SPME device moving downward
during injection. Very low mass and heat capacity of the heated
part of the injector, i.e., the segment of the 0.53 mm fused-silica
capillary, enables heating rates of the crder of 1000 °C/s.

The dc power supply for the injector is custom-made. [t
consists of an autotransformer and an ac/dc bridge. A 3500 uF/
55 V capacitor is used for the capacitive discharge. The voltage
to which it is actually charged is controlled by a handheld digital
multimeter (DT890A, Digitek Laboratory Ltd.. Hong Kong).

The changes to the previously reported design® include moving
the carrier gas supply line cown and adding the septum purge
line.

MATERIALS AND METHODS

BTEX (benzene, toluene, ethylbenzene, o, p-xylenes) of 99-+4
purity was purchased from Aldrich Chemical Co.. Inc. Fibers were
exposed to standard BTEX mixtures in air. They were prepared
by injecting 0.5 4L of an equivolume mixture of the BTEX
components into a 0.5 L glass container equipped with two
stopcocks and a septum (Supelco, Inc.). The container was hand
shaken until the droplets disappeared from its walls. Small Teflon
pieces were placed inside the container to facilitate mixing in the
gaseous phase. Repeated analyses were performed using the
same sample, as the amount extracted by the fiber was negligible
compared to the amount present in the container. For experi-
ments with optimization of the injector performance. an additiona:
1 uL of benzene was added to the container. The fibers were
exposed to the mixture for 10 s.

Experiments with purgeables were performed on compounds
listed in EPA method 624. Standard solutions (200 ug/mL each
compound) were purchased from Supelco Canada. They are
divided into three groups: purgeables A (trichlorofuoromethane.




1.1-cichloroethene. dichloromethane, 1.1-dichloroethane, trichlo-
romethane. tetrachloromethane. trichloroethene, 1 2-dichloropro-
pane, 2-chloroethyl vinyl ether, 1,1.2-trichloroethane, tetrachloro-
ethene, dibromochloromethane, chlorobenzene), purgeables B
(1,2-dichlorcethene. 1,2-dichloroethane, 1.1, 1-trichloroethane, ben-
zene. bromodichloromethane, cis-1 3-dichlorosropene, toluene,
trans-1,3-dichloropropene, ethylbenzene, tribromomethane, 1,1.2,2-
tetrachlorocthane). and purgeables C (chloromethane, vinyl
chloride. bromomethane, chloroethane). Standard mixtures were
prepared by injecting 20 (purgeables A and B) or 50 uL (purge-
ahbles C) of *he respective solution into 20 ml of water purified
by a Nanopure ultrapure water system, contained in a 40 mL vial
sealed with 2 Teflon-lined septum. For samples analyzed by FID,
1 g of NaCl was added 1o each vial to shift the water/headspace
partidon coedficients in favor of the gaseous phase. Sampling from
Leadspace was carried oul in the following way: the poly(dimeth-
ylsilexane)-coated fiber {coating thickness 15 u#m) was withdrawn
into the needle, which next pierced the septum. The fiber was
lowere o the headspace over the stirred sample by depressing
the plunger. The equilibration time for the MS experiments was
4 min, and for the FID experiments 2 min. The fiber was then
withdrawn back into the needle and removed from the vial. The
device wa

subsequently immediately transferred to the GC
injector, where the desorpion process took place. After the
analysis, the fiber was subject tc two additional heating pulses to
remove the remnants of the analytes that could possibly be left
after the first desorption. The solution was changed after each
analysis.

In experiments with direct capacitive discharge. the wire was
dipped in an equivolume mixture of pure BTEX due to the
extremely Tow amount of analytes trapped by steel wire. Initial
experiments with internally heated fibers were performed by
exposing the fibers to vapors of pure BTEX. Coated Sbhers were
exposed to standard BTEX mix:ures in air prepared ir the way
described above. Sampling was performed in the same way as
for heads sampling. Equilibration time was 2 min.

The coating material for the internally heated fiber was SE-3
stationary phase (Chromatographic Specialties). Coating was
done by dipping the fiber in 2 10% solution of the stationary phase
in methylene chloride and evaporating the solvent. The fiber was
then conditicned for 30 min in an oven at 100 °C. For cross-
linked coatings. 1% of 2,2-azobis (2-methylpropionitrile) (Eastman
Fine Chemical, stman Kedak Co., Rochester, NY) was added
to the SE-30 solution. The coating process was repeated twice in
this case to produce a thicker coating.

RESULTS AND DISCUSSION

Optimization of the Detector. It was reported previously’
that using the dedicated injector and a fiber with a 15 um ‘hick
ceating it is possible to separate the BTEX components in ~12 5.
However, in these experiments no attempts were made 10 optimize
the injector performance. The effect of the following factors had
to be checked: the moment of firing the capacitor with respect
to the position of the fiber relative tc the needle, the positioning
of the fiber in the heated part of the injector, and column
positioning 1 the 0.53 mm fused-silica capillary. A series of
experiments performed with the 025 mm i.d. SPR-5 column
proved that all these factors are significant. It was established
that the colunn should be pushed up as far as possible without
touching the fiber (a safety margin of ~2 mm between the fher
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Figure 2. Separaiion of BTEX with cplimized injector. Conditions:
capacitor voltage 24 V: sven temperature 50 °C. hydrogen pressure
0.5atm; 4 m x 0.25 mm % 0.25 ym SPB-5 column. (1) benzzne, (2)
toluene, (3) ethylbenzane, (4) m.p-xyiene, and (5) o-xylene.

tip and the columawas left). The optimal position of the fiber tip
in the heater was found to be ~& mm above the lower end of the
heated part of the injector. This was controlled by changing the
length of the steel tbing in which the fiber was glued. Of greaiest
importance proved o be the moment of firing the capacitor relative
to the position of the fber. It was found that the circuit should
be activated wher the fiber leaves he needie. In such a case the
fiber reaches the hea'ed part of the injector at or just before the
peak of the heating pulse. When the capacitor is fired earlier,
the fiber is exposed pulse of a smaller magnitude.
When it is fired later. the fiber is inserted into a relatively cool
injector. The carrier gas flowing at a high linear rate in the
injector strips a part of the analvtes trapped before the peak of
the heating pulse is reached, which results in injection band
broadening  The studies were performed using a standard
gaseous BTEX mixture. Under conditions found to be optimal.
the scparation of BTEX was completed in 8.4 s (retention dime of

10 a heatiug

the Iast eluting component); see Figure 2. This represents a ~30%
gain compared Lo the previously reported result.’

It should he emphasized that all these findings are valid for
the column diameter studied and for manual injecticns, as the
speed of depressing the plunger obviously aifects the phenomena
described above. Experiments with (.1 mm columns revealed
very little or no effect of the position of the switch activating the
capacitive discharge o1 the injector performance. Most probably
this is related to & much lower carrier gas linear flow rate in the
injector when narrow-bore columns are used.

Fast Separation of Purgeables. To check the applicability
of the method for a broader range of compounds, experiments
were peformed with purgeables A, B, and C, using ion trap MS

for the detection. To the best of our xnowledge, this is one of
the first uses of a GC/ITMS system for rapid separations. Van
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Figure 3. Comparison of the periormance of the 3P1 injector heated
to 220 “C (A} and the dedicated injector (B). Cenditions: 2.5 m x
9.1 mm x 0.6 em Voool column oven temperaiure 50 °C. helium
nressure 1.4 atm. Sampls, 200 oob purgeadles B, sampling from
headspace.

YVsacker et al#! studied the applicability of ITMS for high-speed
separations. However, their studies were confined to compounds
intermediate or Jow volatility. They used 50 um i.d. columns
and split injection sis was put on optimization
of the instrume tfing -he quality of spectra
obtained. No informat iven on the quantitative side of
separations. except the caleulated values »f detection limits for
some compounds. Split inj

ion used in tiis study is applicable
ic phase microcxtraction is urique in
is respect, as it combines sample sreparation and introduction
inta one simple step.

™
i

only te model samples.

perimental 0.1 mm L.d. columns, delivered by Supelco, were
used in the research on fast separation of purgeables. The
velatively large stationary se film thickness of 0.6 um made
ther particularly suitable for this purpese. Also, the 0.1 mm L.d.
seems (0 he a reasonable compromise batween the very high
efficiency of narrower columns and the comfortable sample
capacity of wider bore on

ph

ers Q

> vacuum-outlet conditions. ideal
e chromatographic system.” It
Slish whether under such conditions the
eal advantage as compared to com-
3 presens a comparison of the
performance of the sctor (considered ro be the best
suited for SPME) with that of the dedicated injector. Both
experiments were performed using the (.1 mm Vocol column,
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seemed necessary to st
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o
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Table 1. Quantitation M of the C pounds

Analyzed
quant.
compound mass compound
1.1,1-trichloroethane 97 chloromethane 4
1.1.2,21etrachloroethane 83 cis-1,3-d’chloropropone 5
1.1,2-trichlorocethane 97  dibromochloromethane 124
1.1-dichloroethane 63 dichloremethane G
1.1-dichloroethene 61 ethylbenzence 41
2-dichloroethane 62 tetrachlorocthylene 166
chloroethene 96 tetrachloromethanc 117
lichloropropane 76 toluene 91
2-chloroethyl vinyl ether 63 lrans-1.3-dichloropropene s
benzene 78  wribromomethane
bromodichloromethane 83 trichlorocthene {
bromomethane 94 trichlorofluoromethanc 101
chlorobenzene 112 trichloromethane 85
chlorocthane 49 vinyl chloride 62
& 7 1% 13
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Figure 4. Separation of purgeables A cn a Vocol column. Condi-
tions: 60 °C iso, 2.1 atm, dedicated injector, capacitor voltage 24V,
MS detector, mass range 45—200. (1) trichloroflucromethane, (2) 1.1+
dichloroethene, (3) dichloromethane, (4) 1.1-dichicroethane, (5)
trichloromethane, (6) tetrachloromethane, (7) trichlorosthene. (8) 1.2-
dichloropropane, (9) 2-chloroethyl vinyl ether, (10} 1,1.2-trichloroeth-
ane, (11) tetrachioroethylene, {12) dibromochloromethane, and (13)
chiorobenzene.

oven temperature of 50 °C, 1.4 atm helium head pressure, and
200 ppb purgeables B solution sampled from headspace for 4 min.
The upper chromatogram (A) was obtained with the SPTinjector
(temperature 220 °C), while the lower chromatogram (8) was
obtained with the dedicated injector under similar conditions
(pulsc voltage 24.5 V). It is apparent even from visual comparison
of the results that the dedicated injector produces much narrower
peaks, especially for early-eluting compounds. Therefore. in
further experiments, only this injector was used. Wherever
possible, isothermal separations were attempted, as one of the
strategic goals of this research is to apply the SPME/fast GC
combination in a field-portable instrument.

Fast separations of purgeables A, B, A + B, and all three, were
performed. Table 1 presents the quantitation masses used for all
the components studied. Figure 4 llustrates isothermal separation
of purgeables A, All the compounds were separated in 40 s at
2.1 atm carrier head pressure and €0 °C oven lemperature.
Dichloromethane partly coeluted with an unidentified impurity.
but it could be quantified using the specific mass. In all cases
presented, library searches confirmed the identity of all the
components with very good matches.

The software used for data acquisition reported the retention
times with only 1 s time resolution, and no differences in retention



Table 2. Mean Peak Areas {Arbitrary Units) and Relative Standard Deviations of Purgeabiles A-C Anaiyzed
Separately and Togeiher on the 2.5 m x 0.1 mm x 0.6 ym Vocol Column Using ion Trap MS for Detection?

(0 @

[©) (4) (3)

compound peak area  RSD (%)  peak area

chloromc[h( ne

oreethane
trichlorofluoromethane 141 290 55.0
1. 1-dichloroethene 121 825 15.3
dichlorome 46773 9.8
1.2-dichloroeth
1.1-dichlorocthane

146 978 6.5
127 864 7.3
182 945 9.4

1180 455 4.3
tetrachloromethane §78 301 4.0
benzene
1.2-dichloroethane
trichloroethene
1.2-dichioropropanre
bromodichloromethane
2-chloroethyl vinyl ether 48 439 7.1
cis-1.3-dichlorvpropene

toluere
frans-1.3-dichioropropene
1.1 2-wrichloroethane

850 363 37
08 476 6.7
440 525 4.7
146 827 3.1
220394

3144 832 4.0
3300 791 C.8
392 291 4.2

127 017 158

lel mmloroc!lxyleno 1813821 6.7

dibromochleromethan: 241213 3.6

chlorobenzent 27754 2.7
enzene 2.5
momethane 3.3
Z-letrach.orocthanc 5.4

3y 1\01hermd\ separation of purgeables A and B;
saration of purgeables Aand By n =
b Separation of purgeables A—C; n

3; oven Lcmpcramrc

RSD (%)

peak area peak area  RSD %)

3627 283
154 166 32.8
94 566 12.8
50 730 22.2

RSD (%) peakarea RSD (%)

554 644 14.4 568 776 638 988 8.3
289 870 13.9 307 027 480 784 10.2

71 147 10.1 108 496 9.9
138 255 a1 305074 7.4

209 647 6.5 397 452 5.5

310 456 6.6 467 790 4.9
1079990 4.6 1050 526 L. 1551 559 3.4
1729 848 6.7 1727 229 33 2275212 33
1160 323 23 1 147 932 2.9 3.1

132 762 3.7 131970 7.8 3.0

797 6. 4.6 860 458 1.5 3.8

3
333 758 2.

230 986 3 1
405 834 2.5

286 048 7.4

242 858 18
286 354 28

62 002 5.0 68 867 2.0 101375 4.0

382 770 4.5 390 658 14 575085 2.0
4124 333 5.7 4178 250 1.0 53575521
367 093 6.8 400 157 3.8 500 351

103 831 3.9 113 069 1.9 243709
3100 794 105 3766 015 4.1 4894 204
323 208 3.3 358 074 1.7 471 348
4215906 3.5 4537059 1.4 6108729
12 464 228 3.2 12439 401 14 16779 873
235 840 26 265 012 0.5 377725
503 814 3.9 547 270 0.8 794 701

s carrier pressure 2.1 avm: dedicated injector, 24 V heating pulse. (1) Isothermal xc.)arauon aof purgezbles A; number of analyses
smperature 680 °C. mass range 45-200. (>) Isothermal separation of purgea ables
"= 31 oven tcmporamrc 35 °C, ma
ven temperature 3 °C ar 10 2C/min, 36 ©
) °C at 30 °C/min to /() C mass range 45-250.

7 = 5 oven temperature 50 °C, mass range
ge 45—250. (4) Temperature- promamrrgd
() °C min. 50 “C at 30 °C/min to 70 “C mass range 45—250,

times were observed from run to run. Therefore the respective
reative standard deviations were not estimated. Table 2, column
(1). presents riean peak areas and precision of their determination
as measured by the estimated values of relative standard deviation
(RSD). For quantitative analysis, SPME requires calibration (e.g,,
by standard «ddition}: hence repeatability of the resuls is the
major factor affecting the accuracy. Except for the early eluting
peaks, the precision was satisfactory. The reason for worse
precision of the early eluters was the small number of data points
acquired per peak. For the mass range used. one microscan took
0.2 s; thus for early eluters there were only four to five points per
peak. For later eluting peaks there were more data points per
peak. hence the precision was better. The two-digit RSD for 1,1,2-
trichloroethane was due to sccondary reactions in the ion trap,
as confirmed by the observed varying ratios of the 96 and 97 mass
peaks.

Carry-over of the order of up o 10% was observed when the
same fiber was analyzed for “he second time. As mentioned in
the Results and Discussion section, the fiber was therefore cleaned
by two additional heating pulses in the injector after the run was
completed. It should be pointed out, however, that in SPME carry-
over is not of such a big concern as in many other methods
because SPME is an equilibration method. If a small percentage
of an analyte is left in *he coating afte- the desorption, it will only
result in a decreased amount of this analyte actually taken from
the next sample, but the equilibriuin concentration in the coating

will be practically unaffected. Carry-over may become a problem
only waen the concentration of the analyte in the following sample

is so low that the equilibrium concentration in the coating is lower
than the concentration due to carry-over from previous analysis,
in which case some of the analyte would actually be liberated from
the coating and transferred to the sample. In replicate analyses
the threat does not exist. When samples of widely differing con-
centrations are analyzed in sequence, the fiber can be very quickly
cleaned by additional heating pulses in the injector or offline.

Figure 5 presents isothermal separation of purgeables B, uncer
the same conditions as above, completed in ~80's. All peaks were
practically baseline resolved. Table 2, column (2), illustrates peak
areas and the estimated precision of their determination for the
compounds analyzed. It can be seen that the precision is
satisfactory in all cases, mainly due to lack of very volatile
compounds in this mix. Under the conditions applied, benzene
coeluted with 1.2-dichloroethane. Apparently the experimental
column used was not properly tuned.

Isothermal separation of purg‘eables A and B together was
performed at 35 °C (Figure 6). The separarion was completed in
slightly above 4 min. Figure 7 presents the same separation
performed with temperature prog--mming (35 °C at 10 °C/min,
36 °C at 20 °C/min, 50 °C at 30 “/min to 70 °C). In this case
the separation was completed in ~100 s. However, it took a
considerable time for the oven to cool down and equilibrate hefore
the next analysis; hence, in these terms the two methods required
comparable time. On the other hand, temperature programming
yvields better chromatographic conditions, which results in sharper
peaks. and thus better signal-te-noise ratio for late-eluting com-
pounds. This is also evidenced by the precision data. Column
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Figure 5. Separation of purgeables B on & Vocol column. Condi-
tions: 80 °Ciso, 2.1 atm. dedicated in'ector. capecitor voltage 24 V,
WS detector. mass range 45—250. (1) 1.2-dichioroethene, (2) 1.1,1-
rrichioroethane, (3) benzene, (4) 1.2-dichioroethane, (5) bromodichlo-
romethane, (8) cis-1,3-dichloropropene, (7) toluene. (8) trans-1,8-
dichioropropene, (9) ethylbenzene, (10) tribromomethane. and (11)
1.1.2.2-tetrachloroethane.
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Figure 6. Isothermal separation of purgeatles Aand Bona Vocol
solumn. Conditions: 35 °Ciso, 2.1 atm, dedicated injector, capacitor
voltage 24 V. MS detector. mass range 45—280. (1) trichlorofiuo-
romethane, (2) 1.1-dichloroethene, (3) dichloromethane, (4) 1,2-
dichioroethene, (5) 1,1-dichloroethane. (6) trichloremethane, (7) 1,1,1-
trichloroethane. {8) tetrachloromethane. (9) benzene, (10) 1.2-
dichloroethane. (11) trichloroethene. (12) 1,2-dichloropropane. (13)
prorodichloromethane, {14) 2-chloroethyl vinyl ether, (15) ¢is~1,3-
dichloropropene, (16} tolusne, (17) trans-1,3-dichloropropene. (18)
1.1.2-trichloroethane, (19) tetrachioroethylene, (20) dibromochlo-
romsthane. (21) chlorobenzene, (22) ethylbenzene. (23) tribro-
momethane, and (24) 1.1,2.2-terachloroethane.

(3) in Table 2 presents the peak areas and precision estimation
for the isothermal analysis, while column (4) presents the same
for lemperature programming. In general, precision seems to be
better in the temperature-programmed separation. Although
benzene and 1,2-dichlorocthane coeluted. in both cases it was
possible to quantify them separately using specific masses (peak
maxima did not overlap).

Finally. Figure 8 presents the separation of all 28 components
of the purgeables A—C. This separation was performed with
temperature programming only (0 °C at 30 °C/min to 70 °C).
Again. benzene and 1,2-dichloroethane coeluted, but could be
quantified. The analysis was completed in ~2.5 min. Together
with cooling down and equilibration, this time is comparable to
the sampling time required (4—5 min). Column (5) in Table 2
illustrates the results obtained for all the components. Again, the
RSDs are much worse for early-eluting compounds for
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Figure 7. Temperalure-programmed separation o7 purgeables A
and B on a Vocol column. Conditions: 35 °C at 10 °Cimin, 36 °C 20
=C/rnin, 50 °C 30 °C/min, to 70 °C; 2.1 atm. dedicated injector.
capacitor voitage 24 V. MS detector, mass range 45-250. 1)
trichlorofluoromethane, (2) 1.1-dichloroethene, (3) dichioromethane,
{4y 1,2-cichloroethene, (5) 1.1-dichloroethane. (8 trichloromethane,
(7) 1,1.1-trichloroethane. (8) tetrachloromethane, (9) benzene. (1 0)
1,2-dichlorcethane, {11) trichioroethene. (12) 1.2-dichloropropane,
(13} bromodichioromethane, (14) 2-chloroethy! vinyl ether. (13} o/s-
1,3-dichloropropene. (16) toluene. (17) trans-1.3-dichloropropens, (18)
1.1.2-trichloroethane, (19) tetrachloroethylene, (20) dibromaochlo-
romethane, (21) chlorobenzene. (22) ethylbenzere. (23} tribro-
momethane, and (24) 1,1,2,2-tetrachiorogthane.
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Figure 8. Separation of purgeables A~C on & Vocol column. Con-
ditions: 0 °C at 30 °C/min to 70 °C: 2.1 atm, dedicated injector,
capacitor voltage 24 V, MS detector. mass range 45-250. (1}
chioromethane, (2) vinyl chioride, (3) bromomethane. (4) chloroet-
hane, {5) trichlorofiucromethane; (6) 1,3-dichiorosthene, (7} dichlo-
romethane. (8) 1.2-dichioroethene, (9) 1,1-dichioroethane, (10} trichlo-
romethane, (11) 1,1,1-trichloroethane, (12) tetrachloromethane, 13}
benzene. (14) 1,2-dichloroethane, {15) trichioroethene, (16) 1.2-
dichioropropane. (17} bromodichloromethane. (18} 2-chloroethyt vinyi
ether, (19) cis-1.3-dichloropropene, (20) toluene. (21) trans-1.3-
dichloropropene. (22) 1.1,2-trichloroethane, (23) tetrachloroethy ene.
(24) dibromochloremethane, (25) chlorobenzene. (26} ethylbenzene.
(27) tribromomethane, (28) 1.1,2.2-tetrachloroethane

the reasons described previously. Also, the first four components
are gases at room temperature, and the 15 um coating used in
this study does not effectively trap them. Therefore. any variations
in handling (e.g., time between the end of the sampling period
and injection) can affect the results. These, however, can be
eliminated by automation.

Similar experiments were performed with the 0.1 mm SPB-1
column. Due to the limited size of the paper, some figures and
tables that were not crucial for the clarity of the matcrial pertaining
to this part, as well as to research on internally heated devices.
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Figure 9. TemperatLre-programmed separation of purgeables A and B on a Vocol column. Conditions: 20 *C at 20 “C/min, 45 “C for 1 min:
2.45 atm. dericated injector, capacitor voltage 24 V, detector: FID. (1) methano!l + trichlorofluoromethare. (2) -,1-dichlorocthene, i3)
dichloromethane, (4) 1.2-dichloroethene, (5) 1,1-dichloroethane, (6) trichloromethane, (7) 1,1, 1-trichioroethane, (8) benzene + 1 2-dichloroethane,

{9) trichioroethene, (10) 1.2-dichloropropane, (11} bromadichioromethane, (12) 2-chloroethyl vinyl ether, (13) cis-3

3-dichioropropene, (14) toluene,

(18} trans-1,3-dichloropropene, (16) 1,1,2-trichloroethane, (17) tetrachloroethylene. (18) dibromachloromethane, (19) chlorobenzene, (20)

ethylbenzene. (21) tribromomethane, and (22) 1,1,2,2-tetrachloroethane.

have been moved to supporting information. A narrower mass
range (45—20) amu) was used in this experiment to shorten the
microscan to 150 ms and thus generate more data points per peak.
In general, this column yielded worse separation of the compo-
nents. In the case of purgeables A, 1,1-dichioroethylene and
dichloromethane coeluted under isothermal conditions. For
purgeables B. ethylbenzene and tribromomethane were poorly
separated. In isothermal separation of purgeables A + B, the
following pairs were not separated or poorly separated: 1,1-
dichloroethene and dichloromethane, bromodichloromethane and
trichloroethene, ethylbenzene and tribromomethane. In temper-
ature-programmed separation of purgeables A + B, ethylbenzene
and tribromomethane were much better separated. In the
separation of all purgeables (Figure 1 in supporting information),
only the bromodichloromethane—trichloroethylene pair remained
unresolved. In all cases quantitation was still possible owing to
the use of the mass spectrometer. Precision followed in general
the pattern observed for the Vocol column. Peak areas of early-
eluting peaks were characterized by pocrer precision than that
of later eluting ones. Worse precision of the results obtained for
some of the later eluting compounds in temperature-programmed
runs was mainly due to secondary reactions occurring in the trap,
resulting in sometimes dramatic changes of the relative abundance
of peaks used for quantitatior. The above discussed results are
presented in Table 1 in the supporting information.

As the ultimate goal of this research is application of the
technique studied in a portable instrument, the same separations
were attempted with a flame ionization detector. However, most
of the purgeable components are organochlorine compounds, for
whom the FID response is relatively poor. To improve the
sensitivity of the method, salt was added to the standard solutions

to promote the wansfer of the analytes from the aqueous phase
to the fiber. In this way a gain in sensitivity by almost 5(% was
achieved for most compounds. Figure 9 presents an example of
temperature-programried separation of purgeables A and B on
the Vocol column. Compared to the separation presented i
Figure 7, the resolution is apparently not as good. This is most
probably because the cutlet of the column in the FID experiments
was at atmospheric pressure, as opposed to vacuum in the MS.
The FID apparently did not comribute significantly to poor
resolution, as in such & case pezk broadening would be observed
[or all peaks, while peak width at halfheight for early eluters was
similar to that observed in the MS experiments (~300 ms). Peak
1 in this chromatogram comes from methanol, the solvent in
which the analytes are dissolved in standard solutions delivered
by Supelco. Its concentration in the agueous sample was ~0.1%;
hence a large peak was observed even though the poly (dimeth-
visiloxane) coating has small affinity toward methanol, and <o is
the sensitivity of FID toward this compound. Methanol presence
rendered the determination of trichlorofluoromethane and the
even more volatile components of purgeables C impossible. The
problem can possibly be overcome by using more concentrated
standard methanolic solutions. Moreover, in real life analysis this
problem can hardly occur. In the ITMS analyses, methanol did
not interfere, as the mass range used started 2t 45 amu.

Table 3 presents the retention times and their estimated
relative standard deviations for all the compounds analyzed. It
follows from this table tha: the retention times are extremely
repeatable. as the maximum RSD observed was 1.6%, and for mest
compounds it was below 1%. Table 4 presents the mean peak
areas and estimation of precision of their determination for the
GC-FID separations of purgeables A, B, A -~ B isothermal, and A
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Table 3. Mean Retention Times and Their Belative Standard Deviations of Purgeables A and B Analyzed Separately
and Together on the 2.5 m x 0.1 mm x 0.6 ym Vocol Column Using FID for Detection?

&5} 2) @ 4]

compound RT (s) RSD (%) RT (s) RSD &) RT (s) RSD (%) RT () RSD (%)
wrichlorofluoromethane
1,1-dichloroethene 2.7 14
dichloromethane 33 1.1
1,2-dichloroethene 3.3 0.9
1,I-dichlorocthane 4.4 0.5
trichloromethane 6.0 0.4
1,1 1-trichloroethane 6.0 0.4
tetrachloromethane
benzene + 1,2-dichlorvethane 7.1 0.3
wichloroethere 111 04
1.2-dichloropropane 2.2 0.3
bromodichloromethane 11.3 0.3
2-chloroethyl viny! ether 174 0.2
c¢is-1.3-dichloropropene 15.0 0.3
woluene 16.8 0.1
trans-1.3-dichloropropene 19.8 0.2
1,1,2-trichloroethane 264 0.2
tetrachloroethylene 283 0.2
dibromochloromethane 326 0.2
chlorobenzene 459 0.2
cthylbenzene 38.8 0.1
tribromomethane 62.0 0.1
1,1,2 2-tetrackloroethane 81.9 0.2

¢« Dedicawed injector at 24 V healing pulse: carrier gas hydrogen; number of analyses # = 5. (1) Isothermal separzation of purg,
remperature 30 °C, carrier pressure 2.8 atm. (2) Isothermal separation of purgeables B oven temperature 35 °C. carrier pressur
Isothermal separation of purgeables A and E; oven temperaire 20 °C, carrier pressure 2.45 atm. (4) Temperawre-programmec
purgeables A and B; oven program 20 °C at 20 °C/min, 45 °C 1 min, carrier pressure 2.45 atm.

J
separation of

Table 4. Mean Peak Areas {Arbitrary Units) and Relative Standard Deviations of Purgeables A and B Analyzed
Separately and Together on the 2.5 m x 0.1 mm x 0.6 um Vocol Column Using FID for Detection®

[¢5) (2) [©)] “)
compound peak area RSD (%) peak area RSD (%) peak area RSD (%) peak area RED &)
richlorofluoromethane ng? n/a ng n/a a/a
1,1-dichloroethene 1837 12.2 983 8.0 6.1
dichloromethane 547 114 139 109 10.5
1.2-dichloroethene 891 49 914 6.7 4.0
1,1-dichloroethane 879 3.6 686 7.6 a0
irichloromethanc 282 4.7 290 21.6 5.7
1,1, I-trichloroethane 1933 4.7 1862 4.2 1.0
tetrachloromethane ng n/a ng n/a n/a
benzene + 1,2-dichloroethane 5799 2.2 5889 3.5 0.7
trichloroethene 2525 2.3 2280 5.1 1.8
1.2-dichloropropane 1922 1.6 1458 4.6 1.6
bromodichloromethane 282 4.3 263 11.2 3.0

hloroethyl vinyl ether 628 37 428 16

ris-1.3-dichloropropene 1838 3.1 1868 3.7
wluene 16503 0.8 15738 2.0
3-dichloropropene 1295 6.5 1319 4.1
1,1 2-trichloroethane 604 8.4 524 211
tetrachloroethylene 7675 3. 5758 2.9
dibromochloromethane 193 23.1 200 20.6
chlorobenzene 18763 3 13957 2.3
ethylbenzene 42796 1.6 41731 2.5
tribromomethane 264 36.7 nq n/a
1.1.2 2-tetrachloroethane 748 22.4 nq n/a

 Dedicated injector at 24 V heating pulse (carrier gas hydrogen); number of analyses # = 5. (1) Isothermal separation of pu
temperature 30 °C, carrier pressure 2.8 aun. (2 Isothermal separation of purgeables B; oven temperature 35 °C. carrier pressur
Isothermal separation of purgeables A and B; oven temperature 20 °C, carrier pressure 2.45 atm. {(4) Temperature-programmed
purgeables A and B; oven program 20 °C 20 °C/min, 45 °C min, carrier pressure 2.45 atm. * ng, not quantifiable. © n/a. not applicable.

+ B temperature programmed. In the case of purgeables A, B (benzene and 1,2-dichloromethane) could not be individually
trichlorofluoromethane was not determined for the reasons quantified with FID. In the isothermal separation, tribro-
described ahove, and tetrachloromethane was not quantified due momethane and 1,1,2,2tetrachloroethane could nol be quantified
to the very poor response of the FID towzrd this compound. The due to the poor response of the FID and significant peak
compounds coeluting during the separation of purgeables A and broadening. In general, the pattern the results [oliow is different

3272 Analytical Chemistry, Vol. 67, No. 18, September 15, 1995



s tubing

_.constriction

_.steel tubing

_.column

Figure 10. Modification of the injector for direct discharge through
the wi-e

from the case of the GC/MS analysis. For cbvious reasons,
precision is the worst for compounds producing peales of a jow
signal-to-noise ratio. For cempounds producing larger peaks.
precision is very good. This indicates that the precision of the
results can possibly be significantly improved by the use of a more
specific detector.

The results obtained for the SPB-1 column are illustrated in
Tzbles 2 and 3 of the supporting information. Again the retention
times were very repeatable, not exceeding 0.9% RSD (<0.5% in
most cases). [n general, more peaks remained unresolved on this
column. Precision of the results was roughly similar to that ob-
tained for the Vocol column. Trichlorofluoromethane and tetra-
chloromethane were not quantified for reasons described previ-
ously.

Internally Heated Fibers. Fast desorption of the analytes
from the fiber can he achieved not only by rapidly heating the
injector but also by heating the fiber directly. One of the possible
solutions is to pass an electric current through a conducting cle-
ment. For this purpose the fiber was replaced with a segment of
a 0,123 mm o.d. stainless steel wire. The amourt of compounds
that can he adsorbed on the wire surface is obviously too small
for practical applications; however, the experiment aimed only at
verifying the {easibility of this method of heating for fast separa-
tions.

The experiment required a modification of the dedicated
injector design. The changes are illustrated in Figure 10. The
fused-silica tubing (6 in Figure 1) is not equipped with a heater
and has a smaller diameter (0.32 mm i.d). The column is glued
inside a gauge 22 stainless steel tube with a constriction in the
upper part, connected to the fused-silica tubing with a butt
connector. The steel tube serves only as an eleciric contact. The
constriction in the steel wbe was made by squeezing the tube
with wire cutters. It is oblong in shape and narrow enough to
stop the (L125 mm o.d. wire while not blocking the flow. The
distance from the top of the column to the top of the steel tube is
~2 mm. The column is pushed all the way up to the constriction,
thus practically eliminating dead volume. High-temperature epoxy
was used to scal the column it the tube. The capacitive discharge
supply was connected to the stecl tubing and to the reedle of the
SPME device. For the analysis, the plunger was depressed until

_ - Tocanaciive cischarge supply

holge: Loy

oblong opening
n ihe plunger

\\
. 0087 G D
", heaing wire
\
sheon rboer !
seal A

N

.

I

needle

Figure 11. Schematic diagram of the Supeico SPME device
modified to accomodats the internally heated fibar.

the wire mounted in the SPME device firmly contacted the steel
tubing constriction, {ollowed by closing the circuit and thus
producing a capacitive discharge. As the wire had the highest
resistance in the circuit, most of the heat produced by ¢lectric
current evolved in the wire itself.

The experiments were performed by dipping the wire ir. a
mixture of pure BTEX compounds and subsequent desorption of
the analytes in the modified injector. The experimental conditions

were as foliows: 25 m = 0.1 mm x 0.5 um SPB-1 column;
hydrogen carrier gas, pressure 4 aim: oven temperature 7 = 60
°C, capacitor voltage I’ = 42 V. Using the narrow-bore column it
was possible to complete the separation in ~10 s, which is
compareble to the results obtained with the regular fiber and the
heated injector.

Having demonstrated the practicability of this approach,
another possibility of heating the fiber directly was studied. This
time the regular coated fiber used in the previous experiments
was replaced by a holiow fiber equipped with an internal micro-
heater. To accommodate the asserably, the commercial Supelco
autosampler SPME holder was used after some modifications. A
schematic diagram ol the device is presented in Figure 11. A
(.32 mm 1.d. fused-silica capillary, lame sealed at one end, was
used as the fiber. The microheater, made of a 0.057 mm o.d.
NiCu wire, was coiled around another fused-silica microcapillary
(0.075 mm i.d., 0.15 mm 0.d.). One end of the heating wire was
passed inside the microcapillary, while the other was placed
outside, which vielded excellent electrical insulation between the
two .eads. The entire heating assembly was inserted inside the
0.32 mm capillary. Tlhe needle of the holder was replaced by a
custom-made, larger ciameter one. The scaled capillary/heater
set was mounted in place of the fiber assembly. The plastic
plunger was machined to accommodate the leads, as wel as to
enable mounting the internally heated device. This was ac-
complished by producing an oblong opening above the threaded
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Table 5. Repeatability of Peak Areas for Coated
internally Heated Fiber®

Henzene oliene otvibenzene  mpxvlene  oxvlene

48 841

125 368

19 481

1zzn
74 584
10 259
12.9

of the plunger. The leads were g'ued inside machined

arooves and soldered to heater wires. A spring wire (not
shown) was fastened (o the upper part of the punger, protruding
from the metal body. The wire activated a microswitch, which in
started the capacitive discharge. In :his way the discharge
wehronized with plunger movemen:.

Initial experiments were performed with polvimide-coated
capillaries and BTEX, Alihough the results were encouraging,
the amount of analyies trapped was extremely small. Therefore
the fiber was coated with SE-30 stationary phase. This was done
by dipping it in a 10% solution of the sa'd stationary phase in
methvlene chloride and evaporating the solvent. Using a fiber
prepared in such a way, separation of BTEX sampled from gas
was achieved in 12.6 s. Unfortunately, the SE-30 coating proved
to be unstable, as it tended to fall off the fiber and clog the injector.
- an attempt made to induce crosslinking of the

phase by adding ~1% of 2.2-azobis(2-methylpro-
pionitrile)—a free-radical initiator—to the 10% solution of SE-30 in

methylene chloride. The coating produced in such a way proved

to be more stable during pro
To shorten the heating pu
0.0% mm silver wire were prep

nged usage.

duration. new heaters made of
. The resistance of the heater
was ~3 , compared to ~27 O for the NiCu wire heaters. The
capacitor was charged to V: thus the injtial instantaneous
ing through the heater was very high, resulting in
very sharp pulses. However, the actual temperature profile of the
fiber surface was not determined due to lack of proper instru-
menlalion.

current pa

It was observed that the polyinide coating on a fused-silica
capillary fcantly contributed to peak tailing, especially when
the coating was exposed to very high temperatares. A significant
improvement in separation was observed whep the polyinide was
pped belore coating the capillary with ‘nitiator-containing SE-

Jsing the it
covered with po
experim
ability of

o

er prepar
merised S

i in such a way (bare fused-silica
-20, silver wire heater), a series of
iming at datermining the repeat-
e separations e conditions were the following: 4
mun x 0.25 gm SPBE-G column, hydrogen pressure 0.49
atm, oven temperature 42 *C. capacitor voltage 23 V, 0.27 uL/L
cach BTEX in air. The repcatability o retention times was
determined hased on 14 experiments. Relaiive standard deviations
ranged ention time 0.054 min) to 0.55%
for roluene (retention time 0.066 miny. The repeatability of peak
areas was also determined. The results for # = 4 determinations

ed

were perform

Tom (.92% for benzene e

<
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are listed in Table 5. Compared to the results obtained for a
regular fiber on a much lower concentration level.” the repeal-
ability of peak areas is significantly worse. This is most probably
due to inferior properties of the custom-made ceating. On the
other hand, it should be emphasized that there was praclically
no carry-over when the internally heated fiber coated with SE-30
was used, even when the fiber was withdrawn back to the needle
immediately after the discharge. Certain carry-over was observed
in all the experiments with the regular fiber and rapid desorption.

A series of experiments to determine the shortest possible
separation time was then performed. At 48°C and 049 atm, all
the components were separated and the retention time of the last
one was 0.154 min (Figure 2 of the supporting information).
Similar results were obtained when the temperature was kept
constant at 40 °C and the pressure was changed. This time the
best result was 0.152 min, at p = 0.62 atm.

CONCLUSIONS

Solid phase microextraction proved to be a very useful tool in
fast analysis of volatile organic compounds. Application of the
technique enables shortening the analysis time (including sample
preparation} from hours to minutes. Use of an ion trap mass
spectrometer in conjunction with fast separation significantly
improves sensitivity for most compounds and adds an additional
dimension to the results—analyte identity. As SPME uses no
solvents, and the fiber traps practically no water when sampling
is carried out in headspace, the entire GC/MS system is protected
against many adverse effects. On the other hand. very narrow
peaks eluting early from small-diameter columns require even
faster mass scan rates to produce more repeatable results.
Nevertheless, the technique can readily be used for rapid screen-
ing of water samples.

Internally heated fibers are an interesting alternative to the
dedicated injector. They can produce fast separations with very
simple on-column type injectors. An ideal case would be to use
such a fiber with an autosampler. Both dedicated injector and
internally heated fiber can be used for field analysis. especially
since the power requirements of both types of devices are minimal.
The capacitor can be charged from small batteries using a device
similar to that used in photographic flash lights. The internally
heated fiber requires further research with a coating of better
properties to fully examine the potential of this approach.
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Separation of Nanoliter Samples of Biological
Amines by a Comprehensive Two-Dimensional
Microcolumn Liquid Chromatography System

L. A. Holland and J. W. Jorgenson*

Depertment of Chemistry, The University of North Carolina at Chapel Hil, Chapel Hill. North Carolina 27599-3290

A two-dimensional liquid chromatography system based
on the combination of a charge separation mechanism,
provided by anion exchange chromatography, with a
hydrophobic separation mechanism, provided by reversed
phase chromatography, is presented. A 90 cm long anion
exchange microcolumn is coupled to a 3 cm long reversed
phase microcolumn. Both microcolumns are interfaced
by wo electronically controlled valves. Effluent from the
anion exchange microcolumn is collected in a sample loop
and then concentrated onto the head of the reversed phase
microcolumn. Analyte peaks consisting of tagged amines
elute from the second column and are detected by laser-
induced fluorescence. The entire operation is controlled
by a personal computer. The resolving power of this
system is demonstrated with a two-dimensional chro-
matogram of the peptides obtained from a tryptic digest
of porcine thyroglobulin. The sensitivity of the system is
demonstrated with a two-dimensional chromatogram of
the contents of a single bovine chromaffin cell.

Davis and Giddings estimated that, due to inhomogeneities in
peak density. no more than 18% of the full peak capacity of a
system can be used to generate adequate resolution of discrete
analyte peaks.! This estimate reveals the importance of a large
peak capacity in a separation system designed for analyses of
complex samples. The combinaticn of individual separation
techniques to form a multidimensional separation system is one
means of attaning a separation technique of high peak capacity.
This is because the total peak capacity in a multidimensional
system is determined by multiplying the peak capacities for each
separation dimension” Therefore, a system consisting of two
coupled separation dimensions each of a high peak capacity can
greatly increase the separation power over single-dimension
systems. This improvement in peak capacity is the driving force
behind the two-dimensional anion cxchange microcolumn chro-
matography and reversed phase microcolumn chromatography
system described here.

Multidimensional separations have been defined by Giddings
as having only two criteria. The first criterion of a multidimen-
sional system is that sample components must be displaced by
two or more scparation techniques based on different separating
mechanisms. The second criterion is that components that are
senarated by any single separation dimension must not be
recombined in any further separation dimension.? The first of

(1% Davi
&) Co
plicativ

0 Giddings. J. C. Anal. Chem. 1983, 55, 428—424.
Lo Bd. Multidimensional Ch v Techniques and Ap-
arcel Dekier, Ine. New Yark, 1990; Chapler 1.

0003-2700/85/0267-327559.00/0  © 1695 American Chemical Society

Giddings' requirements of a multidimensional system is easily
satisfied through prudent selection of the separation techniques
to be coupled. The second requirement, however, is more difficult
to fulfill in that it necessitates efficient transfer of sample from
one separation dimension to the next.

The key feature of a comprehensive multidimensional system
is that it should be based upon the eventual transfer of all, or a
representative portion of all, analytes composing the initially
injected sample to all further separation modes. In a compre-
hensive multidimensional system, discrete fractions of mobile
phase eluted from any one separation dimension are transported,
on regular intervals, to the next separation dimension throughout
the entire multidimensional chromatographic run. The interval
in which a fraction is to be transferred from one separation
dimension to the next is determined according to the width of
the peaks eluting from the earlier separation dimension. It is
imperative that any peak eluting from a separation dimension is
sampled a minimum of three times by the next separation
dimension. This permits most of the resolution of the first
dimension to be retained.

Many coupled separation systems have been developed that
are not comprehensive, but are interfaced by a heart cutting
method. These coupled systems are designed to isolate one or
only a few analytes of interest from a complex matrix.5~? In heart
cutting, only a small number of fractions containing the analyte
of interest are transferred from one separation mode to the next.
This elution fraction of the analyte of interest is determired for
each separation mode by running a standard of that analyte on
each individual uncoupled separation method. A system of this
type has a peak capacity typical of a single-dimension system.

Recent comprehensive multidimensional techniques designed
for the analysis of biological samples have focused on various
separation combinations. The capabilities of coupled liquid

(3) Posluszny, J. V.; Weinberger, R. Anal. Chem. 1988, 60, 19531958,

(4) Posluszny. ]. V.: Weinberger, R.; Wooll, E. J. Chromaiogr. 1990, 507, 267~
276

(5) Szuna, A. [.; Mulligan, T.E.: Mico. B. A; Blain, R W. . Chromatogr. 1993,
616, 29730

(6) Szuna, A. . Blai

(7) Mulligan, T.
1994, 17(1).1

(8) Puhlmann,

9} Mader, R. )

LW I Chromarogr. 1993, 620, 211~216.

n, R W.; Oldfield, N. F.: Mico, B. A. J. Lig. Chromatcegr.

—150:

iffer. T.; Kobold, U. J. Chromatogr. 1992, 581, 129~133.
B : Rainer.H.; Proprentner R.; K

{10) Agbaria, R Ford, H., Jr.: Kelley, J. A s Politi, P.; Grem, . L.; Cooney,
D. A Marquez, V. E. Allegra, C. J.: Johns, 1. G. Anal, Biochem. 1993,
213, 90-96.

(11) Mifune, M.; Krehbiel, L. K.: Stobaugh, J. F.; Riley, C. M. /. Chromatogr
1089, 496, 70.

(12) Browa-Thomas, J. M.: Moustala, A. A; Wise, S. A May, W. . Anal. Chemn.
1988, 60, 1929~1633
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chromatography (1.C)/capiilary zone electrophoresis (C7E) sys-
tems for the analysis of proteins and of peptides have been
presented by Lemmo and Jorgenson™ and by Larmann et al.®
A gel electrophoresis/LC multidimensional system was designed
by Rose and Opiteck for protein separations.!® A cation exchange,
{ast size exclusion system operated continuously with a valve, loop
interface was developed by Bushey and Jorgenson for the
separation of protein standards and serum proteins.’” Takahashi
and others have developed a tandem anion exchange, reversed
phase system operated by stopping the flow in one column while
the second column is running * The svstem utilizes conven-
tional chromatographic columns for the separation of proteins or
peptides which are typically collected and sequenced after separa-
tion.

The two-dimensional LC/LC system to be described here
fulfills both of Giddings’ requirements of a multidimensional
system. First, it combines anion exchange chromatography, a
separation mechanism based on charge, with reversed phase
chromatography, a separation mechanism based on hydrophobic-
ity. Second, components that are separated by the first dimension
remain separated in the second dimension by careful control of
sampling frequency of the frst dimension.

EXPERIMENTAL SECTION

Instrumentation. (a) Liguid Chromatography. The micro-
columns were first fritted according to a previously described
procedure®! and were then packed as outlined by Kennedy and
Jorgenson.® The first dimension is a 90 cr long, 100 um internal
diameter microcolumn packed with 5 xm diameter strong anion
exchanger particles with a permanently bonded quaternary amine,
of 300 & pore. The second dimension is a 3 cm long, 100 “m
internal diameter microcolumn packed with 5 um reversed phase
octadecylsilyl particles of 300 A pore. Both the anion exchange
and reversed phase stationary phases have a pore size of 300 A
to allow diffusion of the peptides in the pores. The anion exchange
microcolumn is operated at a flow rate of 33 nL/min and has a
dead time of 180 min, while the reversed phase microcolumn is
operated at a flow rate of 6 #L/min and has a dead time 0f 1.2 s.

The mobile phase for the anion exchange chromatography is
always buffered with 5 mM 3-(N-morpholine) propanesulfonic acid
(MQOPS) at pH 7.9, in 50% water/50% acetonitrile. The mobile
phase containg 50% acetonitrile in order to minimize the reversed
phase characteristics introduced by the carbon content of the

rformaiice Liquid Chromatography
. Analysis. and Conformation; CRC
on XIIL

. Okuvama, T: Kato, Y J. Chromatogr.

1, nkai, F.; Manabe, T.: Okayama, T /.
Chromatogr. 1991, 588, 115—
Takahashi, N.; Takahashi, Y. Punam, F. W, j. Chromaiogr. 1983, 266,

Putsam, F. W. J. Chromatogr.
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Table 1. G idi Thi C

¥ ration
Change of the Anion Exchange Gradient

time (h) guanidine thiocyanate (mM)
0.0 >
15.0 17.5
225 3.0
35.0 125.0
37.5 170.0
40.0 1700

Table 2. Acetonitrile Composition of the Reversed
Phase Gradient

time (min) acetonitrile (% vol)

0.00 24
0.10 28
1.60 50
1.70 100
2.10 100
2.15 15
2.95 15
3.00 24

anion exchange stationary phase. This allows the first dimension
to be based mainly on charge separation, rather than on a mixed-
mode charge/hydrophobicity separation. This is important in
fulfilling Giddings’ first requirement that the separation mecha-
nisms of each separation mode be orthogonal. A salt gradient is
generated by linearly increasing the concentratior of guanidine
thiocyanate as the chromatographic run progresses. Guanidine
thiccyanate is used as the eluting salt because it provides a strong
negative charge and is soluble in 50% acetonitrile. The salt
gradient is achieved by changing the percentage of the following
four different cluents: eluent A is an aqueous 5 mM MOPS
solution buffered at pH 7.9 in 50% acetonitrile, eluent B is an
aqueous 5 mM MOPS/12.5 mM guanidine thiocyanate solution
buffered at pH 7.9 in 50% acetonitrile, eluent C is an aqueous 5
mM MOPS/50 mM guanidine thiccyanate solution buffered at
pH 7.9 in 50% acetonitrile, and eluent D is an aqueous 5 mM
MOPS/200 mM guanidine thiocyanate sotution buffered at pH
7.9 in 50% acetonitrile. The concentration change in guanidine
thiocyanate is shown in Table 1.

An organic gradient is achieved for the reversed phase
microcolumn by linearly increasing the percent of acetonitrile as
the chromatographic run progresses. This is accomplished by
changing the percentage of the following two eluents: eluent A
is an aqueous 0.1% trifluoroacetic solution at pH 2, containing 15%
acetonitrile, and eluent B is a 0.1% trifluoroacetic dissolved in 100%
acetonitrile. The change in the acetonitrile content, as well as
the percent composition of eluent A and eluent B, are shown in
Table 2.

(b) Detection. A schematic of the detection system is
contained in Figure 1. Peaks eluting from the second column
are detected by the laser-induced fluorescence of tagged amines.
The fluorescent group, tetramethylrhodamine, is excited with the
green line from a 0.75 mW HeNe laser (Edmund Scientific,
Barrington, NJ) at 543.5 nm and emits with a band centered at
570 nm. Light provided by the green HeNe laser passes through
a 546 nm bandpass filter of 10 nm bandwidth (546DF10, Omega
Optical, Inc., Brattleboro, VT) and is reflected off of a dichroic
filter (565DRLF, Omega Optical) to a 60x microscope objective
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Figure 1. General schematic of the experimental setup

lens (Edmund Scientific) which focuses the light just beyond the
fritted end of the second-dimension column. Emitted fluorescent
light is collected with the same 60x microscope objective lens. It
is transmitted through the dichroic filter, passes through a 590
nm bancpass filter of 35 nm bandwidth (590DF35, Omega
Optical), and is thus directed to the detector. This collected
fluorescent light is converted to an electrical signal by a photo-
multiplier tube (R1477, Hamamatsu Corp., Bridgewater, NJ), and
the current is converted to a voltage by an amplifier (427, Keithley
Irstruments, Cleveland, OH) with a gain of 10 and a rise time of
100 ms. The entire optical system is mounted on an optical
breadboard (Technical Manufacturing Corp., Atlanta, GA) and is
covered with an aluminum housing custom-built in-house. The
breadboard provides stability as well as some vibration isolation,
wiile the aluminum housing prevents interference from stray
room light.

(c) Valve Interface. The anion exchange microcolumn is
coupled to the reversed phase microcolumn by means of two
electronically actuated valves, as shown in Figure 2. Mobile phase
pumped at 0.2 mL/min by pump 1 (600E, Waters Associates,
Milford, MA) is split at flow splitter 1, such that mobile phase
flows through the anion exchange column at a rate of 33 nL/
min. When valve 1 (ECSW, Valco Instruments Co. Inc., Houston,
TX) and valve 2 (ESUW, Valco Instruments Co. Inc) are
positicned in the configuration denoted by position 2, mobile phase
eluted from the arion exchange column is directed onto the fused
silica sample loop. The mobile phase eluting from the anion
exchange microcolumn is diluted with a makeup flow, making
the total sample volume collected over 150 s in the fused silica
loop 1uL. Arthe same time mobile phase pumped at a rate of 4
mi/min by pump 2 (HP1050, Hewlett-Packard, Palo Alto, CA) is

split at flow sphtter 2. The rate of solvent delivery of pump 2 is
maintained at 4 mL/min to minimize the dwell time required for
the eluent to travel from the head of the pump to the head of the
microcolumn. Flow splitter 2 is positioned after the tee connected
to the reversed phase microcolumn to further minimize this dwell
time. Flow through the reversed phase microcolumn is 6 uL/
min. During the 150 s run time, the reversed phase microcolumn
is subjected to an organic gradient in order to elute peaks injected
onto the column. Immediately after the run, valves 1 and 2 are
actuated so that they are in the configuration denoted by position
1. In this configuration, mobile phase pumped at 4 mL/min from
pump 2 is split at flow sphitter 3 and flushes the sample in the
fused silica sample loap onto the reversed phase microcolumn at
a flow rate of 6 uL/min. The valve port of valve 2. which is
connected to the reversed phase flow, is piugged so that all flow
split at flow splitter 3 is loaded onto column 2. A sample volume
of 3 4L is loaded onto the reversed phase column in 30 s. During
this 30 s sample loading, effluent from the anion exchange
microcolumn is diverted to waste. After 30 s the valves are
actuated such that they are in the configuration denoted by
position 2, and the cycle is repeated. The entire system is
operated under computer control to ensure that the valve actua-
tion, gradient initiation, and data collection are synchronously
timed. The exact timing of the two-dimensional system is
displayed in Table 3.

(d) Data Collection and Graphical Representation. Con-
trol of valve actuation, the initiation of the reversed phase gradient,
and data collection are achieved with a multifunction data
acquisition board (Scientific Solutions Inc., Solon, OH) and a
HP386 Vectra computer (Hewlett-Packard) . A computer program
written in-house in Quickbasic version 4.5 {(Microsoft Corp.,
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Figure 2. Detailed diagram of valve configuration showing the flow paths in each actuated position.
Tabile 3. Timing of the Two-Dimensional System
fime (min)
0 0.5 3.0

anion exchange microcolumn cluted mobile phase
diverted to waste

load loop contents onto
RPLC microcolumn

data collection off

reversed phase microcolumn

cluted mobile phase
diverted 1o loop

run sample loaded onw
RPPLC microcolumn

eluted mobiie phase
diverted to loop

run sample loaded onto
RPLC microcolumn

on on

Redmond, WA) is used to execute commands to the data
acquisition board. Data for the chromatograms of the porcine
thyroglobulin are processed with a background subtraction
imvolving a median filter written in-house in Quickbasic version
4.5. A similar background subtraction technique written in
Labview was described previously.® Two-dimensional data are
graphically represented with the aid of Spyglass Transform version
3.01 (Spyglass Inc., Savoy, IL) and Spyglass Format version 1.12
(Spyglass Inc.).

Sample Preparation. (a) Tagging of Samples. Samples are
reacted with excess tetramethylrhodamine 5-isothiocyanate
(TRITC). a 1 mg sample of TRITC is dissolved in 100 uL of
dimethyl sulfoxide (DMSO). Samples are first diluted with 0.15
M boric acid at pH 8.5 and then combined with the DMSO
containing TRITC in a volume ratio of 3:1 {0.1 M boric acid/
DMSO containing TRITC). The tagging reaction proceeds for 4
b in the dark at room temperature. A blank run revealed that
the TRITC tags a significant amount of amine contaminants if
special precautions are not taken. As a result, plastic is eliminated
from all sample preparation procedures with the exception of
procedures involved in the culturing of the bovine chromaffin cells,
as no alternative exists. All glass vials, microvials, volumetric
flasks, round-bottom flasks. and calibrated and uncalibrated pipets
and micropipets used in the procedures are first cleaned with
chromic acid and then rinsed with distilled defonized water.
Measured quantities of solid sodium hydroxide are added to
solutions requiring pH adjustment. Measurements of pH are
made from aliquots removed from these solutions to determine

that the proper amount of base has been added. These pH
measurements are made on aliquots removed from the bulk
solution to prevent contamination of the solution by the pH
electrode.

(b) Preparation of Porcine Thyroglobulin. Porcine thyro-
globulin is reduced with slight modification to the procedure of
Canfield.”” Fifteen milligrams of porcine thyroglehulin is added
to 1.5 mL of 10 M urea/0.1 M boric acid, with the pH adjusted to
8.5 with solid sodium hydroxide. A-mercaptocthanol (30 «l) is
added, and if necessary, the pH is again adjusted with sodium
hydroxide to 8.5. Helium is sparged through the solution briefly
to remove dissolved oxygen, and the solution is then held at 37
°C for 4 h to aid in the dissociation of the native disulfide bonds
of the protein by S-mercaptoethanol. A 10.5 mL volume of 2%
HCl in ethanol (v/v) is added to quench the disulfide exchange
via protonation of the thiol groups, as well as to precipitate the
protein out of solution. The sample is centrifuged, and the
supernatant is drawn off. A sealed ampule of iodoacetic acid is
then opened, and 75 mg is weighed out and added to the protein
along with 1.5 mL of 8 M urea/0.1 M boric acid adjusted with
sodium hydroxide to pH 8.5. Upon acdition of iodoacetic acid,
the free thiols of the protein undergo alkylation which blocks the
reformation of the disulfide bonds. The sample is vortexed, and
if necessary, the pH is adjusted with sodium hydroxide to
approximately 8.5. The alkylation is allowed to proceed for 10
min, after which time the reaction is quenched by the additicn of
375 ul. of fmercaptoethanol. Approximately 10.5 mL of absclute
ethanol is added, and the solution is centrifuged. After centrifuga-

(26) Moore, A. W.; Jorgenson. J. W. Anal. Chem, 1993, 65, 188—191.
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(27} Canlield, R. E.; Anfinsen. C. A. [ Biol. Chem. 1963, 238, 2684—2690.



tion the ethanol is drawn off. The protein is washed by adding
absclute ethanol, mixing the sample by vortexing it, centrifuging
the sample, and then drawing off the etharol. The wash is
repeated one more time. The protein is then suspended in
absclute ethanol and lransferred to a round-hottem flask. The
ethanol is removed with a rotary evaporator. The round-bottom
flask is frozen in dry ice, and the protein is lyophilized over a
period of 24 %

{ h. Recovery from this procedure is 38%.

The porcine thyroglobulin is digested with trypsin at a mess
ratio of 30:1 (porcine thyroglobulin:trypsin) in 1 mL of 0.1 M boric
acid at pH 8.5, The digestion proceeds at 37 °C for 24 h. A 150
#L aliquot of the digested porcine thyroglobulin is then tagged
with 50 #L cf 10 mg/mL TRITC. The tagging reaction proceeds
in the dark. at room temperature, for 4 h. The sample is then
diluted &-fold in the mobile phase used in the initial conditions of
the anion exchange separation and injected onto the anion
exchange colurmn for 15 s at 67 bars of pressure.

() Preparation of Bovine Chromaffin Cells, Bovine
adrenal glands are obtained and processed according to the
proczdures of Wilson and Vivercs® with minor exceptions
Modifications are as follows: the glands are manually perfused,
a balanced salt solution of 14.5 mM NaCl. 5.4 mM KCl 1.12 aM
glucose, 1.b mM N-(2-hydroxyethyl) piperazine-N-2-ethanesulfonic
acid (HEPES). and 0.1 mM NaH.PO, adjusted to pH 7.4 is used
instead of Locke's solution, and glands are only incised ‘o remove

chromaffin cells. Cells dissociated from the glands are purified
with a Renografin gradient as descrived by Wilson and Kirshner?
with the exceptions that the gradient is carried out at 26 °C and
the Locke's solution is replaced with a balanced sall solution
similar to the solution described previously, except thet 1.8 mM
caleium and 0.797 mM magnesium are added. The cells are plated
as descrihed by Leszczyszyn et al™
and supr used for the cell preparation are obiained as
described by Leszezvszyn et al™ The cells are used after the
third day of incubation, but not afier the seventh day of incubation.

Cells are removed from the cell plate with the use of a
hydraulic microsyringe. Briefly, the syringe consists of a mi-
cropipet connected to polypropylene tubing by means of Teflon
heat shrink tubing. The opposite end of the polypropylene tubirg
is connected to a 1 mL glass syringe filled with clean mercury.
Sample is drawn into and expelled from the glass micropipet by
applying positive or negative force on the mercury in the syringe.

Assolution of 14.5 mM NaCl. 0.54 mM KCl, 1.12 mM glucose.
and 2.5 mM HEPES is adjusted to pH 7.4 with solid sodium
hydroxide. The solution is made immediately hefore cel isolation
and removal. A cell plate is removed from the incubator. The
growth medium is drained, and approximately 2 mL of the above
salt solution is added to the plate. This procedure is repeated
five tmes. With the aid of a sterecscope, the hydraulic micro-
syringe is then used 1o remove a single cell from the cell plate.
Once the cell is in the microsyringe, it is transferred to a 0.25 ul
glass vial. The vial is then covered with a plastic film and
immediately placed in dry ice. The microsyringe is then used to
collect a small sample of the solution in the cell plate, ap-
proximately 10—30 nl. which is placed in another .25 ul. glass
vial which is also covered and placed on dry ice. This sample of
solution is used as a blank and will undergo the same procedurcs

Farthermore, all solutions

wman, R \’ ia Nauwclzluh 1991, 56.

used on the cell. After a cell and a cell blank have been removed
from a plate, both the plate and glass micropipet are discarded.

Once the cell is isolated, it is lysed. This is accomplished by
allowing the vial 10 undergo a 30 s freeze followed by a 3 min
thaw. This freeze/thaw sequence is repealed three times. After
the cell is lysed. it is tagged. Approximately 1 mg of TRITC is
dissolved in 5 2L of DMSO. Once the TRITC is dissolved, 15 ul
of 0.15 M boric acid adjusred 1o pH 85 iz added and the solution
is mixed. The reacton solution is drawn into a preumatically
controlled glass micropipet. The pneumatic conzroller has heen
described previoush”! A reproducible droplet of the -eaction
solution is then expeiled first into the vial containing the cell blank
and then a sccond droplet is expelled into the vial containing the
Tysed cell.

After the reaction solution has been dispensed. the micropipet
is calibrated by dispensing a drep of the same solution into a dish
of mineral oil. This calibration must be made after the micropipet
has been used in order to prevent contamination of the micropipet
by immersing it into mineral oil and thus prevent contamination
of the sample. The diameter of the dispensed droplet is measured
with a calibrated retical in a light microscope. Measurements are
taken as the droplet sinks in the oil, but not after the droplet rests
on the bottom of the dish. The diameter measurement of the
droplet is convertad hto avolume. If the solution volume is found
0 rL, the viais are centrifuged at 12000g for 4
min and allowed (0 reactin the dark for 4 h. I{ the reaction droplet
volume added fo the vials is less than 30 nL. a new glass
micropipet is made and the procedure is repeated 1o ensure that
an adequate concentration of TRITC is added to the sample.

After a single cell sample or biank is reacted for 4 b, the sample
is immediately injected onto the two-dimensional system. o stored
at —20 °C for up to 1 veek. For injection onlo the wo-dimensional
system the sample is drawn info a pneumatically contr olled glass
micropipet. The infection end of the anion exchange microcolumn
is then removed Ilwn the system and held in place on an
aluminurm block. The glass micrapipet is then inserted into the
microcolumn with the aid of a light microscope. The sample is
injected onto the microcolumin by expelling the pipet contents by
means of the pneume
colurnn is then placed back into the 1wo-dimensional system and
the chromatographic run is started.

Reagents. f-Mercaptoethanol, boric acid, glucose, guanidine
thiocyanate, HEPES, iodoacetic acid, MOPS, and trifluoroacetic
acid were obtained from Sigma (St Louds, MO). Sodium chloride
and potassium chloride were obtained from Mallinckrodt (Paris,
KY). Acetonitrile (Optima grade) was obtzined from Fisher
Scientific (Raleigh, NC). TRITC was obtained from Molecular
Probes (Eugene, OR). Sodium hydroxide was obtained from EM
Science (Gibbstown, NJ). Ethanol was obtained from AAPER
Alcohol and Chemical Co. (Shelbyville. KY). All aqueous sclutions
were made with defonized water obtained from a Barnstead
Nanopure System (Boston, MA).

o be greater than 3

controlier. The anion exchange micro-

RESULTS

The high peak capaciy of a multidimensional system is
demoustrated in the iwo-dimensional chromatogram of porcine
thyroglobulin shown in Figure 3. The total number of pezks
counted in this chromatogram is roughly 150. The two-
dimensional plot reveals that the reversed phase microcolumn is

31) Kennedy, R T Jorgenson, 1, W, Avai. Clrenr. 1988, 60, 1521 - 1524,
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Figure 3. Two-dimensional separation of peptides obtained from a tryptic digest of reduced porcine thyroglobulin.

separating peaks that overlap in the anion exchange dimension.
This observation is demonstrated more clearly by comparison of
the two-dimensional separation of porcine thyroglobulin in Figure
3 with the reconstructed one-dimensional separations shown in
Figures 4 and 5 The reconstructed one-dimensional anion

exchange liquid chromatography run shewn in Figure 4 is the

sum of the total fluorescent signal for each reversed phase run.
The reconstructed one-dimensional reversed phase liquid chro-
matography run shown in Figure 5 is the sum of the fluorescent
signal recorded at the same data point for a'l reversed phase runs.
Examination of the reconstructed anion exchange chromatogram
shows that the typical anion exchange peak width is 9 min and
the retention window in which 4 majority of the peaks is separated
is 30 h. Using these numbers, the peak capacity of this separation
1s estimated to be 200. Examination of the reconstructed reversed
phase chromatogram indicates a typical reversed phase peak width
of 13.5 s and a retention window of 95 s. From these numbers

3280  Analviical Chemisiry. Voi. 67. No. 18. Seotember 15, 1995

the peak capacity of the reversed phase separation is estimated
to be 7. Given a peak capacity of 200 for the first dimension and
a peak capacity of 7 for the second dimension, the total peak
capacity of the two-dimensional system is estimated at 1400 peals.
As the primary sequence of porcine thyroglobulin is not known,
the primary sequence of bovine thyroglobulin already reported
in the lterature™ was used to determine the number of fragments
produced from a tryptic digest of the protein. The number of
peptides that should be produced from a tryptic digest of bovine
thyroglobulin was arrived at by counting the number of lysine
and arginine residues that are not bonded to a proline residue on
the carboxyl side, as trypsin will not cleave the carboxyl bond of
a lysine or arginine residue adjacent to proline. The digest yields
multiple fragments of both a single lysine residue and a single
arginine residue. Identical fragments produced by the tryptic

(32) Mercken, L.; Simons, M.; Swillens, S.; Massaer, M.; Vassart, G. Naiure
1985, 316, 647—651.
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ne-dimensional an'on exchange liguid chromatography separatior: of the porcine thyroglobulin separation in Figure
total fluorescent signal for each reverssd phase run.

A P i . two-dimensional chromatogram of the tryptic digest of porcine
! thyroglobulin containns roughly the same number of peaks, 150,
P as that expected after the digest, 211. The peaks resolved in the
[ ; chromalogram are most likely single peaks. The peaks shown
: in Figure 3 do not appear to be uniform in concentration, as
depicted by the gray scale imaging. These differences in peak
intensity can be attrivuted to cifferences in the fluorescent
quan.um yield of the tagged peptides. They can alsc be attributed
! improper cleavages in the tryptic digest.

| ! The usefulness of this two-dimensional LC/LC system for the
o ay analysis of samples of limited volume is demonstrated with the
‘ two-dimensional chromatogram of 2 single bovine chromaffin cell
‘ shown in Figure 6. The volume of a bovine chromaffin cell is in
' the order of a few picoliters. Despite this low sample volume,
there are several peaks in the chromatograim in Figure 6 that are
not atiributed to background peaks. Peaks present in the
background run are labeled as “B” in the chromatogram in Figure
6. The catecholamine content of single bovine chromaffin cells
has been studied previously and determined to be 150 fmol total
gini) are not in epinephrine and aorcpinephrine.” The concentration of most
oglobulin, when reduced amines present in a bovine chromafiin cell is unknown. The peaks

ong-dimensione! reversed phase liguid
of the porcne thyroglobulin separation
fluorescent signal at the same

should vield approximately in this chromatogram have not been identified as yet. Standard

. solutions of epinephrine and norepinephrine separated on this two-

g ensional chromatogram of porcine thyroglobulin dimensional system were found to elute in the dead time of the
shown in Figure 3 also reveals the high sensitivity of this two- anion exchange separaton dimension due to the lack of a net

negative charge on either of these analytes. Because both of these
chatecholamines are eluted in the dead time with other positively
charged amines they are not resolved adequately for qualitative
analysis.
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Figure 6. Two-dimensional chromatogram of the amine content of a single bovine chromaifin cell. Peaks labeled with a “B” are presentin the

background run.

DISCUSSION

The individual separation modes have been improved through
the implementation of microcolumns. The ‘ength of a chroma-
tography column is important because theoretical plate count
increases with column length. Microcolumns on the order of 1
m in length, unlike conventional columns. can be easily fabricated
and operated without appreciable band broadening. Micro-
columns are also better suited than conventional sized columns
for analysis of small sample volumes. This is due to the low
mobile phase volume of a microcolumn compared to that of a
conventional sized column of similar length. This low mobile
phase volume allows small sample volumes to be loaded and run
on a microcolumn without diluting the conlents of the injected
sample so much that it is difficult to detect. Furthermore, the
flow of mobile phase through both microcolumns has been

3282 Analytical Chemistry. Vol 67. No. 18. September 15, 1995

manipulated such that the system will operate without interruption
of flow. This is beneficial over systems based on stopped-flow
methods because interruption in the flow of mobile phase in a
chromatographic column will increase longitudinal band broaden-
ing, thus decreasing the resolution of the system.

The interfacing of the individual separation modes has focused
on the physical transfer of sample and mobile phase from the first
separation dimension to the second and on the timing of this
sample transfer. The most important aspect of the physical
transfer of sample is that all of the analytes eluted from the anion
exchange microcolumn are transferred to the reversed phase
microcolumn, thus improving sensitivity. The tagged fragments
that are eluted from the anion exchange column are diluted in a
makeup flow before being injected onto the second column. This
dilution serves two purposes. First, it increases the volume of



sample transferred from 82.5 nL to 1 ul, making the direct
coupling of the first and second columns more feasible with
commercially available electrically actuated valves. This coupling
i more feasible with the transfer of a 1 2L loop because valve 1
used In this work requires a minimum transfer of a volume of 0.5
L. This volume results from valve ports and the rotor slots that
turn within the valve, thereby changing the valve port paths. The
second advantage of the introduction of the makeup flow is that
it dilutes the high organic content of the anion exchange effluent
Fom 50 to 15% acetonitrile. This decrease in the percent
acetonitrile contained in the fused silica sample loop, coupled with
the increased hydrophobdicity introduced to each tagged amine
by the presence of the TRITC moiety, allows the sample to be
concentrated at the head of the reversed phase. This concentra-
tion enables a 3 uL volume 10 be loadec onto a column that has
a total mobile phase volume of 0.1 L.

The timing of the sample transfer from the first separation
dimension to the second separation dimension is critical to the
operation of the system. The flow rate of mobile phase through
the reversed phase microcolumn is controlled by twe factors. The
Grst factor is the minimum sample volume of 1 uL required by
the commercial valves. This loop volume of 1 4L as well as an
appropriate volume of liquid to flush residual sample from the
Toop must be loaded onto the reversed phase microcolumn. A
minimum flush volume of 2 L is required by this system to
prevent sample carry-over, so that a total volume of 3 1L must be
loaded onto the reversed phase microcolumn. In addition, the
systern is designed so that while the sample is loaded onto the
reversed phase column, mobile phasc from the anion exchange
column is diverted to waste. This loss of sample from the anion
exchange column must be kept small relative to the width of any
peaks that elute from the column. This means that the loading
time of the reversed phase column must be short. Aload time of
30 s allows adequate ime for loop transfer to the reversed phase
column without excessive loss of information from the anior
exchange separation. This requirement for 3 4L to be loaded
within 30 s dictates the need for a reversed phase mobile phase
Jow rate of 6 uL/min.

The second factor that determines the flow rate of the mobile
phase through the reversed phase column is the maximum
pressure the HPLC pump can supply. That is, typical HPLC
pumps are not operated above a pressure of 200 bar. The 3 cm
long, 100 um internal diameter microcolumn packed with 5 um
diameter packing material has a back pressure of 167 bar at the
flow rate of 6 xL/min. Thus, a mobile phase flow rate of 6 4L/
rin is near the maxirum flow rate the second column can be
operated at.

The flow rate of mobile phase through the anion exchange
raierocolums is determined according to the required flow rate

of mobile phase through the reversed phase microcolumn. This
is because the flow rate of the mobile phase in the anion exchange
microcolumn must be maintained such that the peaks eluted from
this microcolumn are wide enough to be sampled three times by
the reversed phase separation. When operated at a Jow rate of
6 ul./min, the reversed phase dimension requires a minimum of
150 s for an adequate gradient separation of biological amines.
This required 150 s run time when added to the required 30
second load time for cach reversed phase run dictates that peaks
eluted from the anion exchange dimension must be at least 9 min
wide in order 10 be sampled three times by the reversec phase
dimension. The anion exchange dimensicn must be run over 40
h in order to elute peaks of approximately 9 min peak widths.
The small injection volume of this system coupled with the
ability of this system to separate complex samples should allow
for practical applications. This has been illustrated in the two-
dimensional chromatograms of porcine thyroglobulin and of the
contents of a single bovine chromaffin cell. These chromatograms
contain a multitude of resolved biclogical amines. While the
amines are well separated, their identity is unknown. It would
be advantageous 10 employ a method of detection that could be
used to identify all peaks eluting from the reversed phase
separation dimension in real time. This could be accomplished
by coupling the two-dimensional system to a mass spectrometer,
Mass spectral detection could provide the molecular weight of
each separaled analyte. Molecular weight information would be
useful in the identification of fragments ol a protein where the
primary sequence is known. The identification of biological
amines found in a single bovine chromaffin cell such as dopamine,
tyrosine, and other amino acids and enkephalins and other small
peptides would be enhanced by mess spectral informatior.
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influence of Stationary Phase Chemistry on Shape
Recognition in Liquid Chromatography
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Molecular shape recognition is examined for a series of
Ci3 columns prepared using a variety of synthetic ap-
proaches. Mono-, di-, and trifunctional silanes are used
to prepare stationary phases through monomeric and
polymeric surface modification procedures, including an
approach employing self-assembled monolayer technol-
ogy. Shape discrimination properties of the columns were
investigated with various nonplanar, planar, and linear
polycyclic aromatic hydrocarbon solute probes. Chro-
matographic retention behavior is examined in the context
of recently proposed statistical mechanical “interphase”
retention models.

Retention behavior in liquid chromatography is influenced by
a wide variety of physical and chemical properties of both the
chromatographic system and the solute. The development of
retention models reflects an effort to describe the interaction
processes between the solute and the stationary and mobile
phases which are responsible for retention.”™* Differences in
separations that are commonly observed zmong supposedly
similar columns have been attributed to differences in silanol
activity,” carbon loading,’ substrate compositicn, stationary phase
morphology, and bonding chemistry.

For isomers and other solute classes with similar physical and
chemical properties, melecular shape can sometimes provide a
basis for separation. Parameters affecting shape selectivity have
been studied in some detail by our research group and others 471!
and reviews of shape selectivity have been presented 2 A few
trends can be summarized. Shape selectivity is enhanced by
increased phase loading, longer chain length bonded phase
ligands, reduced column temperature, increased organic modifier
composition in the mobile phase, and the use of polymeric phases.
The use of mobile phase additives such as cholesterol can also
influence shape recognition. However, shape selectivity differ-

ences are most strongly influenced by the type of surface
modification chemistry employed.

It has been recognized that certain Cyg columns provide
enhanced separations of structural isomers.!™® An early example
is provided in Environmental Protection Agency (EPA) method
610, for the determination of priority pollutant polycyclic aromatic
hydrocarbons (PAHs) from aqueous effluents.’” This method
specifies the use of a specific Cyy column. Although not recog-
nized ar the time, the unique properties of this column were the
result of the polymeric surface modification procedure used in
the synthesis of the bonded phase, since Cis columns prepared
using monomeric surface modification chemistry do not exhibit
the required selectivity characteristics and are unable to resolve
all of the components in the priority pollutant PAH mixture. In
general, better separations of PAH isomers can usually be

achieved by use of polymeric Cis columns than with monomeric
Cis columns.

The unique chromatographic properties of polymeric Cis
columns have received surprisingly little attention in the literature.
although procedures for the synthesis of polymeric stationary
phases were reported over ten years ago®i% and the columns
have been available commercially even longer. However, the
advantages offered by polymeric Cig columns toward isomer
separations are widely recognized by analysts involved in cnvi-
ronmental measurement of PAHs 20?1 as well as the separation of
carotenoid isomers.2-# Polymeric Cis columns have been largely
ignored outside of these specialties, perhaps hecause differences
in retention behavior are less dramatic for other classes of
compounds, compared with monomeric Cys columns. Compounds
not constrained to rigid conformations (i.e.. with free rotation
about single bonds) often exhibit similar retention behavior on
monomeric and polymeric Cis columns. For example, methylene
unit selectivity for alkylbenzene homologs is comparable on
monomeric and polymeric column types.®

(1) Mariire, D. E.; boc’m\ R.E.J. Phys. Chem. 1983, 87, 1045—-1062.
(2) Yan, C.; Martive, D. Phys. < , 54893504,

{3) Yan Martire, D. E. Anal Chem. 1992, 64, 1246—1253,

(4) DIl K. A. . Phys. Chem. 1987, 91, 1980—1¢
(5) Walters, M. J. J. Assoc. Off. Anal. Chem. 1987 /(i 465 469,
(6) Sander, L. C. V \(.S A. Anal. Chem. 1984,

G Sdn(lor L.Cs

,4:)7 461.
10y Cole, S. R: Dorsey. I. G. J. Chromatogr. 1993, 635. 177-186.
(12 Sentell, K. B.: Dorsey. 1. G. J. Chromatogr. 1989. 461, 193-207.
(12) Sander, L. C.; Wise, S. A. J. Clivomalogr. 1993, €56, 335-351
(13 Dorsey. 1. G.; Cooper, W. T. Aual. Chem. 1994, 66. 857A—867A.
>, 8. R Dorsey, J. G. 44th Pittshurgh Conjerence on Analytical Chemistry
and Applied Spectroscopy. Allanta, GA, 1994: Abstr. 1002.

3284 Analytical Chemistry, Vol. 67, No. 18. September 15, 1995

(15) Ogan, K. L; Katz, E. D. J. Chromatogr. 1980, 188, 115—127

(16) Amos, R. J. Chromalogr. 1981, 204, 469—478.

(17) EPA Test Method, Polynuclear Aromatic Hydrocarbons—Method 610
Environmental Protection Agency, Environmenial Monitoring and Su
Laboratory: Cincinnati, OH, 1982.

(18) Majors, R. E.; Hopper. M. J. /. Chromatogr. Sci, 1974, 12, 767778,

(19) Verzele, M.; Mussche, P. J. Chromaiogr. 1983, 254, L17~122.

(20) Dong, M. W,; DiCesare, J. L. J. Chromatogr. Sei. 1982, 20, 5175

(21) Fetzer, J. C.; Biggs, W. R, Jinno, K. Chromatographia 1986, 21. 439—442.

(22) Matus, Z.; Ohmacht, R. Chromatographia 1990, 30, 315-322.

(23) Epler, K. S.; Sander, L. C.i Ziegler, R. G Wise, 8. A Craft. N E. /.
Chromatogr. 1992, 595, 89—101.

(24) Leseliier, E.: Tchapla, A.; Krstulovic. A. M. J. Chromatogr. 1993, 645. 29—
39,

(25) Sander, L. C; Wise, S. A [4th International Symposium on Column Liquid
Chromatography Boston, MA, 1990; Abstr. P109.

pport

This article not subject to U.S. Copyright. Published 1985 Am. Chem. Soc.



Table 1. Reaction Conditions and Properties of Stationary Phases

coverage
silane silica solvent, vol reaction condi- % (/zm)ol/ oy, plates
functionality (g} silane (mL) time (h) tions carbon m?) e V) comments

monochloro 3.50 10.22 g xvlene, 100 23
menochlore 3.56 10.35 g heptane, 100 22
trichloro 694 10 mL heptane, 110 24
HMDS 3.55 10mlL xylene, 100 2

trichloro 35 10mL xylene, 100 4
dichloro 3.15 10mL xylene, 100 2

i 1
51 surface poivmerized?™# trichloro 3.61 10mL heptane, 100 22

surface poymeriz

7.2 prichloro 3.1 10ml heptane, 100 16
surface po'ymerized 3

dichlore 3.55 10 mL heptane, 100 17

>4 surface polymerized dichloro 31 10.3g heptane, 100 16
S5 surface polymerized trichlore 3.0 10 mL heptane, 100
36 surface polymerized triciloro 3.0 10mL heptane, 100

7 days
7 days

reflux 1245 3.51 1.82 73 2 mL of 2,61utidine added

ambient 11.88 532 1.78 humidified silica
ambient 7.77 2.03 143 6694 anhydrous
reflux 9.20 1.82 6024 M3 end capped

reflux  17.07 0.73 12238 0.5 mL of H,O added

reflux 15.10 148 9940 0.5 mLof [1,0 added
ambient 19.84 0.31 6009 humidified silica
19.90

ambient 19.54
ambient 17.31

17.37
ambient 17.67
ambient 21.90
ambient 38.09

0.34 humidified silica, replicate of 3-1
105 10360 humidified silica

1.04 humidified silica, replicate of $3
0.35 3423 72 ul ol H0 added
636 1l of H.O added

Recently Wirth and Fatunmbi reported a procedure for the
preparation of mixed alkyl ligand stationary phases with enhanced
hydrolytic stadility. ¥ The synthetiz approach is based on the
self-assembled monolayer research of Maoz and Sagiv¥® and
Wasserman etal® These research groups described the reaction
of humidified silica with octadecyltrichlorosilane (termed “hori-
zonal polymerization™ to yield surfaces with properties compa-
rable to Langmuir—Blodgett films. The surfaces were character-
ized by ellipsometry and X-ray reflection, and they were found to
have a thickness of 22.6-27.6 A% and a surface density of 21 +
3 &%/chain® Wirth and Fatunmbi viewed these surfaces as “much

100 dense for chromatographic applications”, and prepared instead
mixedligand stationary phases using propyk and octadecyltri-
chlorosilane with the intention of increasing the space between

individual Cy¢ chain NMR studies confirmed the spacing,
and chromatographic performance (.e., efficiency and selectivity)
was comparable to monomeric Cyg columns. Although Wirth and
Fatunmbi predicted that horizonal polymerization of octadecyl-
trichlorosilane would result in surfaces that could not be used in
liquid chromatography, we have utilized this approach for the
preparation of homogeneous self-assembled monolayer phases for
comparison to alternative bonding schemes. We have also utilized
difunctional silane reagents with both polymeric and selt
assembled monolayer modification approaches. Since cross
Lnking is not possible with difunctional silanes, the fype and extent
of surface modification can be expected to differ from polymeric
phases prepared with trifunctional silanes.

This work cescribes the preparation of Cys stationary phascs
by a variety of procedures utilizing mono-, di-, and trichlorosilane
reagents. A procedure utilizing homogeneous selfassembled
monolayer tecknology will be compared with more conventional
monomeric and polymeric syntheses. Selectivity characteristics
for each phase will be examined by use of shape-relevant PAH
probes, and retention behavior is discussed in light of recently
proposed retention models.

i, H. O. Anal. Chem. 1992, 64, 2783—2788,

Y 0. Anal. Chem. 1993, €5, 822—826.

. Colloid Inteiface Sci. 1984, 100, 465.

. Whitesides, G. M.; Tidswell, I M.; Ocko, B. M.; Perstan,
J. Ame. Chem. Soc. 1989, .

.8 RiTao, Y. T; Whitesides, G. M. Langmuir 1989, 5, 1074.

EXPERIMENTAL SECTION

Materials and instrumentation, Reagents were obtained
from the following sources: dimethyloctadecylchlorosilane, meth-
yloctadecyldichlorosilane, and octadecyltrichlorosilane from United
Chemical Technologies, Inc. (formerly Hiils America, Bristol, PA):
2,6-lutidine, biphenyl, 1,6-diphenyihexatriene, triphenylene, tetra-
phenylmethane, and triptycene from Aldrich Chemical Co. Inc.
(Milwaukee, WI); pyrene and 1,3.5-iriphenylbenzene from Fluka
Chemical Co. (Ronkonkoma, NY): o-terphenyl from Analabs, Inc.
(New Haven, CT); and pterpheny] from Eastman Organic Chemi-
cals (Rochester, NY). PAH isomers having a molecular weight
of 278 are from sources previously identified.* Standard Refer-
ence Material (SRM) 869, “Colamn Selectivity Test Mixture for
Liquid Chromatography”, was obtained from the Standard Refer
ence Materials Program (NIST, Gaithersburg. MD). HPLC grade
solvents were used in the chromatographic separations. All
reagents were used as received without further purification.

Silica used in the preparation of stationary phases was from a
single lot of YMC SIL-200-3 spherical silica (YMC, Inc., Wilm-
ington, NC). This silica has a nominal particle size of 3 “m, a
pore diameter of 200 4, and a surface area of 200 m?/g. Pore
diameter and surface area values determined by the manufacturer
for this lot of silica are 174 A and 200 m2/ g, respectively. Surface
coverage values were calculated from carbon determinarions,
which werc carried out by Galbraith Laboratories, Inc. (Knoxville,
TN). Commercial Cyg columns were obtained from the following
sources: Zorbax Cyy from MacMod Analytical Inc. (Chadds Ford,
PA), uBondapak C,, from Waters (Milford, MA), Cosmosil 5C18-P
from Nacalai Tesque (Kyoto, Japan), Phenomenex ODS (20) from
Phenomenex, Inc. (Torrance, CA), Beckman ODS from Beckman
Instruments {San Ramon, C4), YMC $5 60A ODS from YMC,
Inc., and Adsorbosphere HS C18 from Alltech Associates, Inc.
(Deerfield, IL). Separations were carried out using a fquid
chromatograph consisting of a reciprocating piston pump, auto-
sampler, and variable-wavelength ultraviclet absorbance detector.

Bonded Phase Synthesis. A variety of approaches were
utilized to prepare Cyy columns with different characteristics. A
summary of these stationary phases and their physical charac-
teristics is presented in Table 1. Monomeric and polymeric

(31) Wise, 8. A; Sander, L. C
Commun. 1983, 8. 248-
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Solution Polymerized

+ water— + CIgSIR -

Surface Polymerized

Figure 1. Diagram distinguishing two approaches to the synthesis
of polymeric stationary phases. Silane polymerization occurs in
solution or at the silica surface, depending on ths order of addition of
reagents.

syntheses were carried out using procedurss similar to those
previously described.® For all syntheses, silica was dried at 150
°C for 4 h under reduced pressure prior to use. At the completion
of each synthetic procedure, the modified silica was filtered and
washed with several portions each (~50 mL) of nonpolar and polar
solvents. A typical washing sequence was as follows: heptane
or xylene. acetone, methanol, water, methanol. and pentane.
Columns were slurry packed at 62 MPa (900 psi) using pentane.

Monomeric synthesis M-1 was carried out by adding silica to
a solution of xylene containing the silane. 2,6-Lutidine was added,
and the mixture refluxed for 23 h. Monomeric synthesis M-2 was
prepared in a similar fashion, except that prior to reaction, the
silica was equilibrated with humid air so that a layer of water was
adsorbed (termed “humidified silica™. To accomplish this, the
silica was placed in a sintered glass frit funnel and aspirated for
~3h. Using more sophisticated apparatus, Wirth and Fatunmbi?’
demonstrated that a steady state for the surface adsorbed water
is achieved within 2 h of exposure (see discussion below). No
reaction catalyst was used, and the reaction was carried out under
ambient conditions. Monomeric synthesis M-3 was carried out
using octadecyltrichlorosilane under anhydrous condition. Suf-
ficient silica was used so that at the completion of the reaction,
half of the material could be end capped for comparison (synthesis
M-4). The end capping reaction was carried out with hexamethyl-
disilazane.

The procedures developed for polymeric phase syntheses
summarized in Table 1 have been classified as “solution poly-
merized” and “surface polymerized” to distinguish how water is
introduced to initiate polymerization (see Figure 1). For solution
polymerization, water is added to a slurry of the silica containing
the di- or trichlorosilane. Polymerization occurs in solution, with
subsequent deposition onto the silica. Surface polymerization
describes a synthetic procedure in which water is added to dry
silica either through exposure to humid air or by direct addition,
with the “wet” silica introduced into a solution containing the
silane. Both procedures have appeared in the literature, %% and
are used by commercial column manufacturers. Recently, Wirth
and Fatunmbi described a procedure for adsorbing a monolayer
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hoa mixture of

e have used a

of water onto dry silica, followed by reaction
short and long chain length trichlorosilanes
variation of this procedure to coat silica with waler (syntheses
$1-54), as well as a different procedure for direct addition of
measured quantities of water to silica (syntheses and $6).

Synthesis P-1 was carried out by “solution polymerization”.’
The order of addition of reagents and application of reflux
influcnees the reaction, and the procedure is as follows. Dry silica
is dispersed in xylene and octadecyltrichlorosilane is added.
Water is added and the slurry mixed. Polymerization is allowed
to proceed at room temperature for 5 min. Finally, the slurry is
heated to reflux for 4 h. At the completion of the reaction. the
slurry is filtered while hot so that unbonded silane polymer
remains dissolved and can be removed by filtration and washing.
Synthesis P-2 was carried out in an identical manner. except
methyloctadecyldichlorosilane was used instead of octadecyl-
trichlorosilane.

Syntheses $-1 and $2 (replicate) were performed by “surface
polymerization”. Silica hydrated with an adsorbed monolayer of
water was dispersed in heptane, to which octadecyltrichlorosiiane
was subsequently added. The slurry was allowed to react at
ambient temperature, with occasional resuspension. Syntheses
$3 and $4 (replicate) were carried out under identical conditions,
except methyloctadecyldichlorosilane was used instead of the
trifunctional silane. Syntheses $-5 and S$-6 are surface polymer-
ization reactions in which an excess quantity of water (compared
to the amount required for monolayer coverage) was equilibrated
with the silica. A weighed quantity of dry silica was equilibrated
with humid air to achieve monolayer water adsorption. The silica
was again weighed and the mass of adsorbed water determined.
This mass was used as the basis for the addition of water in jarger
amounts. For synthesis $5. silica was equilibrated with a mass
of water equivalent to 2 times a monolayer coverage, and for
synthesis $6, 10 times this mass of water was used. Water was
added to the silica with mixing and sealed in a container for 24 h
prior to reaction.

RESULTS AND DISCUSSION

We have reported two approaches for the synthesis of
polymeric Cig bonded phases, distinguished by the order of
addition of water to the reaction mixture.’# In the first method
(solution polymerization), water is added to a solution containing
silica and a trichiorosilane. and the slurry refluxed.’ In the second
method (surface polymerization), water is added directly to the
silica and equilibrated prior to reaction. This “wet” silica is added
to a solution containing the trichlorosilane and the reaction
refluxed.% Columns prepared by this process exhibited poor
peak shape and low efficiency, whereas columns prepared by
solution polymerization exhibited performance comparable to
columns with monomeric bonding. We have observed that
surface coverage values in excess of ~6.5 umol/m’ are difficult
to achieve by solution polymerization, even with the addition of
relatively large quantities of water during synthesis.® By contrast,
surface coverage values can exceed theoretical limits for mono-
layers with surface polymerization reactions (see reaction S-6.
Table 1) and thus suggests the formation of muitiple layers.

(32) Sander.
(33) Sander
{34) Sander, L. C.
Grushi . Ca .
Vol. 25, pp 139-218.

S. A Crit. Rev. Anal. Chem. 1987, 1
Wise, S. A. J. Cliromatogr. 1984, 316,
Wise, S. A. Advances in Chromatogra
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Figure 2. Structures of solute probes utilized in the evaluation of
column shape selectivity.

[t is instructive to compare the separation of the compounds
in Figure 2 for sev commercial Cyy columns (Figure 3).
Separations were carried out under the same mohile phase
conditions; however, the figure is presented so that retention is
normalized to the lest component, 1.3.5-triphenylbenzene (time
scales remain correct). Even though absolute retention varies
by as much as a factor of 4 among the various cclumns, selectivity
for the probes remains remarkably constant. Sepzration of
oterphenyl and pyrene is achieved with only three of the columns.
$o differences do exist, but overall selectivity is best characterized
as similar rather than dissimilar.

Separations of the nine-component mixture arc presented in
Figure 4 for several of the columns listed in Table 1. The
chromatograms are ordered by increasing o @ values {top
to bottom). The values range from 0.31 to 1.82, indicating changes
in elution order of TBN and BaP with phase density. Tre
separation for coluinn M-1, monomueric Ciy, is very similar 1o the
commercial columns shown in Figure 3. It is not surprising that
these columnns have all been characterized as monomeric in nature
in previous studies (selectivity cocfficient o values range
from 1.8 to 2.1). Significant changes in selectivity are apparent
among the columns represented in Figure 4. The elution behavior
of the last four components is of particular interest. A trend can
be observed if the rctention of the bulky solutes [tetraphenyl-
methane (TPM) and 1.3 5+triphenyvlbenzene (TPR)] is compared
with the retention of the extended solutes {p-terphenyl and 1,6-
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Figure 3. Separation of the nine-component shape selectivity
mixture on commercial Crg columns. Mobile phase composttion, 80
40 acetonitrile/water.

diphenylhexatriene (DPHT)]. Retention of T PM and TPB de-
creases relative to p-terphenyl and DPHT, with decreasing values
of o/ (increasing shape selectivity). Similarly, the absolute
retention of pterphenyl and DPHT is observed to increase with
decreasing Grax/mer- This change in retention is continuous, and
at various intermediate points (e.g., columns P-2, $3 and P-1),
the elution order of these four compounds changes. Pyrene and
o-terphenyl are separated on all columns except the monomeric
column, and the elution of biphenyl and triptycene is unchanged
on all of the columns.

The retention behavior observed for the columns in Figure 4
can be discussed in terms of rccently advanced models of
retention. Martire and co-workers describec a model of solute
retention based on statistical thermodynamics.'® This model is
intended to describe the retention of rigid “blocklike” molecules
such as PAHs on ordered stationary phases. Retention depends
on repulsive and attractive contributions of the stationary and
mobile phase species with the solute molecules and can be
expressed in terms of state variables and molecular parameters.
Solute parameters include the effective contact area, the van der
Waals volume, and the minimum cross-sectional area. This theory
predicts that in liquid chromatography shape selectivity should
increase with increases in stationary phase order (le. chain
straightening and lengthening). The following order for shape
descrimination among solules is predicted: rods > plates >
flexible chains. An empirical “slot model’ of retention was
advanced by Wise and Sander based on the retention behavior of
planar and nonplanar PAHs.*' In this model, the stationary phase
is represented as consisting of a number of slots into which solute
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molecules penetrate during retention. For slots of finite size,
planar solutes penetrate more slots and will be retained in
preference to nonplanar solutes, which are excluded from the
slots. By similar reasoning, long narrow molecules with large
length to breadth ratios (L/B) will be retained in preference o
square molecules.

Both the rigorous treatment of Martire et al.! 4 and the
empirical model of Wise and Sander®! are descriptive of the trends
observed in Figure 4. For the solutes utilized in the test mixture,
DPHT has the largest L/B ratio (2.6), and unlike biphenyl and
p-terphenyl, DPHT is planar. DPHT elutes last for the most
densely loaded columns (S-1, P-1), but elutes earlier on the less
densely loaded monomeric column (M-1), as might be expected
on the basis of its molecular weight. TPM elutes relatively early
on the densely loaded columgs, which is in accord with its overall
“globular” shape. Apparently greater interaction of TPM with the
stationary phase results from wider interchain spacing, as with
columns M-1 and P2, and TPM has increased retention. It is
interesting to note that the bulky and rigid solute triptvcene elutes
early with all of the columns, perhaps indicating poor interaction
with even relatively widely spaced alkyl chains of the monomeric
column M-1. The models of Martire et al. and of Wise and Sander
provide logical explanations of the observed trends: bulky solutes
elute before planar species, and long, narrow solutes elute after
square-shaped species.

Several columns not included in Figure 4 deserve comment.
Separation of the nine-component test mixture for the end-capped
column M-4 was nearly identical to the monomeric column M-1.
We have observed that end capping has little effect on shape
recognition for nonpolar solutes.’? Two of the syntheses were
repeated 1o give an indication of the reproducibility of the
procedures. Also, the carbon values for S-1 and S3 represent
duplicate measurements of the same sample, submitted for
analysis over a 2-month interval. As indicated in Table 1, columns
S-1 and $2 and columns $3 and 4 have nearly identical percent
carbon loadings and oum/ner values. This is a good indication
that the silica “hydration” step is not a critical parameter (or at
least is not difficult to reproduce) in the surface polymerization
reactions.

Column $5, prepared by surface polymerization with silica
equilibrated with a 2-old excess of water (compared to monolayer
coverage), exhibited very poor chromatographic performance.
Peak tailing was severe for each of the nine solutes, and absolute
retention for all of the compounds was significantly reduced. A
column could not be prepared from the bonded silica from
synthesis $-6 due to complete blockage (i.e., loss of flow) during
packing. In general, peak shapc appears to be degraded for the
most heavily loaded stationary phases (3-1. 5-5) and is most severe
for strongly retained solutes, particularly with large L/B values.
The origin of this effect needs further study; however, the trend
would appear to indicate reduced mass transfer and/or overload-
ing of extended solutes within densely loaded stationary phases,
NMR and neutron scattering studies have indicated that the
mobility of segments of immobilized alkyl chains increases with
the distanice from the silica surface®# and with decreasing bonded
phase density.#* Diffusion within high-density bonded phases
may be reduced compared with more conventional stationary

(39) Sindorf, D. W.; Maciel, G. E. J. Am. Chewn. Soc. 1983, 105, 1848—1851

(40) Beaufils, J. P.; Hennion, M. C.; Rosset, B. Anal. Chem. 1985, 57, 2595—
1596,

(41) Gangoda. M. E: Gilpin, R. K. J. Magn. Reson. 1983, 53, 140—143.
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acetonitrile/water,

phascs, resulting in peak zailing for highly retained solutes. The

= 12258) Cy; columns are comparable (N is the number of

efficiency of monomeric (M-1, N = 9473) and polymeric (P-1, N

theoretical plates, determined from the peak width at half-height
for triphenylene). These columns are similar in performance to
conventional monomeric and polymeric Cis columns from com-
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mercial sources. This is contrary 1o numerous argliments that
have been advanced against polymeric Cig columns, ie., that
polymeric Ciy columns are inefficient due to poor mass transfer
characteristics of the polymeric stationary phase. These argu-
ments are widely professed without the support of data. Since the
thickness of typical polymeric Cys stationary phases is comparable
to monomeric Cyg stationary phases, mass transfer should not be
appreciably different between the two stationary phase types based
on differences in stationary phase thickness. The differences in
chain mobility determined through NMR experiments for these
two phase types* do not appear tc be sufficient to significantly
affect column efficiency. A similar NMR experiment for homo-
geneous octadecy! selfassembled moneclayers would provide
additional insight.

An additional comparison of differences in column selectivity
is shown in Figures 5 and 6 for the separation of PAH isomers
having 2 molecular weight of 278. PAH isomer mixtures are
commonly utilized to illustrate differences in shape discrimination
since better separations are usually possible with shape-selective
columns.“# The separations in Figure 5 were all carried out

(42 Albert. K.: Evers, B.: Bayer. . /. Magn. Resor. 1985, 62, 428—436.
(43) Fatunmbi, H. O.: Bruch, M. D.; Wirth, M. J. Anal. Chem. 1993, 65, 2048—

. Sander, L. C.: Lapouyade, R: Garrigues, P. J. Chromatogr. 1990,
4 111*1‘)2

S. A; Sander, L. C Chang. H. Markides, K. E; Lee, M. L.
matographia 1988, 3480
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under the same conditions, while for Figure 6. mobile phase
strength was varied to increase retention on columns with a
reduced carbon loading. Significant differences in absolute
retention are apparent among the columns, and little separation
of the isomer mixture is possible for the monomeric Cy column
(M-1). Better separations are possible for columns with increasing
surface coverage (and decreasing selectivity coefficient oy
The use of weaker mobile phase compositions (Figure 6) did not
appreciably affect column shape selectivity toward the isomer
mixture.

Tt is interesting to compare columns P-1 (solution polymerized.
trichlorosilane, 17.1% carbon) and $3 (surface polymerized.
dichlorosilane, 17.3% carbon). The separations in Figures & and
6 for these columns are quite different, yet the carbon loadings
and resulting surface coverage values are very similar. Even if
the stationary phase loading difference of 0.2% carbon is signifi-
cant, the trend is opposite that expected, namely, increasing shape
recognition and decreasing orsn/sep With increasing phase loading.
The fact that columns $-3 and P-1 have nearly identical carbon
loading but exhibit significantly different chromatographic reten-
tion behavior suggests different alkyl chain organization exists
between the columns. Two stationary phases with the same
carbon loading might exhibit different selectivity if the alkyl chains
are spaced differently. A uniform ligand distribution would result
in larger interchain spacing than for isolated clusters of ligands.*®
This idea was first proposed by Lochmiiller and Wilder, who
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described the isolated clusters as liquid droplets.’” This model
is not unreasonable for sclution polymerization, for which silane
polymers form in solution and are deposited on (and ultimately
hoaded to) the silica surface {see Figure 1). The distribution of
figands for swiace polymerizadon reactions may be more uniform
due to the initial monolayer of water on the silica surface.

A comparison of the absolute retention for various solutes on
the different columns provides further insight into solute retention
mechanisms. The retention model of Dill* predicts that sohite
retention will increase with stationary phase ligand density to a
point, and then at higher ligand densities, retention will decrease
as the “energetic cost” of creating a cavity for the solute in the
stadonary phase becomes large. This retention behavior was
observed experimentally by Sentell and Dorsey* for a series of
monomeric C:; phases with stationary phase loadings of 1.6—4.1
wmol/m?. Surface coverages of monomeric and polymeric col
umns in Table 1 span a wider range. namely, 2.03-7.44 umol/

{16) Lochmi
1983,

3 1

{. Has Cotborn, A S.; Hunnicuit. M. L Earris, . M. Anal. Crem,
348,

L H. Wilder, D. R J. Crromatogr. Sci. 1979, 17, 574-579.

{ B Dorsey, |. G. Anal, Chem. 1989, 61, $30—934.

&

m? Plots of £’ vs swface coverage are shown in Figure 7 for
solutes listed in Figure 2. This plot is not directly comparable to
the research of Sentell and Dorsey since &’ is plotted rather than
the partition coefficient X (determination of X requires knowledge
of the phase ratio, which is controversial for polymeric stationary
phases). In spite of this difference, the fact that a maximum in
k7 is observed supports the retention model of Dill and is in
agreement with the findings of Sentell and Dorsey.*® It is perhaps
more interesting to examine trends in retention suggested by
these data. If the curves in Figure 7 are examined carefully, it is
apparent that maximum retention occurs at different surface
coverage values for different solutes. Several solutes exhikit
maximum retention at or near 4 ymol/m?, whereas other solutes
exhibit a maximum at much higher phase loadings. Bulky solutes
such as TPB, TPM and o-terphenyl are examples of solutes for
which maximum retention is observed at lower surface coverages.
Extended solutes such as DPHT and p-terphenyl exhibit maximum
retention at much higher phase loadings approaching 7 umol/

(49) Seniell. K. B.: Barnes, K. W_; Dorsev. I. G. . Chromatogr. 1988,
104.
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m? This retention behavior might be expected on the basis of
interchain distances. Bulky solutes should require larger inter-

3292 Analytical Chemisiry, Vol. 67, No. 18, September 15, 1995

chain spacing for partitioning within the stationary phase com-
pared with planar or linear solutes.! The retention of bulky
molecules is reduced for stationary phases with high surface
coverages due to the higher energetic cost of cavity creation
compared with planar or linear molecules. As the space between
bonded alkyl chains decreases, solute/stationary phase interac-
tions are favored for extended and linear solutes.
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Kinetic fluorescence detection (KFD) was employed to
determine the concentrations of two overlapped compo-
rents after a thin-layer chromatographic (TLC) separation.
Two amine acids, glycine and glutamine, were used as
model analytes. These species exhibited very similar
retardation factors (R)) under our experimental condi-
tions. Areaction that produced a fluorescent product was
performed subsequent to the separation. The reaction
can be described by the following scheme: amino acid +
OPA — fluorescent product - nonfluorescent product,
Here OPA stands for o-phthalaldehyde. The kinetic
profile of the veaction was monitored with a charge-
coupled device camera by taking sequential images of the
aralion medium after the reaction starts. A direct
trilinear decomposition (TLD) method was used Lo analyze
the resulting third-order data that consist of fluoresconce
intensities as a function of elution distance, reaction time,
and sample number. This approach was used to deter-
mine the initial concentrations of the two overlapped
components based on the different kinetics and retention
exhibited by these species. This paper discusses the
Iinetic approach and the applicability and limitations of
the direct tvilinear decomposition (TLD) method using
both synthetic and experimental data. Efforts to optimize
the experimental conditions are also reported. The major
focus of this work is to explore the application of this novel
kinetic fluorescence detection method for TLC separations
(TLC-KFD) combined with the TLD data analysis method.

Hyphena

ruments have seen increasing applications in
laboratories in the past few vears. These
such as liquid chromatography-UV diode array
D). gas chromatography/mass specirometry
d excitalion/emission fluorescence have been used
rtant analyses. A two-dimensional matrix can be
ch sample from these hyphenated or second-crder
on the twe-dimensional data, calibration in the
sence of Jll\FO\\N interferents can be performed, which is
impossible for zero- or firstorder methods. This is the so-called
“second-order advantage™.” Chemometric methods, such as the
generalized rank annihilation method (GRAM) and the direct

analytical
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trilinear decomposition (TLD) method.? have been developed to
extract useful information from the data obtained from second-
order instruments. These chemometric methods allow taking the
second-order advantage, and they have been utilized to solve
several practical problems.” ¥ The present work was dedicated
to the evaluation of a novel second-order technique combined with
a chemometric method and the application to a chemical problem.
in which uncharacterized interferents or background components
contribute to the measured response.

Kinetic fluorescence detection subsequent to thinlayer chro-
matographic separaticn (TLCIKFD) provides a second-order
analytical method? A two-dimensional data array. which is
represented as fluorescence intensities as a function of elution
distance and reaction time, is obtained for each sample. Combina-
tion of the data matrices from several samples constitutes a third-
order data array. The TLD method can be used to analyze the
third-order data and provide estimares for the real physical factors
that underlie the data. In the case of TLC-KFD, the real physical
factors are the retention, kinetics, and composition for each
component. This approach allows the determination of overlapped
species afler TLC separation in the presence of unknown inter-
ferents.

To test the feasibility of this general analytical approach, two
amino acids. glycine and glutamine, were chosen as model
compounds. These two species demonstrate similar retardation
factors in TLC under our separation conditions. After TLC
separation, the species on the separation medium undergo an in
situ reaction with o-phthalaldehyde (OPA). The reaction scheme
is
amino acid + OPA -~ fluorescent product —

nonfluorescent product

R. [ Cheiiom. 1990, 4, 2945,
'IJE]M. L.J. Fherm., Biomed. Anal, 1991, 9. 543+

stein, J. E. Hamiflion, ],
L B R Anal. Chem. 1994,

in, 7. Wang. Z.: Kowa
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The mechanism of this reaction as it occurs in solution has
been investigated by several workers™!! and can be approximately
described by a consecutive frstorder reaction model The
formation and decay of the intermediate fluorescent product (Ao
= 366 nm, A = 440 nm) was monitored with a charged-coupled
device (CCD) camera by taking sequential images of the TLC
plate. A third-order data array {or this experiment was obtained
by stacking the sequential chromatograms of all the samples along
the reaction time coordinate. Therefore. the three-way data
consisted of the fluorescence intensities as a function of elution
distance, reaction time, and sample number.

Both GRAM and TLD methods are useful for analyzing data
matrices obtained from hyphenated instrumentation. However,
GRAM is restricted to the use of only one standard and one
mixture sample at a time. TLD can be used to process a third-
order data array which consists of two-dimensional data matrices
for several samples (standards and unknowns) simultaneously.
Therefore, more precise solutions can be obtained by the signal
averaging of multiple calibration standards that occurs when TLD
s used. In order to use TLD, the three-way data should ohey
the trilinear model described in the equation?

N
Ry = EX Y7t By ®

where Ry represent the elements of 2 third-order data array, which
are the fluorescence intensities as a function of retention, reaction
time, and sample number, and £; indicates the error contribution.
In our case, the X, Y, and Z are matrices describing the retention,
kinetic, and relative sample composition behavior for each pure
component, and each represents a real physical or chemical factor.
It has been found that a unique factor analysis decomposition,
i.e., a unique solution to X, Y, and Z, can be achieved, given the
array R, when the following assumptions are valid: the physical
or chemical factors are linearly independent in at least two orders
(e.g., X and Y) and not identical in the third order.?

EXPERIMENTAL SECTION

Nine 500 nL samples containing the amino acids glycine and
glutamine (Sigma Chemical Co., St. Louis, MO) in the concentra-
tion range of 2.5—10 mM were applied to a nonfluorescent, scored,
silica gel TLC plate (Catalog No. 4805-411; Whatman International
Ltd., Clifton, NJ) using a 2.0 uL syringe (Hamil:on Co., Reno, NV)
and a TLC spotter Model PSO1 (Desaga, Heidelberg, Germany).
The plate was dried at 100 °C in an oven, and was subsequently
developed using a mobile phase of 1-butano. (Sigma)/acetone
(Sigma) /acetic acid (J. T. Baker Inc.. Phillipsburg, NJ)/deionized
water (7:7:2:4). The development was carried gut in a “sandwich™
type chamber. After development for 15 min. the plate was air-
dried in the hood for 5 min, followed by oven drying at 100 °C for
10 min. The plate was then dipped in a 0.05% (w/v) solution of
o-phthalaldehyde (Calbiochem Co., La Jolla, CA) in methanol (EM
Science, Gibbstown, NJ), which contained 0.2% (v/v) 2-mercap-
toethanol (J. T. Baker Inc.) and 0.09% (w/v) Bri}-35 (Eastman

(10} Yoshimura. T.; Kamataki.
135,

{11) Yoshimura, T
164. 132

Miura, T. Aral. Biockem. 1990, 188, 132-

Kaneuchi, T.: Miuvra, T Kimur, M. Anal. Biochem. 1987,
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Kodak Co., Rochester, NY),'* and the plate was immediately
removed and placed on the imaging stand (Camag, Muttenz,
Switzerland) and illuminated with 366 nm light. The CCD camera
was a Star [ camera system (Photometrics, Tucson, AZ). Images
were obtained at 2 min intervals, with integration performed for
30's. The pixels spanning the complete width of each lane (usually
38 pixels/lane) were summed, and the data were represenied as
the total fluorescence intensities as a function of elution distance.
Hampton and Rutan described this experimental setup in more
detail, as it applies to the detection of fluorescent products
produced by enzymatic acticn, after separation of enzymes via
gel elecirophoresis.™® Data were obtained for 9 different sample
lanes, and for 40 time intervals during the reaction. providing an
87 (pixels, elution distance) x 40 (images. reaction time) x 9
(sample number) third-order array of intensity values. These
original experimental data were corrected to eliminate the effects
of dark current, uneven illumination, and variation in sensitivities
among the pixels, using a dark image and a flat fieid image. The
flat field image was generated by imaging a TLC plate doped with
a green fluorophor and illuminated at 254 nm. This procedure
has been explained in detail by Hampton and Rutan.™

The corrected data array (R) was input jnto a program written
in MATLAB (The MathWorks Inc., Natick, MA), based on the
TLD method described by Kowalski? The resulting X, Y. and Z
data matrices describe the retention and kinetic behavior, as well
as the relative composition, in each sample for each individual
pure component.

In the backgreund study, reflectance spectra were obtained
using a UV/visible spectrophotometer (Shimadzu Model UV 265).

RESULTS AND DISCUSSION

In the preliminary experiments, the images were taken without
a bandpass filter in front of the CCD camera. It was found that
the background varied with time during imaging and that the
measured signals were dominated by the background. This
phenomenon has been observed with TLC plates from different
sources. Therefore, the kinetic differences between the two amino
acids were overwhelmed by the large, varying background signals
and could not be adequately resolved from the experimental data.
This led to a careful examination of the background factors, which
led to the development of the optimal detection conditions.

Background Study. The purpose of this study was to
evaluate the different parameters controlling the background
contribution to the overall signal. Factors considered included
the use of a bandpass filter (centered at 450 nm with fwhm = 25
nm, S$25-450-R-H840; Corion, Holliston, MA), the effects of the
wetting degree of the TLC plates, interferences due to the diffuse
reflection of the silica surface and the glass stage underneath the
TLC plate, and fluorescence due to the glass substrate supporting
the silica gel layer. The major contribution comes from the diffusc
reflection due to the silica gel. A TLC plate was divided into six
regions, as illustrated in Figure 1. Black paper was placed
underneath the right half of the TLC plate, and the bottom half
of the TLC plate was dipped into methanol before imaging.
Regions 3 and 4 were the bare glass substrate without silica gel.
Forty images were taken of the TLC plate with an integration time
of 17 s, and at an interval of 2 min. The experiment was done

(12) Schiltz. E.; Schnackerz, K. D.; Gracy, R W. Anal. Biochem. 1977, 79, 33~
41.
(13) Hampton, R. S.1 Rutan, S. C. Aral. Chem. 1993, 55, 8%4—899.



black paper underneath

silica gel removed

wet with methanol
Figure 1. Six regions of the TLC plate evaluated in the background
study.

?ab%e 1. Signals from Different Regions in the
Background Study

mean signal

region no.¢ without filter with Glter
1.04 x 10° 108
1.01 x 10° 29
6.18 x 10t 267
1.79 % 10 26
1.07 x 10° 150
2.40 x 19 70

% b. black paper underneath his region; w, wet with methanol before
imaging: ns. no silica.

twice. one with the bandpass filter in front of the CCD camera,
and one without it. All the images were corrected in the same
manner as the actual experimental data using a dark image and
a flat field image. The digital signals were summed across 38
pixels over the width of a sample spot and then a mean value and
a standard daviation were calculated for each region using 30
pixels along the y direction.

The mean signals of the background from the different regions
at the end of the imaging process are summarized in Table 1. It
is observed that the bandpass filter reduces the detected signals
by more than 99.9% in all cases. This value is consistent with the
transmittance of the bandpas filter at 366 nm. On the other hand,
the signals listed in Table 1 were obtained when the wet regions
were alimost dry. Therefore, it is concluded that the detected
signal is mainly from the diffuse reflection of the incident
illumination (366 nm) from the silica gel and that the bandpass
fler suppresses this reflected light significantly. The diffuse
reflection from the silica gel dominates the detected signal when
n¢ bandpass filter is placed in front of the CCD camera.

Regions 3 and 4 had no silica gel on the glass substrate.
Therefore, the difference between the signals from regions 3 and
4 should be due to the effect of the glass stage on which the TLC
plate stays dusing imaging. Itis seen that region 4 (where black
paper prevents the excitation light from reaching the glass stage)
showed significantly lower intensities than region 3 (70% reduction
in signal intensity without the filter; 90% reduction in signal
intensity with the filter). That means that the glass stage
contributes significantly to the background intensity, and the black
paper underneath the TLC plate eliminates this factor effectively.
However, the signal intensity of region 3 relative to that of region
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Figure 2. Diffuse refieciance spectra of the TLC plate under (a)
dry and (b} wel condiiions.

4 for with filter is higher than that without the filter. The possible
explanation is that the glass stage has two effects: reflection of
the exciting radiation at 366 nm and fluorescence at a higher
wavelength that is closer to 450 nm. Comparing regions 1 and 2
and 5 and € leads to the same conclusion. Under conditions when
the filter is not present, the intensities from regions 2 ard 6 are
just slightly lower than those of regions 1 and 5, respectively. The
reason is that, without the filter, the diffuse reflection due to the
silica gel dominates the detected signals. The effects of the glass
stage were not detected. However, with the filter, the ﬂuomscence
contribution from the glass stage becommes significant, since most
of the reflected light contribution is effectively rcmoved. This
can be seen by comparing regions 1 and 2, and 5 and 6 with the
filter present.

The effects of wetting the silica gel with methanol (the solvent
used to introduce the OPA reagent) can be observed by comparing
regions 2 and 6 under both filter conditions. Regioas 2 and 6
had black paper underneath, and the contribution of the glass
stage to the background signal was removed. When the flter
was not used, region 6 gave lower intensities than region 2. This
is because diffuse reflection is the major background contributor
in this case, and welting the silica gel decreases the diffuse
reflection. However, in the case with the filter. region 6 showed
a significantly higher signal than region 2. A plausible explanation
is that the wet region 6 fluorcsces at a wavelength close to 450
nm. Therefore, it is concluded that wetting the TLC plate has
two effects. First. the diffuse reflection due to the silica gel is
reduced, and hence, the transmitiance of the incident light is
increased (366 nm). This explanation was confirmed by measur-
ing the diffuse reflection due to the silica gel under dry and wet
conditions. Tigure 2 shows the reflectance vs wavelength for a
TLC plate under dry and wet conditions. It can be seen that the
reflectance is lower under wet conditions as compared with dry
conditions overall. Second, the ransmitted light induces fluores-
cence of the glass, and the wet silica gel also allows this
fluorescence emission to be transmitted and detected by the CCD
camera. The TLD results shown in the subsequent section
support this interpretation.

One of the goals of this study was to optimize the detection
system in order to minimize the background contribution. Rased
on the above discussion, the black paper underneath the TLC plate
and the bandpass filter successfully eliminated the effects of the
glass stage and minimized the diffuse reflection due to the silica
gel. In fact, regions 2 and 6 represent the signals obtained under
the aptimal conditions. Note that the intensitics listed in Table 1
represent the sum of intensities from 38 pixels. Therefore, under
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Figure 3. Background factcrs: () total background signal; (b) glass
fiuorescence signal; and (c) diffuse reflection due o the sifica gel.

optimal conditions, the mean background signal detected by each
pixel is only a few counts.

This study was also aimed at understanding the time-dependent
background variations observed in the preliminary experiments.
Curve a in Figure 3 represents the kinetic curve for a wet region
under optimal conditions (black paper on the glass stage, and
bandpass filter). Note that the extent of wetting of the silica gel
changes with time due to evaporation. Itappears that this kinetic
curve can be decomposed into two factors, represented by curves
b anc ¢. A plausible model is that curve b is caused by changes
in detected fluorescence due to evaporation of methanol, and curve
¢ is the diffuse reflection due to the silica gel. The diffuse
reflection increases as the wetting degree of a TLC plate
decreases. During imaging, the wetting degree Cecreases because
of evaporation. Therefore, curve ¢ is assumed to represent this
changing factor. As discussed above, the fluorescence from the
glass substrate can not be removed since this background
fluorescence wavelength is close to the emissicn maximum (440
nm) of the products monitored during the reaction between amino
acids and OPA. Moreover, this fluorsscence intensity varies with
the degree of wetting. When the TLC plate becomes completely
dry. no fluorescence is seen. Therefore, curve b represents this
factor. This fluorescence is therefore not a serious interference.
Although other fluorogenic derivatization reagents could be used
to shift the detected signal away from this interference, the OPA
derivatives used here provide us with the best chance of observing
the different reaction rates required for kinetic resolution of
overlapped zones.'™"? Note that the variations in both back-
ground factors discussed above are relared to wetting. They
cannot be removed since the reaction between amino acids and
OPA has to be carried out under wet conditions on the TLC plates.
This requirement has been confirmed experimentally. On the
other hand, cvaporation during imaging is unavoidable. The
evaporation process is hard to control and may vary from one
experiment to another. Therefore, the background kinetics may
exhibit slightly different profiles from Figure 3, but the overall
Kinetic trend for the background is always similar to curve a in
Figare 3. However, this variable background does not prevent
us Tom applying the TLC-KFD method to this specific system,
since the chemometric method, TLD, has the capability of
resolving the varying background factors from the analyte signal
as long as the background factors are relatively consistent in
behavior in all the sample lanes for one experiment. Mathemati-
cally, the TLD algorithm treats the changing background factors
as additional components. An understanding of the background
factors is very helpful in interpreting the output from the TLD
algorithm.
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Figure 4. Experimental data for a representative mixiure sample.

Experiments with Amino Acids. The experimental proce-
dures were as described in the Experimental Section, but the
detection system was optimized as described in the previous
section with the bandpass filter in front of the CCD camera and
the glass stage covered with black paper. Figure 4 shows a
representative data matrix from a TLC-KFD experiment obtained
for a single sample, expressed as fluorescence intensity as a
function of elution distance (pixel number) and reaction time
(min). For each experiment, nine samples were applied to the
TLC plate. Therefore, a three-way data array can be constructed
from these nine data matrices. Analysis of the three-way data
array using the TLD algorithm yields three two-dimensional
matrices, X, Y, and Z, as shown in Figure 5. These profiles
describe the chromatographic behavior, kinetics, and relative
contribution of each physical component, respectively. For our
experimental data, it was found that the best results (i.e., the most
chemically reasonable) were obtained when four components were
assumed to be present. These components were identified as
being due to the two background components. and the products
of the glycine—OPA, and glutamine—OPA reactions. respectively.
This interpretation was based on our understanding of the
background factors and observation of the kinetic and elution
behavior of the pure samples. Both glycine and glutamine were
observed to react with OPA to form an intermediate fluorescent
product, followed by a decay process. Glycine demonstrated faster
reaction kinetics than glutamine. On the other hand, glycine was
retained more than glutamine on the TLC plate under our
separation conditions. The retardation factors (R for glycine and
glutamine are 0.33 and 0.35, respectively.

Calibration was performed using the two-dimensional matrix
depicted in Figure 5C. Both the actual (standard) concentration
and predicted concentration (from a linear Jeast squares fitj for
each sample are listed in Table 2. Small concentrations for
glutamine in samples 1-3. and glycine in samples 4—6 were
“predicted”, when actually their concentrations should be zero.
That is attributed to the experimental noise and the similarity of
the kinetic and elution behaviors between glycine and glutamine.
A summary of the calibration results from three different experi-
ments is shown in Table 3. Experiments la and 1b were
performed on the same day, and experiment 2 was done on 2
different day. It can be seen that the reproducibility of this
experiment is adequate, but the accuracy and precision of the
concentration prediction are only moderate. The reason may be
that the two amino acids have relatively similar kinetic profiles
and their elution distances are extremely close. In fact, their
elution distances differ by only 5 pixels (0.7 mm on the TLC plate).
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The resolution of the TLC chromatographic separation can be seen
by comparing the chromatograms shown in Figure 6A—C.
Generally, the prediction for the glitamine concentration is more
accurate than for glycine. This may be due to the kinefic similarity
of glycine with one of the background factors. Another reason
may be that the reaction kinetics for glutamine are slower than

Table 2. Calibration of Glycine and Gluiamine
Concentrations Using TLD

glycine (mm) glutamine (mm)

sample no. actual predicted actual predicted
1 10.0 ¢ 0.8
2 5.0 ¢ 0.1
3 2.5 ¢ 0.0
4 0 10.0 0.2
5 0 5.0
6 0 2.5
7 5.0 5.0
& 2.3 25
g 4.0 6.0

Tabie 3. Relative Standard Deviation {(RSD) of the
Slopes of the Calibration Curves for Glycine and

Glutamine

% RSD
expt no. glycine glutamine
la 9.7 2.2
1b i1 12.8
2 11 7.1
A
4000 Glycine
2000 - t=20 min T
0 - - R— _
0 50 100
B
4000
i Giutamine
2000 1 t =20 min
0 = s - . -
0 50 100
Fluorescence
Intensity ¢
4000 e -
2000 . t=20min N
[0 .
c 50 100
D
4000 e !
2000 t=2min l
0= = : -
0 50 100
Pixel Numbe~

Figure 6. Chromatograms cf (A) glycine at 1= 20 mir, (B, gluzamine
at t= 20 min, (C) glycine/glutaming mixture at t = 20 min, and (D)
glycine at ¢ = 2 min, where the arrow incicates the impurity.

those for glycine. Therefore, the kinetic data for glutamine span
alonger time period and provide more information than the kinetic
data for glycine.

Another problem with these experiments was that each sample
spot had an extra spot appearing on the plate directly above the
main spot. These extra spots exhibit relatively low fluorescence
intensities and disappear within 10 min after the reaction starts.
The chromatogram shown in Figure 6D is a chromatogram of
glycine after only 2 min of reaction time, where the arrow points
out the impurity. This may be another reason for POOT accuracy
in concentration prediction. Efforts have been put into identifying
the source of these extra spots. Originally, these extra peaks were
thought to be caused by the dipping process. Dipping was
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performed along the mobile phase elution direction. This may
cause migration of the sample spots on the TLC plate during the
dipping process via a mechanism similar to the development of a
TLC plate. Therefore, dipping the plates perpendicular to the
mobile phase direction and dipping horizontally were also tried.
The extra peaks showed up as before in these two experiments,
so that the dipping method does not account for these spots. Other
potential causes, such as the impurity of reagents, the presence
of the preabsorbent band on TLC plates, and the type of
development vessel have also been evaluated. Freshly purchased
amino acids from Lancaster, as well as recrystallized samples, were
tested. Application of the samples above the preabsorbent band,
and the use of a fullsized developmen: tank instead of the
“sardwich™type development chamber (which was used in our
experiments generally), have also been tried. It was found that
the extra bands showed up in all of the above =xperiments. The
source of these bands remains an unresolved problem.

The TLC-KFD experiment was also performed with one pure
sample of glycine and glutamine, and seven mwixtures, as well as
two pure samples of glycine and glutamine, plus five mixtures. It
was found that when only one pure sample of each kind was
present, the TLD results were very poor, but when two pure
samples of each were apolied, the TLD results were comparable
10 the results cbtained for the experiment with “hree pure samples
of each analyte (shown in Table 2). Since the kinetic and
chromatographic behaviors of the two anaytes, glycine and
glutamine, are very similar, one pure sample of each analyte may
not provide enough information for the TLD algorithm to resolve
the two different species.

Computer Simulations. Computer simulations were per-
formed in order to better understand the reasons for the results
discussed above. First, we wanted to see whether the number of
pure samples of each analyte included in the experimental design
affected the capability of the TLD algorithm. The plots in Figure
5AB and the concentration profiles for the two background
components in Figure 5C were used to generate the synthetic
data. Note that panels A—C of Figure 5 were obtained from the
output of the TLD algorithm for real experimental data. The
concentration profiles for the two analytes were varied to mimic
different experimental designs for the calibration standards. It
was found that when no noise was added to the simulated data,
the TLD algorithm could reconstruct these data even for the case
when no pure samples were presert, as long as the concentration
profiles for the two analytes were linearly independent. However,
when Gaussian-distributed noise with a stancard deviation of 80
(the standard deviation for experimental data) was added to the
synthetic data (§/N = 51), the output from the TLD program was
not consistent with the profiles used to construct the data.
Therefore, it was concluded that noise is one of the factors that
affects the capability of TLD program. However, at the same noise
level. the TLD algorithm reconstructed the synthetic data with
one pure sample of each analyte very well. As mentioned before,
the TLD program did not provide good calibration curves for the
real experimental data that had only one pure sample of each
component. The reason may be that, in the actual experiments,
migration and spreading of the sample spots during imaging might
oceur, and the interaction between the two analytes might affect
the kinetic and chromatographic behavior of each analyte. These
factors were not included in the simulated experiment. This is
probably also the reason that the calibration curves for the
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experimental data with three pure samples were not significantly
better than the results obtained when two pure analvte spots were
present. On the basis of the above computer simulations and
evaluation of the experimental data, it is recommended that
improving the S/N ratio, minimizing migration anc spreading of
sample spots during imaging, and application of as many pure
samples of each analyte as possible on each TLC plate would
improve the guality of the calibration obtained using the TLD
algorithm.

The TLD method requires that physical factors be linearly
independent in at least two of the three directions. These two
directions are considered to be more informative than the third
one (referred to as the z direction). We would like to know how
this requirement affects our experimental design. Our TLD
program was designed to allow us to assign the least informative
direction for our experimental data. Therefore, there are three
ways to analyze our experimental data using TLD, since any one
of the three directions can be assigned as the least informative
direction. In the following computer simulations. the synthetic
data sets were analyzed using all the three methods. For this
TLC-KFD approach, the real physical factors are the kinetic.
chromatographic, and conceniration variations of glycine, glutamirne.
and the background factors. For this next set of computer
simulations, the data were generated the same way as described
above, including noise, unless stated differently. Through our
computer simulations, we found that the TLD could not recon-
struct the profiles used to generate the data for the {ollowing three
cases: (1) when the concentration profiles for the two analytes
used to synthesize the data were linearly dependent on each other.
but the kinetic and chromatographic curves for the two analytes
were different, (2) and (3) when either the kinetic or the
chromatographic profiles for the two analytes were the same, but
the concentration profiles were linearly independent. When the
chromatographic and kinetic matrices resulting [rom the TLD
algorithm match the original curves used to generate the synthetic
data, and a linear calibration curve is obtained, the TLD is
considered to reconstruct the original data. From cascs 2 and 3,
it is seen that the concentration composition direction is generally
the least informative under our experimental conditions. This is
due to the fact thet, along the concentration composition direction,
there are the fewest data points (only nine data points). For the
glycine and glutamine experiment, the kinetic and chromato-
graphic behaviors of the two analytes are not the same. Therefore,
the restriction imposed by the TLD algorithm on our experiment
design is that the concentrations of glycine and giutamine should
not be linearly dependent with one another in the nine samples.
This can be avoided in our experimental design, at least for known
calibration samples.

CONCLUSIONS
1t has been demonstrated that the TLC-KFD method combined

with the TLD algorithm is suitable for the determination cf two
overlapped amino acids, glycine and glutamine. The capabilities
and limitations of the TLD algorithm in this application have been
analyzed with computer simulations. The glycine/glutamine two-
component model mixture represents the case of highly over
lapped chromatographic peaks and high similarity in kinetic
behavior. On the basis of our experimental results for glycine/
glutamine mixtures, and the computer simulations, it can be
concluded that, for other unresolved amino acid—CPA derivative
combinations, if the differences in chromatographic separation and



reaction ics are enhanced compared with our test mixture

stem the 5/X razio could be maintained, the reliability of
the established method should be improved upon. Our computer
imulatiors resulis provide guicelines not only for the glycine/

vstem but also for separation of other classes
oived analytes using a similar approach.

ieved without making a priori assumptions
racteristics of the resulting kinetic and

iion of two overlapped species

‘oach, since in these experiments the back
netics and the kinetic behavior of the back-
e analyies may not be reproduced exzcily from one
experimen: to another. Estabiishing a kinetic model for the
potents mathematically or experimenially is almost
le. Considering these dilficuties with the TLC-KFD
hod, the TLD

lgorithr is nearly a perfect data analysis

iment. Compared with “hard modeling”

approaches, the TLD method imposes many fewer restrictions
on experimental conditions, but requires data from multiple
sample lanes for analysis. Calibration can be achieved “hrough
evaluation of the output from the TLD program directly. Com-
pared with hard modeling methods, TLD takes much less ime
for data analysis.™* It takes about 2 min for TLD to analyze one
set of experimental data of nine samples vs about 45 min for a
hard modeling method." Generally, this TLD method is ap-
plicable to any muitidimensional chromatographic technique
where the signals combine in a linear fashion.
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Determination of Partition Coefficients and
Quantitation of Headspace Volatile Compounds

Alain Chaintreau,* Andrea Grade, and Rafael Muhoz-Box
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A survey of partition coefficient values reported in the
literature showed numerous discrepancies. These could
be attributed to technical problems encountered during
headspace measurements. Consequently, a novel method
based on a combination of static headspace sampling and
dynamic headspace traps was developed. The new method
also includes determination of partition coefficients in-
dependently of the concentration of the reference. Once
the partition coefficient is known, a simple calibration of
the gas phase constituents can be performed. This
headspace quantification method does not require addi-
tion of a standard. Estimation of variance showed the
method to be accurate (0.5-15%, depending on compo-
nent and matrix). A model mixture of flavors was inves-
tigated by the new method. Varying the concentration of
one compound had no effect on the rest of the aroma
profile. Small differences in the aroma profile due to
changes in the matrix were investigated as exemplified by
alterations in flavor retention observed when water, lipids,
or emulsions were used as the solvent.

The aroma of the gas phase in equilibrium with a food or a
beverage is a key parameter that influences the choice of a
consumer who opens a package. Similarly, the flavor released
by the food when preparing a meal or when chewing will also
determine consumer preference. Both require quantitation of the
aroma components in the gas phase, as well as measurement of
the partition coefficients between air and the matrix. However,
if we consider the literature, quantitation in the gas phase appears
to be a hard task.

During the last decace many improvemenss have been made
in headspace (HS) sampling, and automated HS injectors are now
commercially available. S is generally classified into two cate-
gories: static headspace (SHS), in which the vapor phase is
directly injecied in a gas chromatograph, and enriched (or
dynamic) headspace (E-HS), which requires trapping of the
volatiles onto an adsorbant prior to GC injection. The HS analysis
of plants and flowers has been reviewed by Bicchi and Joulain’
while Seto recently described the biological applications.*

Quantification. While E-HS offers & better sensitivity than
SHS, it is generally not suitable for quantitation of headspace
components as release of the volatiles in the gas phase is strongly
dependent on their interaction with the matrix. In other terms,
the headspace composition is related to the air-to-matrix partition
coefficients of each compound.

Among the different quantitation methods that have been
proposed, the most appropriate seems to be multiple headspace
extraction (MHE) using SHS sampling. ™ Kolb* proposed two

(1) Bicchi. C.; Joulain, D. Flavour Fragrance J. 1990, 5, 131—-145.
(2) Seto, ¥. J. Chromatogr. 1994, 674, 25-632,
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MHE calibration methods, using an internal or an external
standard:

External Standard. The calibration mixture must be contained
in a vial as a gas phase only without any solvent. This limits the
calibration to very volatile compounds, and it requires the
measurement of very small volumes which cannot be accurate.

Internal Standard. The GC response coefficients must be
determined separately in the same matrix. If matrices differ,
partition of the flavorings and of the standard in both phases will
change. Stable isotopelabeled standards appear t¢ be the only
alternative since their behavior will be similar to that of the
nonlabeled molecules.

In conclusion, calibration for headspace quantitation remains
either tedious (labeled standards) or inaccurate (external stan-
dards or nonlabeled internal standards).

Errors in Partition Coefficient Measurements, Greal
discrepancies appear between the values measured by different
authors (Table 1). Drawbacks were found in all methods
proposed if they had to be applied to the low-concentration range
found in the headspace above foods.

Dynamic Methods. Burnett! used a stripping gas to extract the
volatiles from the solution. The partition coefficient is mathemati-
cally deduced from a dynamic process rather than from a system
at equilibrium. Efficiency of the stripping step should be previ-
ously ascertained.

Pressurized Vials. Kolb et al.! pressurized the headspace of
the sample vial prior to injection. This can modify the partition
of the solute between phases, and values are higher than in
systems operating at atmospheric pressure (Table 1). However,
other important parameters are probably responsible for the great
difference of hexane values (1400%), since all authors used
different operating conditions.

Glass Syringes. Wall adsorptions and leaks occur when operat-
ing with syringes.!™* They may seriously alter the results (up to
80% nonanal ahsorbed”) when operating in the usual ppm range
of flavors in a food matrix, which corresponds to the ppb range
in the gas phase.

(3) Milana. M. R.; Maggio, A.; Denaro, M.; Felic
Chromatogr. 1991, 552, 205211,

(1) Koib, B. Chromatographic 1982, 15, 587-594.

(3) Hagman, A.: Jacobsson, S. HRC CC, ]. High Resolu:. Chromatogr. Chromaiogr.
Commun. 1988, 11, 830—-836.

(6) Bosset, J. O.; (xauch R.J. G mrawgr 1988 436, 41

R Gramiceio

h)()
(9) Burnetl, M. G. Anal Chem. 1963, 35, 1567- 1570,
{10} Kolb, B.: Welter, C.; Bichler. C. Chromatographia 1992, 34, 235-240.
(11) Vitenberg, A. imitrova, Z. St.: Buaeva, 1. L. J. chromaiogr.
1975, 112, 31
{12) Guitart, R: quc(mom A. Arboix, M. J. Chromatogr. 1989, 491, 271 -
280.
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Table 1. Air-to-Water Partition Coefficients from
Literature Data

k temp °C) ref method
2-butanone 1.9 x 1073 25 13 gasloop/atm pres
3.9 x 1072 30 10  pressurized vial
23 x 1073 25 11  syringe/atm pres
1-butanol 85 x 1074 30 10 pressurized vial
2.95 x 10~ 25 9 stripping/atm pres

3.6 x 104 25 13 gasloop/atm pres
ethyl acetate 1.6 x 102 40 10  pressurized vial

0.9 x 1072 40 12 syringe/atm pres
n-hexane 7.14 40 10  pressurized vial

58 40 12 syringe/atm pres

Calibration. All methods are faced with this difficulty already
mentioned above. Most calibrate the gas phase by fully vaporizing
a small amount of the pure compound in an empty vial 10111314
Accurate measurement of small volumes is difficult, and full
vaporization is limited to highly volatile components. Direct
injection of the standards in a solvent is sometimes used 9 Tt
assumes that the GC response factors must be identical when a
vapor phase or a solution is injected.

Theoretical Calculations. Rohrschneider starts from a calcu-
lated partition value.! Unfortunately, Voilley et al. have shown
discrepancies of 23—60% between experimental data and calculated
coefficients.”” In addition, thermodynamic models do not apply
when the solutes are highly water soluble, which often happens
with flavors.

Dilution. In spite of the good linearity of the calibration curves,
Eztweiler's apparatus, used by Graf,'® did not seem suitable
because sampling large volumes would lead to a dilution of the
gas phase by air entering the system.

EXPERIMENTAL SECTION

Sampling Cell. The sampling cell (Figure 1) is formed of a
5 cm x 15 cm glass tube (d) (Omnifit, Cambridge, UK). The
bottom end piece (e) and the end of the piston (f) were made
in-house with Teflon and Viton seals. A removable glass receptor
() was inserted into (e), to receive up to 2 mL of the solution to
be equilibrated with the headspace.

Before use, all glass pieces of the modified syringe were
silanized with Sylon CT (5% dimethylchlorosilane in toluene)
(Supelco, Bellefonte, PA) to avoid any adsorption effects on the
glass walls.

The volume has been calibrated by filling the cell with water,
pressing the piston down, and weighing the expelled water. There
was almost no dead volume when the piston was at the bottom.

To verify that no significant gas diffusion occurred through
the tube (h), a Tenax trap was connected, and the cell was
equilibrated for 30 min with a 22 ppm solution of 2-butanone in
the receptor. The trap was then disconnected without pressing
the piston and desorbed into the GC. No peak was detected.

(13) Buttery, R: Ling, L. C.; Guadagni, D. G. J. Agric. Food Chem. 1969, 17,
385-389.

(14) Nelson, P. E.; Hoff, J. E. J. Food Sci. 1968, 33, 479~482.

(15) Le Tanh, M.; Pham Thi, S. T.; Voilley, A. Sci. Aliments 1992, 12, 587—-592.

(16) Rohrschneider, L. Anal. Chem. 1973, 45, 1241—1247.

(17) Le Tanh, M.; Lamer, T; Voilley, A.; Jose, J. J. Chim. Pys-Chim. Biol. 1993,
90, 545—560.

(18) Graf, E.; de Roos, K. B. In Thermally Generated Flavors: Parliment, T. H.,
Morello, M. J., McGorrin, R. J., Eds.; American Chemical Society: Wash-
ington, DC, 1994; pp 437—448.

Figure 1. Headspace cell.

All solutions were prepared at concentrations between 2 and
150 ppm. For the measurement of the influence of increasing
one compound, the concentration of this compound was chosen
to be 5000 ppm. The solvents used were deionized water, medium
chain triglycerides (MCT), soja oil, or milk as an oil in water
emulsion. The milk contained 2.8 g of milk fat in 1 dL and was
partially skimmed.

Headspace Sampling. At the beginning of each experiment,
a blank of the sampling cell was made. After that 1 or 2 mL of
the prepared solutions was added. (The dead volume in the
receptor was negligible, 0.4% error, when 1 mL of solution was
used.) The sampling cell was then closed with the piston at the
top and equilibrated for exactly 30 min in a water bath at 30 °C.
After this time, the gas phase was trapped by pressing down the
piston at a constant flow of 50 mL/min into a stainless steel tube
containing 60—80 mesh Tenax as adsorbent. The amount of
Tenax in the different traps was between 160 and 170 mg, and
the traps were cleaned for 24 h at 350 °C before use.

The loaded traps were desorbed by an ATD 400 (Perkin Elmer,
Beaconsfield, U.K.) desorption unit and analyzed by gas chroma-
tography.

The desorbed traps were cleaned by a special program of the
ATD 400. The sampling cell was washed with EtOH and dried
in a vacuum oven for at least 1 h at 60 °C.

To determine reproducibility of cell sampling, measurements
were repeated three times at each concentration level under the
same conditions.
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Instrument Conditions. A Perkin-Flmer adsorption thermal
desorption system (ATD 400) coupled on line with a Hewlett-
Packard 5890 gas chromatograph (Palo Alto, CA) was used. The
GC was equipped with a flame ionization detector (FID) and an
apolar widebore CPSIL 5 CB fused silica capillary column 50 m
% 0.53 mm, 1.0 gm film thickness: Chrompack, Middieburg, The
Netherlands). Helium was used as the carrier gas at 10 mL/
min. Operating parameters for the two instruments were as
follows:

ATD 400. The traps were desorbed at 300 °C for 15 min. The
volatiles were focused in a cold Tenax tap at —30 °C and then
desorbed at 280 °C for 3 min. There was no split between the
traps and the GC column, and the transfer line was maintained at
150 °C. After each injection the traps were cleaned at 350 °C for
30 min.

GC. The column temperature was held at 50 °C for 2 min
and programmed at 4 °C/min to 200 °C. The detector was
maintained at 300 °C.

Curve Fitting. The parametric equations were adjusted to
the experimental data using a regression software, TableCurve
2D for Windows (Jandel Scientific, Erkrath, Germany).

DISCUSSION

Sampling Cell. From the analysis of the literature, a suitable
headspace cell should fit the following requivements: (1) sampling
of the vapor phase at equilibrium, (2) no pressure change during
sampling or separation of the liquid and the gas phase, (3) no
difution while sampling.

In addition, measurement of low pardtion values and low
headspace concentrations implies sampling of large volumes
which cannot be directly injected onto & gas chromatograph.
Therefore a method combining static headspace and purge and
trap technique was chosen (Figure 1). The volatiles equilibrate
between the sample cell (2) and the headspace chamber (b).
Pressing the piston pushes the gas through the Tenax cartridge
() in which the flavors are trapped.

To detect 2 possible breakthrough, the headspace sampling
was performed using two traps in series. Flows exceeding 100
mL/min through the cartridge gave insufficient adsorptions in the
first trap. Therefore a 50—80 mL/min flow was chosen for the
other experiments. In addition, a higher sampling flow rate would
give cause a pressure variation in the cell. which could alter the
phase equilibrium. A typical 30 min equilibration time was used
as longer times did not increase the GC peak area.

Peak Area Linearity and Accuracy. (All symbols used are
listed in Table 2.) Defining the partition coefficient as ky = Co/ G
with C and C: the concentrations of the solute in the headspace
and in the liquid, respectively, and Vy and ¥ the headspace and
the liquid volumes. Since the initial mass, #,, is distributed
between both phases: #, = 7, + m, the concentration in the
vapor phase is

I o
TRy [6))
C = kvmo 9
TR, ?

Or. using the initial concentration in the solution G = mo/ Vi
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Table 2. Symbols Used

symbol definiticn

Ve volume of the gas phase

n volume of the liquid phasc

g mass of the flavor in the gas phase at equilibrium

m mass of the flavor in solution at equilibrium

My initial mass of flavor in the solution

Cq flavor concentration in the gas phase at eguilibrium

G flavor concentration in the liquid phase at cquilibrium

Cp initial flavor concentration in the liquid phase

ke air-to-solution partition coefficient

A area of the GC peak corresponding to a flavor in
the headspace

A response factor of the GC detector

p slope of the GC area curve as a function of the initial
concentration in the solution

%] slope ratio for two different amounts of the same

solution in the headspace cell

oo HKG
TRV

v g

®

For a given volume, V,, of injected vapor phase, the area A ofthe
GC peak is proportional to the concentration C in the headspace:

A=1C, 2 being the GC response factor  (4)

from (3) and (4):

e, Cp

A=3 TRV,

&)

Equation 5 shows a linear relationship between the GC area
and the initial concentration Cr in the solution. The experimental
data using a solution of 2-butanone in water fit well this relation-
ship (Figure 2). From 0 to 83 mg/L a least-squares fitting gave
the following results: (1) coefficient of determination 0.996: 2)
standard error of the slope 1.1%. No residual (in absolute value)
exceeded 10% of the corresponding estimated value. As replicate
experiments were included in the regression procedure, a lack-
ofit test was performed giving a p-value of 0.55, which confirms
the adequacy of the linear model.

As the regression line was based on 15 experiments. more
than 1 week was required to achieve the injections. and possible
variations of the GC detector could not be excluded. However,
the repeatability of the vapor phase sampling appeared satisfactory
(Table 3).

Determination of Partition Coefficients. Ideally, the deter-
mination of partition coefficients should avoid previous headspace
calibration, since the use of standards has been shown to be
tedious. We present hereafier a regression method. Equation 3
is a straight line calibration function: A = pCy with p = Ak,/ (O
kV/V). Starting from two different sample volumes ¥y and Ve
having the same initial concentration Cv, two slopes p; and p» can
be obtained. If the volume of the headspace V; and the response
coefficient A are considered to be constant, the ratio of the siopes
is

p 1+RV/ Ve
P A

v gl

)
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Figure 2. GC peak area as a function of the initial concentration of
2-butanone.

Table 3. Sampling Repeatability? from an Aqueous
Solution of a Model Mixture

conen (mg/L) RSD (%)
2-butanone 41.6 0.9
I-butanol 354 1.0
pyridine 30.2 1.6
ethylpyridine 23.6 5.6
imethylpyrazine 23.6 2.8

¢ Repeatability of the GC peak area, three injections.

Defining ¢ as ¢ = f/p», the partition coefficient is independent

of the concentration in the solution:

s d- Q)VUVJ
v (Q [t le) Vg

Variance of k. can be estimated by the standard formula from the
variances that ave given for p; and p, by the fitting program, if
other parameters are considered to be constant:

s {'dk.‘. 2 _fdRE .
var(k,) = \d—p[) var{p;) + (Ep—g) var(p,) &

Applied to (7). it becomes
Abv[/:le(V: - Vu) 2
“_2 var{p,) +
Vg (p]V!J - pZV]A)
ViV, (V, = V)2
(171 WV =V, 2) vary) (@
V;(priz - szu)

var (k) = (

Consequently. increasing the gas volume of the cell will decrease
the variance vwhen p; and p are close together (low k&, values).
Numerical application to the headspace cell depicted in Figure 1
using 1 and 2 mL of solution is given in Table 4. Slopes (Figure
3) werz determined for the two sample volumes (1 and 2 mL) of
Z-butanone in water. For each of them, three different concentra-
tion levels were used in addition to the blank.

An adjustment by leastsquares fitting from these four head-
space injections gave less than 0.6% standard error of the slope
in each case (Table 4). As residuals were much lower than in

Table 4. Slopes and Partition Coefficient of
2-Butanone in Water

cocff of
value std error  determination  residuals
slope (1 ml) 30840 122 0.8998 %
slope 2 mL) 37115 176 0.9998
ky 21x107% 95107
3e+08 ] T
2.56+08 P e
= e >
= 7e+06 ~
< & / - ]
é sQ\y //
21564081 L
Q /‘/ \4\\)\\
S P
16406 P T
P
500000 /V
0 /
: 0 20 40 60

CONCENTRATION IN THE LIQUID PHASE {mg/)

Figure 3. Siope determination ‘or two sample volumes cof a
2-butanone solution in water.

Figure 2 with this small number of injections, it seems to confirm
the possible influcnce of the detector stability over time as
previously mentioned. The &, value for 2-butanone in water listed
in Table 4 is in good agreement with that of authors who did not
apply a pressure to the headspace before sampling (Table 1). The
relative standard deviation was estimated to be 4.5%. Under the
same operating conditions, the partition coefficient of pure
I-butanol in water was found tc be 2.8 x 107" with a 1.2% relative
standard deviation. It is higher than the literature values (Table
1), which vary widely.

Quantitation in Headspace. From the preceeding para-
graph, a new calibration method can be proposed. Since the air-
to-water partition coefficients can be accurately determined without
previously calibraling the solute concentration in the gas phase,
it becomes possible to calculate their corresponding headspace
concentrations, The partition coefficient value may be used in
eq 3 to replace in Figure 2 the initial concentration in the liquid
phase by the corresponding concentration in the vapcr phase.

k\/

C =y N7k

Sy

If Cy. kv, and A are considerad to be independent, the variance of
Cy can be estimated as

s (AG e
var (Cg) = K\E var(p) + @;

dC,\?
var(k,) + (ﬁ) var(4)
(1D

Using the headspace sampling cell (Figure 1) with 1 mL of
2Z-butanone solution, the corresponding slope in Figure 2, and the
standard deviation of the area measurement (less than 3.4% in
Figure 2), the standard deviation can be evaluated:
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0(CY = (45 x 10714 (12)

Dividing eq 12 by the numeric form of eq 10 gives the relative
standard deviation as 3.4%. This value shows the method to be a
very accurate quantification technique of the vapor phase con-
stituents. compared to the use of internal or external standards.
Tt must be pointed out that, when a complex mat-ix is used, only
the concentration in the gas phase s thus obtained. However,
applying the MHE technique allows deduction of the concentration
of the volatile in the matrix.

Influence of the Volatile Mixture Composition. In a recent
paper, Baltes! mentioned the influence of other volatiles in a
model flavoring mixture on the individual component concentra-
tions in the gas phase. Since such an observation could be an
explanation to the “synergy” between flavorings, which is often
claimed by flavorists, the phenomenon required a quantitative
verification. The Baltes’ assumption would mean that the partition
coefficient of a given component is modified by the addition of
another. Therefore, a mixture containing several compounds used
by Baltes was formulated. The 2-butanone and the 1-butanol
coefficients remained unchanged (Table 5).

Similarly to Baltes' experiment, we increased the 2-butanone
concentration of the mixture. The concenlrations of the other
volatiles were unchanged, as shown by the GC area of the other
peaks in spite of the large excess of the ketone {up 10 a 0.5%
concentration) (Table 6). All values fell within a deviation of less
than 10% above or below the average. Even l-butanol, 3-meth-
vipyridine, and 2,6-dimethylpyrazine, which are said to be strongly
decreased by adding an excess of another volatile molecule, were
not affected. It can be concluded that composition of the mixture
has very little influence on the partiticn of its constituents as stated
by Guitart.?

‘When the solutions exhibit amphiphilic properties, formation
of aggregates may alter their concentration in the headspace above
a critical concentration in the solution”’ Since none of the
ingredients used in our model flavor mixture or in Baltes’ mixture
was amphiphilic, this phenomenon did not occur, and according
to our findings, the vapor phase concentrations are expected to
follow Raoult’s law.

Matrix Effect. To exemplify the matrix influence on flavor
release, the system was tested using MCT and scja ol as fat
examples and milk as an emulsion model (Table 7). When
2-butanone was dissolved in soja oil, the partition coefficient was
found to be similar to that in Nelson’s experiments" (1.9 x 10-%)
for safflower oil. The limited number of experiments performed
di not lead to a conclusion concerning the role of lipid composition,
and further systematic investigations would be useful.

CONCLUSIONS
A new method based on a combination of static headspace
sampling and dynamic headspace traps was developed. It has

(19) Bohnenstengel, F.: Soltani. N Baltes, W. J. Chvomatogr. 1993, 655, 249
255,
N Conner, J. M. Paterson, A Pigaott, I R. J. Sei. Food Agric. 1994, 66, 45—

REN

(2
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Table 5. Partition Coefficient Determination of an
Aqueous Solution of a Model Mixture

Ry RSD (%)
2-butanone 2.1 x 1078 0.57
1-butanol 29 x 107 1.3
pyridine 7.4 x 1071 2.2
3-methylpyridine 9.7 x 107% 2.4
2.6-dimethylpyrazine 41 % 107 IS

Table 6. Influence of an Addition on the YVapor Phase
Concentration of the Other Components {GC Area
Counts and Deviations from the Average)

conen (mg/1) 2-butanone
418 741.6 1481 5161

Ibutanol 254 631 261048 295048 «
(~5.8%) °

pyridine 257 672 198 238977 62
(+7.8%9)

3-methyl 141 833 125903 9l

pyridine  (+13%) (—1.3%)
2,6-dimethyl- 31256 27770 30198
pyrazine (+5.8%) (—6.0%) (+2.2%)

2 Not measurable because of the overlap of the GC peak with kat
of the 2-butanone.

Table 7. influence of the Matrix on the Partition
Coefficient of 2-Butanone

matrix 10%k, %)
water 2.1
MCT 14
soja oil 2.6
milk 2.3

the following advantages: determination of the partition coef
ficients does not require calibration, quantification is achieved
without adding a standard, according to estimation of variance
the method is accurate, combination of static headspace with traps
allows components with low vapor phase concentrations to be
analyzed, and small changes in the aroma profile due to nonvolatile
constituents can he investigated.

It was also found that the concentration of one of the flavor
components in a cocktail has no influence on the partition of the
other ingredients. Consequently, using this method, it is possible
to measure individual parition coefficients in a mixiure of
flavorings.
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Chromatography

Aviv Amirav* and Hongwu Jing

School of Chemistry, Sackler Faculty of Exact Sciences, Tel-Aviv University, Tel-Aviv 69978, Israel

A new pulsed flame photometer detector (PFPD) design
is described with improved performance. Detection limits
of 180 fg/s (sulfur), 7 fg/s (phosphorus), and 2 pg/s
(nitrogen) are demonstrated when 2 rms noise is consid-
ered as the detection limit. The minimum detected
amount of sulfur was further reduced with a sulfur doping
method to about 30 fg/s. The factors affecting the
selectivity are analyzed in terms of operating the PFPD
as a specific detector without any hydrocarbon interfer-
ences. The effect of the pulsed nature of the PFPD on
the chromatographic peak area and height reproducibility
is modeled and analyzed. It is shown that above 3 Hz,
the standard deviation of peak area is 2%, which is
dominated by nondetector effects. The detector temper-
ature effect was studied and is presented. The difference
between light guide and lens optics is discussed. The
column operation with hydrogen as a carrier gas is
compared to that with helium, and the imjection of
chlorinated and fluorinated solvents is shown and dis-
cussed. New ways of obtaining additional information by
using the added dimension of time are analvzed. It is
shown how the simultaneous use of dual gates can provide
unambiguous heteroatom identification. It is also de-
scribed how a dual gate subtraction method results in a
considerable enhancement of the interheteroatom selec-
tivity, especially for phosphorus versus sulfur, The dual
gate approach also provides up to an order of magnitude
increase in the measurement dynamic range. Practical
wiilization of the PFPD is illustrated with the analysis of
real-world samples, including thiophene in benzene,
pesticides in a broccoli extract, and a sulfur-containing
drug in human serum.

The flame photometer detector (FPD) is a known and
established detector for gas chromatography.'? Recently, we
introduced a new concept for the operation of FPD based on a
pulsed flame instead of a cortinuous flame for the generation of
flame chemiluminescence.*~5 This pulsed FPD (PFPD) was also
coupled with a pulsed flame ionization detector (PFID) to form a
cornbined pulsed flame photometric ionization detector (PFPID).5

The PFPD is characterized by the additional dimension of a
light emission time and the ability to separate in time the emission

ler, M. Selective Gas Chromatographic Detectors: Elsevier: Amsterdain,

> (0.1 Barinaga, C. J. ). Chromatogr. Sci. 1986, 24, 483.

. A Pulsed Flame Detector Method and Apparatus. U.S. Palent
el Palent 95617; European and Japar Patent Applications.
Amirav, A Anal. Chem. 1991, 63, 2061.

Amirav. A Anal. Chem. 1993, 65. 539.

av. A Anal. Chem. 1995, 67, 167.

3003-2700/95/0267-330589.00/0  © 1995 American Chemical Saciety

Figure 1. Schematic diagram of the new PFPD design. (1) PFPD
body: (2) GC-heated detector base; (3) central hydrogen-rich Ho/air
mixture tube leading to the combustor; (4) outer bypass Ha/air mixture
tube; (5) combustor holder {6) cuarlz combustor tube; (7) sapphire
window; (8} light guide: (8) colored glass filter: (10) photomultiplier:
(11) spiral igniter light stield; (12) heated wire igniter; (13) assembly
guiding rod in a guiding hole; (14) column.

of carbon species from that of sulfur and phosphorus, resulting
in a considcrable enhancement in the detection selectivity. In
addition, the detection sensitivity is markedly improved thanks
to (a) reduced flame background noise, which is filtered in time,
(b) increased signal due to higher brightness of the pulsed flame,
stemming from a small combustion cell volume and low combus-
tible gas flow rate, and (c) the use of broad-band color glass filters
instead of interference filters. Moreover, the hydrogen and air
gas consumption is greatly reduced, and the increased selectivity
and sensitivity allow for the selective detection of nitrogen
compounds via their HNO* flame chemiluminescence.’

In this paper we report on the results of our continued effort
to improve the PFPD hardware, further characterize its behavior.,
and explore the various possibilities for enhancing its performance
through added time domain information. The PFPD is now
available from Varian, and we hope this paper will help analysts
to effectively use the commercial detector as well.

THE NEW PFPD DESIGN
A schematic diagram of the new PFPD is shown in Figure 1.

The PFPD main body (1) is mounted on a GC detector base 2)
provided by Varian (for the Varian PFED) and clamped with two
screws (not shown). A Varian 3600 GC was used for all the
experiments described in this paper. Two hydrogen/air gas
mixtures, for which flow and composition are separately con-
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Figure 2. Schemaiic diagram of the PEPD preumatics including Hz and air Porter fiow controllers followed by a pencil gas filter, a needie
valve, and four Swagelock tees with or without Mott flow restrictors as Indicated (can be unified into a single structure).

trolled, are fed from gas tubes (3 and 4). The central hydrogen-
rict combustible gas mixture flows through the combustor holder
(5) directly into an open quariz tube combustor (6), where the
flame chemiluminescence occurs. The flame emission is viewed
through a sapphire window (7}, a quartz light guide rod (8), and
a colored glass filter (9) and detected by a photomultiplier (10).
While the combustor is filled with the gases eluting from the
column and the combustible gas mixture (3), a separate air-richer
combustible gas mixture {4) hypasses the combustor around it,
mixes with the combusted gases from the previous pulse, and
fills the volume of the igniter light shield elemeat (11). The pulsed
flame is ignited by a heated wire igniter (12), propagates through
the igniter light shield (11). passes through the combustor (6).
and self-terminates on the combustor holder (5). The combustor
holder has a 0.9 mm hole which prevents further flame propaga-
tion. The following are new aspects in the design of this detector
which make it different from the previous design:®

(1) The detector is fed with externally mixed air/H, gas
mixtures, instead of utilizing dynamic gas mixing inside the
detector.

(2) No screw valve is used, and all the pneumatics are external
to the detector. The layout of the new pneumatics is shown in
Figure 2. Itis based on a pneumatics module provided by Varian
and modified by us as shown in Figure 2. The air and hydrogen
supply is flow controlled by Porter flow controllers.

(3) The air flow is split with a Swagelock tee equipped with
two Mott flow restrictors (250 mL/min each). One portion of the
air is mixed with hydrogen and flows in the external flow tubes
(4 in Figure 1), where itis further mixed with the second portion
of air after passing an isolation frit flow restrictor (1000 mL/min).
Paraliel to this flow and orior to the 1000 mL/min flow restrictor,
there is a needle valve which controls the amount of hydrogen-
rich gas mixture that flows into the combustor through tube 3 of
Figure 1. This needle valve adjusts the ratio of total flow inside
and outside the combustor so that soon after the bypass flow
purges the previously combusted igniter chamber gases, the
combustor is also refilled by the central flow (3) to ensure
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maximum signal brightness. Thus, practically 2ll the eluting
compounds are combusted inside the combustor with near ze
dead volume. Note that in our previous design, there was a small
dead volume above the combustor and below the screw valve
which was too rich with hydrogen and thus harmful to the
triggering, especially under massive hydrocarbon elution.

(4) The combustor is now made of simple quartz tubes, 4 mm
o.d, 2 or 3 mm id., instead of the previously used nozzled
combustors. Straight tubes are easier Lo produce and clean.
Cleaning is achieved by dipping them in 40% HE for 1—3 min.
followed by ultrasonic rinsing with methanol and flame annealing
below melting temperatures. This flame annealing is performed
on a homemade combustor holder made of quartz mounted on 2
slowly spinning hand drill and using a Little Torch purchased from
Cole Parmer with an oxygen/propane flame. Proper combustor
cleaning and flame annealing is very important for optimized
performance, and once it is achieved, there is no apparent
deterioration of performance if the detector body is kept clean.

(5) The detector body includes twe holes, 5 mm in diameter,
and the detector base has two rods of 4.6 mm diameter (13). The
detector is mounted on its base through these guiding rods, which
provide a smooth guide without touching the combustor or
holder.

(6) The combustor entrance in the body has a small guiding
alignment counterbore with an upper bore of 4.3 mm i.d. to ensure
proper flame extinction of the flame in the bypass flow. The
central body bore diameter is 4.8 mm up to the upper portion of
the light guide window. Above the light observation window, the
central bore diameter is reduced to 4.3 mm to prevent flashbacks
outside the combustor. The increased diameter is intended to
reduce the outer gas flow impedance in order to reduce the risk
of its leakage into the combustor.

(7) The main body is made of stainless steel 316. Hastalloy
(278 and Inconnel 625 were also tried and found to be slightly
superior in their cleaning and probably in their long-term stability
under chlorinated solvent injections, but S5-316 is easier t©
machine. All the stainless steel parts were degreased after

v
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machining and then descaled by immersion in a 1% HF/10% HNO;
solution for 1 h at room temperature, followed by 1 h of immersion
in 65% HNO; for final passivation. After being rinsed in distilled
water. all stainless steel parts were baked in an oven at 450 °C
for several hours. The descaling step was found to be very
desirable and effective in reducing phosphorus background,
prebably through the elimination of machine shop oil buried under
scales.

(8) No excernal heater was used, and heating was provided
through contact with the detector base. The overall height was
kept short (42 mm) to reduce the temperature gradient. With a
250 °C detector base temperature, the actual main body temper-
ature was 17C °C. In order to reduce the temperature gradient,
a 50 mm 0.d.. 54 mm long glass cover was used (a stainless steel
cover was also tested). With this cover, the temperature gradient
was reduced by 50% and at 250 °C base temperature, the body
was 210 °C, while at 400 °C base temperature, the body was ~300
°C. A base temperature of 300 °C was chosen for phosphorus
pesticide analysis, while for sulfur analysis, a base temperature
of 200 °C was employed.

(9) A new type of spiral channel igniter light shield was used
(11). Several pieces were tried, and a good shield was achieved
with a 270° channel followed by an internal M-3 tapped central
down-going hole. This new design allows effective prior cleaning
of this element and provides the best light shielding per volume
ratio. We used a 2.5 mm wide spiral channel with a depth of 1.4
mm. and the central bore was equipped with M-3 threads acting
as a further light baffle. After cleaning, this element was placed
in an oven at 450 °C for several hours to provide it with a brown
matte finish.

(1C) The igniter is placed directly inside the main structure,
and no clectrical feed-through is mounted on the main body. The
exit gas channel is short, and the red color of the igniter can be
viewed from the top of the detector.

(11) The ratio of the volume of the igniter light shield chamber
to that of the combustor volume is important for determining the
air split ratio in the pneumatics. This volume ratio was 4:1 with
2 16 mm long, 2 mm i.d. sulfur combustor having 12 mm open
internal length. At this volume ratio, the combustor was typically
fed with 4 mL/min air and 4 mL/min hydrogen, while the bypass
was fed with 6 mL/min hydrogen and 16 mL/min air. Total flows
are therefore 20 mL/min H, and 20 mL/min air. Note that under
these flow rates and including the 8 mL/min of combusted gases
from the previous pulse in the combustor, the gas volume ratio
was 30/8 = 3.75. Use of the 3 mm i.d. combustor required the
combustor flow rate to be higher.

(12) Triggering for the gated amplifier was achieved from the
light spike generated by the impact of the pulsed flame at near
steichiometric gas mixture composition on the upper combustor
wall. The height of the combustor entrance above the center of
the light optics was adjusted to be 5.3 mm to minimize the time
difference between the trigger light spike and pulsed flame
background emission. This helps to reduce the time difference
between the trigger spike and the main pulsed flame background
and decrease the variability of this time by the elution of large
amounts of hyvdrocarbon compounds.

We note that the figures and studies described in this paper
were achieved only in part with this new design; some were
achieved with other PFPD designs intended to improve our
previously described design® (Figures 7 and 9—11) or with the
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Figure 3. PFPD light emission time dependence on the elution of
hydrocarbon and sulfur compounds.

Varian PFPD (Figures 19 and 20). However, we found that the
design shown in Figures 1 and 2 is our best in terms of overall
engineering quality, ease of usc, and (slightly) performance.

DETECTION SELECTIVITY AGAINST
HYDROCARBONS AND SENSITIVITY

The enhanced selectivity of the PFPD is based on time
separation of hydrocarbon emission from that of sulfur or
phosphorus, the relative weakness of carbon flame emission, and
the use of an optical filter. In the PFPD, a colored glass, broad-
band optical filter is used to enhance the sensitivity on the basis
of increased selectivity through the collection of a broader spectral
band width. We have tested the effect of replacement of an
interference filter with colored glass BG12 or GG495 Schott filters
and found that the detected light emitted by sulfur and phosphorus
was increased by over an order of magnitude, while the light
emitted by carbon was increased by twice as much. This finding
is in full agreement with the FPD Bterature.’

In Figure 3, we show the emission time dependence of the
PFPD. Trace A shows the pulsed flame background. The first
light spike peak near zero time is attributed to the flame hitting
the top of the combustor in an air-richer environment. The second
light peak at ~3 ms later is due to the pulsed flame background

(7) Aue. W. A Hastings, C. R. /. Chromatogr. 1973, 87, 232.
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s by the light collection window. In traces B—F, we
PFPD response (o a series of increasing amounts of
hydrocarbon molecules (cyclohexane), where trace B corresponds
10 about 50 ng of carbon/s. We note that in this improved design
with an air-richer bypass gas mixture. the time separation between
the early light spike used for triggering and the main pulsed flame
nd eventually is reduced under
all the conditions of traces E and F, up to abour 10 ug of carbon/

Above this hydrocarbon elution rate, the pulsed flame cannot
cagate through the toc-fuelrich gas mixiure in the combustor.
G shows the PFPD response to a sulfur compound,
<hvdrothiophene, in which the sulfur emission is markedly
delayed and can easily be separated in time by the use of a gated
Note that under these conditions. the PFPD is a sulfur-
specific detector, and no carbon-relazed positive chromatographic
neaks are observed, even at the noise level. Initially in traces B
and C, no change is observed in the baseline, while at higher
son flux, a small negative peak appears. due to the quenching
of chemical background mise In Figure 3, a combustor with 2
i.d. was used. When a3 mm i.d. combustor is used, the time
separation of the pulsed flame background and its trigger is
initially slightly increased, which may induce a slight carbon-
related chromatographic peak. However, if the gate is separated
by 5 ms from the center of the pulsed flame background, 2 P- or
Sspecific response can be achieved as well. The pulsed flame
eaission time behavior und drocarbon elution is affected by
the reduced flame velocity inside the combustor when a hydro-
carbon molecule is eluted at a high flox, which may induce
“invasion” into the gate. This reduced flame velocity is counter-
acted by the opposite process of flarre arrestation near the column
exit, which reduces this invasion and is the dominant factor under
the conditions of Figure 3. As is evident Tom Figure 3 and has
heen demonstrated before.” the PFPD can be an element-specific
detector.

The detection sensitivity has been onlv mqrcmaﬂy improved
in this new design of the PFPL. However, it is easier to achieve
this sensitivity over a broader range of conditions, such as
temperature, colamn flow rate, carrier gas (He H,), frequency,
combustor size, etc. In both the older design and this design,
the column output was integrated in the combustor volume and
the detection luminosity was similar, while the improved detector
cleaning procedures (using acid pickling and a straight flame
annealed combustor) resulted in the detection sensitivity shown
in Figure 4. A standard MX5 pesticide mixture was used
containing 10 ng/uL each of diazinon, methyl parathion. parathion,
methyl trithion, and ethion. A 0.1 uL aliquot was injected and
split 100:1, so that 10 pg of each analyte was eluted with about
1-1.1 pg of phosphorus and sulfur in the first three compounds.
The obtained signal to rms noise ratio is 64 in the sulfur mode
and 300 in the phosphorus mode for diazinon. Considering a
chromatographic peak width of 1—1.1 s, the quadratically extrapo-
1ated minimur detected amount (MDA) for sulfur is 180 fg/s with

2 rms noise, or 300 fg/s when twice the peak to peak noisc is
considered. In the phosphorus mode, ths MDA for phesphorus
is 7 fa/s or 20 fg/s for 2 rms and twice the peak to peak noise
respectively. These values are close to the values reported
by Varian, obtained on their PFPD.Y We note that at an elution
rate of 1 pg of sulfur or phosphorus/s as in Figure 4, there are
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Figure 4. Sensitivity evaluation in the detection of Tive pesticides.
10 pg each, in the phosphorus mode (A) and the sulfur mode (81 A
3.7 m narrow bore column (J&W DB-1, 0.25 um {ilm thickness
used with injection at 100 °C and a column temperalure programm
after 6 s to 220 °C at 50 °C/min. MX5 pesticide mixture. 0.7 ul, w
injected with a split ratio of 100:1. (1) Diazinon: {2) rethyl parathion:
(3) parathion; {(4) methy! trithion: {5) ethion.

no interheteroatom interferences at a given detection mode, a
the optical filter provides sufficient interheteroatom selectivity. Th
major remaining question is whether these are the absolute lowest
MDAs of the PFPD. Clearly, one can change the design for 2
specific purpose, and with a smaller combustor Jength whose
entire volume is viewed by the light guide. the MDA can be further
reduced at the price of a reduced emission time delay and a higher
dependence on the column flow rate. Currer
luminosity for sulfur at 2.7 Hz using a 2 mm Ld. combustor is
about 600 detected photons pulse™ (pg of S/3)°% and for
phosphorus it is 7 photons pulse™ (fg of P/s)~ ng a 3 mm
i.d. combustor). Thus, in the phosphorus mode. the MDA of 7
fg/s implies 2 rms noise of ~50 photons, which er stalistica
noise conditions emerge from 625 photons/pulse background
chemical noise. Similarly, the MDA in the sulfur mode indicz
a 100 photons/pulse background of chemical noise in the sulfur
mode. Clearly, these values are rauch higher than that for
dark current, which is only 1—2 photons/pulse with a photo
counting photomultiplier such as the R647P from Hamama
Further detector body cleaning and background
help to achieve better records; however, the above-mentioned
values can be achieved under normal careful PFFD operation.
It should be emphasized, however, that the quadratic behavior
of the sulfur signal provides an alternative method for mm oving
the MDA through the provision of a constant back;
molecules. The addition of a constant flow of sulfur dopant
the flame in a FPD was studied in the past and is well documented
for the “linearization” of the sulfur response as well as for lowering
its detection limits 1 In Figure 5, we demonstrate the su
doping method applied to the PFPD in the detection of 1 pg each

. the signal

7oCa

(9) Aue. W. A Flinn, C. G. J. Chromatogr. 1978, 158, 161,
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Figure 5. Sensttivity evaluation in the detection of five pesticides,
1 pg [A) or 10 pg each (B), using the sulfur doping method in the
sulfur mode. A 30 m narrow bore column was used with injection of
the MX5 pesticide mixiure after a 10-fold dilution; 0.1 #L was injected
with a split ratio of 100:1. Injection was at 100 °C with column
ternperature programmed at 45 °C/min to 250 °C from the injection.
(1) Diazinon: [2) methyl parathion; (3) parathion; (4) methyi trithion;
(5 ethion

of the MX5 pesticides in the sulfur mode. The linearly extrapo-
lated MDA for sulfur is about 30 fg/s, which is similar to that
reported for the flameless sulfur chemiluminescence detector.

The figure of merit in terms of lowered MDA can be
quantitatively accounted for and can even be predicted. Let us
assumc that the PFPD possesses a luminosity L in units of
detected photons pulse™ (pg of 5/s)°% The MDA is then
determined by the noise level of N detected photons/pulse under
the gate (without averaging), and thus the 2 rms noise magnitude
is 2N'2 (with units of detecte¢ photons/pulse). Using these
definitions, the MDA is given by

(MDA)ZL = 2NV? = MDA = /2831, n

Thus the MDA is improved with the square root of the light
ccllection efficiency and is reduced by the fourth root of the
chemical background noise. If a constant sulfur background ¢
{pg/s) is introduced. then the total signal (in photons/pulse) is
given by

S=L({C+E)? @)
where E is the flux of eluting sulfur compound in units of
picograms of sulfur per second. S can be written as

S=LC"+ 2LCE + LE @3
Under norma. conditions. C will be much larger than £ near the

MDA, and thus LE? can be neglected, while LC? is a constant
background that contributes 1o the noise alone. At the MDA

(10} Crider, W. 1
{11) Zehner, ]
(1%) Shearer, R

Slater, R. W. Anal. Chem. 1969, 41, 531.
CINO! . RN S Chromatogr. Sci. 1976, 14, 348,
nal. Chem. 1992, 64, 2792,

(when E = MDA), we have

2

(MDA) 2LC=2VyN + LC (4)

We may further assume that LC? > N, so thet the noise is
dominated by the sulfur background contribution, and thus we
obtain

MDA = /1/L )

The emerging conclusion is that with the suliur doping
method, the MDA is lower by a factor of @N'%)7 than that
without the background. An additional conclusion is that the
absolute value of the background C is relatively unimportant as
long as it is stable enough that the noise is statistical and not a
constant fraction of the background. Realistically, the range of
0.5—2 pg of S/pulse is optimal, and in our case this was achieved
with benzothiophene fed through an external seeding device. A
better way should be through the use of a S0, permeation tube
atarate of 0.3—1.2 ng/min connected to the air supply, assuming
3 Hz operation and 20% air flowing in the combustor while 80% is
flowing in the igniter chamber.

We note that in our PFPD, N was determined to ke 100, and
thus the net gain in reduced MDA is a factor of 4.5, which is in
rough agreement with the measurement shown in Figure 5. We
also note that under these conditions, the sulfur conceniration
dependence is linear at low concentration and becomes quadratic
through intermediate values. as is shown in trace B of Figure 5
at higher levels.*'! The final conclusion is that the sulfur doping
method can reduce the MDA by a factor of 4, and the improve-
mernt is greater with dirtier detectors having a large chemical
background.

Recently, Hamamatsu introduced a new, red-sensitive phcto-
multiplier, Mode] R5070. This photomultiplier is claimed to be
about 5 times more sensitive at 750 nm in its quantum vield than
our previously used R1463P. Thus we reexamined our detection
sensitivity In the nitrogen selective detection mode using this
R5070 photomultiplier in combination with a RG9 Schot: high-
pass filter. In Figure 6, we show a nirogen selective devection
chromatogram of several organonitrogen compounds introduced
into the column at a level of 2 ng each. The extrapolated MDA
for nitrogen from the GC peak of the nitrobenzene is 1.6 pg/s
assuming 2 rms noise as the detection limit. This value is 3 times
better than our previously reported value,” due mostly to the use
of the R5070 photomultiplier, which provides a 2.5 times lower
MDA. It is mentioned here that in the nitrogen mode, the
elimination of the light emitted by the igniter is very important.
and the spiral igniter light shield (11 in Figure 1) is very effective
in achieving this. In this light shiclding element, the pulsed flame
propagates in a 270° round channel before entering the central
axis of the detector. The igniter light is scattered several fimes
from: the stainless stee] walls and thus is practically eliminated.
The nitrogen mode is optimized using combustor tubes of 3 mm
i.d. and is relatively insensitive to the air/H, gas composition under
hydrogen-rich conditions. The PFPD body temperature can be
in the range of 200—250 °C. While the PFPD nitrogen selective
detection mode is less sensitive than the nitrogen—phosphorus
detector (NPD), it has a uniform aitrogen response, unlike the
NPD, whose response is greatly affected by molecular and
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Figure 6. Nitrogen selective detection of (1) acetamide, (2) ni-
trobenzene, (3) nicotine, (4) azobenzene, (5) trinitrotoluene, and (6)
caffeine in order of their elution, each at the level of 2 ng. The sample
also contained 20 ng each of hexadecane and eicosane. A 4 m
narrow bore column was used with injection at 60 °C for 0.2 min and
then programmed at 50 °C/min to 190 °C.

structural effects.”® A slight response enhancermnent was observed
with nitro and nitroso compounds, as the chemiluminescence
species is HNC*, but under only slightly hydrogen-ich conditions,
the nitrogen response is quantitative and car be used for total
nitrogen content measurements. In figure 6, we demonstrate the
detection of acetamide with a sensitivity similar to that of
azobenzene. We have also detected urea, and we believe that
the PFPD can also detect inorganic nitrogen compounds except
N,. The selectivity N/C is limited to about 10? due to the short
time delay of HNO* emission. The optimal gate delay is close to
that of the carbon emission, and during eluticn rates of over 20
ng of carbon/s, the carbon emission time is slightly broadened
and may partly overlap the nitrogen gate in a nonlinear manner.
This nonlinear response is imited to a narrow hydrocarbon elution
rate, above which the carbon emission is reduced in time, as
shown in Figure 3 for a combustor wube of 2 mm i.d. With some
sacrifice in sensitivity (<1.5), the nitrogen mode can be specific
with no carbon interferences by delaying the gate by 1 msec more
than the optimal gate delay for sensitivity.

It should be mentioned that twe combustor sizes were used.
2 and 3mm i.d. The 2 mm i.d. combustor is optimal for achieving
the lowest sulfur detection level, while the 3 mm i.d. combustor
is superior with phosphorus and nitrogen selective detection and
is also relatively good with sulfur when a high column flow rate
is used. Thus, the combustor with 3 mm 1.d. is preferred for
universal PEPD operation. The differences between the two
combustors are usually small, with less than a factor of 2 difference
in the MDAs.

PEAK AREA REPRODUCIBILITY AND PULSE
FREQUENCY RESPONSE

One question concerning the PFPD in corparison with FPD
is its possibly higher peak area irreproducibility due to the pulsed

(13) Baker, J. K. Anal. Chem. 1977, 49, 906.
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nature of the detector. The PFPD is adjusted to work with o
95% of the eluted compounds being integrated in the combu
through separate optimization of the igniter chamber gas flov
at conditions known as near “tic-tac”. When the {low vate of the
combustible gas to the igniter is further increased, the pulsed
{lame enters the combustor only every other pulse. since und
these conditions the combustor gas flow rate is tco low 10 p
away the combusted gases from the previous pulse by the ¢

optimal performance, the relative gas flow rates of the PFPD
adjusted to just below this critical flow rate ratio. Thus, the PT

integrates the GC-eluted compound, and although the elution
is not synchronized with the PFPD, no peak area irreproduc
is expected. However, while the GC-eluted com
the cortbustor, a portion of the combustion can be ¢
of the light collection system, in spite of the dynami
anticipated by the propagating pulsed flame.

This pulsed signal feature is also shared by GC/MS for s
reasons, although in GC/MS the fraction of the dead
larger. This aspect was closely evaluated and st
assume that the chromatographic peak has an i
a peak width W. We denote the dead time fraction
viewing fraction as @ (@ = 1 ~ d), and the PFPD
We assume that the GCeluted cornpound is full ved wl
eluting during the active time, and this active time is followed
a dead time. during which eluted molecules are lost and are
undetected. It is assumed that the maximum and minimum of
the signal are obtained either when the active dime [raction
coincides symmetrically at the center of the elution iime or while
the dead time fraction coincides with the center of tae peak. From
simple geometrical considerations, one can d
maximum difference in the active area of the GC peak [or random
active area location is d/faw. and assuming random time distribu-
tion, we obtain for the standard deviation

ind is filli

time is much
ied. Let
hape
d, the active
quency

us

1

that the

o, = d/2.8faw

&2

For a triangular shaped GC peak, the calculation is more involved
and assuming d < g, we get

o, =d/2.8 0w

When considering nondetector contributions o, such as from the
injection, we get

ol = (/28w | o s

In Figure 7, we show our experimental results for ih
peak area reproducibility and its frequency dependence. b
point is the result of a set of several measurements averaged ¢
one point. The dashed line is a two parameter line fitted (0 eq &
where ¢, was assumed to be the high-frequency vaiue of o and ¢
was fitted as 0.22. The good fit observed supports our approch:
and suggests that the triangle approximation is sufficient lor
simulating the real GC peak shape for this purposc. even thoug!
typical peak shapes are closer to Gaussian.

We note that with the triangular peak shape, a quadratic

-frequency dependence is derived and experimentally confirmed:

thus, the above equation car. be used to assess various situaions
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Figure 7. Seak area reproducibility depcndence on the PFPD
frequancy. Both experimental results and model calculation are
shown for a chromatographic peak width of 1.0 s. Dimethyl meth-
yphosphenale was used as a test compound.

Itis clearly observed that above 2.7—3 Hz, the standard deviation
of the peak area is close to 2% and is dominated by the nondetector
contribution of 1.9%, while the pulsed nature of the PFPD
coniributes less than 1% to the standard deviation of the peak area.
Therefore, the PFPD reproducibility can be considered unaffected
by its pulsed nature in terms of peak area measurement accuracy,
and at 2.7-3 Hz standard operation, GC peaks of 1 s fwhm cen
be accurately measured. The situation is scmewhat worse when
peak height is considered, as the compound fime integration in
the combustor is irrelevant for this aspect. Using the same model
of triangular GC peaks, we obtain

0, = 4/5.6fw €)

Using d =022, f= 3.1 Hz, and W= 0.8 5, we find ¢y = 1.6%.

In Figure 8, we show the result of 10 consecutive injections of
a mixture of dimcthyl methylphosphonate (DMMP) and diiso-
propyl methylphosphonate (DIMP) using a 4 m narrow bore
column. In this mixture, the DIMP serves as an internal standard
for the DMMP, whose standard deviation of peak height was 2.2%
(peak area standard deviation, 1.8%). The measured standard
deviation of the relative peak height was 3.1%, and assuming an
cqual standard deviation for the heights of each compound gives
a 2.2% standard deviation when the injection irreproducibility is
neglected. This number is slightly higher than expected, and
perhaps second-order injection irreproducibility effects are not
totally eliminzted through the use of DIMP as an internal standard,
giving us a measurement of 2.2% instead of the anticipated value
of 1.6%.

In conclusion, the PFPD is capable of measuring narrow
chromatographic peaks with good peak area and peak height
reproducibility. In Figure 9, the fast GC of sulfur and phosphorus
compounds is shown using a 3.5 m narrow bore column and a
1.3 mL/min He fiow. The resulting peak widths are 0.3 (S) and
0.5 s (P), with a total chromatography time of 12 s. The PFPD
frequency was 6.2 Hz.

EXPERIMENTAL PARAMETERS AFFECTING THE
PFPD

Temperature is an important parameter which affects all the
GC detectors including the PFPD. In Figure 10, we show the

I \J g U L‘Jg) K)\M\\JUJL,\J\JLL‘

[ 1 2 3 4
TIME (min)
Figure 8. Chromatogram of 10 repetitive injections of a mixture of
DMMP and DIMP obtained for the study of peak height reproducibility.
A 4 m narrow bore column was used at 100 °C isothermally with a
1.8 mUmin helium column flow rate. W= 0.8 F=31Hz, op =
1.8%; o4 = 2.2%.

DMMP
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Figure 8. Fast GC of tetrahydrothiophene and dimethyl meth-
ylphosphonate. A 3.5 m column was used, and the PFPD was in
the sulfur plus phosphorus mode with a2 WG345 high-pass filter,

PFPD body temperature effect on the detection of both MX1 and
MX35 pesticide mixtures in the phosphorus mode. The indicated
temperatures here are the actual body temperatures at the
combustor zone when the detector used was internally heated,
unlike the new design, which is heated only by heat flow from
the heated GC detector base. At low detector temperatures, the
detection sensitivity is reduced and becomes species-dependent
as well. For example, diazinon response is greatly reduced at
140 °C, while that of methyl parathion is reduced to a much
smaller extent. In addition, response to the less volatile com-
pounds is generally further reduced at lower temperatures, as
expected. Probably the major rcason for this behavior is adsorp-
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Figure 10. PFPD body temperature effect at the indicated tem-
peratures in the phosphorus detection mode. At the left side, MX1
sesticide mixture was used with 40 pg each of phorate, disulfoton,
methy! parathion, malathion. and ethion. Or the right side, an MX8
pasticide mixture was used with 40 pg each of diazinon, methyl
parathion, parathion, methy! trithion, and ethion in the order of their
slution. The fluctuation in the retention times was due to the use of
2 50 °C/min temperature programming rate, which is beyond the GC
capability.

tion on the combustor walls, which can alse be selective to certain
compounds. Above 200—220 "C. the entire temperature effect is
sractically eliminated, and at 220250 °C, the PFPD response is
dependent only on the phosphorus content with no molecular
. Pealt area measurements of eight different phosphorus-
wed equal response with no molecular
ts, 5o the peak area relates only to the amount phosphorus
ators within an upper limit 8%. Even these 8% can partially
be attributed to decomposition in the solvent prior to GC-PFPD
analysis, as is evident from the two small peaks near the solvent.
This observation” is also supported in Figure 10 by the relative
area of the various pesticides. 1t should be noted that with a dirty
detector, certain impurities may increase the molecular speciation
effects and require higher temperatures. However, the PFPD is
usually self-cleaned in a few days. We have siudied the temper-
ature effect on the sulfur compounds analysis in gasoline and
found no temperature effects even at 140 °C for all the sulfur
compounds in gasoline, which are more voletile than the MX5
and MX1 pesticides. In fact, the reduction of the PFPD temper-
ature from 200 °C to 100 °C resulted in an increased sulfur
response by a factor of 2.0 and a reduction in 20ise by a factor of
15. Thus, the record MDA achieved for sulfur could be as low
as 100 fg/s at 100 °C and 2.4 Hz.

In Figure 11, the PFPD frequency dependence on the body
temperature under constant gas flow conditions is illustrated. A
pure finear dependence is observed as expected on the basis of a
simple gas expansion with increased temperature. The slope of
this temperature dependence is abcut 1.2, and a possible explana-
tion for this is that the flame ignition is easier at higher body
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Figure 11. PFPD frequency dependence on the hocy temperalure.
The air flow rate was 20 mL/min, while the hydrogen flow rate was
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Figure 12. Time resolution of the pulsed flame background (OH")
emission dependence on the slit width in front of the combustor,

temperature and can occur with a combustible gas mixture leaner
in fuel which contains a larger fraction of previously combusted
gases.

We also tested several designs for the detection optics and
found that the use of a quariz rod as a light guide is superior t0
lens optics in terms of light collection efficiency. Clearly. the small
diameter of the light guide provides the best temperaturc
insulation for the photomuliiplier from the heated PFPD body.
and a body temperature of 500 °C was tested without any
noticeable rise in the photomultiplier temperature. Lens opd
has one advantage over the light guide in that it provides betier
imaging of the pulsed flame light, and with the aid of a reduced
slit width in front of the combustor, improved emission time
resolution could be obtained. In Figure 12, the OH" pulsed flame
background emission time width is plotted against the imaging
slit width. An approximate linear dependence is observed with
saturation at 0.3 ms. The observed background peak width of
the puised flame emerges from the time of travel of the pulsed
flame in front of the observation window. Probably, even 0.3 ms
is not the true emission time of OH and is due to the pulsed fiame
front having a meniscus due to the colder flame at the combustor
walls. On the other hand, the sulfur emission time was indepen-
dent of the slit width and can be attributed to postilame chemical
processes only. The ability to achieve better time resolution may
be important in the future for organometallic detection, as atomic
emission exhibits only a 0.5~1 ms delay. For conventional
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Figure 13. Comparison of pesticide analysis in the phosphorus
mode using helium (A) and hydrogen (B) as carrier gases. The carrier
ges flow rate was 8 ml/min, and the pesticides were (in the order of
elution) diazinon, methyl parathion. parathion, methyl frithion, and
athion, each a: 100 pg in the column; 25 m of 0.32 mm i.d. wide bore
column was used with HP-1 film.

analysis of sulfur and phosphorus, the light guide optics is
preferred, and a time resolution of 1.3 ms is sufficient.

In Figure 13, we compare the use of helium and hydrogen as
carrier gases. We note that as the carrier gas flow rate is
increased, the detection limits are reduced due to sample dilution,
and above 6—8 mL/min, the emission time also begins to be
reduced due to an extended intracombustor mixing zone above
the column. The use of hydrogen as a carrier gas reduces the
dilution effects and thus provides the best sensitivity at a high
carrier gas flow rate. It can be seen from Figure 13 that the peak
heights are more than 3 times higher with & mL/min hydrogen
than with an 8 mL/min helium flow rate. In addition, the
chromatographic analysis time is shorter and has narrower peak
widths. However, hydrogen may promote catalytic dissociation
in the injector, probably due to the raduction of metal oxides in
the glass injector liner. This dissociation is assumed to be
eliminated with on-column injection, but in Figure 13, we show a
partial injector-induced dissociation of methyl parathion and
parathion in the split—splitless injector. The replacement of Hy
by He elimina‘es this problem, but about 1 h is required for this.
Such hydrogen-induced dissociation through the activation of
catalylic sites in the glass injector liner is known for chlorinated
pesticides,!® and a similar explanation is provided.!

The use of hydrogen as a carrier gas is very appealing for field
applicetions. Trace B was achieved with a column flow rate of 8
ml/min hydrogen, and no detector hydrogen was added; thus,
the column flow serves also as the PFPD detector hydrogen. The

{14y Wells. G. . iigh Resolut. Chromatogr. Chromaogr. Commun. 19838, 6, 651.
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Figure 14. Injection of chicrinated, fiuorinated scivent into the PFPD
in the phosphorus mode. CoF3Cls was injected splitless as a solvent
{1.2 uL) with the pesticide mixture MX5 as in Figure 13 (120 pg of
each component). In trace A, normal ignition was employec, while
in trace B the igniter was off and turned on 1 min after injection.

use of hydrogen as a carrier gas allows PFPD operation with up
to 40—50 mL/min hydrogen column flow. The detector sensitivity
is about constant up to a 8~10 mL/min column flow rate and then
decreases in a linear manner. The emerging conclusion is that
with hydrogen as a carrier gas, even a packed column flow can
be effectively coupled to the PFPD.

One of the many requirements of modern GC deteciors is
compatibility with chlorinated and fluorinated solvents. Upon
combustion, these solvents form a very chemically aggressive
environment of HF and HC with water vapor at high tempera-
tures. This environment is highly corrosive to conventional
stainless steel such as 304 or 316. In the PFPD, the majority of
the solvent flows out uncombusted, as the flame cannot be ignited
in the sclvent elution time. Only at the solvent tail is the pulscd
flame ignited, and some minor corrosion can occur, but it is greatly
reduced relative to the corrosion observed with a continuous flame
FPD. In Figure 14, trace A, we show the MX5 pesticide mixture
analysis using 12 uL splifless injection of tais mixture in a CFy
Cly (“algofren” solvent. The pulsed flame is automatically turned
off at the 30 s solvent elution and reignited only at its diluted tail.
The existence of HCl and HF in the flame creates some
background, probably due to impurities removed from the
stainless steel body which are brought back to the combustor in
the cooling decompression cycle. This background is gradually
removed, and the PFPD can be used periodically, although the
MDA is somewhat increased due to higher chemical noise. An
alternative approach is to shut off the igniter for 1 min until the
entire solvent tail has eluted from the PFPD. In this way. as
shown in Figure 14, trace B, no chemical background is formed,
and the PFPD can be used indefinitely without any further
consideration of the chlorinated/fluorinated solvent used, as no
solvent combustion occurs. Finally, although not tested, it is
reasonable to assume that production of the combustor holder
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and spiral isniter chamber shown in Figure 1 from Hastalloy C-276
or Inconel 625 could also reduce longterm effects, as these alloys
are not attacked by halogen acids, and the PFTD has been found
0 work effectively with these alloys.

THE ADDED DIMENSION OF TIME AND THE DUAL
GATE APPROACH

The major feature of importance of the PFFD is that it adds a
new dimension of time dependence which can e used to enhance
the level of information provided. In the simple description used
se far, a gated amplifier was used® to scparate the flame
background and hydrocarbon emission from that of sulfur and
phosphorus compounds and thereby improve both the detection
seasitivity and selectivity. Tn this section, we shall explore further
usages of this time domain informatior. As was previously
shown.” each element C, 8. P, and N has its own unique emission
time dependence. Since hydrocarbon combustion to CO. CO»,
and H,0 is very exothermic, it is fully completed during the flame
pagsage by the viewing window. On the othe: hand, the chemi-
1 sscence reactions of hetcroatoms involve the formation of
molecules and radicals such as S, HPO, and HNOQ, which have
bonds, and thus these reactions occur in the cooler
postflame reactive condifions. While the emission of hvdrocar-
hons can be isvlated and separated in time, each of the above
clements (and also As, Sn. Se, Ge, Sb, etc., as will be described
in & future publication) exhibits its own unique emission time
dependence, with sulfur showing the longest emission time delay
and nitrogen the shortest.

While each of these elements can he easily identified through
its emission as observed on the oscilloscepe, here we advance a
new method for automatic heteroatom identification, entitled gate
responsge ratio (GRR).

In Figure 15, we show the PFPD chromatogram of a mixture
of three compounds containing either N or § or P, in order of
their elution. A high-pass WG348 filter was employed with a
R1463P red-sensitive PMT. In trace A, a normal gate with a short
delay was used to avoid carben emission. In trace B, the gate
delay was increased by 4 ms, and the gate gain was slightly
increased so that the sulfur response rermained the same. Itis
clearly observed that in comparison with the sulfur unit GRR, the
GRR of phosphorus was 0.22. while that of nitrogen was 0.09.
While the actual emission time depends on the PFPD temperature
and relative Hy and air flow rates, under given detector conditions,
the GRR is an clement-specific feature, independent of the
concentration throughout its linear dynamic range. Thus the GRR
is a feature unique to each element, and by 2 single calibration
with a solution as used in Figure 15. it can be used for
unambiguous element identification. In Figure 15, a dual-gated
amolifier was used with a Spectra Physics integrator having two
channels and a memory, so Figure 15 was obtained with a single
injection for the two traces. We have recently developed software
that allows this analvsis to be made with a single injection through
postrun data analysis of the PC-stored PTPD emission traces.™

One of the more important challenges of flame photometry is
the analysis of organophosphorus pesticides/insecticides in fruit
and vegetable extracts.”” While low detection limits of 10 ppb
are required, a high selectivity is required against both hydro-

weaker

(155 PFPD sofiware demonsty ctte is avaiiable upon request from the

S,

1 Wylle, P L. J. Agric. Food. Chem. 1997, 39, 2192.
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Figure 15. Gate response ratio (GRR) (dual-gaied PFPD) for
elemental identification. Chromatograms A and B were sirf
neously achieved with different gate positions as indicated. Se
for explanation. A 0.34 uL solution of 1% nitrobenzen
x 10~5 benzothiophene (2, 100 pg). and 3 x 1075 tributy! phosphate
(3. 100 pg) was injected with a split ratio of 100:1 intc a 4 m narrow
bare column, A WG345 high-pass filter was used.

(1,34 ng). 3

s makes this

carbon and sulfar compounds, which in ¢
analysis difficult or precludes it altogether.® Usually. the sul
emission is separated from that of phosphorus with the help of
an optical interference filter. However, sulfur also emits al the
emission wavelength of phosphorus, and its emission intensity at
526 nm is about 4% of that at 394 nm.>7 This problem is further
exacerbated by the quadratic dependence of the sulfur emission,
which is very strong at large sulfur amounts.

This problem is shared by the PFPD and FPD with some minor
differences. In the PFPD, the sulfur response is enhanced slightly
more than that of phosphorus, even with combustors having 3
mm id.. and the use of a wide-band W(G495 high-pass flter for
phosphorus detection further reduces the P/S selectivity by a
factor of 2.0 (experimentally verified). On the other hand. the
use of a relatively narrow gate at a PFPD temperature of 250 °C
improves the P/S selectivity by a factor of 4. Thus, it is believed
that under these conditions, the PFPD is equivalent to or slightly
better than the FPD in its reduced sulfur interferences. However,

i

(17 Aue, S. M.; Sun, X. Y. J. Clrmnatogr. 1993, 633, 151
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Figure 16. Dual gate subtraction methoc to enhance P/S interhet-
eroatem selectivity. A 0.22 ul methanol solution of 3 x 107¢
tetrahydrothicphene. 9 x 1078 dimethy! methylphosphonate, and 1%
toluene ard decare was injected using a split “atio of “00:1. A4 m
narrow bore column was used at 80 °C. A GG485 high-pass filter
was used.

the different emission time dependence can be used for an almost
complete elimination of sulfur interferences.

Referring to Figure 16, a dual-gated amplifier approach can
be used. In the inset drawing in Figure 16, the carbon, phospho-
rus, and sulfur emission time dependencies are shown. Gate A
can be positioned on the phosphorus emission as shown, with no
time overlap with the carbon emission and with a small and
unavoidable overlap with the sulfur emission. Gate B is further
delayed to collect the majority of the sulfur emission and relatively
little of the phosphorus emission. We can now choose a variable
gain f so that A — 8B is zero for sulfur (4 and B are the gate
response of gates A and B, respectively). Since f is small, the
phosphorus respense presented by A — £B will be only slightly
reduced. This idea was experimentally tested as shown in Figure
16. Trace A is dominated by the high tetrahydrothiophene (THT)
peak emerging from 660 pg of THT. In tracc B, a dual-gated
amplifier was used. and § was adjusted so that the sulfur response
became zero znd was buried in the noise. Itis important to note
that all the points across the THT peak are zero since the sulfur
emission time shape does not depend on its concentration within
its linear dynamic range. Only at sulfur levels over 300 pg/s
(several nanograms of sulfur compounds) is the sulfur emission
time gradually changed, and this 4 — AB dual gate approach
becomes less effective as the sulfur compounds manifest their
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Figure 17. PFPD znalysis of MX5 pesticides (50 pg cf each
component) in a diesel fuel (5 4g) in the phosphorus moda, Trace A
was obtained using the normal phosphorus gate. Trace B was
obtained using the dual gate subtraction method, and only the MX5
desticides as identified in Figure 13 are shown.

vresence in derivative-shaped GC peaks. Trace B also contains
a solvent and two hydrecarbon compounds at large excess which
arc undetected. Thus, trace B demonstrates 2 greatly improved
P/S interheteroatom selectivity, by more than a factor of 300,
without sacrificing the specificity against carbon emission, ac-
complished with only a marginal reduction of the phosphorus
detection sensitivity. In Figure 17, this enhanced P/S selectivity
is demonstrated with the analysis of MX5 pesticide mixture spiked
into an Israeli diesel fuel. Diesel fuel is known to contain several
thousands parts per million of total sulfur in a large variety of
compounds. In trace A, the chromatogram of the spiked diesel
fuel under the normal P mode conditions is shown. Although a
few of the pesticides can be observed, their quantitative analysis
is hempered by the presence of many sulfur compounds, each in
a large amount. Trace B shows the results of the dual gate 4 —
BB approach. We note that traces A and B were simultaneously
obtainec with the dual-gated amplifier. A dramatic improvement
of P/S selectivity is observed, and the pesticides can be effectively
and quantitatively analyzed. The minor dips observed are due to
minor AC coupling problems that resulted in minor dips at the
elution of large amounts of hydrocarbons (out of gate emission).
The twe small peaks at 1.0 and 1.4 min are due (o pesticide
impurities (P molecules). Thus, it is concluded that the dual gate
approach can be used under complex mixture analysis conditions.

An additional limitation of FPD is found in its limited mesaure-
ment dynamic range. In normal GC detection electronics, the
amplifier noise is about 10 4V, which is 1% of the attenuation range
1, while the maximumn signal is 1.024 V. Thus, the measurement
dynamic range is limited to 5 orders of magnitude. Since the
sulfur response is quacratic with the sulfur concentration, the
measurement range is only 2.5 orders of magnitude at most,

In addition, the sulfur response shows saturation due to self-
absorption® soon after this limitatior: is reached. With the PFPD,
the emission time domain can be used <o relax these limitations.
Consider the simultancous use of two gates. The first is gale A,
which is the normally cncountered gate for sulfur response. The
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Figure 18. Dual gate approach for extended measurement dynamic
range. The calibration curve with solid squares was obtained with a
normal gate ir the sulfur mode. The curve with asterisks was
achieved with a 2 ms undelayed gate

second gate is a short (ie., 2 ms), undelaved gate positioned on
the flame background. While the normal gate is saturated, the
short, undelayed gate B is far from saturation, as the sulfur
response in it is only about 1% of that of gate A. The electronics
saturation is thus expected to be at a sulfur concentration which
is an order of magnitude higher, while sulfur selfabsorption affects
the sulfur-delayed emission only.” In Figure 1&, we show the dual
gate response approach in the dual simultaneous calibration curve.
It is clearly observed that the standard goal of over 3 orders of
magnitude measurement dynamic range is now achievable at the
small price of using two gates simultaneously. Figure 18 was
achieved with an analog dual-gated amplifier. but based on our
experience with our new software, it is estimated that the
measurement dynamic range could be increased to 4 orders of
magnitude.

Another major problem of FPD is response quenching by the
coelution of a large amount of hydrocarbons.' This problem can
be identified through its effect on the reduction of the sulfur
emission time delay, and with the help of the GRR, it can also be
corrected. Alternatively, combustible gas mixtures richer in air
can be employed together with a narrow gate for the practical
elimination of quenching. The subject of quenching, its origin,
identification, correction, and elimination is described in detail
elsewhere.!

It should be emphasized that the dual gate response ratio
method described is similar in its concept to the dual photomul-
tiplier channel response approach developed by Aue and co-
workers. ¥~ In this elegant series of publications, it was
described how a FPD having two photomultipliers with different
optical filters can be used for heteroatom identification and for
the increase of interheteroatom selectivity. In this dual channel
approach, the response ratio of the two optical channels provides
unambiguous elemental identification, and the subtraction of A
— BB, where A and B are the detection channels, provides “infinite
selectivity” within the linear dynamic range.

(18) Kalontarov, L. Jing. H.; Amirav. A Cheskis. S. J. Chromalogr. A 1995,
696, 245.

(19) Aue, W. A Millier, B.; Sun XY, Anal. Chems. 1991, 63, 2951,

(20) Aue, W. A Sun, X i 3. J. Chromatogr. 1992, 606, 73.

(21) Millier, B.; Sun, X. Y.; Aue, W. A, Anal. Chen:. 1993, 65, 104,
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‘We believe that {or practical applications the dual gate appr
is supertor to the dual optical channel approach for t¢ the followt
reasons:

(1) A photomultiplier and its associated optics
are far more expensive (and bulkier) than an additior
gate.

(2) The PFPD is more sensitive than the FPD. and
consumption is lower.

(3) Both the dual channel and dual gate approaches ¢
provide improved selectivity against one addition:
In the PFPD this is generally enough, as the specificity ag
hydrocarbon molecules is automatically obtained through the
delay of the two gates. Thus. the PFPD can be sp\"ciﬁc in Lh/* P

1 electron
nal electronic

dual optxcal channel FPD apploach the selectivity age
one element (either C or &) can be Improved. The s
against hydrocarbons is important, as it allows the u
gate approach in real-world hydrocarbon-rich mix

the diesel fuel demonstrated in Figure 17.

PRACTICAL EXAMPLES—THIOPHENE 1N
BENZENE, PESTICIDES IN A BROCCOLI EXTRACT,
AND A SULFUR DRUG IN SERUM

The final test of any analylical instrument is i

provided to us by Varian (first version before ifs commercial
availability).

We have been approached by Gadiv Petrochemistry. b
Israel, with the problem of thiophene analysis in benz
and similarly methylthiophene in toluenc. The
possess a boiling point near that of the solvent and thus r
a special catalyst for their removal. The presence of tb;ophcm
in benzene is regulated to be lower than 1 ppm. Currently, a Lotal
sulfur analyzer is used, but GC-PFPD seems to he a better way
as it also provides molecular information which ¢
operation of the catalyst. The desired goal was a detection li
of 100 ppb. which is an order of magnitude lower than
regulated level. We used the method published in the litera
for this analysis and employed a 30 m megabore column from
J&W with a polar DB-Wax of 1.0 um film thickness. A Var
3600 GC was used with its split—splitless injector closed {or
min and then opened to a split ratio of 8. The inje
°C, with a wait period of 1 min, programmed at 20 *C/min to 1
°C. Hydrogen was used as a carrier gas at a 7 mL/min {low rate.
and 1-2.5 uL samples were injected. In Figure 19 we show our
results using a Varian PFPD in the analysis of a 100 5ph thiophene
in benzene sample. The sample was provided by Gadiv Petro-
chemistry and was determined by a totzl sulfur analyzer to contain
96 ppb thiophene. Itis demonstrated that 100 ppb thiophen
easily be analyzed with pen-limited baseline noise. This anzl
can be compared with the report of Shearer et al, * who perfor
the same analysis (shown in their Figure 4) using the Sievers
flame sulfur chemiluminescence detector (SCD). We note that
the PFPD demonstrates better sensitivity and a smaller solvent
effect with a much faster solvent recovery fime. as well as an
improved chromatographic peak shape. It should be pointed out
that while the PFPD and the flame SCD may have a sit
reported MDA,># the quadratic response of the PFPD results in

ed

(22) Shearer, R. L: O'Neal, ID. L. Rios, R Baker, M. . J. Chreinaicgr. Sci. 1990,
28.24.
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Figure 18. Anelysis of 100 ppb thiopheane in benzene using the
Varian PFPD. See text for conditions.

a much better signal to noise ratio at a given low level of sulfur
above the MDA, as shown ir. Figure 19. The quadratic behavior
limits the measurement dynamic range, but on the other hand, it
also ellows quantitative measurements to be performed at levels
very close to the MDA,

In Figure 20, we demonstrate the analysis of pesticides in a
broccoli extract. The broceoli extract was provided to us by John
Robinson of Varian Chromatography Systems and was spiked with
1% MX5 pesticide mixture, resulting in 100 ppb each of diazinon,
methyl parathion, parathion, methyl trithion, and ethion (in the
order of their elution time). A 4 m narrow bore (0.25 mm i.d)
column from J&W with DB-1 of 0.25 m film thickness was used
with a Varian 3600 GC. Several 1.0 uL samples were injected
splitless using the split—splitless injector, and a helium carrier
gas was used at a 2.6 mL/min flow rate, measured at 60 °C. The
GC column was 2t 60 °C during the injection for 1 min and then
programmed at 50 °C/min to 220 °C. The Varian PFPD was used
in the P mode at a detector base temperature of 250 °C. The
PFPD electronics was our homemade dual-gated amplifier.

In Figure 20, we show the results obtzined using the dual gate
approach. Trace A shows the chromatogram obtained using a
typical phosphorus gate of 6 ms, while gate B was 12 ms long
and further delayed by 4 ms. Trace A shows signals for the five
phosphorus-containing pesticides, together with a multitude of
weak sulfur interfering compound peaks and two very strong
sulfur peaics of molecules naturally prasent in the broccoli extract.
It is shown that the comparison of traces A and B, which were
simultancously obtained, allows the immediate identification of
the five pesticides using the gate response ratio method as
explained before and demonstrated in Figure 15, We have used
the A — B gate subtraction method as shown in Figures 16 and
17. but the two very strong sulfur peaks could not be eliminated
due o saturation effects, although they were the only remaining
perturbation. In trace C, we show the resulls of the gate
subtraction method achieved with the injection of 0.2 4L. In trace
C, all the sulfur interferences were totally removed, and only the
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Figure 20. Analysis of pesticides in a broccoli extract spiked with
1% MXS5 pesticide mixture. Trace A was achieved with the normal
phosphorus gate, while in trace B the gate was delayed 4 ms. In
trace C, the dual gate subtraction method was employed, and only
0.2 uL was injected. (1) Diazinon; (2) methy! parathion; (3) parathion:
(4) methyl trithion; (5) sthion.

five pesticides arc shown. The actual PFPD body temperature
was only 160 °C during this experiment, so somc molecular effects
are observed, and a higher GC detector base temperature should
have been used.

Figure 20 demonstrates the ability of the PFPD to analyze
phosphorus pesticides at the required 10 ppb level of minimum
detected concentration without any hydrocarbon interferences and
with largely reduced sulfur perturbations. The elimination of
these interferences allows the use of a much shorter columa, with
a resulting reduction in the analvsis time to 5 min, as shown in
Figure 20. We note that according to ref 16, FPD is considered
to perform poorly in the analysis of phosphorus pesticides in
broceoli extract, which is now possible with the PFPD.

Another demanding application was the analysis of 2 new anti-
Alzheimer drug developed at the Israel Biological Institute in
human serum. The goal was to analyze the drig at the 10 pph—2
ppm concentration range. The drug, identified as AF102, contains
both sulfur and nitrogen heteroatoms. A nitrogen—phosphorus
detector was tried, but the result was a highly congested and
unresolved chromatogram due o the presence of large amounts
of nitrogen compounds in the human serum. Thus, it was decided
to try the PFPD. We received a blark extract sample and a spiked
extract. The serum was extracted with chloroform and then dried
and rediluted with toluene. A 1 xL aliquot was injected splitless
using a 4 m narrow bore column (J&W DB-1, 0.25 un film
thickness). Our PFPD was used on a Varian 3600 GC, and the
results are shown in Figure 21. Three GC peaks are added in

Analytical Chemistry, Vol. 67, No. 18, September 15, 1995 3317



J A.100ppb
& h | | AF102
b =3
AL P P
£ B.SERUM
‘ ‘i ; BLANK
K‘_JO\ e J
0 1 2 v 4 5 6

TIME (min)
Figure 21. Analysis of an anti-Alzheimer drug in a human serum
extract. The PFPD was used in the sulfur mode with a BG12 filter.
The injector was at 150 °C, and & 4 m narrow bore column was used
with 2.1 mL/min helium carrier gas flow rate. Splitiess injection of 1
«L was performed at 80 °C initial column emperature for 1 min,
iollowed by pregramming to 25 *C at 40 °C/min.

the chromatogram in comparison to that of the blank. The
pronounced peak at 3.5 min marked with a # was identified as a
sulfur impurity in the toluene solvent used to prepare the spiked
extract and should be ignored. We have found that AF102 is a
thermally labile compound which dissociates in the injector and
on the column, although it is relatively volatile. The small peak
with an asterisk at 2.3 min is that of the drug itself, while the
higher peak at 2 min marked with an asterisk is that of a thermal
dissociation product of the drug. We found that the monitoring
of this dissociation product is more sensitive and reproducible
than that of the drug itself, although frequent periodic recalibration
will be required. Thus, the drug can be analyzed at levels close
to those required. However, the major universal conclusion
emerging is that sulfur drugs can be analyzed at low parts-per-

billion levels in human serum, and the chemical noise and
interference is much lower than with the aitrogen—phosphorus
detector. Actually, all the background peaks in the blank are of
100 ppb and lower molecular concentration, and large time gaps
appear even with a 4 m long column, so with the appropriate
choice of column, development of a drug analysis method should
be relatively simple.

CONCLUSIONS
Pulsed flame is a new concept in the operation of lame-based

detectors. It was applied first in the development of the PFPD
which is now commercially available from Varian. The main
feature that characterizes the PFPD is the added dimension of
time in the analysis of flame emission. As a result. the PFPD is
considerably more sensitive than the FPD and incorporates
dramatic improvements in its selectivity against hydrocarbons and
other interfering heteroatoms. These two major features enable
the selective detection of nitrogen compounds as well as several
other hetercatoms.® With minimal hardware modifications, the
PFPD can be combined with a pulsed flame ionization detector
to provide a simultaneous PFPD—PFID operation.’ On the other
hand, a limited carbon channel exists in the PFPD itself through
the reversed use of time separation of carbon emission from the
heteroatom emission,” which can be used without rodificazion.
These advantages, combined with a considerably reduced gas
consumption (H, air), make it a viable addition to the family of
GC detectors. Our goal is to make the PFPD a universal, tunable.
selective GC detector that provides the information content of
FPD, FID, NPD, and AED in one easy-to-operate detector, with
several advantages over each of the detectors mentioned above
for practical applications.
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Enantiomer Discrimination by Continuous

Precipitation

Evariste Ballesteros, Mercedes Gallego, Miguel Valcarcel, and Felix Grases*

Departmeni of Analytical Chemistry, Facully of Sciences, E-14004 Cordoba, Spain

A continuous turbidimetric method for the discrimination
of enantiomers (L- and D-lysine) by the inhibitory action
of L-lysine on the crystallization of L-glutamic acid is
proposed. A multidetection flow system including an
open—closed loop and a single detector permits the
determination of kinetic parameters for the crystallization
of L-glutamic acid in the presence of 2-propanol. 1-Lysine
can thus be determined in the presence of a 20 times
higher D-Jysine concentration. The proposed method was
applied to the determination of L-lysine in pharmaceutical
preparations with good results.

Some orgsnic substances act as crystallization inhibitors for
orzanic molecules with similar chemical structures (or a slightly
different bulk component of the molecular crystal).'* The inhibi-
tory effect can: be assigned to selective interactions with the foreign
molecule at specific points i the crystallizing substance which
induce marked changes in the crystallization rate at very low
inhibitor concentrations. These processes have found application
in analytical chemistry’ (e.g., in the determination of amino acids
using batch procedures).'s

The flow injection (FI) technique is a major alternative to
manual methods of analysis.>? Amino acids have been determined
by FT using a liquid chromatograph and chemiluminiscence® or
electrochemical detection™” Pohlmann et al.'! reported a method
for the continuous determination of i-lysine using L-lysine a-oxi-
dase and spectrophotometric detection; the peroxide produced
in the reaction was reacted with phenol and 4-aminoantipyrine in
the presence of peroxidase to obtair a quinone imine dye that
was monitored at 500 nm. Various FI systems have been used in
conjunction with turbidimetric measurements for the determina-
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tion of diphenhydramine!? and, niore frequently, sulfate.® Con-
tinuous precipitation systems integrated in an FI manifold includ-
ing an atomic absorption detector have frequently been employed
for the preconcentration of metal traces” and the indirect
determination of organic compounds.”” Rios et al. developed an
unsegmented flow system for multidetection using a single
detector where the sample plug was confined for repeated passage
through the detector; the kinetic curve thus obtained afforded
calculation of partial reaction orders and rate constants.’

This paper reports an FI system for the discrimination of
Llysine enantiomers by multidetection with a single detector. ‘Lhe
use of an open—closed system permits the derivation of the kinetic
parameters that influence the crystallization of 1-glutamic acid.
The presence of L-lysine in the sample inhibits crystallization of
the acid. The proposed method permits the selective determi-
nation of L-lysine in the presence of p-lysine and other amino acids
with no need for a prior separation.

EXPERIMENTAL SECTION

Reagents. 1-Glutamic acid, 1-lysine, and the other amino acids
used were purchased from Sigma (St. Louis, MO). The sclverts
(2-propanol, ethanol, methanol, and acetonirrile), sodium hydrox-
ide, and hydrochloric acid were obtained from Merk (Darmstadt,
Germany). Glass beads (Sigma), 425600 ym in size, were used
to construct a single bead string reactor (SBSR).

I-Lysine (2 g/L) and L-glutamic acid (4 g/1) solutions were
prepared in Milli-Q water and remained stable for at least a week.

Apparatus. A Unicam 8625 UV/vis spectrophotometer con-
nected to a Radiometer REC-80 Servograph recorder and fur-
nished with a Hellma fiow-through cell (10 mm light path, 1 mm
id, 18 4L inner volume) was used. The instrument was set at
550 nm for turbidimetric measurements.

The continuous flow system used comprised two Gilson
Minipuls-2 peristaltic pumps, two Rheodyne 5041 injection valves,
and PTFE tubing of 0.5 mm i.d. for coils. Poly (vinyl chloride) and
Solvaflex pumping tubes were used for aqueous and organic
solutions, respectively.

Pharmaceutical Preparations. A volume of 1 mL of liquid
sample [drinking ampule (Acticinco; Pierre Fabre S.A.E., Barce-
lona, Spain), oral drops (Crecibaby; Sociedad Espafiola de Espe-
cialidades Farmaco-Terapéuticas S.A., Barcelona, Spain). and

(12) Martinez-Calatayud. I Sdncher-Sampedso, A; Navasquitlo-Sarrion, S. Analyst
1990, 115, 855—858.
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Figure 1. Schemaiic diagram ¢f the setup used for the continuous determination of L-lysine: (A) introduction of sample or blank and 2-propanos
and (B) muitidetection of signal. P. pump; SBSR. single bead string reactor; 1V, injection valve; W, waste; R, reactor. D, detector: 3V. switching

valve.

syrup (Trimetabol: . Uriach & Cia SA., Barcelona, Spain)] was
disolved in 50 mL of Milli-Q water. For tablet formulations
(Aminodcidos Esenciales; Nutri Sport S.A., Barcelona, Spain), 10
tablets were ground in 2 mortar fo a fine mesh, and a portion of
~1 g of the resulting powder was accurately weighed. The
powder was transferred into 2 100 mL vessel, diluted to 50 mL
with Milk-Q water, and stirred magnetically for 1 h. The solution
was [ltered and the residue washed with Mill-Q water, and then
the filirate was diluted to volume with water in 2 250 mL calibrated
fAlask. An amount of 3 g of protein—vitamin supplement powder
(Gevral Proteina; Cyanamid Ibérica S.A., Madrid, Spain) was
mixed with 50 mL of water in a 100 mL vessel, and the mixture
was stirred magnetically for 1 h; subsequently. the procedure was
cortinued
analysis, aliquots of 50—250 L of these solutions (containing
vsine) were placed in 10 mL calibrated flasks

as for the tablet formuiatons. For continuous flow

I

about 100 ug of 1
containing 2.6 ¢/L i-glutamic acid and diluted to the mark.
Procedure. The manifold used for enantiomer discrimination
is depicted in Figure 1. In the first step (Figure 14), the
pharmaceutical sample or standard solution. containing 0.5—20
me/L idysine and 2.6 g/L i-gluamic scid. was continuously

introduced into the flow system at 0.3 mL/min and merged with
a siream of 2propancl circulated at 1.5 mL/min. Mixing of both
phases was boosted by the SBSR reactor used (30 cm long, 0.8
mm .d.). The mixture was continuously circulated through the
loop of the injection valve (IV). Simultaneously, the open—closed
flow loop was filled with carrier (2-propanol) via valve SV. In the
second step (Figure 1B). the sample—Z-propanol mixture was
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injected via IV into the 2-propanol carrier at 0.9 mL/min, and SV
was switched in order to close the loop. Changes in the reaction
mixture were monitored at 530 nm until physical and chemical
equilibrium of the system was reached. After the kinetic curve
was recorded, SV was switched again, and the open—closed
system was flushed with water instead of 2-propanol.

RESULTS AND DISCUSSION

Signal Profile: Measurement Modes. Fig
typical signals obtained by using the manifold of Figure 1 in the
presence (sample) and absence (blank) of i-lysine. The initial
portion of the signal (0—#) in Figure 2A corresponds to the
homogenization of the closed loop. Signal changes arose from
changes in the refractive index from pure 2-propanc! to the
2-propanol—water mixture. Crystallization of l-glutamic 2
started at &, The induction period (&) was calculated graphically
as shown in Figure 24. In the abscence of 1-lysine (Figure 2B).
crystallization started before the loop contents were fully home-
geneous, so £, was shorter than in Figure 2A. For this reason. 1:
and £, were indistinguishable in the blank signal.

There were three ways of drawing analytical information from
the signals. The starting crystallization time (t;) could not be used
for this purpose because, at low concentrations of ¢-Iysine, signal
changes were the result of two processes (homogenization and
precipitation) and hence led to poor precision. Also, the slope of
the rising portion of the spanning signal crystallization at variable
concentrations of Llysine provided inadequate differences for
implementation of the analytical method. The best choice was

2 shows two




~ B)

-

TIME (min)
Figure 2. Typical signals fo- L-glutamic acic crystallization in the
presence (sample) and absence (blank) of L-lysine. The sample
sclution (A} centained 2.6 g/L L-glitamic acid plus 7.0 mg/L L-ysine,
while the blank (B) contained 2.6 g/ L-glutarric acid only. &,
homogenization time: &, staring crystallization time: f, induction
period.

thus the induction period, which was calculated in the presence
and absence of L-lysine.

Chemical Variables. The effects of chemical variables were
studied by using a continuous flow system similar to that depicted
in Figure 1. Two aqueous sclutions containing 3 g/L L-glutamic
acid {blank) or 3 g/L L-glutamic acid plus 10 mg/L L-lysine
(samyple) were emploved.

Supersaturated solutions of I-glutamic acid were prepared by
altering the solvent composition. Thus, addition of an organic
solvent to aqueous solutions of this amino acid allowed us to
prepare unstable supersaturated solutions. For this purpose,
various organic solvents [methanol, ethanol, 7:3 (v/v) ethanol—
acetonitrile, and 2-propanol] were continuously mixed with an
aqueous solution of 1-glutamic acid to induce crystallization of the
amino acid. Crystallization in methanol and ethanol was rather
slow {about 40 and 15 min, respectively). On the other hand,
crystalization in the 7:3 ethanol—acetonitrile mixture or 2-propanol
took only 5 min. Simultaneous experiments with 1-glutamic acid
solutions containing L-ysine (sample) revealed that L-glutamic acid
crystallization proceeded similarly in mixtures with the organic
solvents tested and in the absence of idysine; methanol and
ethanol were discarded owing to the long time required for the
crystallization of i-glutamic acid. 2-Propanol was thus the optimal
choice because Solvaflex pumping tubes are more resistant to it
than they are to the ethanol—acetonitrile mixture. 2-Propanol was
also szlected as the carrier for the open—closed system as it
furnished a suitable medium for crystallizing 1-glutamic acid.

The r-glutamic acid concentration was optimized by running
several calibration graphs for L-lysine at variable concentrations

50

induction period ( min )

0 5 10 18 20
L-lysine concentration ( mg/L }

Figure 3. Calibration graphs for -lysine at variable concenirations
of L-giutamic acid.

of L-glutamic acid between 2 and 3 g/L. As can be seen in Figure
3, the length of the induction period increased with decreasing
L-glutamic acid conceatration; at low Lgletamic concentrations,
the crystallization time for the amino acid increased more
markedly in the presonce of tlysine than in its absence, which
resulted in greater sersitivity. A compromise between sensitivity
and sample throughput was made by choosing an 1-glutamic acid
concentration of 2.6 gL for further experiments. The sensitivity
of the method increased with use of a lower L-glutamic acid
concentration. However, this was unnecessary because the
Llysine concentrations in the pharmaceutical preparaticns studied
were af the gram-per-liter level, so the proposed FI system was
also appropriate for sample dilwion (the sample was diluted 6-fold
in 2-propancl before injection into the closed loop).

In aqueous solutions, amino acids are present as cations,
zwitterions, or anions depending on the pH. We therefore studied
the effect of pH between 2 and 5 (adjusted with 0.1 mol/L HCl or
0.1 mol/L NaOH) on the crystallization of I-glutamic acid. The
optimal pH was estimated o be from 3 t0 4; cutside this range,
crystal growth of L-glutamic acid was significantly delayed (the
pK, and pK, values for L-glutamic acid are 219 and 4.25,
respectively): pH 3.4, ebtained by diluiion of the blank and sample
with water, was finally selected.

Optimization of the Flow Discrimination System. The flow
variables influencing tlie performance of the proposed continuous
flow system were optimized by introducing an aqueous solution
containing 2.6 g/L 1-glutamic acid (blank) or 2.6 g/L L-glutamic
acid plus 10 mg/L t-ysine. The sample was merged with a
2-propanol stream and the mixture passed through an SESR for
homogenization.!”

The sample flow rate was kept at 0.3 mL/min, while that of
2-propanol was varied between 0.3 and 2.0 mL/min. Increasing
the 2-propanol flow rate had two opposing effects, viz., diluting
the sample (which delayed crystallization of L-glutamic acid) and
increasing the proportion cf 2-propanol (which boosted crystal-
lization of the amino acid). Because the induction period
increased with increasing flow rate, the diluting effect prevailed
over the concentrating effect. Below 1 mL/min, throughpat and
reproducibility were both lower. A Zpropanol flow rate of 1.5 mL/
min was thus selected as a compromise between adequate

17) Reffn.J. MLz Poppe, He: van der Linden, W E. Anal. Chem. 1984,
8.
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Figure 4. Effect of the injected volume on the crystal growth of
L-glutamic acid. Sample, 10 mg/L L-lysine and 2.6 g/L L-glutamic acid;
blank 2.6 g/L L-glutamic acid.

reproducibility, sensitivity, and throughput. The influence of the
length of the SBSR reactor on the homogeneity of the sample—
2-propanol mixture was studied over the range 10—50 cm. Above
25 cm, homogenization was complete because the induction period
obtained in several determinations of the same sample was quite
reproducible. An SBSR reactor of 30 cm was thus selected. The
injection valve (IV) could, in principle, be placed at three different
positions in the open—closed system (Figure 1): before the SV
valve for introduction of 2-propanol; between the switching valve
(SV) and pump 2; and between pump 2 and the detector. The
best results were obtained by placing the IV between pump 2 and
the detector (see Figure 1), because the flow rate of 2-propanol
was more uniform after the peristaltic pump and unloading of the
loop contents and the subsequent operations were more reproduc-
ible. The effect of the flow rate of carrier (2-propanol) in the
open—closed system was studied over the range 0.7-1.1 mL/
min. Atlow flow rates, the induction period in the crystal growth
of L-glutamic acid was somewhat shorter because of the increased
sample dispersion in the system. Above 0.85 mL/min, the signal
remained virtually constant in the presence and absence of L-lysine
because the dispersion was insignificant. A carrier flow rate of
0.9 mL/min was thus chosen. The effect of the injected volume
of the sample—2-propanol mixture on L-glutamic acid crystalliza-
tion at a constant flow rate of carrier (0.9 mL/min) was studied
between 70 and 325 uL. As can be seen in Figure 4, the induction
period decreased with increasing injected volume through an
increase in the amount of L-glutamic injected. The difference in
crystal growth of L-glutamic acid in the presence and absence of
L-lysine was higher at low injected volumes, which resulted in
increased sensitivity. An injected volume of 100 uL was thus
chosen as a compromise between adequate sensitivity and
throughput. The influence of the length of the coil located before
the detector (R in Figure 1) on L-glutamic acid crystallization was
studied between 25 and 300 cm. As can be seen in Figure 5,
increasing coil lengths increased the volume of the closed system
and hence dilution, which delayed crystallization of L-glutamic acid;
the effect was more marked in the presence of L-lysine than in its
absence. A coil length of 200 cm was thus chosen for further
experiments.

The effect of temperature on the crystallization process was
studied over the range 10—40 °C by immersing coil R in a water
bath. The induction period for L-glutamic acid crystallization
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Figure 5. Influence of the coil length (R) on the crystallization of
L-glutamic acid. The sample and blank concentrations were the same
as in Figure 4.

Table 1. Tolerated Limits for Amino Acids in the
Determination of L-Lysine (5 mg/L)

maximum tolerated

amino acids amount (mg/L)
1-Leu, 1-Gln, L-Asp, 1-Phe, 1-Thr, >100
L-Ser, L-lle, 1-Met, 1-Val,
1-Asn, 1-Cys, L-Ala, L-Tyr
D-Lys 100
L-His 15
L-Orn 4

remained constant above 15 °C in the presence and absence of
L-lysine, so the open—closed system was maintained at 25 °C.

Determination of L-Lysine. Under the selected chemical and
flow conditions, the manifold depicted in Figure 1 was used to
run a calibration graph for the determination of i-lysine. The
graph was constructed by introducing solutions containing 2.6 g/L
L-glutamic acid and variable concentrations of L-lysine between
0.5 and 20 mg/L in Milli-Q water. The equation for the standard
curve was Y= 5.05 + 1.01X (¥, induction period, in min; X, L-lysine
concentration, in mg/L), the intercept representing the induction
period in the crystallization of the L-glutamic acid solution used
as blank. The correlation coefficient (# = 8) was 0.998. The
detection limit, calculated as 3 times the standard deviation of
the induction period obtained in 10 determinations of the same
blank (with 2.6 g/L L-glutamic acid), was 0.3 mg/L. The precision,
calculated from 11 samples containing 10 mg/L I-lysine, was 2.5%
as relative standard deviation.

Interferences. The effect of other amino acids on the
crystallization of L-glutamic acid was studied. The amino acids
selected for this purpose were those commonly accompanying
Llysine in pharmaceutical products. The tolerated limits for the
amino acids in the determination of 5 mg/L of L-lysine are listed
in Table 1. None was found to interfere, except for diaminocar-
boxylic acids similar to L-lysine (-histidine and L-ornithine), which
were tolerated at concentrations only 3 and 0.8 times the L-lysine
concentration. The tolerated concentration of D-lysine was 20-
fold that of L-lysine. Synthetic samples containing 5 mg/L L-lysine
and variable D-lysine concentrations (25, 50, 75, and 100 mg/L)
were used for the determination of L-lysine in the presence of
D-lysine. The recovery obtained was almost 100% in all cases.

Analysis of Pharmaceutical Products. The proposed method
was applied to the determination of Llysine in commercially



Table 2. Determination of L.Lysine in Pharmaceutical
Products

found® nominal contents stated
sample? (e/L) by the manufacturer (g/L}
drinking ampule 301411 40.0
oral drops 98.8 + 3.0 100.0
syrup 516+ 18 50.0
wablets 118+ 03¢ 11.03¢
powder supplement 324017 3.33¢

¢ Manufactarer samrples are described under Pharmaceutical Prepa-
rations. ® Mezn + standard deviation (n = 5). © As % w/w.

available pharmaceutical products by using the manifold depicted
in Figure 1. We analyzed five pharmaceutical products in various
forms: drinking ampules, orel drops, syrup, tablets, and nutritional
supplement powder. Variable volumes of the previously prepared
samples (see Experimental Section) were placed in 10 mL
calibrated flasks containing 2.6 g/L L-glutamic acid and diluted
to the mark. Table 2 lists the results obtained in five individual
determinations of L-lysine and their standard deviations. All values
were consistent with the nominal contents.

Recoveries were calculated by adding variable amounts of
I-lysine to each pharmaceutical product prior to preparation in
such a way that the final "-lysine concentration was 2.5 or 5.0 mg/
L The recoveries thus obtained (Table 3) ranged from 96.6 to
102.7%.

CONCLUSIONS

This is the first reported example of the use of adsorption
during crystalline growth for amalytical purposes in the FI
technique. The main advantages of this technique over manual
methods, viz, ease of automation and handiing, are clearly
reflected in the proposed application. which is also more sensitive
than its manual counterpart! and similarly selective. This can be
ascribed to the fact that the crystallization rate of a substance is
controlled by a combination of structurally related factors and

Table 3. Recovery of L-Lysine Added to
Pharmaceutical Products

content? added found® recovery
sample mg/L (mg/L) (mg/1) %)
drinking ampule 49+ 0.1 2.5 7.3+£02 98.6
4.9+ 0.1 3.0 10.0 + 0.3 101.0
28+03 2.5 120+ 04 976
98£03 5.0 148 £ 0.4 100.0
oral drops + 2.5 74102 1014

5.0 G8+£02 100.0

5 115£03 96.6

0 14.5+04 100.7

syrup 3 5 754+02 98.7
51401 5.0 10.2£0.3 101.0

10.3 + 04 2.5 126 £03 984

103 £ 04 0 157 £ 04 102.6

tablets 5. 0.2 5 79102 98.8
55+ 0.2 0 106 + 0.3 100.9

1.0+ 03 5 132+04 97.8

11.04 03 5.0 163 £ 04 101.9

powder supplement 4.8 £ 0.1 75202 102.7
4.8+ 0.1 98 £0.3 100.0

9.7 £ 0.2 124 £ 0.3 101.6

97+£0.2 143 +£ 04 97.3

4 Mean £ standard deviation (n = 3).

other, external factors, such as the solvent, temperature, super-
saturation, and stirring rate. In order to avoid exceedingly long
substrare crystallization times in the proposed FI method, we used
2-propanol rather than the ethanol employed as solvent in the
manual method.
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Influence of Compressional Wave Generation on
Thickness—Shear Mode Resonator Response in a

Fluid

Thomas W. Schneider* and Stephen J. Martin
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Acoustic interferometry was performed with thickness—
shear mode (TSM) resonators to investigate the effect of
compressional wave gemeration on the response (resonant
frequency and damping). Resonator response was mea-
sured while the spacing between the resonator and
adjacent solid was filled with fluid and the spacing was
varied. A characteristic resonance response was observed
whenever the spacing reached a multiple of /2, where
4. is the compressional wavelength in the fluid. Compres-
sional wave generation arises from a gradient in the in-
plane surface displacemeni. A model is proposed to
predict the resonator response that arises from combined
shear wave and compressional wave generation. Experi-
mental data fit to this model determine device coupling
to shear and compressional waves, The model also
relates resonator response to the swrface displacement
profile. By measuring this displacement profile, com-
pressional wave generation can be estdmated. The effect
of surface roughness and device geometry on shear and
compressional wave coupling is examined. The results
indicate that even in a semiinfinite fluid, compressional
wave generation contributes significartly to device damp-
ing (motional resistance) but not to the frequency shift.

A quartz resonator typically consists of a thin disk of quartz
with metal film electrodes patierned on opposing surfaces. The
electric fleld generated by applying a voltage between the
clectrodes creates a mechanical strain in the piezoelectric quartz.
The quartz crystal resonates at a frequency cetermined by the
crystal thickness and the acoustic mode that is excited. In Xecut
quartz, for example, longitudinal modes are excited, in which the
crystal thickness is modulated.’ In Y-cut quartz, shear modes are
excited, in which planes parallel to the crystal faces undergo
relative in-plane displacements.” Since shear displacement varies
across the thickness of the device, these devices are commonly
called thickness—shear mode (TSM) rescnators. The AT-cut of
quartz, commonly used in constructing TSM resonators, is a
particular Y-cut that has a low temperature coeficient of frequency
around room lemperature.

When longitudinal mode resonators are operated in gases or
liquids, they generate compressional (sound) waves. Radiation
of these compressional waves into a semiinfinite contacting fluid
resulis in severe damping of the crystal. Thus, these devices are
not well suited for general liquic-phase sensing applications.
However, these devices do function as efficient compressional

(1) Mecea, V. M. Sews. Actvators A 1994,
2 i Plat

40.1-27
tions: Plenum: New York, 1969,

U, Linear Piezoelve
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wave (ransducers. Due to the low attenuation of compressional
waves, they have been used in acoustic interferometry experi-
ments to determine gas and liquid sound velocities, ™" By varying
the spacing /# between the resonator and a parallel reflecting
boundary, the compressional wave generated at the resonator
surface interferes with that reflected back from the boundary.
Acoustic interferometry is performed by measuring the resonator
response as a function of s, Constructive interference, and an
enhanced response, occurs when 7 = »i./2, where 4. is the
compressional wavelength in the fluid and » is an integer. Since
Ae = v./f, where v, is the compressional sound velocity in the
mediam and fis the operating frequency. the interval Ak between
resonances determines the sound velocity:” Ak = v/ (2f).

Thickness—shear mode resonaters have been widely used as
liquid-phase sensors.™® These devices are less severely damped
by fluid coupling than are compressional wave devi they can
be conveniently operated as the frequency control element of an
oscillator circuit. The mass sensitivity and low liquid damping of
the device enable it to be used as a general purpose graviraetric
detector or “microbalance”.? 1’ In addition, the device sensitivity
to the contacting fluid enables it to be used to measure {luid
properties.!t ™+

If the shear displacement is uniform across the surface of the
TSM resonator, then only plane-parallel laminar flow is generated
in a contacting fluid. The mechanical coupling between the
resonator and the fluid perturbs the crystal’s resonant frequency
and damping (as reflected in the motional resistance)’’ in
proportion to (gn)'/%, where p and 7 are liquid density and shear
viscosity, respectively. The in-plane oscillation of the resonators
surface causes a critically damped shear wave to be radiated into
the contacting fluid. Since the decay length''* for this shear wave

(3) Hubbard, J. C.: Loomis, A. L. Phil. Magn. 1928, 5 (33), 1177~1190.
4) Piclemeier, W. H. Phys. Rev. 1929, 34, 1184~1202
{5) Klein, E.; Hershberger, W. D. Piys. Rev. 1931, 57, 760774,
(6} Hubbard, J. C. Piys. Rev. 1931, 38, 1011-1019.

{7y Martin, B. A.; Hager. H. E. /. Appl. Phys. 1989, 65 (7)
(8) (a) Buttry, D. A; Ward, M. D. Chem. Ree. 1992

Chem., Int. Ed. Engl. 1990. 2:
J. Am. Chem. Soc. 1988, 110, 8
G. J. Anai. Chem. 1983, 55,

(9) Konash, . L.; Bastiaans, G. J. Anal. Chem. 1980, 52, 1
(10) Nomura, T. Anal. Chim. Acle 1981, 124, 81.
K K Gordon, J. G. 11 Anal. Caem. 1€
.+ Radtke, [, E.: Haworth, D. T. IEE[” Trans.
1. Freq. Contr, 1990, 37 (5) 3
- S. 1. Frye, G. C.; Wessendort, K Q. Sens. Actiaiors A 1994
209-218.
(14) (@) Martin, S. J.; Granstaff. V.
2281, (b) Granstaff, V. E.;
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is much smaller than the spacing that can be controlled between
the resonator and a reflecting boundary, interferometric effects
caanot be readily observed for the shear wave.

Several researchers have shown” 1 that despite the extremely
short decay length for shear waves, acoustic interferometry with
TSM resonatcrs does result in periodic variations in response for
fluid thicknesses out to several hundred micrometers. Moreover,
the periodicity of this response does not coincide with the shear
wevelength but occurs at halfintegral multiples of the compres-
sfonal wavelength. The dependence of the TSM resonator
response on the compressional wavelength indicates that com-
pressional waves are somehow generated by the device, despite
the purely in-plane polarization generated in Y-cut quartz.?

A plausible explanation for compressional wave generation by
the TSM resonator has been proposed by Martin and Hager.”
They invoked continuity arguments to show that compressional
waves are generated in the contracting fluid when the magnitude
of surface displacement varies in the displacement direction along
the resonator surface. From conservation of mass, variation of
in-plane flow leads to surface-normal flow. Displacement variation
arises due to the finite lateral extent of the resonator electrodes
and the manner in which the edge of the crystal is clamped.
Transverse modes are generaled that satdsfy the boundary
condition at the edge of the crystal end determine the displace-
ment variation across the crystal surface.

Various techniques have been employed to map the surface
displacernent across the crystal: (1) Martin and Hager!” measured
the frequency perturbation as a stylus contacting the device
surface was scanned across the surface; (2) Hillier and Ward
measured the radial dependence of mass sensitivity using a
scanning microelectrode to create localized mass deposits on the
resonator suriace. These responses can be used to infer the
relative surface displacement as a function of position.

The connection between the in-plane displacement profile and
compressional wave generation has been made qualitatively but
no: quantitatively. Lin and Ward® have examined the effect of
crystal contour on compressional wave generation. A more
pronounced interference response was observed with plano-
convex crystals than with plano-plano crystals. This was attributed
to the greater confinement of acoustic energy near the crystal
center (the energy trapping effect) that arises with the plano-
convex contour. This result suggests that the in-plane displace-
ment profile significantly influences compressional wave genera-
tion, as proposed by Martin and Hager.” In addition, Lin and
Ward"" measured the in-plane spatial distribution of the interfer-
ence response. which indicated that compressional wave genera-
tion was maximum at a radial distance of ~1.8 mm from the center
of the crystal and a minimum at the center and edges. This
suggests that compressional wave generation is dependent upon
the gradient of the displacement profile, also consistent with the
mechanism proposed by Martin and Hager.

Progress is beginning to be made in establishing a quantitative
relation between compressional wave generation and device
response. Tessier et al.™® have described the surface mechanical
impedance arising from a fluid layer and an adjacent solid.
Measurements made versus fluid temperature generated an

Schmill, N, Feuillard, G.; Thompson, M. Anal. Chem.
M. D. Aval. Chem. 1995, 67, 685—693.

Hager, H. E. J. Appl. Phys. 1989, 65 (7), 2630—2635.

: Ward, M. D. Anal. Chem. 1992, 64, 2539—2534.
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Figure 1. Cross-sectional view of the thickness —shear mode (TSM)
resonator with a fluid layer confined between the resonator surface
and an adjacent solid.

interference response that closely resembled the predicted varia-
tion in surface mechanical impedance versus fluid temperature.
However, a quantitative connection between surface mechanical
impedance and device response was not made. The difficulty lies
in determining the magaitade of the compressional wave gener-
ated by the TSM resonator.

In this paper, a perturbational analysis is used to calculate the
response arising from the combination of shear and compressioral
waves generated by a TSM resonator. The shear wave is
generated. as previously shown from the inplane surface
displacement. To determine the sirength of coupling to corpres-
sional waves, contnuity arguments of Martin and Hager” are
invoked. This new contribution to response depends on the in-
plane displacement profile. Considering a resonator coupled to
a fluid laver confined between the resonator and an adjacent solid
provides the interferometric response that will be compared with
experimental results. By fitting the cakulated response to
interfercnce data, the magnitude of the compressional wave
generation is determined Examining devices with various surface
roughnesses and device geometries, we determine the influence
of these parameters on compressional wave generation. In
addition, compressional wave generation and its inflience on
device response are explicitly refated to the in-plane displacement
profile. Following Martin and Hager,'" we use a stylus technique
to infer the displacement profile. From this profile, the amount
of compressional wave generation expected from a TSM resonator
is calculated and compared with experimental -esults.

THEORY

Liguid Velocity Field. In this section we consider the velocity
fields generated by a TSM resonator in a fluid layer between the
resonator and an adjacent solid. as shown in Figure 1. For
experimental purposes. we assume that the thickress / of this
fluid layer is between a few micrometers and a few hundred
micrometers. The practical consequence of selecting this *hick-
ness range is that, for waves generated at the oscillating resonator
surface (y = 0), (1) shear waves are highly attenuated upon
reaching the upper solid surface (i.e.. the liguid layer is acousti-
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cally thick for shear waves) and (2) compressional waves are only
slightly attenuated over this distance. Thus, the liquid film
behaves as infinitely thick for shear waves (an acoustic sink) while
forming a low-loss acoustic cavity for compressional waves. In
this section, we seek to (1) identify a mechanism for compres-
sional wave generation, (2) determine the surface mechanical
impedances associated with generating shear and compressional
waves, and (3) relate the sensor response to these impedances.
With the TSM resonator oriented as shown in Figure 1, with
displacement in the z-direction and surface-normal in the y
direction, the Navier—Stokes equations that describes fluid veloc-
ity components under sinusoidal, steady-state excitation are!?

2 2

v, o, a
(v Toy o a)
oy & Wy

K (1b)

? o=
where o, «, and 7 are the density, bulk compressibility, and shear
viscosity, respectively, of the fluid; v, is the liquid velocity parallel
to the resonator surface; v, is the liquid velocity in the surface-
normal direction; a dot denotes a time derivative. Equations la,b
describe waves propagating in the surface-normal direction of the
fluid: v, is a shear wave, while v, is a compressional wave.
Equations 1a,b indicate that these waves are coupled when the
velocity fields vary in the z-direction: the term on the righthand
side of each equation involves a derivative of the alternate velocity
component.

The source for all liquid motion is the in-plane oscillation of
the upper resonator surface at y = 0. If the upper resonator
surface extended indefinitely and had uniform surface shear
velocity vy, then derivatives with respect to x in egs 1a,b would
be zero. Then the terms on the right-hand side of egs 1a,b would
be zero and these equations would decouple (i.e., the shear and
compressional waves would propagate independently). With the
boundary oscillating in a pure shear displacement, only a shear
wave can be generated in the fluid.

Variations in the surface displacement in the #-direction lead
to non-zero terms on the righthand side of egs la,b. This
variation arises due to the finite lateral extent of the resonator,
leading to the generation of transverse modes. Each mode
satisfies the boundary condition at the edge of the crystal. If the
edges of the resonator are clamped, for example, then mode
amplitude goes to zero at these points. The superposition of these
modes determines the overall displacement profile. Thus, vy, is
ot constant across the device surface but varies as a function of
xand 2. ve = vy (®2). In this case, the shear and compressional
waves are coupled. The in-plane surface displacement generates
a shear wave; variation in displacement amplitude across the
resonator surface leads to an in-plane variation in the shear wave
amplitude generated (nonzero 3/3x in eqs la,b). As noted by
Martin and Hager,’ this variation in liquid flow in the #-direction
leads to surface-normal flow. This is a consequence of mass
conservation, as illustrated in Figure 2. The in-plane variation in
the liquid velocity field (8v,/ax) provides a source for compressional
wave generation (v,).

(19) In deriving these equations, the variation in the -direction is presumed to
Dbe much smaller than that in the y-direction, so second derivatives with
respect to x can be ignored.
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Figure 2. Infinitesimal volume of fluid near the crystal surface,
illustrating generation of surface-normal fluid flow by a gradient in
the in-plane surface displacement.

The shear wave decays rapidly with distance from the resona-
tor surface; thus, the compressional wave originates in the near-
surface region of the fluid. The compressional wave propagates
largely undamped in the fluid, being reflected back to the crystal
surface by an interfacial boundary. Here in-plane variation in the
compressional component recouples to the shear component and
influences device response. The liquid layer thus acts as a
resonant cavity for the compressional wave v, that is coupled to
the shear resonator surface displacement by in-plane gradients
(v = 9v,/3%) in the shear liquid velocity field.

Since the shear wave extends only a short distance into the
fluid from the resonator surface, the shear and compressional
waves are uncoupled across most of the fluid layer. Moreover, if
the gradient in surface displacement (v) is small, then the
coupling terms on the righthand side of eqs 1a,b are small. To
first order, then, the velocity profiles across the fluid layer can
be approximated by the uncoupled modes (i.e., solutions to eqs
1a,b when the right-hand sides are taken as zero). We begin by
calculating the mode profile for the uncoupled shear wave. We
then calculate the mode profile for the compressional wave,
assuming coupling only at the lower boundary. We then deter-
mine the impedance associated with exciting each mode. In the
next section, we use a perturbation analysis to determine device
response from these impedances.

Shear Wave. The viscous nature of the fluid allows a damped
shear wave to be radiated into the fluid by the in-plane displace-
ment v, of the resonator surface. For the moment, the in-plane
surface displacement vy, will be considered constant; in the next
section, the effect of vy, varying with x and z will be considered.
The uncoupled shear liquid velocity field is found by solving eq
1a with the righthand side set to zero:!!

v

ny’ =ov, )

Equation 2 is solved subject to the boundary condition imposed
by the in-plane oscillation of the resonator surface.

When the thickness % of the fluid layer is at least several
micrometers, the solution to eq 2 consists of only a +y-propagating
shear wave:!!

v,() =Ae"V el ®)

where A is a constant; w is the angular frequency (w = 27f, where
Fis operating frequency); j = (—1)/% and . is the complex shear



weve propagation constant. The latter is found by substituting
eq 3 into eq 21

o\1/2 . +7 N
75:(%) (1+/)=16] 4

where ¢ = {21/ {wo)) ' is the liquid decay length.! For reference,
& = 0.25 ym in water at 20 °C at 5 MHz. When /i » §, satisfied
when /i is greater than a few micrometers, the shear wave
generated at the resonator surface becomes attenuated before
reaching the reflecting boundary, eliminating the need to consider
a reflected wave in eq 3.

The constant A in eq 3 is determined by applying the boundary
condition that particle velocity must be confinuous across the lower
solid/liquid interface: v,(07) = v, exp(wd). This gives A = v,

The shear siress 7, (force per area in the x-direction on a
yrormal plane)® applied by the resouator to excite the shear wave
(eq 3) is

av, _ ot .
= —ﬂ@!y:o =YV € (5)

The shear mechanical impedance associated with excitaticn of
the shear wave is*

2
1+ ®

_ [wony
2

where Z," is the characteristic shear mechanical impedance of
the fluid?

Compressional Velocity Field. We next consider the com-
pressional wave velocity field generated in the liquid cavity. The
liquid film behaves as an acoustic cavity for the compressional
wzve. To accurately model the influence of energy storage and
dissipation in this cavity on resonalor response, acoustic loss
mechanisms must be accounzed for. There are several possible
loss mechanizsms: (1) propagation loss, (2) reflection loss (e.
ransmission at the liquid/selid interfaces), and (3) diffraction
losses due to spreading of the acoustic beam. While the shear
wave experiences severe attenuation in the fluid, compressional
wave propagzation is nearly lossless in most fluids. In fact,
propagation loss is found to be insignificant compared to other
loss mechanisms when % is less than a few hundred micrometers.

Reflection ;osses are found to dominate for the compressional
wave. The bulk modulus of & solid does not greatly exceed that
of a liquid, so the impedance mismatch is not high enough to
form a highly reflecting boundary: significant compressional wave
energy i transmitted across the interface—on the order of 10%.
In modeling compressional wave generation in the liquid cavity
(with / less than a few 100 #m), we find that transmission losses
ar the boundary greatly exceed atteruation losses in the liquid.
We thus consider the former and neglect the latter. Diffraction
losses are insignificant when the electrode diameter 4 is large
compared with the liquid film. thickness #.

The uncouplec compressional wave velocity field v, is found
by sobving eq 1b, setting the dghrhand side to zero:

ﬁzyv . 7
KB . o, (7

The solution 10 eq 7 for a lossless fluid (¢ real) is

v = Be e+ Cellry e 8

where 5 and C are constants and . is the (real) compressional

wave propagation constant. Eguation 8 is a superposition of
compressional waves propagating n the +y- and —y-directions.
Substituting the components of ¢q 8 into eq 7 gives S, = w/v.,
where v, is the compressional wave velocity in the fluid: », =
(/0) 12

The constants B and Cin eq 8 are determined from boundary
concitions that apply w0 the compressional wave. The coupling
between the shear and compressional waves occurs in a region

{a few & thick) near the resonator surface. The amplitude of the
compressional wave at y = ( can be estimated from the continuity
concition that epplies to infinitesimal volumes of the fluid, as
lustrated in Figure 2. From these considerations, ™’

(&)

[t

This is a statement of mass conservation that indicates that a
variation of flow in the idirection generates & flow in the
ydirection (Figure 2). If we approximate the shear—compres-
sional wave coupling &s occurring in an infinitesimally thin layer,
then eq 9 vields a voundary condition that determines the
compressional wave amplitude at the lower boundary:

et (10)
B

In order to allow for non-zero compressional wave transmission
at the liquid/solid interface, the second boundary condition
specifies the compressional impedance at the reflecting fluid
boundary: Z.(h) = Z.® = (k04 '7?, where Z,¥, k, and o, are
the characteristic compressional impedance, bulk compressibility,
and density, respectively, of the adjacent solid. The compressional
stress Ty, (force per area in the y-direction on a y-normal Hlane)

z'_V(O} =

corresponding to the compressional velocity ficld (eq 8) is™

T,0 =2 " (Be 7 — Celiryeh an
where Z," is the characteristic compressional impedance of the

fluid: Zwm = (k() o Ve The compressional impedance at any
¢ ¥ L ¥
position ¥ in the fluid s then

a2

: ‘B e*/}h e e"’"’ ¥

\B e*/}’\ Yac e/‘wk-y

Applying the two boundary conditions outlined above defer-
mines B and C. The surface-normal fluid velocity is then

v (2" S0l = )]+ 2, cos[Bh — )]
72 sin(B.hy + 7, cos(Br)

(13

for 0 = y < k. Equation 13 gives the amplitude profile for the
standing compressional wave in the fluid laver. This amplitude
1s proportional to the gradient (v,,) of the shear surface displace-
ment.

20) Auid. B. A. Accusiic Fiolds and Waves in Solids, W
Chapter 8.

{213 Martin, S, ]2 Frye, G 272 Ricco. £
65, 2910292

o New York, 1973
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Figure 3. Equivalent-circuit model for the TSM resonator operating
in contact with a fluid: (a) with complex motional impedance element
Z., (b) with Z resolved into a motional inductance L, and resistance
R», (c) with motional resistance Az separated into contributions from
shear wave, Rp(shean), and compressional wave, Rz, radiation (in
a semi-infinite fluid).

The mechanical impedance at the resonator surface for
compressional wave generation is

0 Z..® cos(Bu) +7Z.,0 sin(B.h)
Z..9 cos(Bh) + jZ.,° sin(B.h)

Equation 14 has been previously reported by Tessier et al® We
note from eq 14 that for Z.,® > Z,,0, Z.(0) = —jZ.," cot(Bch);
Z.(0) is infinite when Bz = nar, where  is an integer. This arises
from compressional wave resonance in the liquid layer that occurs
when k= nl./2 m=1, 2,3, ..), where A is the compressional
wavelength in the fluid: A. = v./£ This defines the fluid layer
thicknesses that leads to a resonant response.”!516 If the solid
boundary is replaced by air, then Ze,® < Z,® and Zc(0) = jZc,®
tan(Bck). In this case, resonance occurs when Sk = (n + 1)m
orh=@m+1Y)(A/2) =012, .)1

Electrical Response of Resonator. We next consider the
effect that generation of shear and compressional waves in the
fluid layer has on the TSM resonator response. The resonator
response can be determined from the impedances associated with
generating these waves. In actuality, the in-plane resonator
displacement couples only to the shear wave, which, in turn,
couples to the compressional wave. However, for purposes of
calculating the resonator response, it is convenient to consider
the device as coupling directly to both shear and compressional
modes. That is, it behaves as #fit had both an in-plane (v,,) and
a surface-normal (v,,) displacement component.

It has been shown that the near-resonant electrical response
of a resonator with an arbitrary surface perturbation can be
described by the equivalent-circuit model of Figure 3. In this
model, a static capacitance C, arises between the electrodes
located on opposite sides of the insulating quartz. (A parasitic
capacitance C, that is found to arise in the test fixture is
included: C,* = C,+ C,). Since the quartz is also piezoelectric,
electromechanical coupling gives rise to an additional motional
branch, (L, Ci, Ry, and Z), in parallel with the static capacitance.
The static capacitance dominates the electrical behavior away from
resonance, while the motional branch dominates near resonance.
The elements C,*, L;, C;, and R; describe the response of the
unperturbed resonator (for which Z, = 0). The complex imped-
ance element Z, (Figure 3a) describes the change in resonator
motional impedance caused by the surface perturbation?'—the
liquid layer and adjacent solid, in this case.

Z.(0) =Z,

(14)
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From perturbation theory,? it can be shown that the element
Z is

L
Z,= ifz[z,m) S il ds] @15)

where Z;(0) is the surface mechanical impedance associated with
surface displacement in the x; direction, v;, is the surface particle
velocity in that direction, and U is the total mechanical energy
stored in the resonator. In eq 15, integration is carried out over
the perturbed surface(s), over which particle velocity can be
nonuniform.

To illustrate the application of eq 15, we consider the (physi-
cally unrealizable) case in which displacement is uniform across
a circular resonator surface so that only a single in-plane fluid
velocity component v, is generated. The stored mechanical
energy U is equal to the peak kinetic energy density integrated
across the resonator thickness:

thqvxothdz
16

where gq, kg, and d are the resonator’s density, thickness, and
diameter, respectively; & is the shear wavenumber in the quartz
(& = nz/h). The surface integral in eq 15 gives

2
‘A
U= Q“v;’ Secos* (k) dy = 6)

2

adv,
Sl ds =—7= an

Using eqs 16 and 17 and L in eq 15 gives the result previously
reported for uniform surface displacement:?!

_ NaZ,©
¢ 40 CZ,

where N is the harmonic number, K? is the quartz electrome-
chanical coupling factor, Z(0) is the surface mechanical imped-
ance contributed by the fluid, and Z,@ is the quartz characteristic
shear mechanical impedance (Zo'@ = (uq0q)'/?); #q and gq are
the quartz shear stiffness and density, respectively.

‘With nonuniform surface displacement v,,, the previous section
showed that both shear (v,) and compressional (v,) waves are
generated in a contacting fluid. If we consider the compressional
wave as originating from a surface-normal resonator displacement,
then eq 15 gives

(18)

, _NHZ0 + PZO)

(19
¢ 4K C,Z,,@

where Z.(0) and Z.(0) are the surface mechanical impedances
associated with compressional wave (eq 14) and shear wave
generation (eq 6), respectively, and the “profile factor” Pis defined
as

flvyolz ds (ﬁ)zflvmﬂz ds

P= =
Swolds 27 [lu, ds

in which eq 10 has been used to estimate the surface-normal
particle velocity at the surface: vy, = vy'/fec = Avn'/ @2m). We
note that the profile factor P is a measure of the gradient in the

(20)

(22) The motional inductance L, of the unperturbed resonator is given by L, =
(Nm)?/ (8K*w3C,), where wy is the angular series resonant frequency (wy
= 27f).



surface displacement, normalized by the magnitude of the surface
displacement. Thus, only the relative displacement profile is
needed to determine P.

Combining egs 19 and 20 with the expressions given previously
for Z;(0), eq 6, and Z.(0), eq 14, determines the electrical motional
impedance Z. contributed by excitation of shear and compressional
waves in the liquid. This result is valid for arbitrary surface
profiles v4,(x,2). Z. can be resolved into real and imaginary
components that can be represented as a motional resistance Ry
and inductance L, (Figure 3b):

Z, =R, +jol, @1)

where L; represents energy stored in the fluid, while R, represents
power dissipation.

The electrical response of the resonator can be calculated from
the equivalent-circuit model of Figure 3. The resonator electrical
admittance Y, defined as the ratio of current flow to applied voltage
(reciprocal of impedance), is

Y=joC*+1/Z, (22)
where the motional impedance Z is
Zn= R +R) +jlol,+ L) —1/wC|] 23)

The series resonant frequency f; is defined as the frequency at
which the imaginary part of Z,, vanishes:

f=1/2n/T, + L,)C, ©24)

Thus, the motional inductance Ly, arising from resonator loading
by the fluid layer, leads to a change Af in series resonant
frequency:®

Af, = —Lyf/2L, (25)

Special Case of a Gaussian Displacement Profile. While
a solution of the wave equation for typical device geometries does
not result in a Gaussian profile, this function is frequently invoked
as an approximation:

x2+z2) @6)

Voo @2) =D exp(— IE

where D and R are parameters that describe the peak amplitude
and radial falloff, respectively, of the displacement profile.

Compressional wave generation is proportional to the gradient
in the x-direction of v,,(x,2) (eq 10), i.e., v,,'(r,2). While v,,(x,2) is
symmetric about (0,0), v, is antisymmetric about the plane x =
0 (., v’ (,2) = —v,'(—#,2)), creating a maximum at (,2) = (—R/
(2)'/2, 0) and a minimum at (R/(2)2,0).1617 While the region with
x < 0 is generating upward liquid flow, the region with x > 0 is
generating downward flow (and conversely). The net flow in the
upward direction is zero. This does not, however, negate the
effect of compressional wave generation on device response, since
response is proportional to |v,,[2 (eq 20).

Using the Gaussian profile of eq 26 allows the profile factor in
eq 20 to the explicitly calculated:

P= (A./27R)* @7)

From eq 27, we note that the profile factor is independent of the
amplitude of v,,, depending only on the rate of falloff of the surface

(23) In deriving this result, the following approximation is used: L; > L,.

Figure 4. TSM resonator geometries used: (a) 0.5 in. diameter
device and (b) 1.0 in. diameter device. _

displacement. As the rate of falloff increases (smaller R), P
increases, indicating increased compressional wave generation.

Response with a Semiinfinite Fluid. In the case of a
semiinfinite liquid (no adjacent solid), the analysis for the shear
wave is unchanged. The analysis for the compressional wave,
however, is somewhat different due to the absence of a reflected
compressional wave. The radiated compressional wave includes
only the leading term, representing an upward propagating wave,
in eq 8. The resulting shear and compressional surface mechan-
ical impedances in this case are

Z,0) = (won/2Y* (1 +5) (282)

Z,(0) = (ko)* (28b)

Using eqs 28ab in eq 19 determines the electrical motional
impedance Z, for operation in a semiinfinite liquid. Separating
Z into real and imaginary parts, according to eq 21, gives

Ry= 41{21:—”002[ o/ + P (@] (299)
s q
L= ﬁfc?(w@ﬂﬂ) vz (29b)
S q

for a resonator in a semiinfinite fluid. The motional resistance
R, represents power radiated into the contacting fluid: the first
term is due to shear wave radiation and has been previously
reported;!42! the second term is due to compressional wave
radiation and is a new result. For the idealized case of a uniform
displacement profile, P = 0, and this second term vanishes; real
devices, however, exhibit a nonuniform displacement profile, P
= 0, that gives rise to compressional wave radiation and increased
resonance damping. The motional inductance L, represents
energy storage in the contacting fluid; this result has been
previously reported'*? and is unchanged by compressional wave
generation.

Equivalent-Circuit Model for Loading by a Semiinfinite
Fluid. The equivalent-circuit model proposed!42! to describe the
response of the TSM resonator in a semiinfinite fluid can be
modified to include the effect of compressional wave radiation.
Figure 3c shows a modified version in which two resistors are
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used 1o describe the fluid contribution to motional resistance. The
motional elements arising from fluid coupling are then

L, = ———(won/2) 172 (30a)
T
N:
R, (comp) _ 7P(KQ> (30)
[USC(,“(
shear Nr /2
R,bhean — ————-—(cuu /)Y (30c)
: Kol
EXPERIMENTAL SECTION

TSM Resonators. The resonators used in this study were
fabricated from 0.33 mm thick AT-cut quartz wafers having a
nominal fundamental (N = 1) resonant frequancy of 5 MHz. To
asceriain the effect of surface roughness on compressional wave
generation, the wafers were polished to varying degrees of surface
roughness before Cr/Au electrodes were vacuum evaporated onto
both sides. Two different resonator geometries were used: (1)
a 0.5 in. diameter quartz wafer with identical 0.25 in. diameter
radio frequency (rf) and ground electrodes on opposite sides
(Figure 4a) and (2) a 1.0 in. diameter quartz wafer with a 0.25 in.
diameter rf electrode and a 0.5 in. diameter ground electrode
(Figure 4b). In case 2, the contact {or the ground electrode “wraps
around” the edge of the crystal, allowing electrical contacts to
both rf and ground electrodes to be made on the side with the rf
electrode. The active area of the two device geometries is
approximately the same since the excitation electric feld is
primarily confined to the area of electrode cverlap.

Surface Roughness Determination. Resonator surface
roughness was quantified by a measurement of average surface
roughness using a Dektak Model IIA (Sloan) profilometer. The
root mean square (rms) deviation of the diamond profilometer
stylus about its average was measured over a surface scan length
of 1 mm using a force of 1 g

Oscillator. To measure the resonator response, the resonator
was connected to an oscillator circuit. The oscillator circuit,
described by Wessendorf,?* tracks the series resonant frequency
of the resonator. In addition, the circuit has an automatic level
control that controls the loop gain to sustain oscillation under
various crystal damping conditiors. Since the feedback voltage
from this level control is proportional to the motional resistance
of the crystal, it is measured as an output, referred to as the
“damping voltage.” The oscillator circuit thus provides the series
resonant {requency /& and motional resistance (R — Ry} of the
resonator.

Instrumentation. The oscillator board requires a 5V source
that was supplied by a dc power supply (HP Model E3611A). The
oscillation frequency was measured using a frequency counter
(HP Model 53844). The oscillator damping voltage, indicating
R, was measured using a multimeter (HP Model 34784). Data
were collected via an IEEE-488 interface bus using an interface
card in an IBM-compatible personal computer. Data-acquisition
software was written in HP Instrument Basic for Windows.

Interference Experiment. The iaterference experiment
consisted of measuring the resonator responses while varying the
thickness of a fluid layer confined between the resonator surface

(24) Wessendorf, K. O. IEEE Proc. Freq. Contr. Symp. 1993, 711-717.
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Figure 5. Apparatus used for varying the fluid layer thickness in
the interference experiment.

and an adjacent solid surface. This adjacent solid consisted of an
optically polished Si (Monsanto) wafer, 610 um thick, connected
to a digital micrometer (Oriel Corp.) that provided vertical
translation. Figure 5 shows the apparatus used to vary the fluid
layer thickness. The digital micrometer was mounted, along with
the resonator fixture, to an optical table. The Si was cut to cover
the grounded electrode area and was laid flat on the grounded
resonator electrode. The post from the micrometer was carefully
lowered to touch the top of the Si. Epoxi patch (Dexter Corp.)
was used to glue the post to the silicon. ensuring parallelism
between the resonator surface and the silicon. After the epoxy
was cured, the micrometer was zeroed and the Siplece was
backed away from the resonator surface. Deionized water was
added to the resonator surface, and the $i boundary was lowered
until liquid completely filled the regior: between the resonator and
Si. The spacing between the resonator and Si was then decreased
a few micrometers at a time while the resonator oscillaticn
frequency and damping voltage were measured at each step.

Surface Profile Measurement. The surface profile measure-
ment consisted of measuring the resonator responses while a
probe point was moved in contact with the surface across the
crystal diameter. The perturbation in resonator response is
propartional to the surface particle velocity squared, v,%, at the
point of contact. As long as the probe point has uniform pressure
and contact area with the surface, this response indicates relative
displacement amplitude. This experiment, first reported by Martin
and Hager,'” provides a simple, elegant way of determining the
surface displacement profile.

To profile the device surface, a micrometer providing transla-
tion in the horizontal direction was arranged with a stainless steel
block with a sleeve for a stylus (Figure 6). A Nylatron (G5
Polymer Corp.) stylus was fabricated to ride in the hole of the
block. The 3.83 g weight of the stylus provided a constant tip
force with a tip radius of ~0.15 mm. Data were taken as the
horizontal micrometer was used to advance the stylus across the
diameter of the resonator, providing a measurement of the relative
displacement in air. As shown in the Theory section, only the
relative displacement is needed to calculate compressional wave
generation. A large difference in the surface velocity profile exists
between the unperturbed (dry) and liquid-loaded cases;™ however,
the relative profile is assumed to be unchanged.
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Figure 6. Apoaratus used for profiling the surface displacement of
2 TSM resonalor.
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Figure 7. Change in mctional resistance (upper) and resonant
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RESULTS AND DISCUSSION

Figure 7 shows the changes n motional resistance B and
resonant frequency Af of a TSM resonator measured as the
thickness of a water layer (3) between the resonator and an
adjacert solid was varied. The motonal resistance shows a
“background” level of ~0.35 kQ, with period peaks reaching 1.1—
1.4 k€ at 150 um intervals. The resonant frequency (measured
relztive to the dry device) also shows a cyclical variation with the
same periodicity. A rapid change in frequency coincides with the
peaks in motional resistance. In the Theory section, it was noted
that the in-plane motion of the TSM resonator surface generates
a damped shear wave in a contacting fluid. This shear wave has
a decay length & of ~0.25 um in water at 5 MHz. Since the fluid
thickness over which the response is varying is much greater than
&, it is cear that the shear wave is #of responsible for the variations
in signal with changing 4. As noted previously by Martin and
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Figure 8. Comoonents of the responses arising from shear and
compressional wave coupling to the fluid layer. Dashed line (upper)
represents the response in a semiinfinite fluid.

Hager,"!" Tessier et al,,” and Lin and Ward,' variations i the
in-plane displacement amplitude, caused by transverse modes
arising from the boundary condition at the edge of the crystal,
lead to compressional wave generation. The liquid film behaves
as a resonant cavity for compressional waves, strongly absorbing
acoustic energy when 4 = mi./2 (i is the compressional
wavelength in the fluid), and leading to a peak in motional
resistance. The spacing between resonances, Ak = 150 um,
indicates a compressional wavelength A. = 300 um and a
compressional wave velocity v, = 1.50 x 10°cm/s. This is within
1% of the literature value® for the sound velocity in water at 25
°C: 14957 x 10° cm/s. This good agreement indicates the
existence of compressional waves and shows their large influence
on the response of the TSM resonator.
The solid lines in Figure 7 are calculated from the model
outlined in the Theory section. The complex impedance Z. is
calculated from eq 19, using eqs 6 and 14 to calculate Z,(0) and
Z(0). Z.is resolved into motional impedance componerts R, and
L, using eq 21. Then Afis calculated from L; using eq 25.
Shear and Compressional Contributions. The calculated
response is a superposition of responses due to the shear and
compressional waves interacting with the fluid layer. Figure 8
shows the individual contributions from the shear and compres-
sional waves, Since the fluid layer thickness is much greater than
the shear wave decay length 6, shear wave coupling is unaffected
by changes in position of the upper fluid boundary. The shear
wave contribution is thus constant, depending only on the liquid
parameter {on)."”* The magnitude of the shear wave response
has no undetermined parameters. The compressional contribution

(25) Weast, R C.,
and Physics. 65th

W. H.. Eds. CRC Handbaok of Chemistry
> Press: Boca Raton, FL., 1984
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Figure 9. Responses measured versus fluid layer thickness for a
smooth and rough 1.0 in. diameter TSM resonator.

shows periodic variations with / due to interference between the
compressional wave generated at the lower fluid boundary and
the one reflected from the adjacent solid. The magnitude of the
compressional contribution depends on the profile factor P and
the fluid parameter (o«x)"2

At this point, we have not considered the displacement profile
for the quartz resonator necessary to calculate the profile factor
P. Initially, we choose a best-fit value of P—the value that allows
the shear and compressional contributions to be added (eq 19)
to obtain the best fit to the total response. The contributions from
shear and compressional wave coupling can thereby be deter-
mined from the data illustrated in Tigure 8 obtained from an
interference experiment. The fluid layer, appearing infinitely thick
to the shear wave, provides constant shear wave coupling. To
the compressional wave, however, the fluid layer is 2 low-loss
(high €) resonant cavity. It absorbs compressional wave energy
strongly at resonance {i.e., when k& = #4./2), leading to a very
sharp peak in motional resistance, along with a more complex
excursion in frequency. The fluid cavity absorbs energy very
weakly offresonance, leading tc a broad minimum between
resonances. In Figure 8, the responses midway between reso-
nances are due enfirely to shear wave radiation, while the resonant
response is due to a combination of shear and compressional wave
effects. Thus, the interference experiment provides a means for
resolving shear and compressional wave contributions.

Effect of Surface Roughness. It is possible that the rough-
ness of the resonator surface might influence the generation of
compressional waves, Surfacc asperities, it has been argued,”
can cause in-plane surface motion to give rise to surface-normal
fluid motion. Figure 9 shows a comparison of responses measured
versus fluid thickness between a smooth and a rough TSM
resonator (1.0 in. diameter Maxtek crystals). The smooth device
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Table 1. R tor Resp Par:
Diameter and Surface Roughness

ters vs Device

av
resonator  roughness

compressional

shear wave params Wave param
: f .

diam (in.} (nm) Ry Q) A0 (kHz) P (1071
0.5 66 0.09 0.41 16
0.5 620 0.40 0.96 15
1.0 1.5 ~0 0.03 4.0
1.0 120 0.01 0.80 4.0

has an average roughness, determined from surface profilometry,
of 1.5 nr; the rough device has an average roughness of 116 nm.
In Figure 9, we note an increase in the off-resonant contribution
with surface roughness, with no apparent change in the resonant
contribution. Fitting the data to resolve shear and compressional
contributions, Table 1, confirms this. We note that for both the
0.5 and 1.0 in. resonators, the resistance offset R,“™ and
frequency offset £©® increase with roughness. This indicates
increased shear dissipation (R,®™) and energy storage ()
with roughness. The additional contributions to shear wave
coupling, arising from surface roughness. are denoted R, and
pA (offs) |

The magnitude of the compressional wave generation is
reflected in the bestfit profile factor P. For resonators of the same
diameter, the profile factor P is unaffected by surface roughness.
The interference experiment provides an elegant way of separating
the shear and compressional wave influences on device response.
From these data, the effect of surface roughness can be sum-
marized: surface roughness causes a significant increase in shear
wave generation, with negligible effect on compressional wave
generation.

Effect of Displacement Profile. Figure 10 shows responses
measured versus fluid thickness for 0.5 and 1.0 in. diameter
resonators. The 0.5 in. device has an average roughness of 66
nm, while the 1.0 in. device is 1.5 nm. The smaller rescnator
exhibits a greater offresonant response due to increased rough-
ness. In addition, the smaller resonator exhibits a much greater
resonant response than the larger one, indicating that resenator
geometry affects compressional wave generation. The response
parameters extracted from resonators of different diameter are
listed in Table 1. For both the 0.5 and 1.0 in. devices, the shear
parameters scale with roughness, and the effect of device
geometry is obscured. The compressional parameter P, however,
is clearly influenced by device geometry. The smaller diameter
devices exhibit a larger P value.

In the Theory section, we noted that compressional wave
generation is dependent upon the gradient (in the x-direction) of
the shear displacement profile.8 The profile factor P. defined by
eq 20, is a measure of t