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EDITORIAL

The fundamental strength of any scientific discipline ultimately resides in
the quality of research in that discipline; the lifeline of any discipline is the
scientific literature that supports communication among research laboratories
and practitioners of the science. The Editor of the first issue of ANALYTICA
CHIMICA ACTA, published in 1947, stressed the importance of periodicals
to scientific endeavour and invited all those earnestly devoted to the progress
of modern analytical chemistry to contribute to the journal. Since then,
ACA has developed as one of the leading journals devoted to all branches
of analytical chemistry; its history was outlined in the foreword to Volume
100 of ACA published in 1978.

There continues a great need for strong general analytical journals, because
analytical chemistry is a diverse discipline encompassing concepts and tech-
niques related to physical, inorganic, organic, and biological chemistry, as well
as specialized areas such as environmental and clinical chemistry. In recent
years there has been an increasing tendency to specialized journals and the
contribution from American scientists to international journals devoted to
all aspects of analytical chemistry has declined. With this issue, we resume
the European—American partnership in the editorial activity of ACA that
served the international analytical community well for many years. We hope
that with this renewal of an international editorial team, the journal will
improve still further on its already substantial service to analytical chemistry.
The critical needs are for high quality research papers, timely reviews, and
feature articles related to contemporary topics. If our fellow analytical
chemists agree that it is important to have strong analytical journals, then we
invite them to support our efforts by submitting their best manuscripts for
publication in ACA. In return, we are committed to the fastest and most
efficient handling of manuscripts that is consistent with a thorough review
process.

A. M. G. Macdonald
Harry L. Pardue
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Special Report

THE APPLICATION OF PLASMA SOURCE ATOMIC EMISSION
SPECTROMETRY IN FORENSIC SCIENCE

J. LOCKE

Home Office Central Research Establishment, Aldermaston, Reading, Berkshire, RG7 4PN
(Gt. Britain)

(Received 23rd August 1979)

SUMMARY

The inductively coupled plasma and direct current plasma sources are assessed for the
analysis of tissue, glass and steel by emission spectrometry in forensic science applications.
With steel and glass, the analysis of 0.5-mg particles provides sufficient accuracy and pre-
cision to aid the identification of glass or steel type, and may also allow discrimination
within a particular material type (e.g., window glass). Successful recovery of thallium,
arsenic and mercury from doped human liver tissue (representing acute toxic poisoning
cases) is demonstrated.

The Home Office Central Research Establishment maintains a continuing
interest in techniques for the multi-element analysis of materials of concern
to forensic scientists. Typical investigations have been the application of
spark-source mass spectrometry (s.s.m.s.) to glass [1] and human liver tissue
[2]. Emission spectrography, with a d.c. arc, is also employed routinely for
semi-quantitative glass, metal and tissue analysis. Recent developments in
atomic emission spectroscopy (a.e.s.) with plasma sources led to an assessment
in this laboratory of commercially available instruments to replace or aug-
ment present equipment.

Spectrometers employing either an inductively coupled plasma (i.c.p.) or a
direct current plasma (d.c.p.) were considered. The investigation was not
aimed at examining the components of available systems in detail but rather
the overall performance was measured by submitting test solutions to manu-
facturers’ applications laboratories. The solutions covered selected aspects of
glass, steel and human liver tissue analysis and took account of the small size
of individual steel and glass particles (0.05—1 mg) frequently encountered
during criminal investigations. The wide general interest in the materials
studied and the associated spectroscopic problems warrant publication of the
results particularly as little information directly comparing i.c.p. and d.c.p.
based emission spectrometers exists in the literature.
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Forensic aspects of solution design

In the matrices examined a selection of elements was made to cover a
spread of concentrations and to include the elements of greatest importance
to forensic scientists.

The concentrations of elements inthe steel and glass solutions were selected
so that aspiration of the solutions into an instrument under normal operating
conditions (pneumatic nebuliser) would consume a quantity of material
equivalent to a 0.5-mg particle; that is, some ten-fold heavier than the smallest
fragment normally examined in case-work.

To represent cases of acute elemental poisoning, samples of both normal
and doped human liver tissue were examined. A homogenised ash sample was
prepared from normal tissue and then doped with three toxic metals during
the acid dissolution stage.

For each of the three sample types a master set of reference solutions was
prepared together with three samples of known but undeclared composition
(Table 1). Each manufacturer received an identical sub-set of these solutions.

EXPERIMENTAL

Materials and solution preparation
Aristar nitric acid and sulphuric acid (BDH Chemicals Ltd.) and Suprapur

TABLE 1

Composition of solutions used in trials?®

Solution type Tissue (0.5% ash)P Steel (0.05%) Glass (0.1%)

A. Solvent blank used
for all reference
solutions

B. Reference solution
with matrix ele-
ments absent

5% H,SO, 5% HNO, 1% H,BO,, 1%

HNO,, 1.6% HF

Normal levels: Mn 1,
Pb 0.4,Cu 5,Cd 2,
Zn 50

Typical fatal poison-
ings: Hg 20, As 20,
T1 20

Ca 20, Mg 50, Fe 80,
Na 350,K 900,P 950

Pb1,Cul,Mn 8.
Cr 8, Ni 8.

Mn 0.2, Fe 3, Mg 50,
Al 15, Sr 0.2, Ti
0.62, Rb 0.05, V
0.01

C. Matrix elements
only plus solvent
blank

Na 100, Ca 60, Si
350,K 6

0.05% pure iron

D. Three reference

solutions with
matrix elements
present

. Three sample sol-
utions for each
matrix

Analytes at 0.5, 1
and 2 times concn.
of type B solution

Two normal livers,
one also doped with
Hg, As, T1

Standard steels to

cover range up to:

Pb1,Cul,Mn8,
Cr6,Ni6

BCS 215/3,

BCS 225/2 (Pb
doped), works
analysed sample

Analytes at 0.5, 1
and 2 times concn.
of type B solution

3 window glasses
(Pilkington Bros.
Ltd.)

2All concentrations in mg 17!,
b1 g of wet tissue gives ca. 0.014 g ash, i.e. 0.5% ash = 35% tissue solution.
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hydrofluoric acid solution (Merck) were used. Reagents were of analytical-
reagent grade except for the following Specpure materials (Johnson Matthey
Chemicals Ltd.): SiO,, CaCO;, Na,CO;, K,CO;, H;BO;, Fe, MgO and Al,O;.

The tissue solutions were prepared by using published procedures [3].
Some steel samples required heating with a little hydrochloric acid as well as
nitric acid. Glass samples were dissolved by heating at 120°C with a (4 + 1)
mixture of 40% hydrofluoric acid and nitric acid in PTFE pressure digestion
vessels. The dissolved glass was treated with sufficient boric acid to complex
the fluoride ions, thus permitting the use of glass-lined nebulisers. Synthetic
solutions representing glass were prepared from the individual components
and suitable acids. Thus SiO,, Al,O; and TiO, were heated at 120° with
HF/HNO; under pressure and the Na,CO;, CaCO;, K,CO;, Fe, MgO, SrCO;,
KMnO,, RbCl and NH,VO; were dissolved in nitric acid.

Equipment

Details of the equipment used are given in Table 2. Each laboratory was
requested to carry out simultaneous multi-element analyses where suitable
analytical lines were available on the direct reading spectrometers. If no line
was available for a particular element then it could be determined sequentially
by using either a scanning monochromator or the single variable channel of
the direct-reading multi-channel system. The final analytical lines were not
necessarily optimal for the materials studied, either in sensitivity or freedom
from interferences, but these were chosen for work on general applications
by the manufacturers. Raw intensity data (photomultiplier voltages) were re-
quested, without any form of prior data reduction. Elemental concentrations
for the samples were read from hand-plotted calibration curves. Any available
computer facilities were not used.

PRECISION, DETECTION LIMITS, INTERFERENCES

In assessing the results of this study, it must be remembered that it is im-
possible to compare the relative merits of the two types of plasma source in
isolation. What is compared are the complete systems of plasma source plus
spectrometer, which in the case of the Spectrametrics system employs an
Echelle grating having a much greater resolution than the other spectrometers,
thereby reducing inter-element spectral interferences in several instances. The
detection limits however will depend greatly on signal (plasma) stability. All
three i.c.p. systems performed similarly as regards accuracy, precision and
detection limits and therefore only typical results are reported here for com-
parison with the corresponding results for the d.c.p.

The instrumental precision (short term only was measured) was good for
both plasma types, the relative standard deviation (RSD) of the analyte signal
in typical samples averaging about 0.4% in the i.c.p. but typically 1—4% for
the d.c.p. (Table 3). The precision of the d.c.p. was adequate for the deter-
mination of almost all of the elements studied, exceptions being vanadium in
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TABLE 2

Instrumental systems

D.c.p.: Spectrametrics Instruments (marketed in U.K. by Techmation Ltd., Edgware)

Plasma power supply

Sample excitation

Spectrometer

Spectrajet III (3 electrode system). Input power 230 V, 50 Hz,
8 A. Jet current 10 A at 30 V d.c.

Pneumatic nebuliser plus spray chamber. Rate of sample con-
sumption 2 ml min™'. Total argon consumed 8 Il min™'. 10 s
each for pre-integration and integration. Standard excitation
region (below centre of “Y”’) sampled.

Spectraspan III. Modified Czerny-Turner optics using an
Echelle grating with 30° prism for order separation. Focal length
0.75 m, aperture f/15. Wavelength range 190—800 nm with
0.061 nm mm™! dispersion at 200 nm, resolution 0.0015 nm
(25 pm slit).

I.c.p.-A: Jobin-Yvon Instruments (marketed in U.K. by EDT Research, London, NW10)

Plasma power supply

Sample excitation

Spectrometers

Plasmatherm model 1500—2500. Operating frequency 27.12
MHz. Power output 1.5—2.5 kW, variable.

Pneumatic nebuliser plus spray chamber. Rate of sample con-
sumption 2.5 ml min™' at argon flow rate of 0.6 ] min™! (Total
argon consumed 15 1 min™'). 10 s each for pre-integration and
integration. Plasmatherm concentric silica torch model T1.5
and plasma sampled at 16 mm above load coil.

JY 38P. Czerny-Turner scanning monochromator, focal length
1 m, with holographic grating (2400 gr mm™') of ruled area
120 X 140 mm, range 180—750 nm and 0.1 nm mm™' dis-
persion in ultraviolet. Entrance slit 20 um, exit slit 40 um.
JY48P. Paschen-Runge polychromator, focal length 1 m, with
holographic grating (2160 gr mm™'), range 168—492 nm, dis-
persion 0.46 nm mm™' in first order. Entrance slit 20 um, exit
slit varying 38—100 um.

I.c.p.-B: Applied Research Laboratories (Wingate Road, Luton, Beds, England)

Plasma power supply

Sample excitation

Spectrometer

ARL. Operating frequency 27.12 MHz (crystal controlled).
Power output approx. 1.25 kW.

Pneumatic nebuliser plus spray chamber. Rate of sample con-
sumption 0.7 ml min™' at argon flow rate of 1.0l min™ (Total
argon consumed 12 1 min™'). 40 s pre-integration and 10 s inte-
gration. Concentric silica torch with 3 gas circuits and plasma
sampled 14 mm above load coil.

ARL 34000/ICP. Paschen Runge polychromator, focal length
1 m, with ruled grating (2160 gr mm™'), blazed at 200 nm,
range 175—410 nm and 0.46 nm mm™"' dispersion in the first
order. Variable channel consisted of 1-m monochromator.




TABLE 2 (Continued)

I.c.p.-C: Philips Instruments (marketed in UK by Pye Unicam Ltd., Cambridge, England)

Plasma power supply

Sample excitation

Spectrometer

PV8490. Operating frequency 50 MHz (free running). Power
output approx. 1.4 kW.

Pneumatic cross-flow nebuliser plus spray chamber. Rate of
sample consumption 2.5 ml min~' at argon flow rate of 1.3
1 min™! (Total argon consumed 17 1 min™'). 15 s integration.
Concentric silica torch (Boumans design) and plasma sampled
13—17 mm above load coil.

PV8210. Paschen Runge polychromator, focal length 1.5 m
with holographic grating (1200 gr mm™") of ruled area 78 X 40
mm, range 190—700 nm and 0.46 nm mm™' dispersion in the
first order. Entrance slit 20 um, exit slit 50~80 um, PV8280
“roving detector” as variable channel with a mirror system and

detector within the spectrometer.

TABLE 3

Analytical precision and wavelengths used

D.c.p. I.c.p.?
nm RSD (%)P nm RSD (%)
Tissue Mn 257.6 1.5 257.64 0.43
Cu 213.5¢ 1.9 324,74 0.30
Zn 206.2 0.64 213.8¢4 0.69
Cd 214.4° 1.5 228.8d 0.42
Pb 405.7¢ 16 283.3d 0.34
As 193.7 1.2 193.74 0.21
Hg 253.6 0.84 253.64 0.45
Tl 535,04 2.4 535.04 0.27
Steel Cr 425.4 1.6 267.7 0.43
Mn 257.6 0.69 257.6 0.72
Ni 341.4°¢ 1.2 231.6 0.43
Cu 213.5¢ 2.9 327.4 0.33
Pb 405.7°¢ 3.1 220.3 0.34
Glass Mg 280.2d 1.2 285.24 0.48
Al 396.19 1.0 394.4¢ 0.35
Ti 334.94 0.77 334.9 0.60
v 318.54 26 309.34 0.48
Mn 257.6 3.8 257.6 0.53
Fe 259.9 2.2 259.9 1.04
Rb 421.54 1.0 421,54 0.39
Sr 407.74 3.6 407.74d 0.40

2] e.p. system as indicated in Figs. 2—4,
b Average RSD calculated from the three reference samples.
¢Not the most sensitive line,

dExamined by using variable single-channel; the remainder were done by simultaneous

multi-element analysis.
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glass and lead in tissue. For steel and glass the data can be related to particles
weighing approximately 0.5 mg and, to compare the ability of the systems
to cope with smaller particles, it is necessary to estimate the limits of detection
(Fig. 1). The analyte concentrations in typical samples are also displayed
graphically, the separation between any particular detection limit and the
corresponding analyte level in samples being a measure of the ability of the
system to perform practical analyses. Those systems having lowest detection
limits (furthest left in the figure) should be best able to cope with more dilute
sample solutions derived from particles smaller than 0.5 mg. The i.c.p.-based
systems are seen to cope more effectively, which can be attributed to the
higher overall precision of this plasma source.

ANALYSIS OF TISSUE

Figure 2 illustrates the accuracy of the results, which were generally satis-
factory since the ‘““true’ concentration was not always known with certainty.
The accuracy was sufficient in most cases for studies of the metal content
of tissue from various human populations and for the detection of toxic
metals in cases of poisoning. The elements Mn, Cu, Zn and Cd had detection
limits more than an order of magnitude below their normal levels in human
tissue.

Almost all human livers contain a trace of lead, and the typical level selected
for this work approached the limit of detection for all systems accompanied -
by a loss in accuracy (i.c.p.-A) or of precison (d.c.p.). The addition of matrix

T T T T T T

Mg o & +o(®:2.4%N
Al o s+ o

o Ti ao + .a . p

g v o v

O Mn ©o +0 a .

Fe D O ot .
Rb o . . e
St o + . i

[ o o+ o .

— Mn o -+ .4

$ N o +0 . 4

% Cu o o + .

L Pb + oo . 1
Mn a0 a . 4
Cu o & -+ . E

@ Zn ° - a . 1

a Cd DO - 4 . 1

n Pb o o+ . . . . j

= As o0 s - Y T . b
Hg T a s+ e - .. e-. | toxic J
T . o e . e | levels 4

L n N s A 2
0.01 0.1 1 10 100 1000
Conen. (pg g™

Fig. 1. Comparison of limits of detection of the four systems [(+) d.c.p.; (0) i.c.p.-A;
(o) i.c.p.-B; (2) i.c.p.-C] and typical concentrations (®) in samples. The limit of detection is
defined as twice the standard deviation of a matrix blank expressed as a solution concen-
tration which is then converted to concentration in the original solid matrix. For Mg and
Zn the limit of detection is not the best attainable as the necessary dilute solutions were
not available. For As, Hg and T1 both maximum normal and toxic levels are indicated.
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Fig. 2. Accuracy of results expressed as concentration in tissue. Simple metal solutions
were used for calibration except for lead, where for best accuracy matrix-containing
standards were necessary (arrow points towards corrected result). (X) As; (o) Cd; (o) Cu;
(0) Hg; (2) Mn; (+) Pb; (=) T1; (&) Zn.

elements to the standards improved the accuracy (i.c.p.-A), the discrepancy
being attributed to severe line overlap of the 283.307-nm lead and 283.310-nm
iron lines combined with incompletely matched iron levels in standards and
samples. Acute toxic levels of lead at ten to one hundred times greater than
normal should be readily measurable, although a case of chronic poisoning
with a lead concentration only several times that of normal would be less
easily interpreted.

Three elements (T1, As and Hg) were added to one of the tissue solutions
at levels representing acute toxic poisoning. No difficulty was seen in the
determination of thallium but arsenic and mercury gave trouble with some
systems. With arsenic, i.c.p-A gave spurious signals in the two undoped samples,
corresponding to about 3 ug g! in the tissue, representing a level markedly
higher than that seen in normal human liver. This effect was not seen at the
same wavelength (193.7 nm) in the d.c.p. ori.c.p.-Borat 234.9 nm in i.c.p.-C.

With mercury, similar spurious signals equivalent to some 5 ug g™! in the
tissue were seen in undoped samples with i.c.p.-C at 313.1 nm. In this system
amore intense line was not available but the line at 253.6 nm was satisfactory
with the d.c.p. and i.c.p.-A.

The poor detection limits for arsenic and mercury relative to normal tissue
concentrations (Fig. 1) when either plasma type was used may require a sep-
arate method of sample introduction (gaseous hydride/metal vapour) for
some toxicological work.

ANALYSIS OF STEELS

Although the steel solutions used in this study were very dilute all five el-
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ements studied had detection limits at least an order of magnitude below their
concentrations in the samples. The precision of measurement was also accep-
table throughout. For elements present at the highest concentrations studied
(derived from low-alloy steels) the accuracy was good (Fig. 3). An exception
was lead, which suffered line overlap problems at several wavelengths. As with
tissue, severe overlap with iron occurred at 283.307 nm. Also the line at
405.782 nm lies close to 405.795 nm (Mn) and 405.783 nm (V) and inter-
element corrections are necessary. Even in a leaded steel (0.1% Pb, 0.09% V,
1.2% Mn) line overlap was significant, the vanadium contributing several per-
cent and the manganese 10% to the lead signal. This does not account for all
of the observed interference and other lines or background effects may be
involved. With the Echelle spectrometer (d.c.p.) no serious errors were ob-
served and a simple metal solution was adequate for calibration. At the
220.3-nm lead line (i.c.p.-B), iron substantially interfered although nickel
and vanadium may also be involved.

In forensic investigations, loss of accuracy caused by systematic errors is
not serious where two fragments are being compared. For a leaded steel this
might involve the comparison of fragments recovered from a hacksaw blade
(possibly in the possession of a suspect) with a sawn-off shotgun recovered
from a crime scene. Clearly under the same instrumental conditions the frag-
ments can be expected to show the same resemblance as when accurate results
are obtainable. However, for identification and classification of an unknown
material, then absolute compositional data is to be preferred. To achieve the
required accuracy here for steel particles, iron may be added to the standards
to compensate for interferences arising from both line overlap by iron and
background continuous radiation. Further improvements in accuracy can be
expected by using computed inter-element corrections for the minor or
residual elements but this was not attempted in the present comparison.

"True' ‘True'
Concn. Concn.
(%) (%) .
d.c.p . i.c.p.- B K

4 31
0.1 . 0.1 | -+ -

1 1 1 S
0.1 1 0.1 1
Found Concn. (%) Found Concn. (%)

Fig. 3. Accuracy of resulis expressed as concentration in steel, lead corrected as for Fig. 2.
(®) Ct; (©) Cu; (2) Mn; (4) Ni; (+) Pb.
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With nickel, chromium and manganese similar but smaller effects than with
lead were observed. Nickel at 231.604 nm required correction attributable to
nearby cobalt and manganese lines whereas the nickel line at 341.4 nm was
satisfactory. Manganese at 294.9 nm suffers severe line overlap from iron
(which would make a substantial contribution in low manganese steels), but
this is avoidable by working at 257.6 nm.

ANALYSIS OF GLASS

The elemental concentrations for the glass samples spanned almost four
orders of magnitude and illustrate the ability of plasma source spectrometers
to measure trace and minor elements simultaneously. For certain elements
(e.g., Ti and Sr) all systems gave similar “inaccurate’’ results (Fig. 4) and it is
probable that the “true” results (from s.s.m.s. studies) were substantially in
error. This feature would be expected to increase at trace levels. In view of
the high sample dilution, brought about by limited sample size, the results
were remarkably good, with generally no serious analytical problems being
observed.

The identification of glass type (window, bottle, spectacle lens, vehicle
headlamp, etc.) is aided by determination of the elements controlled by the
manufacturer in glass production. These include Fe, Mn, Mg, Al and Ti, and
the accuracy is sufficient to distinguish between typical modern window
glass and container glass (milk, soft drink bottles, etc.). Modern British
window glass is of fairly closely controlled composition containing 2.3%
magnesium and 0.1% iron whereas most colourless containers have iron in
the range 0.01—0.07% and magnesium 0.01—1.0%.

If it is necessary to distinguish between glass samples of the same type for
purposes of discriminating between glasses associated with scenes of crimes,
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Fig. 4. Accuracy of results expressed as concentration in glass. Simple metal solutions
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then one must look for characteristic batch-to-batch variations in trace el-
ements. Window glass from break-ins is of greatest importance, with rubidium,
strontium and vanadium being useful for discrimination purposes [4]. In this
work, rubidium and strontium are seen to be determinable at trace levels even
in small samples (Fig. 4), which demonstrates the feasibility of this approach.
For vanadium, however, the results are of doubtful significance, as one is
attempting to measure merely 10 ng of this element in the presence of much
other accompanying material.

CONCLUSIONS

Both the i.c.p. and d.c.p. are suitable plasma sources for the elemental
analysis of materials arising in forensic science applications. Where limited
sample is available (glass, metal) the i.c.p. should generally be superior, with
lower detection limits because of the high precision attainable with this
source. The analysis of sample material of a size frequently seen in case-work
is feasible, and furnishes valuable compositional data for classification and
discrimination. For a particle of given size more reliable data should be ob-
tainable if sample presentation is such as to conserve the analytical solution
as, for instance, by use of ultrasonic nebulisation.

In this study very few interference effects were observed for either plasma
type that seriously affected the analysis of the materials of interest. Undoubt-
edly the high resolution of the Echelle spectrometer resolved a number of
spectral interferences where the conventional Paschen-Runge spectrometers
failed. These results overall suggest that the combination of an i.c.p. source
with special sample presentation methods linked to a high-resolution spectro-
meter such as the Echelle could provide a powerful tool for the analysis of
material of interest to forensic scientists.

The author is grateful to the four manufacturers who participated both
for their co-operation in supplying a wealth of experimental results and for
helpful comments during the preparation of this report.
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MOLECULAR EMISSION CAVITY ANALYSIS
Part 14. Determination of Selenium Utilizing Hydrogen Selenide
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SUMMARY

Selenium (0.02—2 ppm), after conversion to hydrogen selenide with sodium tetra-
hydroborate, can be determined by molecular emission cavity analysis. The detection
limit is 7 ng of selenium. The effects of 26 ions are reported. The depressive effects of
arsenic and antimony can be removed by selective volatilisation, and the enhancing
effects of tellurium and sulphite by addition of tellurium to standards and by oxidation
to sulphate, respectively.

The determination of selenium by atomic spectrometric techniques
involving solution aspiration has several problems, especially the difficulty
in atomizing selenium oxyanions and the short wavelength (<210 nm) of
the main selenium atomic lines. This results in limits of detection only at
the ppm level [1, 2]. The conversion of selenium oxyanions to gaseous hydro-
gen selenide has been found to be a convenient means of enhancing the sensiti-
vity of such measurements [3] by facilitating atom formation, by enabling
relatively cool hydrogen-based flames to be used to reduce the flame back-
ground at short wavelengths, and by separating the analyte from interfering
matrices. Detection limits of 1.8 ng of selenium by atomic absorption [4]
at 196.1 nm and 0.06 ng by atomic fluorescence spectrometry [5] based on
such a system have been reported. Smith {6], using a sodium tetrahydro-
borate reduction, has shown that most transition metal ions depress the
generation of hydrogen selenide. EDTA does not prevent this effect [7],
as is achieved for arsenic, antimony [8] or tin [9] hydride generation,
but it has been avoided by addition of tellurium(IV) or by coprecipitating
selenite with lanthanum hydroxide [7].

Molecular emission cavity analysis (MECA) has also been shown to be
a useful flame spectrometric procedure for the determination of selenium

2Department of Clinical Chemistry, Wolfson Research Labs., Q.E. Medical School,
University of Birmingham, P.O. Box 363, Birmingham B15 2TT.
bRonalstan Chemical Consultants, Temple House, New Street, Birmingham B2 4LH.
¢Chemistry Department, Ege University, Bornova, Izmir, Turkey.
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in inorganic and organic compounds [10]. Organic compounds were decom-
posed in an oxygen flask and selenium was determined by injecting the
aqueous solution into a steel MECA cavity placed in an air—hydrogen—
nitrogen flame. Interferences of large amounts of arsenic, antimony, sulphur
and many metal ions were eliminated by reduction of selenium to the
element. The red selenium was filtered onto a small, fine-porosity glass-fibre
pad which was then placed in the cavity; >0.4 ug of selenium could be
determined.

The molecular emission obtained from selenium had a broad spectrum
over the range 350—550 nm, with several maxima. The emitting species
below 410 nm were identified as SeO [11] and Se, [12], whereas the
emitting species above 410 nm was Se, [13] and possibly SeO, [14].

The determination of arsenic and antimony by MECA, by conversion to
their hydrides and transport of the gases to a MECA oxy-cavity, has pre-
viously been reported [15]. This report describes the similar determination
of selenium.

EXPERIMENTAL

Equipment

Emissions were measured by an Evans Electroselenium 240 flame spectro-
photometer, with a maximal slit of 12 (0.91 mm = 3 nm), modified to
accommodate a MECA cavity holding assembly [16]. A Servoscribe 1S chart
recorder, having a response time of 0.5 s for f.s.d., was connected to the
10-mV output of the instrument.

The duralumin cavity used is shown in Fig. 1. Carrier gas was introduced
into the cavity via stainless steel tubing (0.8 mm i.d.) through a hole in the
side wall of the cavity. The cavity was positioned in the flame at 6° below
the horizontal.

The volatilisation system was similar to that described earlier [15] with a
few modifications. It consists of a glass reaction vessel, 13 cm long and 2 cm
diameter, with a side arm. The two open ends of the reaction vessel were
made with a 1/10 taper. The top of the reaction vessel was closed with a
tapered (1/10) Teflon stopper with two holes for the carrier gas inlet and
outlet. A glass syringe with a Teflon needle was used for injection of the
sample into the reaction vessel. The needle was fixed in the hole of another
tapered (1/10) Teflon stopper with four rings engraved and inserted into the
side arm. Hydrogen selenide generated was collected in a 70-cm length of
2-mm bore Teflon tubing which was formed into a coil and placed in liquid
nitrogen contained in a Dewar flask (cold trap for H,Se). The trap was
connected to the carrier gas introduction tube of the cavity and to the out-
let of the reaction vessel. The collected hydrogen selenide was vaporised
by immersing the cold trap in a water bath at 90—95°C. The tubing between
the cavity and the reaction vessel was dried between experiments by sucking
air with a water suction pump connected to the tip of the carrier gas outlet
tube at the lower end of the top stopper.
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Fig. 1. Cross section of the cavity (dimensions in mm).

Fig. 2. Calibration graphs for () selenium(IV) and (x) selenium(VI) after hydrochloric
acid reduction; low signal amplification was used.

Reagents

Selenium stock solutions (1000 ppm). Selenium powder (0.50 g, Hopkin
and Williams, fine chemical grade) was dissolved in a mixture of 2.5 m! of
nitric acid and 0.1 ml of hydrochloric acid. This selenium(IV) solution was
diluted to 500 ml with distilled water.

Selenium(VI) stock solution was prepared by dissolving sodium selenate
in distilled water.

Sodium tetrahydroborate solutions. Reagent-grade sodium tetrahydro-
borate pellets (5/16 in.; Alfa Inorganics) were dissolved in 0.01 M sodium
hydroxide.

All reagents were analytical-reagent grade, unless otherwise stated.

Determination of selenium

Sodium tetrahydroborate solution (1 ml of 2% w/v) was pipetted into the
reaction vessel; 1 ml of sample solution was taken into the syringe, which
was connected to the reaction vessel and the volatilisation system was closed.
Nitrogen carrier gas was turned on and the system deaerated for 30 s. The
cold trap was immersed in liquid nitrogen and cooled for 15 s. The solution
in the syringe was injected into the reductant and the generated hydrogen
selenide was collected for 2 min. The flame was ignited and 5 s later the cold
trap was taken out of the liquid nitrogen and immediately immersed in a hot
water bath. Hydrogen selenide was rapidly swept to the cavity and the
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emission recorded at 469 nm. The blank emission was also measured and
subtracted from the emission reading of the sample.

Determination of selenium in the presence of antimony

After the system had been deaerated for 30 s with nitrogen carrier gas,
1 ml of sample solution, 0.1 M in hydrochloric acid, was injected into the
reaction vessel containing about 40 mg of sodium tetrahydroborate powder.
The stibine generated was swept out of the system for 2 min by nitrogen
carrier gas. No cold trap was used at this stage. A syringe containing 1 ml
of 2 M hydrochloric acid was connected to the reaction vessel. The system
was again deaerated for 30 s and the trap cooled for 15 s in liquid nitrogen.
The acid in the syringe was injected and the hydrogen selenide generated was
collected for 2 min in the cold trap. The selenium emission was measured
as above.

Determination of selenium in the presence of arsenic

A 0.5-ml aliquot of 0.01 M hydroxylammonium chloride was added to the
reaction vessel containing 1 ml of sample solution, 0.1 M in hydrochloric
acid. After 12 min, the reaction vessel and the syringe containing 1 ml of
4% sodium tetrahydroborate solution were connected to the system. After
the system had been deaerated for 30 s, the reductant solution was injected
and the arsine generated was swept out of the system for 2 min by the
carrier gas. The syringe was rinsed with water followed by 2 M hydrochloric
acid; 1 ml of 2 M hydrochloric acid was then taken into the syringe, and the
procedure continued as for selenium in the presence of antimony.

Reduction of selenium(VI) to selenium(IV) [5]

Concentrated hydrochloric acid (5 ml) was added to 5 ml of selenium-
(VI) solution contained in a 50-ml beaker, covered with a watch glass. The
mixture was boiled gently for 5 min. After cooling, the solution was trans-
ferred to a 25-ml volumetric flask and diluted with water to the mark.

Optimisation of conditions

The most sensitive position of the cavity was found to be 30 mm above
the burner head in the centre of the flame. The optimal gas flows were
2.81H, min™!, 5.4 1 N, min™"' and, for the carrier gas, 170 ml N, min~".

Because a change in the cavity temperature also causes a change in the
emission intensity of selenium and the temperature of the cavity increases
for some time after igniting the flame, the time elapsed between igniting
the flame and introducing hydrogen selenide into the cavity affects the
emission intensity. The optimal time for immersing the cold trap in the
hot water bath was found to be 5—6 s after igniting the flame, under the
conditions used.

Acid concentration was not critical, but hydrogen selenide can be
removed only from acidic solutions because of its acidic nature. The solution



17

in the reaction vessel, therefore, must be acidic during the entire reaction.
When 1 ml of selenium solution in 1—5 M hydrochloric acid is injected
into 1 ml of the 4% sodium tetrahydroborate solution, the pH after the
reaction is less than 0.6. The sample solutions were prepared in 2 M hydro-
chloric acid. The sodium tetrahydroborate concentration also was not
critical and 1 ml of a 2% solution was used, unless more was needed to
reduce concomitant elements.

The emission was measured at 469 nm to decrease possible spectral inter-
ferences from volatile sulphur compounds, without markedly decreasing
the selenium intensity.

During the volatilisation process, moisture from the reaction solution is
carried through the tubing and a little of it condenses. In order to remove
moisture, a drying tube packed with calcium chloride or Drierite was con-
nected between the cold trap and reaction vessel. However, this led to
irreproducible results. In order to prevent any build-up of condensed water,
which would dissolve some hydrogen selenide, air was sucked through the
tubing between experiments.

RESULTS

The calibration graph (Fig. 2) obtained by injecting 1-ml portions of
solutions containing 0.1—2.0 ug of selenium(IV) was non-linear for larger
amounts of selenium, but a linear graph was obtained over the range 20—130
ng. The slope of the log—log plot was 0.82. The coefficients of variation for
the determination of 90 ng (7 determinations) and 0.5 ug (8 determinations)
of selenium were 3.4 and 4.1%, respectively. The limit of detection (20) was
7 ng of selenium.,

Selenium(VI) could not be reduced to hydrogen selenide by sodium
tetrahydroborate, even when the concentration was increased to 4%. How-
ever, as shown in Fig. 2, selenium(VI) can be determined if it is reduced to
selenium(IV) by hydrochloric acid prior to the tetrahydroborate reduction.

Interferences

The emission intensity from 0.5 ug of selenium in 2 M nitric acid was
15% lower than that in 2 M hydrochloric acid.

The effects of some cations and anions on the determination of selenium
were studied. An interference was defined as significant if a change of more
than two standard deviations (i.e. 8%) was observed in the measurement of
0.5 ug of selenium. Zn?*, Co?*, Ni**, Cd?*, Fe**, Mn?*, Al**, Cr®*, Hg?", Ba**,
silicate, phosphate, nitrate, sulphate, acetate and oxalate (all 50 ug) did
not interfere. The suppression by 50 ug of Bi(IlI), Cu®*, Ag*, Sn**, Pb**,
As(III), Sb(III) and Ge(IV) of the selenium emission and the maximum

~tolerable amounts of these ions are shown in Table 1. The effects of sulphite
and tellurium are described in more detail below. On reduction, lead and
copper gave black precipitates and silver formed a white precipitate (AgCl)
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TABLE 1

Effect of interfering ions on the determination of selenium

Interferent Emission Maximum Interferent Emission Maximum
suppression? tolerable amount suppression® tolerable amow
(%) (ug) (%) (vg)

Bi(1II) 39 0.50 Ph2* 39 20.00

Cu?* 91 0.20 As(III) 100 0.025

Agt 89 0.20 Sb(III) 100 0.05

Sn2+b 100 0.05 Ge(IV) 67 0.50

aCaused by 50 ug; PTo eliminate the effect of spectral interference of tin emission, the
same amount of tin was added to the reagent blank.

with a black tint. The black precipitates are believed to be the finely divided
metal, which possibly captures hydrogen selenide by adsorption or reaction.
The volatile arsenic and antimony hydrides gave rise to blue oxide emissions
in the flame above the cavity (where more oxygen is available), so that their
emissions were not viewed by the detector. Germanium gave a red emission,
probably from GeH [17], in the flame in front of and above the cavity, but
this did not cause spectral interference with the selenium emission. Tin gave
a blue emission, probably from SnO [18], in the flame in front and above
the cavity, and a red emission, probably from SnH [18] within the cavity;
the latter emission overlapped the selenium emission at 469 nm. In addition
to these spectral effects, however, the simultaneous volatilisation of these
elements with selenium suppressed the selenium emission (Table 1).

Bismuth did not give any emission but deposited within the cavity and
also gave a black precipitate in the reaction vessel. The emission intensity
obtained from selenium was much lower in the presence of bismuth and also
in any experiments following measurements of bismuth-containing solutions.
It was necessary to clean the cavity after such measurements with sand-paper
to restore the previous selenium emission intensity. The depression may
therefore be attributed to compound formation between selenium and
bismuth deposited in the cavity.

No selenium emission was observed when 0.5 ug of selenium in 0.1-0.6 M
hydrochloric acid was injected onto 30—40 mg of sodium tetrahydroborate
powder, but emission could be observed if the first injection was followed by
a 1-ml injection of 2 M hydrochloric acid. The pH values of the solution
after the first and second injections were 8.6 and 0.6, respectively. If the
sample injected onto the solid reductant contained arsenic(III) or antimony-
(III) in 0.1 M hydrochloric acid, the corresponding hydrides were formed,
which could be detected by their blue emission above the cavity. The
separation of arsenic and antimony from selenium and thus the elimination
of their interference was therefore based on the selective volatilisation of
the two elements from basic solution prior to the generation of hydrogen
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selenide. The procedure was therefore modified as described above. The
interference of antimony (10 ug) on the determination of selenium (0.5 ug)
was completely eliminated by this procedure, but to eliminate completely
the interference of 10 ug of arsenic it was necessary to reduce any arsenic(V)
in the solution to arsenic(Ill) with hydroxylamine prior to the tetrahydro-
borate reduction. The pre-reduction was carried out in the reaction vessel
in order to avoid any transfer loss of selenium that had been reduced to the
element.

Because of incomplete volatilisation of tin(II), germanium(IV) and
bismuth(III) in the pre-volatilisation step, the interferences of these elements
could not be eliminated by the modified procedure; the colour of tin and
germanium emissions could be seen after the first and second injection steps.

The emission from selenium was greater in the presence of tellurium
(Table 2), although this effect mostly disappeared in the presence of large
amounts of tellurium, possibly because of the formation of a black precipi-
tate by the tetrahydroborate reduction of such amounts of tellurium. A
similar enhancement of the atomic absorption signal of selenium by
tellurium was reported by Smith [6], which he attributed to selenium im-
purities in the tellurium reagent. The present work shows that this cannot be
the reason because the experiments were done at selenium concentrations
in a linear part of the calibration graph, and the enhancement did not
increase above 0.2 ug of tellurium. It is also interesting that no depressive
effect of tellurium was noted, whereas Azad et al. [7] found a 30% depres-
sion when making non-dispersive atomic fluorescence measurements. Because
the emission signal does not change significantly when the amount of
tellurium in the sample solution is 0.2—10 ppm, the effect of tellurium can
be eliminated by preparing sample and standard solutions containing
tellurium in this range.

Sulphite formed sulphur dioxide, which was carried to the cavity and
gave a blue S, emission [16], thus increasing the intensity measured, even at
469 nm. The effect of sulphite was eliminated by adding 1 ml of 33% (v/v)
hydrogen peroxide to the sample solution (25 ml) and increasing the amount
of sodium tetrahydroborate to 2 ml of 2% solution to compensate for the
consumption of reductant by the hydrogen peroxide. The sulphate formed
was not reduced.

TABLE 2

Effect of tellurium on the emission from 0.5 ug of selenium

Tellurium added (ug) 0.0 0.01 0.2 5 10 20
Relative emission intensity 47 48 60 60 62 63
Blank? 3 3 4 5 6 14
Net selenium emission 44 45 56 55 56 49

aEach blank contained the same amount of tellurium as the corresponding selenium
solution.
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CONCLUSION

MECA, when coupled with sodium tetrahydroborate reduction, is a simple
and sensitive technique for the determination of selenium. The sensitivity is
an order of magnitude less than that reported for atomic absorption, but
instrumental development work is in progress to improve MECA sensitivities.
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SUMMARY

The degree of atomization, 8, is measured for an electrothermal atomizer by comparing
the emission lines of copper atoms and CuCl molecules. Hydrogen increases the g value.
The determined g value of CuCl is used as a standard for the determination of g values of
other elements (nickel, chromium, tin and lead).

As the importance of the electrothermal atomizer becomes greater in
practical analysis for trace amounts of elements by atomic absorption spec-
trometry, it is necessary to elucidate the mechanisms of the atomization
process. Interference effects by matrices and changes in absorption with the
form of the salt are often encountered in routine analysis. As well as the
loss of the element as non-atomic species, these effects seem to be critical
factors in causing poor accuracy and precision. The degree of atomization g
is one of the indicative parameters for these effects. Many approaches for
determining the § value have been reported [1—3]. These methods have been
applied mainly to chemical flames. It appears to be difficult to apply them to
electrothermal atomizers because they are not based on the determination of
the 8 value in a unit reaction and there is no accepted standard for comparison.

In a previous paper [4], an alternative method was briefly described for
the determination of the 8 value in the reaction CuCl - Cu + Cl, and was
applied to the atomization of copper(II) chloride in an air—hydrogen flame.
An atomic emission line of copper and a molecular emission line of CuCl
(0,0) were compared. This method has the advantage that equilibrium of
the chemical reactions is not required.

In this paper, an application of this method is described for the deter-
mination of the g value in the reaction CuCl - Cu + Cl in a glassy-carbon
tube atomizer, and the effect of trace hydrogen mixed with the argon carrier
gas on the atomization is discussed.
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BASIC FORMULAE

Since the Boltzmann law applies to most atomizers, the intensity of atomic
emission is given by I, = hv,fN1A,8, exp (—E,/kT,)/Q.(T,), where h is the
Planck constant, », the frequency of the atomic line, 8 the degree of atomiz-
ation, N the total number of atoms and molecules of interest, A, the Einstein
transition probability for spontaneous emission, g, the statistical weight of
the upper level, E, the upper level energy, k the Boltzmann constant, T, the
excitation temperature, and Q,(T,) = Z; &,; exp (—E,;/kT,) the partition
function; the subscript a stands for an atom. The partition function for dif-
ferent elements has been developed by de Galan and Winefordner [11].

The intensity of molecular emission is expressed by I, =hv (1 —8)N1 A n8m
exp (—E, /kT,)/Q@x, where m indicates a molecule. Since the observed mol-
ecular line is vibrational (0,0 band) which includes much rotational fine struc-
ture, the molecular partition function can be replaced by a convolution of
electronic and vibrational partition functions:

Qu(Tmes Tinw) = Gme(Time) 9T )

where the subscripts e and v stand for electronic and vibrational, respectively.
Each is given by

Amy = {1 - e)(p(h")m,o/kTm,v)}_l and Ame = z 8m exp(_Em,j/kTm,e )’
J

where v, ¢ is the frequency of the first fundamental vibration. The g, value
for the singlet—singlet transition is taken as unity. The A,, value is approxi-
mately estimated from A, = 64r*v,,u2/3hc?, where c is the velocity of light
and u. the dipole moment. The dipole moment of diatomic molecules is
approximately expressed as those of the ground state, u. ~ eabr,, where e
is the electronic charge, a and b the normalization factors of the wave func-
tion for the ground state. The normalization condition is given by a2 + 4% =1.
The factors a and b are related to the charge on the atoms and the charge is
estimated from Pauling’s electronegativity:

dcu ™ 20 = e[l —exp {_—‘(XCI - XCu)2/4}]
where g¢, is the charge on the copper atom and x is the electronegativity.

The relevant parameters for the atomic line Cu I 327.4 nm and the mol-
ecular line CuCl('Z—'Z, 0,0) 433.3 nm are listed in Table 1.

A ratio of the atomic and molecular emission intensities is given by:

p(>\) RCu = ﬁ)\CuCIqCuCl,e (TCuCI,e) qCuCl.v (TCuCl,v) gCuACu exp( ECuCl
Rcua (1 —B8Mcu®Qcu (Tcuw)Acua kT cucre
. ECu )
RT ¢y

where A is the wavelength and p(A) the instrumental response factor which



23

TABLE 1

Emission lines observed for the determination of the g value

Line Wavelength Transition Energy gA value
(nm) (em™') (10%s™)

Cul 327.4 %8, P, 0—30535 1.98

CuCl 433.3 's—'z 0—23077 0.26°

aNBS Monograph 53 (1962). PCalculated.

is a product of the quantum yield of the photocathode and the reflection
efficiency of the grating. These factors vary with the wavelength. Except for
such a case as a plasma at a reduced pressure, it can be reasonably assumed
that the temperatures of different systems are approximately the same or the
systems are in quasi thermal equilibrium. Therefore, with the approximation
Tcucre = Touary = Tcu, the degree of atomization is given by:

Rcuarcuci9cucte (Teuw)dcua v (Ta)8culcu exp(ECuCl _ECu)}_l 1)
PR ¢y AeuQcu (Tou)Acua kTcy

The excitation temperature was determined by a two-line method of atomic
absorption. Although the aim was to measure the excitation temperature of
copper, a suitable pair of copper lines was not available, so that other elements
(Pb, Sn and Ni) were used for the temperature measurement with the assump-
tion described above that their excitation temperatures were the same.

Browner and Winefordner [5] reported a two-line atomic absorption
method based on indium, gallium and thallium for temperature measurement
with a quartz iodine continuum radiation source. This method does not in-
volve large errors in absorbance and is not greatly affected by changes in
absorption line profile. However, the low sensitivity seems to restrict its
application to special cases.

An alternative two-line method based on maximum atomic absorption of
lead with the use of a conventional line source (hollow-cathode lamp) has
already been reported [6]; the method was applied to the measurement of the
excitation temperature of lead atoms above a glassy carbon strip atomizer.
This method has the advantage of high sensitivity but concurrently the disad-
vantage that the absorption line profile is a critical factor for the precision of
the temperature measurement. In the previous method [6], the Doppler
broadening of the absorption line was taken into account. In the present
paper, the contribution of Lorentz broadening to the error is discussed.

When Doppler and Lorentz broadening are present and the natural
broadening is negligibly small, the absorption coefficient is given [7] by

=i+

Ry = ko™ Plw,a'),
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where P(w,d') = [% e ¥/[a'? + (w — ¥)*]dy, w = 2(v — vo) (In 2)V?/Avp,
y =28(In 2)"?/vp, and a'= Avy(In 2)V2/Avp. Also

_ 2 {In 2)1/2 re?
ko_A_vg(T me VI (2)
2R 1n 22 (T'\”
AVD=2( - ) Vo('ﬁ) (3)
B 9\2 __ (RT'\Y? (o + ¢
o) V) (5 @

where v is the wavenumber, », the wavenumber at the center of the absorp-
tion line, Avp the Doppler width, § the variable of integration, k, the maximum
absorption coefficient when Doppler broadening alone is present, e the charge
on the electron, m the mass of the electron, ¢ the velocity of light, N the
concentration of atoms whose electron is in the lower transition level, f the
oscillator strength, T the translational temperature or gas temperature, R the
gas constant, Ay, the Lorentz broadening, 4 the reduced atomic or molecular
weight of the colliding system, N' the concentration of the foreign species,
and ¢ and ¢’ the diameters of the colliding species. The maximum absorption
coefficient is given by

kv,max = koa’n_l Pmax(a,)

Where the Boltzmann law applies, the concentration N can be replaced by
N = Nf(1 — x)gL exp (—E./kT,)/Q.(T,), where N, is the total number of
molecular, atomic and ionic species containing the element of interest, x the
degree of ionization, g, the statistical weight of the lower level and E;, the
energy level of the lower level. Letting Uy, ,,(a') = B, max/ko and taking a ratio
of absorbance for two atomic lines with different lower level energy gives

Al,max = kv‘l,max _ ko,l Umax(a'l)

A2,max kv,2,max E Umax(a'z)
Substituting eqns. (2) and (3) gives

Al,max=>\ flng max(all)
Az,max >\ f2gL2 max( 2)

For small difference in a’ values, the following equation can be employed:

Unan(@) = Unaelad){ (22) (@i —a + 1)

a =a,

Xp{(EL,Z_EL,l)/kTa}- (5)

Equations (3) and (4) give
a' =[0.5(c + ¢")]*An~"?

Therefore, a} —a; = a (1 —a3/a}) = ai(1 — A /A2).
Consequently, eqn. (5) is replaced by
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Al,max =7\2 fl gL‘l {1 +(dUmax) (

o)
1—=% Ey,—Ep )/kT, 6
A2,max 7\1 f2 gL‘2 T >\ exp {( L2 L‘l)/ } ( )

2

Thus, the ratio of wavelengths is a variable yielding the variation of absorb-
ance. The first ratio of wavelengths originates from the Doppler width and the
second one (in parentheses) from the Lorentz broadening. When A y,a5/A 2 max
is found experimentally, the excitation temperature T, can be calculated
from eqn. (6).

Once the excitation temperature has been determined, the degree of
atomization § can be estimated from eqn. (1) from the emission intensities
of copper atoms and CuCl molecules, R¢, and R¢,q-

Table 1 lists the relevant physical parameters for Cu and CuCl emissions,
and Table 2 for similar parameters for the two lines of the three elements
lead, tin and nickel. The equations for calculating the excitation temperature
do not include the term attributed to the Lorentz broadening or the term in
the first bracket in eqn. (6). The effect of this term will be discussed for
nickel, which was selected for the determination of the excitation temperature.

EXPERIMENTAL

Apparatus and reagents

The components used are listed in Table 3. A glassy carbon tube (2 mm
i.d., 3 mm o.d. and 30 mm long; Tokai Carbon Co. Ltd.) was fitted to stain-
less steel electrodes through cubic graphite mounts which served as thermal

TABLE 2

Elements and equations used for the determination of excitation temperature

Element Wavelength Energy gf value® B.p.
(nm) (em™!) (°C)
Pb A, 283.3 0—35287 0.22
A, 261.4 {261.365 7819—46069 0.19 1750
2 T +261.418 7819—46061 2.7

exp(—0.797A, exp (—11240/T,)} + 14.21 exp{—11.324,
exp (—11240/T,)} — 15.21 exp (—A,) = 0

Sn A, 270.7 1692—38629 1.1 9975
A, 284.0 3428—38629 2.5
T, = 2498.6/{0.8692 +1In (A,/A,)}

Ni A, 852.45 205—28569 0.85 0732
A, 361.9 3410—31031 1.5

T,=4616/{0.595 + In (4,/A,)}

aNBS Monograph 53 (1962).
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TABLE 3

Experimental components

Atomic absorption spectrometer Nippon Jarrell-Ash AA-1

Light source HTV hollow-cathode lamp

Electrothermal atomizer Glassy carbon tube located in a glass chamber

Power supply for the electrothermal

atomizer Stepwise transformers

Recorder Sanei Sokki Co. 5L Visigraph fitted with 6L5 d.c.
amplifier

insulators. The glassy carbon tube had an opening (0.8-mm diameter) on the
lateral face through which sample solutions were introduced.

Argon was introduced into the atomization chamber at 1.5 1 min™!. In
order to estimate the reduction power on atomization, hydrogen was pre-
mixed with argon.

Stock solutions of copper(Il) chloride, lead nitrate, tin(II) chloride,
chromium(III) chloride and nickel chloride (all analytical reagent grade)
were prepared by dissolution in deionized water; the acidity was adjusted to
1 M. Working solutions were prepared by diluting the stock solution with
deionized water and adjusting the acidity to 0.5 M.

Procedures

By a microsyringe (Scientific Glass Engineering Pty.), an aliquot of the
sample solution was placed on the bottom of the glassy carbon tube atomizer,
dried at 120°C for 2 min and atomized. The amounts introduced are listed in
Table 4.

The temperature of the surface of the glassy carbon tube atomizer was
measured by an optical pyrometer (Hokushin Electric Co. Ltd.)..The transi-
ent temperature was determined by tracing the black-body radiation from
the atomizer at 550 nm. The resulting photocurrent was calibrated by tem-
perature measurements with the optical pyrometer.

RESULTS AND DISCUSSION

Excitation temperature

A suitable pair of copper absorption lines with different lower energies
could not be found. Therefore, it was necessary to select an alternative element
for the determination of the excitation temperature. The excitation tempera-
ture was estimated from the absorbances at the absorption peaks of the three
elements lead, tin and nickel. Figure 1 shows the relation between the exci-
tation temperatures and the equilibrium temperature of the atomizer surface.
It can be pointed out that the excitation temperatures are in the order of the
iso-vapor pressure temperature of atoms. This explains the difference in
atomization temperature of the three elements.
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TABLE 4

Amounts of salts introduced into the carbon tube

Salt Wavelength Amount (ng) Salt Wavelength Amount (ng)
(nm) of element (nm) of element
CuCl, Cul 3274 45 x 10° SnCl, SnI 270.7 5
CuCl 433.3 Sn1284.0 5
Ph(NO,), PbI 283.3 0.4 CrCl, Crl 357.9 20
Pb1I 284.0 20
NiCl, Nil 3525 20

Nil 361.9 20

Figure 2 shows the time correlation for the transient temperature of the
atomizer surface, the appearance of the absorption peak and the excitation
temperature. The excitation temperatures are in order of the peak appearance
and somewhat lower than the temperature of the atomizer surface. Thermal
energy may be partly distributed to the atomic system and the remainder to
other processes requiring energy such as those involving latent heat or dis-
sociation energy. In addition, the thermal energy can be distributed in the
molecular energy system (translational, vibrational or rotational energy) if

Ta=2100 K 2283 K
X2200
g
i)
Ni @
X 2200 %
3 2
g 5
2 :
2
< 2000+ @
5 é_‘IBOO
g £
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|
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Temperature of atomizer surface (K} Time(s)

Fig. 1. Relation between the excitation temperature and temperature of the atomizer
surface.

Fig. 2. Time correlation for the temperature of the atomizer surface, the appearance of
the absorption peak and the excitation temperature. (---) Temperature of atomizer surface,
T, is the excitation temperature at peak maximum.



28

the degree of atomization is not unity. There also is a possibility that, because
of the low thermal conductivity between the sample salt and the surface of
the atomizer, the transient energy transfer is not enough or the temporal
thermal equilibrium between them is incomplete. For these reasons, the exci-
tation temperatures are somewhat lower than the temperature of the atomizer
surface. The peak appearance time of nickel is closer to that of copper than
are those of lead and tin. Consequently, nickel was chosen as the alternative
element for the determination of the excitation temperature.

The error arising from Lorentz broadening is expressed as the term in the
first bracket in eqn. (6). Figure 3 shows the result of numerical integration
of Upy.x(a') by a computer. The value of a' for various elements [8] lies in
the range 1—2.5 at 2,000—3,000 K. The value of dU,,,,/da’ was determined
graphically and found to change from 0.2 to 0.1 over the region of a'. For
the pair of nickel lines, the term in the first bracket varies from 1.005624 to
1.00655. Thus the Lorentz broadening may cause a maximum error in the
absorbance ratio of 1%.

In practice, there arises the Lorentz shift in addition to Lorentz broadening.

R R R R S 7000 3000 2000
Excitation temperature (K)

Fig. 8. Theoretical curve of the effect of Lorentz broadening on the maximum of an
absorption peak. The broken line tangents and arrows indicate a typical region of a.

Fig. 4. Dependence of the g value for CuCl on the excitation temperature. (o) The experi-
mental curve. Also shown are the theoretical curves at a total pressure of (1) 0.1 atm.;
(2) 0.5 atm.;(3) 1 atm.; (4) 2 atm.
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No complete theory of a Lorentz-shifted absorption line profile has been
proposed except by analogy with emission line profiles [9]. Therefore, it can-
not be predicted how much the Lorentz shift contributes to the error. Lenz
[9], however, concluded that the magnitude of the Lorentz shift is propor-
tional to that of the Lorentz broadening. According to Lenz’s theory, there-
fore, the Lorentz shift would be Avg =~ —0.36Avy, in an argon atmosphere.
Taking this into account in the absorbance ratio, it can be suggested that the
magnitude of the error does not exceed the error of measurement.

Degree of atomization 8(CuCl - Cu +Cl)

It was found that there was a delay between the CuCl and Cu emission
peaks of <1 s, which was dependent on the atomizer temperature; the CuCl
emission preceded the Cu emission. The time required for achieving the peak
copper emission was almost the same as for the nickel absorption. For this
reason, the g value was estimated from the data obtained at the time of the
peak copper emission. Figure 4 shows the dependence of the § value on the
excitation temperature. The theoretical curves were calculated from an
assumption of equilibrium in the purely thermal dissociation CuCl == Cu + Cl
without other chemical reactions, which corresponds to Saha’s equation of
thermal ionization. There is a pronounced discrepancy between the experi-
mental and theoretical curves over the possible total pressure range. This
suggests that the molecules from the sample are partly reduced. A possible
reductant is active carbon from the surface of the glassy carbon atomizer.
In a previous study of the diffusion of atoms [10] the adsorption activity of
glassy carbon was found to be as weak as that of quartz, compared with
graphite. However, the result of the g value indicates that the surface of glassy
carbon has a significant reducing power during the atomization of CuCl.

The sample was CuCl,. Therefore, the degree of dissociation g’ for the
reaction CuCl, - CuCl + Cl should be evaluated for the determination of the
overall degree of atomization g'g. However, it is well known that CuCl, is
completely converted to CuCl above 993°C. Thus, it is fairly reasonable that
B =48.

Effect of hydrogen on the degree of atomization

Figure 5shows the effect of hydrogen flow rate on the excitation tempera-
ture. The temperature of the atomizer surface was 2,100°C when hydrogen
was absent. As the flow rate of hydrogen increased, the excitation tempera-
ture decreased. This may be attributed to the high thermal conductivity of
hydrogen.

Figure 6 shows the effect of the hydrogen flow rate on the degree of
atomization. As the flow rate increases, the § value rapidly increases but
does not exceed a value of ca. 0.9. This is probably due to the decrease in
the temperature of the atomizer surface and partly to the rapid diffusion of
CuCl in the hydrogen atmosphere or the short residence time within the hot
region in the atomizer. The recommended ratio of flow rates H,: Ar = 1:300
is enough to double the degree of atomization.
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Fig. 5. Dependence of the excitation temperature on the flow rate of hydrogen. The tem-
perature of the atomizer surface was 2373 K.

Fig. 6. Dependence of g value for CuCl on the flow rate of hydrogen at excitation tem-
peratures of (#) 2000 K and () 2100 K.

The principal reaction associated with the promotion of atomization may be
the abstraction of a chlorine atom by molecular or atomic hydrogen. How-
ever, since accurate reaction rates of possible reactions have not been measured,
the detailed mechanism cannot be elucidated. If the reaction rates are much
larger than the residence time, which is likely in radical reactions at high
temperatures, chemical equilibrium applies. In this case, the difference in dis-
sociation energy D, may be a means of establishing the principal reaction. Of
possible diatomic molecules (CuCl, CCl, CH, H,, HCl, etc.) HCI has the largest
dissociation energy. Therefore, HCl molecules will be most stable in the high
temperature environment.

Application to the determination of the 8 value of CrCl;

The 8 value determined by the present method can be a standard for the
determination of g values of other elements. By comparing the absorbances
of copper and chromium, the relative 8§ value was determined. As seen above,
the appearance times of the nickel, copper and chromium peak almost coin-
cide. This makes it reasonable to substitute the excitation temperature of
nickel for that of copper and chromium, and to estimate the g value of
chromium by comparing the copper and chromium absorbances. The relative
B value is given by

Acr ACrfCugL,cu[( 1,1 )/( 1.1 )]“2 Qce(T,) WeuMe
ACu )\CqurgL,Cr MAr MCu / MAr MCr, QCu(Ta) WCrMCu

{(EL,CI' - EL,Cu)/kTa}7

where W is the sample weight and the term owing to the Lorentz broadening
is neglected. For both resonance lines Cu I 327.40 and Cr 1 387.87 nm, the
lower term energy is zero. Therefore, the exponential term is simplified to

BCr=ﬁCu exp
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Fig. 7. Dependence of g value for CrCl, on the excitation temperature.

unity. Figure 7 shows the dependence of the 8 value on the excitation tem-
perature, The § value of chromium is somewhat lower than that of copper.
If the forward and backward reactions are rapid enough, the difference in
value might be attributable to the difference in dissociation energy D of CuCl
and CrCl. The dissociation energy has been reported to be 3.4 and 3.0 eV for
CrCl and CuCl, respectively. However, as stated above, a kinetic approach is
necessary for clarification of the detailed mechanism.

Application to other elements

The standard 8 value of CuCl was used to attempt to determine § values for
tin(II) chloride and the nitrates of lead and silver. In this application, there is
a problem associated with the difference in the appearance time of the peak
absorption. If the measurement is timed for the peak maximum of chromium
or copper, it coincides with the tail of the silver peak, and is not superimposed
upon any part of the lead or tin peaks. In practice, for example, the 8 value
of silver nitrate was found to be ca. 100% at an excitation temperature of
2,000°C. This value seems likely for the low dissociation energy of AgO, 1.8
eV. However, this value does not coincide with a § value of silver nitrate at
the moment of peak maximum of silver absorption. It might, therefore, be
best to determine transient § values with the use of a more suitable partner
for measuring the standard g value. This comparison method appears to be
more useful for the determination of g value of samples atomized in flames
where there is no absorption delay.
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SUMMARY

Changes in solution viscosity with temperature cause very substantial changes in nebu-
lization rate which are not reflected by corresponding changes in analyte signals. Increased
nebulization rates cause changes in droplet size distributions, resulting in decreases in
nebulization efficiency. The changes in droplet size distribution are greater than would be
predicted theoretically. Possible reasons for the apparent discrepancy are discussed.

It has been known from the early days of flame photometry that increases
in sample temperature cause increases in analytical signals [1], although minor
fluctuations in the temperatures of sample solutions around room temperature
do not introduce significant errors in flame spectrometric analysis when pneu-
matic nebulizers and pre-mix burner systems are employed [2]. Although
this stability is convenient in routine analysis, it would not be anticipated
from the approaches conventionally employed for the study of nebulization
phenomena. The aim of the present investigation was to consider possible
causes for the insensitivity of pneumatic nebulization to sample temperature
effects and to explain why the substantial fluctuations predicted from a simple
theoretical approach are not encountered in practice.

EXPERIMENTAL

Apparatus and nebulization efficiency measurements

Atomic absorption measurements were made on a Baird A3400 atomic
absorption spectrometer. The normal drain was replaced by a measuring
cylinder for nebulization efficiency measurements. Solutions were maintained
at the required temperatures in a series of thermostat tanks and transferred
to the spectrometer in a water bath at the required temperature immediately
prior to nebulization. The method proposed by Willis [3] was used to
measure nebulization efficiencies.

**QOn leave from the Department of Soil Science, Aberdeen University, Meston Walk, Old
Aberdeen AB9 2UE, Scotland.
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Investigation of aerosol size distributions

The aerosol produced by a Perkin-Elmer nebulizer was passed via an in-
verted spray chamber to the pre-impactor stage of an Andersen Cascade
Impactor, Model 21000. The airflow through the impactor was checked
periodically using a Matheson Linear Mass Flowmeter, model 8116. The
nebulization rate was controlled by a Buchler Multistaltic peristaltic pump.

RESULTS AND DISCUSSION

At moderate sample uptake rates, the nebulization rate @ is governed by
the Poiseuille equation Q@ = Prr*(8nL)™!, where P is the pressure drop along
the capillary, r and L are the capillary radius and length respectively, and 7 is
the viscosity of the liquid sample. For moderate changes in sample tempera-
ture, the changes produced in r and L are negligible and P does not vary sig-
nificantly. It follows that a graph of @ against the reciprocal of viscosity
should be linear. If the nebulization rate is measured at any one temperature,
293 K being used in the present study, it is possible to calculate theoretical
values for nebulization rates at other temperatures from literature values for
viscosity [4] at those temperatures. Values calculated for water over the
range 273—373 K are shown in Fig. 1. The measured values, also shown,
deviate from this theoretical line, primarily because the pneumatic nebulizer
acts as a heat exchanger; samples below room temperature warm up upon
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Fig. 1. Calculated and measured variations in nebulization rate with viscosity changes
caused by changes in temperature.

Fig. 2. Effect of water temperature on the variation in mean droplet diameter (as pre-
dicted by the Nukiyama and Tanasawa equation) with nebulization rate.
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nebulization whereas those above room temperature cool down, unless the
temperature of the nebulizer is itself controlled independently.

Changes in sample density over the small temperature range 273—293 K
have a negligible effect upon the amount of analyte element transported to
the flame at any given nebulization rate. If nebulization rate alone, therefore,
is considered as the signal controlling step in flame spectrometry, an increase
in signal of 75% would be observed on raising the sample temperature from
273 to 293 K. For 1 ug ml™! solutions of zinc, calcium and magnesium, in-
creasing the sample temperature over the above range caused changes in
atomic absorption signals of only 11—21%. Since these values are much less
than the predicted value of 75% it must be assumed that nebulization efficiency
decreases with increasing sample temperature. This was found to be the case
in practice, the nebulization efficiency falling from 8.6% at 273 K to 6.1%
at 293 K.

Increases in temperature might be expected to lead to increased solvent
evaporation and hence increased efficiency of transport of sample to the
flame. Both this effect and increased nebulization rate effects must therefore
be countered to a significant extent either by a change in the droplet size
distribution produced by the pneumatic nebulizer or by increased coalescence
between droplets in the spray chamber. There is indirect evidence for assuming
the latter effect to be insignificant. Thus, for example, two nebulizers have
been used side by side in a single spray chamber to demonstrate the nature of
interferences occurring as a result of compound formation in flames [ 5—7].
This approach would not have been successful if coalescence was significant
in spray chambers, so that if coalescence does occur it must take place very
close to the nebulizer nozzle.

The approach most commonly adopted in analytical flame spectroscopy
when an indication of the droplet size produced by a pneumatic nebulizer is
required is to use the Nukiyama and Tanasawa equation [8] to calculate
aerosol mean droplet diameters, on a volume :surface area basis, from literature
or measured values of solvent densities, surface tensions and viscosities
and typical values for nebulization gas flow rate and gas and solution flow
velocities [2, 9, 10]. This has been done here for aqueous solutions over the
range 273—373 K. The results are shown in Fig. 2. At any given nebulization
rate an increase in temperature leads to a decrease in the calculated mean
droplet diameter and hence would be expected to lead to an increase in
nebulization efficiency. When the increase in nebulization rate caused by
increasing temperature is also considered, however, a small increase in mean
droplet diameter would be expected. The overall change is very much smaller
than the changes calculated when organic solvents are considered relative to
water [9, 10]. It might therefore be expected to cause only a very small de-
crease in nebulization efficiency.

Recently a method has been developed by the authors for studying drop-
let size distributions over the diameter range 0.5—10 um produced by pneu-
matic nebulizers [11]. The procedure is based upon the observation that
evaporation effects from droplets may be reduced to a negligible level by
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producing aerosols from concentrated sodium chloride solution, thus allowing
droplet aerosol distributions to be measured with a conventional cascade
impactor. It has been applied here to study the effect of changing the nebu-
lization rate of a Perkin-Elmer nebulizer by using a peristaltic pump. Measure-
ments were made with an inverted Perkin-Elmer spray chamber assembly at
nebulization rates of 0.63 and 5.15 ml min~!. The aerosol was sampled isokin-
etically at the port in which the burner head would normally be fitted. The
results, shown in Fig. 3, demonstrate that a small but significant broadening of
the distribution curve occurs. However, the change is small, and the mean
droplet diameters are much less than the values predicted by the Nukiyama
and Tanasawa equation. Moreover, the change in nebulization rate required
to produce even this small change was almost one order of magnitude.

The large difference between the predicted and observed mean diameters
reflects one of the major limitations of the Nukiyama and Tanasawa equation
in analytical flame spectrometry, namely that it applies to the entire aerosol
produced by the nebulizer, and not just to the fraction of aerosol reaching
the burner head, which is the fraction studied here. The spray chamber and
associated components are designed purposely to eliminate larger droplets
from the air stream. The measurements were repeated after the removal of
the mixer paddle from the spray chamber and the change then became very
much more pronounced, as shown in Fig. 4. The difference is attributable,
partly at least, to the fact that the support arm for the mixer paddle acts as
an impact bead. The distribution at the higher nebulization rate became very
obviously multi-modal, and the mean droplet diameter could well lie close to
that predicted by the Nukiyama and Tanasawa equation, although unfortu-
nately the measuring technique currently used does not allow measurements
to be made of droplets above 10 um in diameter.
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Fig. 3. Effect of nebulization rate upon droplet distribution reaching the burner head at
nebulization rates of 0.63 ml min™' (o) and 5.15 ml min™' (). Total air flow through
spray chamber, 20 1 min™'. 2 log D is a normalization factor to compensate for unequal
measurement ranges between adjacent mean droplet diameters, D.

Fig. 4. Effect of nebulization rate upon droplet distribution reaching the burner head,
after removal of the mixer paddles, nebulization rates of 0.63 ml min™' (o) and 5.15 ml
min~' (e). Total air flow through spray chamber, 20 1 min™'.
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Figures 3 and 4 together demonstrate why, at low nebulization rates, the
nebulization efficiency increases more than might be expected from consider-
ation of the Nukiyama and Tanasawa equation alone. The efficiency of drop-
let removal by collision with the bead, mixer paddles and spray chamber end
walls increases very rapidly once a certain initial droplet diameter, dependent
on the nebulizer gas flow and velocity, is exceeded. At the low nebulization
rate the contribution made by droplets above 5 um in diameter is negligible
so that very few droplets are removed by the impact bead, mixer paddles and
end walls; the change in droplet diameter is slight and the nebulization ef-
ficiency is much higher.

At the higher nebulization rate studied, the multi-modal distribution with
more large droplets means that far more droplets are lost via collision with
the bead, paddles and walls and the nebulization efficiency is much poorer.
The differences in the example studied are more pronounced than they would
be for the smaller difference in nebulization rates caused by temperature
change, but the trend should be similar.

The change in measured mean droplet diameter with nebulization rate is
greater than that predicted from the Nukiyama and Tanasawa equation,
unless at the lower nebulization rate studied a number of large droplets occur
at diameters appreciably greater than 10 um. Even if this is the case, it il-
lustrates another serious limitation of applications of the Nukiyama and
Tanasawa equation. It is possible to envisage any number of widely differing
distribution curves yielding a given mean droplet diameter, although the
amount of aerosol reaching the burner head could be widely different in
each case.

It is possible to visualise mechanisms which explain the size distribution
results obtained. The occurrence of droplet recombination to any significant
extent over most of the spray chamber volume may be discounted for reasons
mentioned earlier, but it is certain to occur to some extent in the immediate
vicinity of the nebulizer nozzle. Smaller droplets produced by the nebulizer
are more rapidly accelerated in the air stream than their larger counterparts
and, if space allows, flow past larger, leading droplets, unless they have the
size-velocity combination necessary to effect collision. As the nebulization
rate increases, the droplet concentration, and hence the probability of collision,
also increases. Such collisional processes could readily lead to the production
of a multi-modal distribution of the type found. This explanation implies
that the recombination process is taken into account in the Nukiyama and
Tanasawa equation, and the latter does not therefore hold at very low nebu-
lization rates when recombination is reduced to a negligible level.

A possible alternative mechanism also implies a breakdown of the Nukiyama
and Tanasawa equation at low nebulization rates, but without invoking
recombination as the mechanism leading to the multi-modal distribution. If
temperature effects are ignored, then to a first approximation the energy
dissipated during the nebulization process is primarily converted to surface
energy, the magnitude of which depends upon the surface area generated and
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surface tension. If the mass of droplets amongst which this energy is distribu-
ted is reduced, the same amount of new surface area is still required to dissipate
the same amount of energy. At nebulization rates giving a bimodal distribu-
tion with a size peak at above 10 um, the extra area can be readily generated
by secondary fragmentation of large droplets, giving a small change in nebu-
lization efficiency and a relatively small change in mean droplet diameter.
As the nebulization rate is further reduced, a stage is eventually reached
where droplets with diameters above 10 um have all been broken up by sec-
ondary fragmentation processes and the distribution is no longer multi-modal.
At this stage further decreases in nebulization rate must lead to a more signi-
ficant change in mean droplet diameter and to a much greater change in
nebulization efficiency.

The non-applicability of the Nukiyama and Tanasawa equation at low
nebulization rates is quite conceivable because the equation was evolved
from data obtained at appreciably higher nebulization rates and lower nebu-
lizer gas velocities than those commonly employed in analytical flame spec-
trometry. Moreover size measurements were only made on droplets of larger
diameters than those considered here.

Regardless of the reasons for the effect, decreases in nebulization rate to
levels appreciably below those normally employed in analytical flame spec-
trometry cause marked changes in droplet size distribution which in turn
lead to increased nebulization efficiency.

Conclusions

The effect on signal of a decrease in nebulization rate caused by increased
viscosity on lowering the temperature of aqueous sample solutions from 298
to 273 K is offset by a change in droplet size distribution. Decrease in the
aerosol mean droplet diameters at lower nebulization rates results in increased
nebulization efficiency, and the combined effects mean that signal changes
with temperature are kept at a level acceptable for routine analysis.

This material is based in part upon work supported by the National Science
Foundation under grant No. CHE77-07618. The authors are indebted to
Fiona Mitchell for assistance with some of the experimental work.
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SUMMARY

A dithizone—chloroform extraction technique for determining ng 1"! levels of Cd, Cu,
Ni and Zn in sea water is described. Nickel extraction requires the addition of dimethyl-
glyoxime. The metals are concentrated from 100 ml of sea water into 2.0 ml of dilute
nitric acid and subsequently determined by electrothermal atomic absorption spectro-
metry. Extraction parameters, interferences and contamination considerations are dis-
cussed. The precision, based on replicate analyses, is around 10% for the four metals, and
the recovery is quantitative, based on analysis of spiked samples. The application of this
technique to fresh-water samples is also discussed.

The determination of trace metals in natural waters is difficult because of
the low concentrations at which they occur. Most analytical methods have
detection limits which require sample preconcentration and/or separation of
the trace constituents from the major cations present in natural waters. Some
of the more commonly used techniques include solvent extraction [1—3],ion
exchange [4—6] and coprecipitation [7, 8]. Concentrations of copper, cad-
mium and nickel at the ng 1! levels are normally below the workable range
of most solvent extraction techniques. However, several workers [9—11] have
reported ng I"! concentrations by using solvent extraction combined with the
back-extraction of the organic phase into dilute acid. Bruland et al. [11]
digested the back-extracted acid phase with concentrated nitric acid prior to
analysis by flameless atomic absorption spectrometry. A coprecipitation tech-
nique described by Boyle and Edmond [12, 13] has been used by others [8,
14] reporting ng 1"! concentrations of Cu, Niand Cd. The major disadvantages
of the technique are the quantitative transfer and digestion of the precipitate
[14].

Although dithizone has been used for many years to chelate metals, its
application to natural waters at ng 1™! levels of trace metals has not been
utilized. Sandell [15] lists a number of metal dithizonates that can be formed
for colorimetric determinations. The detection limits of such techniques,
however, are several orders of magnitude too high for sea-water analysis. A
combination of dithizone—chloroform extraction and isotope dilution tech-
niques has been reported for determination of lead in sea water [16].
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This paper describes a dithizone—chloroform extraction technique for
concentrating Cu, Cd, Ni and Zn from natural waters and their subsequent
determination by flameless atomic absorption spectrophotometry. The ex-
traction of nickel requires the addition of dimethylglyoxime.

EXPERIMENTAL

Apparatus

Atomic absorption analyses were accomplished with a Perkin-Elmer
model 403 atomic absorption system equipped with a deuterium background
corrector and a HGA-2200 heated graphite furnace. An AS-1 automatic
sampling system was used in conjunction with the heated graphite furnace.
Ultrapure water (“Q”’ water) was made from distilled water by redistilling in
a quartz subboiling still.

Reagents

A 0.040% (w/v) dithizone solution was freshly prepared from Suprapur
dithizone (EM Laboratories) and high-purity chloroform (Burdick and
Jackson). The dithizone reagent may be further purified as described by
Patterson and Settle [17]. This purification step is only necessary when
working at zinc concentrations less than 100 ng 1”'. An ammonium citrate
buffer was made by bubbling ammonia into a 20% (w/v) ammonium citrate
solution until a pH of 7.7 was reached. This solution was then purified by
multiple extractions with dithizone—chloroform as described by Patterson
and Settle [17]. A 1% (w/v) dimethylglyoxime solution was prepared from
Suprapur dimethylglyoxime (EM Laboratories) and ethanol. High-purity
nitric acid was obtained from the National Bureau of Standards. Diluted
Suprapur ammonium hydroxide was used for sample pH adjustment. All
reagents were prepared and stored in teflon.

Procedure

Copper was extracted from sea water at a pH of 2.0 + 0.2 from a 100-ml
sample volume. This sample aliquot was determined by weighing into a
250-ml teflon bottle to which 2.5 ml of 0.040% dithizone—chloroform and
7.5 ml of chloroform had been added. The aqueous and organic phases were
equilibrated on a mechanical shaker for 20 min, and then poured into a
250-ml teflon separatory funnel. The empty teflon bottle was rinsed with “Q”’
water and the rinse water discarded. It is important that every drop of rinse
water be removed from the bottle and from the bottle cap. After 5 min, the
organic phase was withdrawn from the separatory funnel directly into the
rinsed teflon bottle. Care must be exercised so that no water is drawn into
the bottle with the organic phase. The organic phase was back-extracted with
the addition of 200 ul of the (N.B.S.) nitric acid, using an Eppendorf pipet,
and 1.8 ml of “Q” water from an Oxford pipet. The organic phase must change
from bluish green to orange in color after the addition of nitric acid and prior
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to the addition of “Q’ water. The organic and nitric acid phases were shaken
on a mechanical shaker for 5 min to ensure complete back-extraction.

The aqueous phase in the separatory funnel was discarded and the teflon
separatory funnel rinsed with “Q’’ water to prepare it for the next separation.
The rinse water was completely removed from the separatory funnel and
discarded.

After the 5-min equilibration, the back-extracted sample was poured back
into the teflon separatory funnel and the phases separated. The acid phase was
collected in a 2.0-ml precleaned polyethylene vial and stored in a refrigerator
until analyzed.

Cadmium and zinc were extracted from sea water at a pH of 7.7 £ 0.2 by
using the procedure described for copper after the addition of 1.0 ml of the
citrate buffer. Nickel was also extracted after the addition of 5.0 m! of 1%
dimethylglyoxime—ethanol.

Standards were prepared by spiking pre-extracted water samples and re-
extracting as described above. Any residual dithizone remaining in the pre-
extracted sample was removed prior to the spike addition by washing the
aqueous phase with two 10-ml portions of chloroform and discarding the
wash ; 5 min was allowed after each wash for the phases to separate.

Each of the metals was determined by flameless atomic absorption spectro-
metry. The manufacturer’s recommended operating conditions for lamp
current, wavelength, and slit width were followed. The deuterium background
corrector was used for all analyses. Instrumental parameters for the heated
graphite furnace are given in Table 1.

The sample injection into the heated graphite furnace was done with an
automatic sampling system. Contamination did not appear to be a problem
when precleaned polyethylene vials were used for sample containers. The use
of the automatic sampling system enhanced the reproducibility of the sample
injection and shortened the analyses time.

TABLE 1

Instrumental parameters for HGA 2200

Element Sample Gas flow Dry Char Atomization Recorder
volume (cm?® min™?) cycle cycle cycle setting®
(u1)
Cd 10 402 15 s 20s 5s 1.0
100°C  350°C 2000°CP
Cu 20 40 25 s 20 s 5s 0.5
100°C  900°C 2300°CP
Ni 20 40 25 s 20 s 8s 0.5
100°C  900°C 2300°CP
Zn 2.0 40 10 s 15s s 0.5

100°C 500°C 2200°C

2Gas interrupt mode used. ®*Temperature sensor used. ¢Full scale absorbance setting.



42
RESULTS AND DISCUSSION

Procedure optimization

Optimization of several parameters was of primary interest in the develop-
ment of this technique. Sandell [15] reported an optimum pH of 1.0 for the
dithizone extraction of copper and aneutral pH for Cd, Ni, and Zn extractions.
The effect of pH on extraction efficiency was evaluated by performing ex-
tractions on aliquots of a large sea-water sample at different pH values and
the results (Fig. 1) were used to determine the optimum value for the above
procedure (2.0 + 0.2 for Cu and 7.7 £ 0.2 for Cd, Ni, and Zn).

The equilibration time of dithizone—chloroform with aliquots of a large
sea-water sample was varied to determine the time required for optimum
extraction efficiency. Results indicated an optimum equilibration time of 20
min (Fig. 1).

The optimum solvent—water ratio was determined, by using aliquots of a
large water sample, by varying the volumes of solvent and water and extracting
as described above. The best recoveries for all four metals were obtained with
aratio of 1:10.

Dithizone—chloroform extraction of nickel from sea water was found to
have recoveries of approximately 60%. Sandell [15] reported the use of
dimethylglyoxime for chelating nickel at a slightly basic pH. The nickel di-
methylglyoximate complex is soluble in the dithizone—chloroform solution
and its recovery is acceptable.

Interferences

In the absence of a buffer, the extraction of Cd, Ni, and Zn was inconsis-
tent, which was thought to be attributable to shifts in pH during extraction.

10001

500F

Concentration (ng U!)

Absorbance

/N

10 20 30 40 50 60 70 80 10 20 3040 50 60 70 80 90
pH TIME (min)
Fig. 1. Optimization of extraction parameters. For the pH study: (¢) Zn, (e) Cd, (a) Cu,

(a) Ni. For the extraction time study: (¢) Zn X 0.5, (¢) Cd X 5, («) Cu X 2, (a) Ni. Note
that the relative sensitivities of the curves are not comparable.
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The determination of sample pH before and after extraction confirmed that
pH decreases during extraction. It is obvious from Fig. 1 that a slight shift
in sample pH will dramatically influence metal recovery. Maintaining the
proper pH throughout extraction was, therefore, accomplished by use of the
citrate buffer.

Sea salts carried over during the sample extraction could result in molecular
absorption interferences. This was eliminated with the use of a deuterium
background corrector. There were no detectable changes in sensitivity arising
from the presence of small amounts of sea salt in the extracts.

Contamination considerations

All of the work reported here was performed in a clean-room facility. If a
clean room is not available, a laminar-flow clean bench is recommended in
order to obtain the lowest possible blanks. Also polyethylene gloves were
worn during the sample manipulation steps. Sample exposure to the laboratory
air was kept to a minimum. Plastic wrap or teflon was always placed under
sample containers, reagent bottles, etc., to prevent possible contamination
from the bench. The sample bottles and reagents were covered with plastic
bags until used.

Initial copper extractions were done with reagent-grade chloroform. Mul-
tiple extractions of a single sea-water sample revealed a considerable amount of
copper contamination. Direct furnace injection of the dithizone—chloroform
solution indicated that a considerable amount of the copper was present in
the chloroform. Attempts to purify the chloroform by distillation as described
by Patterson and Settle [17] resulted in the formation of decomposition pro-
ducts such as phosgene that oxidized the dithizone. High-purity chloroform
was found to be suitable for use without additional purification.

Contamination is a major concern in the extractions of Cd, Ni, and Zn
because of the need for additional reagents for proper extraction. For
example, the ammonia solution used to adjust sample pH from about 2.0
to 7.7 contained high concentrations of several metals. High-purity ammonium
hydroxide was produced by bubbling ammonia gas into “Q”” water in an all-
teflon apparatus. Even under these conditions, the resulting ammonia solution
occasionally contained a significant concentration of metals. To ascertain the
level of contamination, each batch of ammonia solution produced was anal-
yzed prior to use. This was done by evaporating 50 ml of the solution to dry-
ness in a teflon beaker and dissolving the residue with 5.0 ml of 1 M nitric
acid. The resulting solution was analyzed by heated graphite furnace-atomic
absorption. High-purity ammonium hydroxide is commercially available but
should be analyzed, as above, prior to use.

The citrate buffer was also found to be a significant source of contamination
unless purified by several extractions with dithizone—chloroform as described
by Patterson and Settle [17].

Leaching of metals from laboratory ware is another major contamination
problem at the ng 17! levels of the metals studied. Pyrex glassware could not
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be adequately cleaned even after using the most rigorous procedures. There-
fore, teflon was used exclusively except for the polyethylene vials and the
polypropylene tips used for the micro addition of the reagents. Prior to use,
all labware was acid-washed by a procedure similar to that described by
Patterson and Settle [17]. All new teflon ware was initially soaked in hot
concentrated reagent-grade nitric acid for three days. The teflon was then
rinsed with “Q’’ water and filled with hot 0.05% nitric acid (N.B.S.) for three
further days. After the dilute nitric acid had been discarded, the teflon was
refilled with 0.05% nitric acid and stored in polyethylene bags. A one-day
soak in hot concentrated nitric acid followed by three days with the dilute
nitric acid was adequate after the initial cleaning. Polyethylene and poly-
propylene were cleaned in a similar manner.

Establishment of a reagent blank is an important part of any technique.
A suitable reagent blank was prepared by re-extracting previously extracted
sea water. A pre-extracted sea-water sample was washed with two 10-ml por-
tions of chloroform and the wash discarded. All of the reagents were added
to the washed, pre-extracted sample which was then extracted as described
above. Replicate blanks for each metal studied were found to be 15 + 3 ng
Cul!,<0.4ng Cd1?,160+16 ng Nil™!,and 90 + 8 ng Zn 17",

The method of standard additions eliminates many interferences. How-
ever, this requires additional extractions and a reagent blank must also be
taken into account.

Precision, recovery, and detection limits

Replicate analyses of aliquots from a large sea-water sample gave relative
standard deviations of 8%, 8%, 11%, and 12% for Cd, Cu, Ni, and Zn, respec-
tively (Table 2), at ng 1! concentrations. One sea-water aliquot was spiked to
determine the recovery of the extracted metals (Table 2). The spikes were
added 16 h before and just prior to extraction. No significant differences in
the recoveries were found.

Analytical precision was also evaluated by replicate analysis of separate
samples collected from one site. For this purpose a sea-water sample was
taken off the Georgia coast (31°48'N, 80°45'W) by drawing through poly-
ethylene tubing with a peristaltic pump. The water was pumped into a 2-1
teflon bottle and then into four 250-ml teflon bottles. After return to the
laboratory, aliquots from the 2-1 homogenized sample were analyzed along
with the individually bottled samples. The results (Table 3) demonstrate that
the precision of the homogenized sample (B) is significantly better for all
metals studied than in the four individually bottled samples (A). The precision
of sample (B) is indicative of the analytical precision whereas sample (A) in-
cludes uncertainties arising from sample handling and/or inhomogeneity of
the sea water itself.

The detection limits for Cu, Ni, and Zn are based on twice the standard
deviation of the blanks; that for cadmium is limited by the instrumental
detection limit. Accordingly, the detection limits are 6.0, 0.4, 32, and
16 ng I"! for Cu, Cd, Ni, and Zn, respectively.
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TABLE 2

Precision and recovery of Cd, Cu, Ni and Zn from sea water

Results of replicate analyses Concentrations (ng 17!)
Cd Cu Ni Zn
18 210 117 292
16 167 150 381
14 199 154 378
14 188 162 434
14 188 162 378
14 210 142 375
Mean 15 194 148 373
S.d.2 1.7 16 17 46
R.s.d. (%) 8 8 11 12

Recovery of spikes

Amount added (ng17') 50 100 500 500
Amount found (ng1™) 67 296 607 920
Recovery (%) 104 102 92 109

2Standard deviation and relative standard deviation.

TABLE 3

Variations in precision caused by sampling

Sample? Cu cd Ni Zn
A 160 22 310 270
160 13 310 320
160 12 190 370
240 12 310 230
Mean 210 15 280 300
R.s.d. (%) 22 32 16 20
B 200 15 240 320
180 13 240 390
240 16 190 300
180 15 260 370
Mean 200 15 230 350
R.s.d. (%) 14 8 13 12

aSample A collected in four separate teflon bottles. Sample B collected in one 2-1 teflon
bottle.

Fresh water

Fresh water and estuarine samples were also successfully analyzed by this
technique. Because of the higher metal concentrations involved, the sample
to blank ratios for fresh-water samples are more favorable than those obtained
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with sea water. Recovery from spikes was comparable with that found for
sea water.

Conclusions

Some of the advantages that this technique offers over others are the small
sample sizes required, the absence of lengthy digestion times, and the large
number of samples that may be handled per day. Approximately 35-50
samples per day may be extracted for copper by one worker. Slightly fewer
analyses per day are convenient for Cd, Ni, and Zn extraction because of
the additional time necessary for pH adjustment.

Further work is needed in order to lower the nickel and zinc blanks. Most
of nickel and zinc found in the reagent blank can probably be attributed to
the chloroform. Attempts to purify the chloroform by sub-boiling distillation
resulted in decomposition products which rendered it useless. Future dis-
tillations will include the addition of 1% ethanol to preserve the chloroform.

The applicability of this technique for concentrating other metals is being
studied and will be reported later.

This work was partially supported by U.S. Department of Energy Grant
No. EY-76-S-09-0890.
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SUMMARY

Atomic absorption spectrometry with an induction furnace is used for the determination
of silver (0.03—12 ug g™') and thallium (0.004—12 ug g™') in 1—40-mg samples of nickel-
base alloys dropped into the furnace. Calibration graphs of peak absorbance versus mass
of element were constructed by use of standardised alloys. The accuracy, precision and
limits of detection of the method are described for numerous nickel-base alloys. With
alloys containing more than 0.2 ug Ag g™' and 0.4 ug Tl g7!, relative standard deviations
are usually <15% and <12%, respectively. The limits of detection for silver and thallium
are 0.014 pg g ! and 0.004 ug g7, respectively.

It is well known that elements that have low melting points and low
solubility in nickel have deleterious effects on the properties of nickel-base
alloys such as hot workability and stress-rupture life [1, 2]. These elements
include thallium, tin, lead, arsenic, antimony, bismuth, sulphur, selenium,
tellurium, silver, cadmium and zinc [3]. In this paper, methods will be de-
scribed for the determination of silver and thallium in nickel-base alloys.
Stringent specifications stating the maximum concentrations of silver, thal-
lium and other elements in nickel-base alloys have been published {1, 2].
These concentrations are very low and can be less than 1 ug g™'. Refined
nickel is the base metal for such alloys and the specification for grade R.
99.95B (BCS 375:1977) states that the concentrations of silver and thallium
should not exceed 1 ug g™' and 0.2 ug g7’, respectively. Ideally, the limits of
detection for the analytical methods used to determine these elements should
be <0.1 ug g! for silver and <0.02 ug g”* for thallium.

Sensitive methods that have been reported for the determination of silver
and thallium in nickel-base alloys are shown in Table 1 along with their limits
of detection. For silver, methods I, III, V, VI and VII have the required
sensitivity for the analysis of refined nickel. However, methods 111 and VII
are the more attractive because preconcentration steps are time-consuming
and could lead to the pick-up of minute traces of silver from reagents. For
thallium, only methods III and VIII have limits of detection approaching
0.02 ug g! for refined nickel.
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TABLE 1

Methods for the determination of silver and thallium in nickel-base alloys

Method Limit of detection (ugg™') Ref.
Silver Thallium
I D.c. arc emission spectrography (preconcen-
tration on CuS) 0.1 1 4
II D.c. arc emission spectrography (preconcen-
tration on MoS,) 0.2 0.2 5
IIT Hollow-cathode emission spectrometry <0.01 ~0.05 6
IV Spark-source mass spectrometry 0.15 0.15 3
V A.a.s. (ion-exchange preconcentration) ~0.001 7
VI A.a.s. after solvent extraction 0.02 8
0.1 9
VII A.a.s. after alloy dissolution? 0.1 10,11
0.1 0.2 12
0.005 13
VIII A.a.s. of chips? 0.03 14

2With graphite furnace atomization.

Headridge and co-workers have already used atomic absorption spec-
trometry for the determination of bismuth [15], silver [16], lead [17] and
antimony [18] in steels and bismuth [19] in nickel-base alloys with the
introduction of solid samples into an induction furnace. A similar procedure
has been applied to the determination of silver and thallium in nickel-base
alloys and is now described.

EXPERIMENTAL

Materials

Analysed nickel-base alloys were supplied by Henry Wiggin and Co. Ltd.,
the National Physical Laboratory, Rolls-Royce Ltd. (Derby and Filton) and
Ross and Catherall, Ltd. Samples for analysis should preferably be millings or
turnings so that no more than three pieces need be added to the furnace core
at the same time. Millings and turnings should be degreased with a suitable
solvent before use.

Apparatus and measurement procedure for a series of solid samples

These were identical to those previously described [15] except that the
graphite core and side arms were made from AGTS-grade graphite (British
Acheson Electrodes) and the flow rates of the purge and stir gas were as
follows: for silver, purge gas 2 1 min™', stir gas 75 ml min™!; for thallium,
purge gas 100 ml min~!, stir gas 50 ml min~'. Graphite cores and side arms
were baked under vacuum for 12 h at ca. 1800°C before use. Absorbance
measurements were made on a Perkin-Elmer 300S atomic absorption spec-
trometer using a silver (Activion) or thallium (Perkin-Elmer) hollow-cathode
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lamp. The masses of samples added to the furnace were determined with a
5-place balance. The experimental conditions for the determinations of silver
and thallium are shown in Table 2.

Calibration graphs

For the determination of silver in nickel-base alloys containing 0.25—11
ug Ag g~', calibration graphs of peak absorbance versus amount of silver were
obtained by dropping increasing amounts of alloy R 3386 (2.2 ug Ag g™!)
into the graphite core under conditions capable of producing absorbances up
to 1.0. For the nickel-base alloy containing <0.25 ug Ag g™!, the calibration
graph was prepared in a similar way with alloy R 6287 (0.25 ug Ag g™'),
which was standardised against alloy R 3386.

For the determination of thallium in nickel-base alloys containing 0.4—12
ug Tl g%, calibration graphs of peak absorbance versus amount of thallium
were obtained by dropping increasing amounts of alloy ST3 (2.2 ug Tl g™)
into the graphite core. For the nickel-base alloys containing <0.6 ug Tl g™},
calibration graphs were prepared in a similar way with alloy R 6285 (0.71
ug T1 g™') which was standardised against alloy ST3.

Procedure for the determination of silver and thallium in nickel-base alloys

When a series of nickel-base alloys is to be analysed, suitable masses are
dropped into the graphite core over a period of 2—3 h; during the same run
but generally at the start of the run, various masses of R 3386 or R 6287
(for silver) or of ST3 or R 6285 (for thallium) are also added for the purpose
of constructing a calibration graph. When the run has been completed, the
calibration graph is drawn and the mass of silver or thallium in each sample is
obtained from the graph. The concentrations of silver or thallium in the
samples are then calculated.

TABLE 2

Experimental conditions for the determination of silver and thallium

Concentration  Mass range of Core temp. Wavelength  Slit width Scale
range (ug g™ ') sample (mg) °C) (nm) (nm) expansion
Silver
5—11 0.7—2.5 2300 338.1 0.2 X1
1—52 1-7 2300—2350 328.1 0.2 X1
0.25—1 3—12 2350 328.1 0.2 x1
<0.25 6—12 2300 328.1 0.2 X5
Thallium
8—12 2—5 2530 238.0 0.2 x1
0.6—8 2—20 2400—2530 377.6 0.7 X1
<0.6 5—40 2450—2540 276.8 0.7 X4 toXx10

2When necessary, damping position 3 can be used with this range to keep the highest
absorbances below 1.0. Otherwise damping position 1 is employed. Damping positions 1
and 3 are for time constants of 0.2 and 3 s, respectively.
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RESULTS AND DISCUSSION

The calibration graphs for silver were straight lines through the origin over
the ranges specified above. Calibration graphs for thallium were straight lines
through the origin up to 15 ng of thallium but curved over slightly towards
the concentration axis above this mass. From typical graphs the masses of
silver producing 1% absorption were calculated as 47 pg and 80 pg at 2300°C
using the 328.1 and 338.1-nm resonance lines, respectively. The masses of
thallium producing 1% absorption were 41, 118 and 400 pg at 2500°C using
the 276.8 377.6 and 238.0-nm resonance lines, respectively. Results for the
determination of silver in 17 nickel-base alloys and thallium in 30 such alloys
are shown in Tables 3 and 4.

For silver, alloy R 3386 was selected as a reliable standard because it has
been stated to contain 2.2 ug Ag g”' when analysed both by hollow-cathode
emission spectrometry and by atomic absorption spectrometry with flame
atomisation directly on a solution of the alloy [3]. For thallium, alloy ST3
was employed as a standard because it has been reported to contain 2.16 ug
T1 g™! when analysed by electrothermal atomic absorption spectrometry on
solutions and 2.28 ug Tl g! by hollow-cathode emission spectrometry. The
average value of 2.2 ug T1 g”! was taken for this alloy.

The results for silver are considered to be quite good with satisfactory

TABLE 3

Results for the determination of silver in nickel-base alloys

Alloy Silver found No. of samples Relative standard Company
(ngg™) analysed deviation (%) result (ugg™")

DTA 0.03 5 22 <1.02

R 6287 0.25 6 11 <1.0%

ST1 1.0 6 8 0.8b

ST2 2.7 6 7 2.70

ST3 1.3 6 10 1.0P

DTB 2.1 6 8 1.92

DTC 3.9 5 8 3.72

DTD 5.0 5 9 4.82

R 3385 1.2 6 5 1.92

R 6285 1.2 12 9 1.62

DTE 6.8 16 19 6.72

DTF 11.2 20 13 9.12

R 3387 9.8 5 11 9.8¢, 102

R 3388 5.7 11 17 5.0%, 5.0¢

R 6286 10.5 4 14 102

RRF 1 6.6 6 8 7.2b

RRF 2 10.9 4 12 9.5°

aBy direct atomic absorption with an air—acetylene flame. P By electrothermal atomization
of solutions. °By hollow-cathode emission.
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TABLE 4

Results for the determination of thallium in nickel-base alloys

Alloy Thallium found No. of samples Relative standard Company
(ngg™) analysed deviation (%) result (ug g7*)

CSA2 0.004 6 14 <0.5%, <0.2P

CSB2 0.008 12 28 <0.52, <0.2P

CSC2 0.006 6 39 <0.5%, <0.2P

CSD2 0.005 5 12 <0.53, <0.2P

CSE2 0.005 9 33 <0.5% <0.2P

CSF2 0.005 11 23 <0.52, <0.2P

CSG2 0.004 5 44 <0.5%, <0.2P

CSH2 0.005 6 20 <0.5%, <0.2P

CcsJ2 0.006 6 11 <0.53, <0.2P

CSK2 0.013 5 17 <0.5%, <0.2P

CSW2 0.45 12 8 0.62

CSZ2 0.037 6 14 <0.22

R 6285 0.71 12 10 1¢

R 6286 4.0 6 4 10¢

R 3385 0.71 6 3 0.7¢

R 3386 1.4 5 2 1.4¢

R 3387 6.6 6 6 6.6°

R 3388 3.3 6 5 3.5¢

RRF2 4.5 6 7 4.14

TT2 3.6 12 6 5.5

CSL2 2.1 6 6 2.52 2.5P

CSM2 6.2 5 11 6.02, 6.0

CSN2 3.2 6 11 3.02, 3.0

CS02 6.9 6 10 7.02, 7.0

CSX2 2.4 6 3 2.62

ST1 0.79 6 1 0.824

ST2 0.70 12 7 0.844

TT3 8.5 6 5 11b

TT4 10.4 6 4 14b

CSP2 11.8 6 3 12.52, 12.0°

2By electrothermal atomization of solutions in a carbon tube furnace. bBy hollow-cathode
emission. By flame atomic absorption after solvent extraction. 4By electrothermal
atomization of solutions in the CRA 63 cup. *“Nominal value.

agreement between the present results and the company results except for
alloy DTF. Relative standard deviations are less than 15% except for alloy
DTA which contains very little silver and for alloys DTE and R 3388 which
have been analysed more frequently than normal to establish results of
reasonable accuracy. There may be a more inhomogeneous distribution of
silver in these last two alloys.

From the results for sample DTA in Table 3 the standard deviation is
calculated as 0.007 ug Ag g! and the limit of detection is therefore 0.014 ug
Ag g7!. An identical result was obtained when a further nine samples of this
alloy were analysed in a separate run. Almost certainly this limit of detection



52

would have been lower if a sample containing less than 0.03 ug Ag g™! had
been available for analysis.

The results for thallium are very satisfactory with good agreement between
the present results and the company results except for samples TT2, TT3
and TT4; these were from an early series of nickel-base alloys for whch less
accurate company results were available. For thallium concentrations in
excess of 0.4 ug g7', relative standard deviations are less than 12%. The limit
of detection being defined as twice the standard deviation for results for
alloys containing very low concentrations of thallium was estimated to be
0.004 ug g! after examination of the results for the nine alloys CSA2 to
CSJ2.

These limits of detection for silver and thallium are well below the limits
sought as mentioned in the introduction, namely 0.1 ug g™' for silver and
0.02 ug g! for thallium. Undoubtedly this method of atomic absorption
spectrometry with the introduction of solid samples to an induction furnace
is among the most sensitive available for the determination of silver and
thallium in nickel-base alloys.

In previous studies on the determination of bismuth [15], silver [16] and
antimony [18] in steels, it was shown that there was virtually no molecular
absorption nor absorbance associated with resonance-light scatter from rela-
tively high concentrations of volatile minor elements such as manganese.
Therefore there was no need for the use of a background corrector. In this
study, light of band width 0.2 nm from a deuterium lamp at the wavelengths
328.1 and 338.1 nm for silver and 238.0, 276.8 and 377.6 nm for thallium
(i.e. the resonance lines of silver and thallium) was used to check for back-
ground absorption when nickel-base alloys were added to the induction fur-
nace at the appropriate temperatures. In no instance was an absorbance in
excess of 0.01 detected.

We are indebted to the Science Research Council for Studentships (for
A. A. B. and R. A. N.) and to Materials Quality Assurance Directorate,
Woolwich, for assistance with materials; to the British Steel Corporation for
the gift of the Perkin-Elmer 300S atomic absorption spectrometer; to Mr. K.
Thornton of Henry Wiggin & Co. Ltd., Mr. R. A. Mostyn of M.Q.A.D., Mr.
R. D. Evans of Rolls-Royce Ltd., (Derby), Mr. J. Drinkwater of Rolls-Royce
Ltd. (Filton), Mr. D. J. Allan of Ross and Catherall Ltd. and Dr. E. J.
McLauchlan of the National Physical Laboratory for analysed samples and
very useful information.
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SUMMARY

Impedance measurements were made on anodized silver chloride layers on silver
electrodes at 293—305 K. Thicknesses calculated from coulometry ranged from 6 X 1075
cm to 3.6 X 107* cm. Results characterized the macroscopic transport properties from
56.2 kHz to 0.0178 Hz. Bulk film specific conductivities increased to a level value of
6 X 107 S em™! with increased thickness, and they varied with solution composition: a
minimum value in 107> M AgNO, and maxima in 107" M KCI and 107 M AgNO,. Acti-
vation energies indicated interstitial conduction in high contacting silver solutions and
vacancy conduction in high contacting chloride solutions. For the thicker electrodes, a
second process, probably grain boundary constriction impedances, is resolvable between
56.2 kHz and 316 Hz. At lower frequencies still, from 100 Hz to 0.316 Hz, effects of
external solution diffusion are seen in dilute solutions of silver and chloride. Values for
the absolute impedances and the frequency character are extremely close to theoretical
predictions. At the lowest frequencies measured an additional impedance process occurs.
For the thinnest electrodes the arc is semi-circular and may indicate a kinetic process or
kinetics—diffusion coupling. For the thickest electrodes this arc appears like a semi-
infinite diffusion process. The magnitude of this effect qualitatively explains the in-
creased time responses of electrodes in the most dilute solutions.

Experimental studies of single crystal and thin film vacuum-deposited
silver halides indicate the formation of diffuse space charge and surface
charge layers when halides contact electronic or ionic conductors [1—3].
Diffuse space charge arises from mobile defect species, primarily inter-
stitial Ag; and vacancies Ag; already present in the crystal. Compensating
charge resides on the metal electrode, or in diffuse electrolyte space charge
layers near the surface andions adsorbed on the surface. Dynamic theories of
transport at these interfaces are stated in Macdonald’s extensive theoretical
studies [4, 5].

At zero net current with ionic solution contacts, ion-exchange processes
result in uptake or loss of a sufficient number of silver interstitials or
vacancies to affect experimental bulk conductances for thin (107>—1073 ¢cm)
crystals of silver bromide and silver chloride [6, 7]. When layer thickness is
reduced ever more (107*—10"° cm), as for evaporated films, microcrystals
suspended in gelatin, and anodized films on silver metal, conductivity
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enhancements of 100—1000 occur [8—10]. For dislocation-free evaporated
films this increase is thought to occur because a greater fraction of the total
thickness is the space charge layer where interstitial accumulation occurs.
However, in the case of anodized films, in which the preparation method
forms less homogeneous layers, this enhancement effect may be due to
preferential parallel conduction modes along grain boundaries, strains and
dislocations, or channels of electrolyte [11].

This inhomogeneity may also be expected to add variability to the kinetic
and diffusive impedance characteristics of these electrodes. Indeed, the
electrical characterization of these electrodes is more complex than that
required for thick single crystals or silver-contacted evaporated films. How-
ever, because of their relative ease of preparation and improved cost factors,
anodized films on metal are more practical ion-selective halide sensors than
crystals or pressed pellets and are even used for one-shot disposable appli-
cations [12].

Determination of the processes responsible for these electrodes’ time
responses is then important. Three-electrode rotating disk impedance
measurements are among the better ways to obtain this information. They
allow removal of reference electrode impedance from total impedance and
reduce solution diffusion impedance to an exact form. This procedure
improves resolution of the remaining electrode processes, which may be
separated according to their respective time constants and equivalent resis-
tance magnitudes [13].

EXPERIMENTAL

Chemicals and electrodes

The silver used for preparing electrodes was —100-mesh powder of
99.99% purity (Alpha Research Chemicals). The AgNO,;, KCl and KNO,
(Fisher Scientific A.C.S. grade) for preparing standard solutions were used
without further purification. The distilled water had a resistivity greater than
12 M cm and the nitrogen was of electrochemical grade.

Silver electrodes (1.3 cm diameter, 0.15 cm thick) were prepared by
pressing 1.5 g of silver powder at 75,000 psi for 10 min in a standard
KBr die. The electrodes were then epoxy-sealed into precut teflon bodies and
polished with 180 X sandpaper and finer materials including 1-um diamond
compound. This process gave a smooth, continuous surface across the face
of the electrode and electrode body. The electrode body was threaded from
the top to allow ohmic contact to the shaft of a Beckman rotating electrode.
A carbon wiper on a copper contact provided electrical continuity from the
shaft to the electrochemical instrumentation.

Procedures
In the rotating disk configuration (rotation rates of 0 and 36 r.p.s. using
a Pt gauze counter electrode) the silver electrodes were first cathodized
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in 10™! M KCl at a constant current density of 3.9 mA cm™2 for 1 min. After
open circuit for 30 s in the same solution, anodized silver chloride layers of
0.6—3.6 X 10™* cm thickness were prepared by passing the reverse constant
current for 1-—6 min. Thicknesses were calculated from density and coulo-
metric considerations and should be accurate to within +5%. The cathodi-
zation pretreatment and controlled electrode rotation rate provided a
visibly more even surface coverage than uncathodized electrodes or unstirred
solutions.

The potentiometric responses of these electrodes versus an Orion double-
junction reference electrode were verified by concentration step experiments
in solutions of incremental pCl and pAg from 5 to 1. When necessary,
sufficient KNO,; was added to maintain ionic strengths of 10~! M. Slopes
of the electrodes ranged from 53 mV (thinnest layers) to 57 mV (thickest
layers) per decade change in CI” and Ag" activities over the linear region of
the response curve. Electrode reproducibility was about +1 mV over three
calibration runs, and time responses were in the range from 30 s at highest
activities to 5 min at the limit of detection.

Once equilibrium potentiometric behavior of the electrodes had been
established, impedance measurements were made. The bridge operated on
the same principles described previously [14]. The measurements were
made in the three-electrode mode at the equilibrium solution potential with
a working electrode rotation rate of 36 r.p.s. The a.c. excitation was less
than 5 mV peak to peak. The auxiliary electrode was a 4-cm? silver flag
anodized to AgCl and positioned 2.5 cm below the working electrode. The
reference electrode was a 0.1-cm diameter silver billet anodized to AgCl
and positioned 0.2 cm below the working electrode. Solution volumes were
100 ml and temperature 20.0 + 0.1°C unless otherwise specified.

To calculate majority carrier transport activation energies, bulk conduc-
tivities were measured in 10"' M KCl and 107! M AgNO; as a function of
temperature. To investigate interfacial kinetics, solution diffusion, and in-
ternal crystal diffusion effects, solution variation experiments were per-
formed. The electrodes were initially equilibrated in 10™* M solutions of
KCI or AgNO; (ionic strength 0.1 M) for 30 min. After measurement of the
electrode impedance, the test solution was spiked with an aliquot of the
stock solution (from a syringe) which incremented the volume-corrected
activity by a factor of ten. The electrode was then allowed to re-equilibrate
for 30 min, the impedance remeasured and the process repeated through
107! M KCI and 10°! M AgNO,; test solutions for electrodes of all layer
thicknesses.

Solution resistances were calculated by varying the distance of the
reference electrode from the working electrode and noting the change in
impedance. Instrumental contact resistances were found to be 8—10 ochms
with a Keithley 160 digital multimeter. In both cases, background was
subtracted to give the true electrode impedance. Nitrogen degassing was
found not to change the impedance characteristics. Frequency was
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systematically varied from 56.2 kHz to 0.0178 Hz at quarter-decade intervals
on a log frequency scale. The admittance data obtained were converted
through the usual transforms to impedances and all plotting and data regres-
sions were done on an IBM 360 computer.

RESULTS

Bulk specific conductivities of anodized silver chloride layers

Typical impedance plane plots for anodized electrodes in 107! M KCl
are shown in Fig. 1. Increase in electrode thickness is accompanied by an
increase in the high-frequency intercept. This result indicates that bulk
film resistances can be attributed to this intercept impedance (corrected
for solution and contact resistances), although the shift is less than expected
from calculations using film thickness and a thickness-independent constant,
specific conductivity. Solution composition change also causes a variation
in the intercept resistance for all layer thicknesses. This effect may be attri-
buted partly to the change in solution resistance in the pores of the anodic
film and partly to changing composition of charge carriers in the film.
The blank-corrected specific conductivities for these electrodes as a function
of layer thickness are still dependent on solution composition as shown in
Table 1. From purely geometric considerations for capacitance and the

240
v
300 2051 /
270t
v
240 .
T 200
€
210 S
[ v
180 - 5
El o
2 sol 1951
N .+ D078 H:
20
%0}
190
60 -
! 3 £
10Hz o s,
%0 T av,‘iﬁtf' v
L | | 1 | . J 1.85 L | 1 i
0 30 60 90 120 150 180 210 240 270 300 3.26 3.30 334 3.38 342
z (50 (T hix0%

Fig. 1. Impedance plane plots of anodized silver/silver chloride electrodes in 107' M
KCl. Electrode thicknesses of (z) 6 X 105 em, () 1.2 X 10™ cm and (+) 2.4 X 107* cm.

Fig. 2. Linear least-squares plot of log o versus T"' in (v)10™' M KCl and (v) 10™* M
AgNOj; for electrode 3.6 X 107 em thick.
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TABLE 1

Bulk film specific conductances (in S em™')a

Solution 1u 1s 2u 2s 3s 4s

Salt (M) (X 107%) (X 1079) (X 107%) (X 107%) (X 107%) (X 10%)

AgNO, 107! 1.43 — 2.53 3.69 4.82 3.89
107 1.45 - 2.29 3.13 3.97 3.25
10~ 1.38 — 1.31 2.83 3.89 3.97
10~ 1.39 — 1.65 2.95 413 4.38

KCl 10~ 0.98 1.72 1.83 3.15 4.75 5.21
107 1.39 1.58 1.97 3.20 4.83 5.21
107 1.81 1.80 2.86 3.55 5.01 5.18
107 2.15 2.99 3.07 4.94 6.97 5.51

ay, Electrode anodized in unstirred solution; s, electrode anodized in stirred solution;
1, thickness 6 X 107° em; 2, thickness 1.2 X 10™* cm; 3, thickness 2.4 X 10™* cm;
4, thickness 3.6 X 107 cm.

observed specific conductances, bulk electric time constants are calculated
to range from 0.4 to 1.6 us. The peak quadrature impedance for this process
then lies in the range from 580 kHz to 135 kHz which is above the high-
frequency limit of the bridge used.

With increased layer thickness, the specific conductivity in 107! M KCl
increases from 3 X 107¢ Scm™' at 6 X 107° cm to a maximum value of
7X 107 S cm™! at 2.4 X 107* cm and then becomes constant at a value
of 6 X 107% S cm™! for thicknesses of 3.6 X 10™* cm and above. Specific
conductivities are also solution-dependent. They pass through a minimum
in 107> M AgNO; and reach maximum end-point values in 107! M KClI and
107! M AgNO,;. This trend is apparent for all electrodes regardless of pre-
paration. However values are a factor of 1.5—2 less for layers formed in un-
stirred solutions or on uncathodized electrodes, possibly because of less

even surface coverage. This trend for solution-dependent specific conducti-
vities is similar to that observed for very thin vacancy-doped silver halide

crystals [6]. Activation energies of transport are calculated from linear least-
squares plots of log ¢ vs. 1/T (Fig. 2) and are found to be 0.20 eV in KCl
and 0.15 eV in AgNO;. Thick crystal transport activation energies are listed
as 0.16 eV for interstitials and 0.29 eV for vacancies [15]. This result
suggests ionic transport mainly in the film and relatively little grain boundary
or channel transport.

Impedances related to grain boundary properties

As demonstrated by impedance plane plots for thick electrodes in 1073 M
AgNO; (Fig. 3), a second process is sometimes resolvable in the frequency
range between 56.2 and 316 Hz. The parameters attributable to this process
are listed in Table 2 as a function of electrode thickness, solution compo-
sition and temperature. Measured resistances increase with thickness
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Fig. 3. Impedance plane plots demonstrating grain boundary impedances for anodized
silver/silver chloride in 107> M AgNO,. Lowest-frequency infinite diffusion process
has been background-subtracted. (A) Thickness 2.4 X 107* em; (B) thickness
3.6 X 107 em.

Fig. 4. Impedance plane plots demonstrating solution diffusional impedances for ano-
dized electrodes in 107* M AgNO,. Lowest-frequency infinite diffusion process has been
background-subtracted. Thicknesses: (A) 1.2 X 107* em; (B) 2.4 X 10™ cm; (C)
3.6 X 10™* em.

(although less than geometric considerations would predict) and with
decrease in solution concentrations of Ag* and Cl™. Resistances are lower in
chloride than silver solutions while apparent capacitances are much higher.
Consequently, peak quadrature impedances occur from 10 to 17 kHz in
silver solution at high activity and from 1 to 5 kHz in chloride solution at
high activity. This result again implies a change in the majority charge carrier
as a function of solution composition. Since higher carrier concentrations
result in higher capacitances, this observation implies vacancy conduction
for contacting chloride solutions and interstitial conduction for contacting
silver solutions. A linear least-squares plot of log R vs. 1/T gives an activation
energy of 0.64 eV in 10"! M AgNO,. This quantity could not be determined
in 107! M KCl because of the greater uncertainty in the small values of R. The
increased activation energy over bulk transport activation energies indicates
a kinetic process, most likely owing to charge/discharge at internal grain
boundaries. This type of behavior has been observed before in sintered
ceramics and pressed solid electrolytes [16].
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TABLE 2

Grain boundary impedance characteristics

Electrode Solution Zegy Ceo . [max a T
—_— a n—s o,

Salt (M) (2) (107 F) (kHz) (°C)

3 KCl 10 16.0 110.0 0.316 0.77 20.0

1072 19.0 72.0 0.562 0.83 20.0

1073 25.0 81.0 0.562 0.75 20.0

107 27.0 29.0 1.00 0.83 20.0

AgNO, 107! 15.4 1.8 10.0 0.79 20.0

107 17.6 1.2 17.8 0.82 20.0

1072 25.6 2.4 10.0 0.80 20.0

107 42.0 9.5 3.16 0.82 20.0

4 KC1 107 32.0 3.6 5.62 0.71 20.0

AgNO, 107! 32.8 1.5 17.8 0.85 20.0

1072 47.3 1.3 17.8 0.82 20.0

107? 50.0 2.5 10.0 0.88 20.0

107 58.0 4.5 5.62 0.89 20.0

107! 23.4 1.1 17.8 0.85 22.3

107! 16.2 0.9 17.8 0.85 25.0

107! 12.5 0.8 17.8 0.83 28.0

107! 11.8 0.7 17.8 0.83 30.0

2Z & = grain boundary resistance. PCy, = grain boundary capacitance at finax.

Impedances related to solution diffusional properties
From theoretical considerations, a finite Warburg diffusional impedance
has the form [17]

Z = (6/w') (1 —j) tanh (8x(jw/Do)"'?) (1)

where j is (—1)"?, w is the angular frequency of the test sine wave, G is the

Warburg coefficient, D, is the electroactive ion diffusion coefficient in cm?

s! and 6§y is the diffusion layer thickness in cm. In rotating disk hydro-

dynamics, 6y is further defined by

5y = 161D, pe Q™" (2)
where j is the kinematic viscosity in cm? s™! and  is the electrode rota-

tion rate in rad s™!. Using experimental values for Q and w and literature

values for v, D, .. and D~ [18, 19] eqns. (1) and (2) predict peak quad-

rature impedances, which are independent of solution activity, at 5 Hz in
chloride solution and 4 Hz in silver solution. Experimental values for mag-

nitudes and frequencies of this point are listed in Table 3 as a function

of electrode thickness. There is a small but constant experimental shift of

peak f to lower frequencies (3 Hz in chloride and 2.5 Hz in silver) which

may indicate slightly lower than literature values for v, Dy or Dg-. The

impedance magnitudes are higher than theory and decrease with electrode
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TABLE 3

Solution diffusional impedance characteristics

Electrode Solution z' —z" fmax Zpe
TR () () (Hz) ()
Theory KCl1 107* 66.5 55.7 5.62 137.2
2 96.0 75.6 3.16 180
3 72.0 59.4 3.16 145
Theory AgNO, 107 109 64.7 3.16 159.9
2 160 94.9 1.78 226
3 140 82.3 1.78 202
4 147 75.1 1.78 186

3Z' = real impedance at fpay. P—2Z" = quadrature impedance at £ o

thickness. This result may indicate a depletion of bulk solute by ion-
exchange within the electrode. Representative examples of these solution
diffusional impedances are shown in Fig. 4.

Residual low-frequency impedances corresponding to processes slower
than solution diffusion

At frequencies below that where resolution of finite solution diffusion
ends (~0.316 Hz), there remains an additional impedance process (Fig. 5).
The exact nature of this process is undetermined. For the thickest electrodes
of the most uniform coverage, the quadrature impedance at the lowest
measuring frequency is less than 100 ohms and relatively independent of
solution concentration. However, with thinner electrodes this magnitude
increases and is much larger in chloride than silver solution. With the
thinnest electrodes prepared from unstirred solutions, this residual impedance
is 800—3000 ohms which is so large as to obscure resolution of all but the
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Fig. 5. Impedance plane plot of 2.4 X 10™* cm thick anodized sil il i
ol gampedance AgNo,. i silver/silver chloride

Fig. 6. Impedance plane plot of 1.2 X 10™* e¢m thick anodized silver/sil hlori
electrode in 107! M AgNO,. feilver chloride
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TABLE 4

Lowest-frequency impedance characterization

Electrode Solution ZQn? Electrode Solution ZQn?
Salt (M) Salt (M)
2u AgNO, 107! 132 3s AgNO, 107! 67
1072 3556 107 73
1073 391 1073 70
107 453 107 87
KCl 107 1890 KC1 107! 128
1072 534 1072 183
1073 925 107 237
107 407 1074 188
2s AgNO, 107! 131 4s AgNO, 107! 76
107 135 . 1072 75
1073 142 1073 88
107 194 107 81
KCl 107! 176 KCl 107! 59
1072 290 107 69
1073 459 1073 79
107* 672 107 119

87ZQ ., = quadrature impedance at 0.0178 Hz.

highest-frequency data points. Trends as a function of electrode thickness
and preparation and solution composition are presented in Table 4. For the
thinnest electrodes the shape of the impedance plane plots is semicircular
(Fig. 6) at the lowest frequency. This result is indicative of a kinetic or
kinetic—diffusional process. The plots for the thicker electrodes (Fig. 7)
approach a 45° line at lowest frequencies. The process is assumed to be an
infinite diffusional impedance which can be extrapolated as a function of
frequency and subtracted out to provide resolution of the previously
described impedances.

DISCUSSION

The conductivity of silver chloride is known to be the parallel summation
of the conductivities due to the concentrations and mobilities of silver ion
interstitials and vacancies. These concentrations can be varied by impurity
doping, contacting solution composition and bulk size. The solution contact
effect is only resolvable for very thin electrodes with thicknesses comparable
to or smaller than the Debye thickness. The present results show a minimum
specific conductivity at a pAg of 3 indicating that the anodized electrodes
are vacancy-doped when formed, as expected by the prevalence of traces of
divalent impurities (sub ppm) in salt solutions. However the value of the
transport activation energy in 107' M AgNO; implies the conversion of the
majority carrier to interstitials by charge injection at high silver ion activities.
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Fig. 7. Impedance plane plot of 2.4 X 107* cm thick anodized silver/silver chloride
electrode in 107 M AgNO,.

That the electrode undergoes a change in conduction mechanism as a
function of solution composition explains the magnitudes and trends
observed for bulk film resistances, grain boundary discharge resistances and
solution diffusional impedances. These processes can be better visualized
by the equivalent circuit model of Fig. 8. Essentially the measured resis-
tances are composite resistances of the processes due to parallel interstitial
and vacancy conduction. This interpretation explains why absolute imped-
ances of all processes maximize in solutions near the p.z.c. and obtain local
minima in 107! M AgNO; and 107! M KCIl. Since vacancy concentrations
are greater than interstitials, grain boundary impedances are lower in
chloride solutions where vacancy conduction predominates.

The appearance of a process at frequencies lower than that for solution
diffusion was unexpected. Since both vacancies and interstitials are un-
blocked at the electrode/solution interface, an internal diffusional process
similar to that seen for silver sulfide should not occur [20]. In addition, a
kinetic process at the Ag/AgCl interface does not seem likely and would
not be dependent on thickness or solution composition. The only conclusion
is that the process might be caused by diffusion/adsorption kinetics of
solution with the base metal electrode. That the effect is greatest for the
thinner electrodes and lowest concentrations make this qualitatively
plausible. However, the complexity of this interaction makes quantitation
impossible.

Conclusions

Bulk specific conductivities of anodized silver chloride electrodes are
dependent on thickness and on the solution present. These values increase
with thickness to a level value of 6 X 107¢ s cm™! at 3.6 X 107* cm. Local
maxima were observed in 107! M KCl and 10™! AgNO,; and the minimum in
107> M AgNO,;. Activation energies indicate interstitial conduction in
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Fig. 8. Equivalent circuit model for anodized silver/silver chloride electrodes. The sub-
scripts i and v refer to values from the interstitial and vacancy conduction, respectively.
R. = bulk film resistances, R = grain boundary resistances, § = ion transfer resistances, W
= solution diffusion impedances of either silver or chloride, Cgz = bulk film capacitance,
Cgpb = grain boundary capacitances, Cq = double layer capacitance, W, = unknown
residual low-frequency impedance.

solutions of high silver activity and vacancy conduction in solutions of high
chloride activity. At intermediate frequencies (56.2 kHz to 316 Hz) a
process related to grain boundaries was discovered. Time constants of 30—
150 us in solutions of high chloride activity and 10—20 us in those of high
silver activity were found. The semicircle was also slightly sunken with a
Cole—Cole alpha [21, 22] of 0.85 + 0.04 in silver and 0.80 = 0.05 in chloride.
This result indicates a distribution of time constants for the process.

At lower frequencies still, finite solution-diffusional properties were
resolved for either silver or chloride ions in dilute solutions. Since these are
parallel processes the more concentrated solution species dominates the
magnitude of this process. At the lowest frequency range measured, a
residual impedance process was found which is believed to be associated with
diffusion/adsorption kinetics of electrolyte in channels with the silver
electrode.

This work was supported by National Science Foundation Grant
CHE 77-20491.
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SUMMARY

The bromide interference on rotating anodized silver/silver chloride electrodes of
different thicknesses is investigated by potentiometric monitoring of mixed bromide/
chloride solution activity steps. Potential—time transients consist of four distinct regions
which are related to different stages in the process of surface coverage by silver bromide.
The bromide depletion in solution is monitored so that chloride activity, and the total
amounts of AgCl and AgBr can be calculated by assuming the stoichiometric metathesis
reaction AgCl + Br™ < AgBr + CI". Selectivity coefficients vary with surface coverage and
time. Thin electrodes quickly reach the upper limiting value of 450, the approximate
ratio of the solubility products, while thick electrodes with mixed precipitates retain a
selectivity coefficient of about 10 in bromide activities less than 10~> M. Bromide surface
coverage of the anodized electrodes is best modeled by a mixed rather than a constant
surface potential. The resultant ‘‘rate constant” of the forward reaction in the plateau
region averages 5.18 + 0.80 X 107 §"'. 'The reverse reaction is at least 200 times slower.
Impedance measurements verify the ion-exchange mechanism and the degree of electrode
interconversion.

Ion-selective electrodes are well known to be imperfectly selective in
their response to primary ions. In general, the Nicolsky equation

E=E°+ (RT F')In [a,"% + (T KPS 0,V%)] (1)

may be used empirically to express the steady-state potential response of
the electrode to a primary ion and any number of interfering ions [1—3].
For precipitate-based electrodes, early theoretical models for interpreting
these interference effects were based on the assumption that the interfering
ions are not mobile in the membrane phase and that the selectivity coef-
ficients, K}°", are defined by the ratio of the equilibrium solubility products
of the salts [4]. However, variability in the selectivity coefficients for
bromide on silver iodide [5], bromide on silver chloride [6—8], and
hydroxide on lanthanum fluoride {7, 8] have been reported. These
differences have been attributed to non-equilibrium diffusional processes of
the solution in the vicinity of the membrane, to variability of electrode
standard potential with porous surface coverings, and to differing surface
coverages of tightly bound primary and interfering salts [5—8].
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To obtain a better experimental description of these phenomena,
anodized electrodes of limited ion-exchange capacity were used in potentio-
metric monitoring of dilute bromide/chloride solutions to observe and
deduce properties of the ion-exchange kinetics for the metathesis reaction

AgCl + Br~ = AgBr + CI” (2)

Questions related to mixed salt surface coverages, degree of electrode
conversion, and kinetic parameters as a function of halide activities and
electrode thickness are discussed.

EXPERIMENTAL

Chemicals and electrodes

The silver used for preparing electrodes was —100 mesh powder of 99.99%
purity (Alpha Research Chemicals). The KNO,;, KCl and KBr (Fisher
Scientific A.C.S. grade) for preparing standard solutions were used without
further purification. Water was doubly distilled and passed through ion-
exchange columns and its purity was verified by obtaining a resistivity of
12 MQ cm or greater. Halide concentrations were monitored potentio-
metrically using standard Orion Ag,S/AgCl and Ag,S/AgBr electrodes versus
an Orion double-junction reference with a Beckman expanded-scale pH
meter.

Silver electrodes were prepared by pressing 1.5 g of silver powder at
75,000 psi for 10 min in a standard KBr die. These were then epoxy-sealed
into precut teflon bodies and polished with 1-um diamond compound to
give a smooth continuous surface across the face of the electrode body. The
body was threaded from the top to allow electrical contact to the shaft
of a Beckman rotating electrode. These electrodes were cathodized in 107! M
KCl for 1 min at a constant current density of 3.9 mA cm™? and a constant
electrode rotation rate of 36 r.p.s. After open circuit for 30 s in the same
solution, anodized silver chloride layers 0.6, 1.2 and 2.4 X 10™* cm thick
were prepared by passing the reverse constant current for 1, 2 and 4 min.
These thicknesses were calculated from density and coulometric consider-
ations and should be accurate to within +5%.

The cell for the ion-exchange/interference studies consisted of a thermo-
statted jacketed beaker; 50 ml of solution was used at 20.0 + 0.1°C. A rubber
stopper held in fixed geometry (1) the Orion double-junction electrode, (2)
the Orion bromide electrode and (3) the principal Ag/AgCl disk electrode
rotated at 36 r.p.s. Potential—time transients were monitored with an Orion
electrode switch attached to the expanded-scale pH meter which was con-
nected to a Beckman 10-in. recorder.

Procedures

For studies in chloride solutions of low activity, an initial solution ca.
107° M in chloride and 10°® M in bromide was allowed to equilibrate with
the electrodes and the potentials were monitored. Then at 15 min a mixed
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bromide/chloride solution (0.25, 0.50 or 1.00 ml volume) was added to
the initial solution with a calibrated syringe. Bromide activity levels were
“spiked” from 7.4 X 1075 M to 2.9 X 1073 M and chloride from 2.2 X 1075 M
to 2.9 X 1073 M. For all electrode thicknesses, the bromide level was at least
twice the amount needed to convert completely the silver chloride to silver
bromide. Potential—time transients were then monitored for both electrodes
until they reached similar steady-state values.

For studies in 1072 M or greater chloride activity, the standard bromide
electrode was omitted since it suffers a chloride interference when bromide
activity is below 1073 M. This limitation effectively makes it impossible to
follow the ion-exchange Kkinetics of the system and only allows checking of
trends for potential—time transients of the metathesized electrodes. As a
result, this high-chloride, low-bromide region was not extensively studied.

For selected solution combinations in both high and low chloride
activities, the standard Orion chloride electrode was substituted for the thin
anodized test electrode. This allowed monitoring of the interference effect
for an electrode of essentially infinite thickness and bromide scavenging
capacity (for initial bromide activity less than 1073 M) and served as a limit
for comparison with finite thickness electrodes.

Further information was obtained on the change in response mechanism by
use of impedance measurements. An electrode 1.2 X 107* cm thick was
equilibrated in 107* M KCI for 30 min and a three-probe rotating disk im-
pedance measurement was made. The electrode was then equilibrated at open
circuit with initial bromide levels of 1 X 1074 M, 2X 1074 M, and 1 X 107* M
and the impedance remeasured (closed circuit equilibration results in passage
of large currents and resultant stripping of the electrode). The impedance
method, bridge electronics and cell setup have been described previously
[9, 10]. Silver/silver bromide counter and reference electrodes were substi-
tuted for those used in the previous work.

RESULTS

For anodized silver chloride electrodes, activity steps in chloride result
in monotonic potential—time transients. However, when the baseline
solution is “spiked’ with a mixed bromide/chloride interferent solution, an
unusual non-monotonic transient occurs. Representative examples are shown
in Fig. 1. The potential transient consists of four identifiable regions. At
short times (region 1) (not seen in Fig. 1) there is a negative-going potential
overshoot which readjusts to a still negative potential plateau (region 2). This
potential persists for a few seconds at highest bromide activity and for 10
min at lowest bromide’ activities for thickest electrodes. The potential then
moves negatively fairly quickly and begins to level off toward the breakdown
point (region 3) where the potential falls off abruptly negatively to that
potential expected for a normal AgBr electrode (region 4). Table 1 lists
experimental conditions and time-response parameters for these regions.
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Fig. 1. Potential—time transients resulting for activity step from the baseline solution to
solutions with different initial halide concentrations: (A) to 4.43 X 107* M in KBr and
1.47 X 107 M in KCl (electrode thickness 1.2 X 107™% em); (B) to 1.47 X 107* M in KBr
and 1.57 X 107 M in KCI (electrode thickness 1.2 X 107* cm); (C) to 2.96 X 10™* M in
KBr and 2.96 x 10™* M in KCI (electrode thickness 2.4 X 107* cm). Initial potentials
(not shown) are given in Table 1. Regions are identified.

The Orion bromide electrode can be used to follow the depletion of
bromide activity in the bulk solution during bromide attack on the AgCl
test electrode. From previous studies in the rotating disk configuration, the
diffusion time from bulk solution to electrode surface, §2/2D;, was known
to be about 0.05 s. Thus it can be assumed that bromide activities in the
bulk solution and on the surface are equal. Assuming that bromide decay in
the bulk solution is a true reflection of bromide incorporation into the
electrode with equivalent chloride release, it is possible to obtain bromide
activity and AgCl decay curves and chloride activity and AgBr growth curves.
Typical examples are shown in Figs. 2 and 3. It is immediately obvious
that not only is the surface of the electrode being metathesized to AgBr, but
also a minimum of approximately 60% of the electrode is converted to AgBr.
This result indicates anionic diffusion of bromide into and chloride out of
the electrode interior. This process is already fairly well known in solid state
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TABLE 1

Potential—time characteristics of bromide interference2

8 Br, Brg Cl, Clg 2, ¢, & ¢ %, t, b5 ts
(cm) (107*M) (107°M) (107*M) (107*M) (mV) @mV)(mV) (min) mV) (min) (mV) (min)
6X 10~° 0.74 0.37 0.22 0.55 218.4 130 184.6 8.0 150.8 28.0 88.7 55.0
2,22 1.85 0.22 0.54 215.9 125 161.4 25 1339 9.5 54.9 200
0.74 0.32 0.83 1.24 219.2 129 177.0 8.0 157.2 32.0 91.8 55.0
2.22 1.83 0.83 1.21 208.3 98 149.1 3.0 114.7 8.0 48.5 20.0
0.74 0.36 7.39 7.77 209.1 122 133.2 5.0 117.8 26.0 88.9 b55.0
2.22 1.81 7.39 7.79 210.2 102 125.9 2.0 1009 8.0 48.7 20.0
1.2X 107%  1.48 0.69 0.38 1.02 205.0 126 167.1 15.0 143.0 32.0 81.3 50.0
4.43 3.44 0.28 1.23 196.5 134 144.6 25 94.1 9.5 358 20.0
1.48 0.66 1.56 2.37 203.1 126 156.8 13.0 140.8 28.0 74.3 50.0
4.43 3.42 1.56 2.57 206.4 106 144.8 4.0 104.0 12.0 35.0 20.0
1.48 0.67 14.8 15.6 200.8 101 119.0 6.0 108.3 28.0 74.4 60.0
4.43 3.38 14.8 15.8 200.4 71 117.2 3.0 894 9.0 32.8 250
24X 107" 2.96 1.07 0.41 2.26 199.4 121 1485 50 — — 65.1 75.0
8.87 6.76 0.41 2.48 195.9 90 123.6 1.5 72.0 13.5 16.1 25.0
2.96 1.20 2.96 4.72 207.8 95 140.1 5.0 105.0 46.0 65.1 70.0
8.87 6.35 2.96 5.47 198.8 75 123.2 1.5 172.1 13.0 17.5 25.0
2.96 1.27 29.5 31.2 210.2 70 107.5 3.0 96.9 18.0 65.9 80.0
8.87 6.37 29.5 32.1 208.2 60 95.6 1.5 - - 16.6 30.0

aBr, ¢ = initial and final bulk solution bromide activity; Cl, ; = initial and final bulk
solution chloride activity; § = electrode thickness; ¢, = baseline potential; ¢, = initial
transient potential; ¢, = plateau potential; ¢, = breakdown potential; ¢ ; = final potential;
t, = plateau time; ¢, = breakdown time; ¢, = final time.

physics [11] and solid solutions of all proportions of AgCl—AgBr mixtures
have been reported [12]. Percent electrode conversion increased with
increased initial bromide activity and was independent of initial chloride
activity.

There are two ways in which surface coverages of the respective salts can
be calculated from potential data. In the first, the electrode potential is
assumed equal at all points on or in the surface and may be defined as

E=Egag+ (RTF')Ina ¢ (3)
where a,,+ is the average surface activity. Since both silver halide salts
respond to silver ion activity, this average may be defined by the solubility

products and surface coverages of the respective salts and the bulk solution
halide activities

2&Ag+ = (1 —s) Kg)gCl/acl_ + (s) K;})gBr/aBr_ (4)

Since the halide concentrations and electrode potential are known, the
surface coverage is defined as

s = 2[(Gag) (@ Nacr) — (K2EY) (@ )1/ [ Kot Wacr) — (Kaf ") ap-)1  (B)

In the second method a mixed potential is assumed at the surface due to
the average potential of the two salts
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TABLE 2

Surface coverage, selectivity coefficients and percentage interconversion characteristics for
the bromide interference on anodized silver/silver chloride electrodes?

t pot ot
? ) Sipt Sapt KDY Siba S;ba Kbd  Sif St kgt % 1C
cm

6x107° 0.91 0.37 56 097 0.56 15.1 1.00 0.99 464 60.0
0.97 045 44 098 0.56 145 1.00 1.00 352 588
082 0.30 6.7 090 0.44 26.1 1.00 0.99 462 66.8
0.94 0.40 6.9 098 0.59 311 1.00 0.99 458 62.2
0.76 0.36 321 0.89 0.57 10.5 1.00 0.95 450 61.2
082 0.33 14.7 093 0.54 51.2 1.00 0.97 455 64.8

1.2x10™ 092 0.38 6.4 096 0.52 23.5 1.00 0.96 331 63.5
0.97 0.44 4.3 0.99 0.67 37.6 1.00 0.99 404 79.9
0.84 0.32 4.1 090 0.44 24.0 1.00 0.98 452 65.6
0.90 0.34 4.0 098 0.57 254 1.00 1.00 419 81.9
0.73 0.33 28.6 0.83 0.49 74.4 1.00 0.96 422 64.6
0.73 0.37 9.7 091 0.50 41.0 1.00 1.00 467 90.2

24x10™* 0.91 0.39 6.1 — — — 1.00 0.98 404 759
097 0.44 49 099 0.69 47.3 1.00 1.00 453 87.6
0.83 0.33 7.2 096 0.62 63.9 1.00 0.98 360 71.0
0.92 0.36 4.7 099 0.65 48.2 1.00 1.00 451 100.0
0.65 0.26 185 0.78 0.40 446 097 0.88 308 68.0
0.78 0.30 11.6 — - — 1.00 1.00 462 100.0

a5 = electrode thickness; s, = model 1 fractional surface coverage; s, = model 2 fractional
surface coverage; KPot = gselectivity coefficient; % IC = percent electrode interconversion.
Initial and final halide activities are the same as in Table 1. pt = plateau region; bd =
breakdown region; f = final region.

Table 2 reports the results for the two models of surface coverage for the
plateau region, the breakdown potential region and the final coverage. The
first model forces a minimum AgBr coverage of 65% at all times and averages
80—85% in the plateau region, 90% in the breakdown region and 99.8% or
more at the final potential. The second model allows minimum coverages of
25—30% and averages about 35% in the plateau region, 55% in the break-
down region and 96—98% at the final potential. The real test for the validity
of these two models come from later fitting to the ion-exchange kinetic data.

Implicit in the concept of concentration-dependent surface coverages is
the possibility of selectivity coefficients dependent on concentration and
time. Values for this coefficient are empirically calculated from the
Nicolsky equation. Figure 4 shows a typical plot of selectivity coefficient
value versus time. Values range from 4 to 32 for all electrodes in the plateau
region to the limiting value of 450 when the electrode surface is completely
converted from AgCl to AgBr. These values are also included in Table 2.
These final values are within +10% of the theoretical ratio of the salt solu-
bility products. For the standard Orion chloride electrode in these low levels
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Fig. 4. Nicolsky equation selectivity coefficient versus time for a 1.2 X 107* em thick
electrode in solution initially 1.47 X 107 M in KBr and 1.57 X 107* M in KCL

Fig. 5. Potential—time transient of the standard Orion chloride electrode resulting for
activity step from baseline solution to solution initially 7.34 x 107° M in KBr and
7.63 X 107°M in KCl.

of bromide activity, the selectivity coefficient remained small (5—10) and
relatively constant indicating a fairly constant surface coverage of silver
bromide with time. This result seems reasonable since the silver bromide
formed at the surface may always be partially depleted by diffusion into the
electrode which is essentially an infinite sink. At sufficiently low bromide
levels, it is possible for a commercial electrode completely to scavenge the
interferent and almost return to the initial chloride-poised potential (Fig. 5).
This experimental point has been considered and avoided in the studies
reported here.

The potential interferent effect for these electrodes is metathesis controlled
mainly by the ion-exchange metathesis reaction (eqn. 2). A possible complete
rate expression has the form.

dx/dt = k(@ — x) (1 —s) — ks (b + x) (s) (8)

where (¢ -- x) and (b + x) are bromide and chloride activities, and (1 — s)

and (s) are fractional surface coverages of AgCl and AgBr. The steady state
approximation requires

ky = ki (@ — xg) (1 —8)/(b+ x¢) (5¢) = ky (const.) (9)
or

dx/dt = k, [(@ — x) (1 —s) — (b + x) (s) (const.)] (10)



75

Bromide and chloride activities in solution are known directly or calculable at
each time. Surface coverages can be computed by one of the trial functions
in egns. (5) and (7). The more appropriate model will give the more nearly
constant ‘“‘rate constants’’, Of course, a non-surface effect such as diffusion
of attacking bromide into the AgCl lattice is expected to cause variability in
computed rate constants as a function of time for the same run and as a
function of electrode thickness for differing runs.
The rate expression may then be simplified to

[ dx/(Ax + B)= [ k,dt (11
where o
A = (1 —s) + (const.) (s) and B = (b) (const.) (s) — (a) (1 —s) (12)
integrated to give
In [B/(Ax + B)] /At =k, (13)

and solved numerically for k, to test the two models. Fig. 6 shows a typical
plot of In %, versus time for the two models and Table 3 reports the ‘“rate
constants” for both models as functions of electrode thickness and solution
activities in both the plateau and breakdown regions. Solution-independent
rate constants are better produced by the mixed-potential surface coverage
(model 2). An average value of 5.18 + 0.80 X 107* s7! is found for the
forward rate constant in the plateau region. This value appears to increase
systematically with increased electrode layer thickness. Values at the longest
times and greatest surface coverages also increase dramatically because of
the uncertainty in the surface coverage. These apparent “rate constants” are
in fact extensive in nature because of the volume dependence of solution
activity changes, the dependence of bromide decay on electrode area and
porosity, and the normalization of total active surface sites to unity. The
uncertainty in the reverse rate is large. All that can be said is that the reverse
rate is at least 200 times smaller than the forward rate. The result is of a
similar order to the theoretical salt solubility product ratio of 450.

To verify the suggested response mechanism of the metathesized
electrodes, impedance measurements are made. A comparison of electrode
impedance in 107* M KCIl before and after addition of bromide interferent
is shown in Fig. 7. In pure chloride solutions, the bulk electrode and solution
diffusional impedance properties are similar to those previously reported
[13]. The metathesized electrodes show the higher bulk conductivities
expected for a silver bromide surface layer and solution diffusion controlled
by bulk bromide activity. This again indicates an ion-exchange mechanism
with high surface coverage of silver bromide.
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Fig. 6. In k, versus time for a 1.2 x 107" cm thick electrode in solution initially
1.47 X 107* M in KBr and 1.57 X 107* M in KCIl. Surface coverage calculated (A) from
equipotential surface and (B) from mixed-potential surface.

Fig. 7. Impedance plane plots for 1.2 X 107 em thick electrode in solution initially (A)
1x 107*M KCI; (B) 1 x 107* KCl plus 1 X 107* M KBr; (C) 1 x 107 M KCI plus
2X 107*MKBr;(D)1 X 107*M KCl plus 1 X 1072 KBr.

DISCUSSION AND CONCLUSIONS

The potential—time transient observed upon addition of an interferent
halide solution is a combination of two effects. The first behaves like an
internal lattice diffusion potential caused by the movement of bromide into
and chloride out of the internal electrode lattice. This process is experi-
mentally dominant as a negative overshoot prior to the plateau potential.
The development of the plateau regions means that internal concentration
gradients are smaller and the diffusion potential decreases in absolute
magnitude to zero. The second effect is interfacial and is interpreted as a
mixed-potential response, governed by the respective salt surface coverages,
solubility products and bulk solution halide activities. With subtraction of
the first effect, the steady replacement of chloride by bromide on the
surface results in a monotonic negative transient to the plateau region.
Initially there is a limiting constant, but incomplete, surface coverage of
bromide. However, as the experiment progresses, the inward diffusion of
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TABLE 3

Ion-exchange kinetics for bromide metathesis of anodized silver/silver chloride electrodes?

8 Ks1,pt Ksz,pt. K51,bd Ks1 Ks; (av.)
(em) (x 1073s71y  (x 107471 (X 107%7Y) (x 10—45*’) (X10™%s7)
6% 107 4.03 5.43 10.8 7.90 6.06 + 0.83
8.11 4.38 7.24 5.66 4.85 + 0.49
1.80 4.55 3.42 6.04 5.00 £ 0.30
4.43 4.37 17.2 7.27 5.68 +1.00
1.17 4.37 3.02 8.00 6.14 +1.19
1.31 3.67 4.81 6.94 4.70 +1.74
1.2x 107 4.18 5.51 7.34 6.68 5.97 £ 0.40
13.4 6.06 50.6 10.4 7.65 £ 1.42
2.34 5.67 3.67 6.38 5.98 £ 0.23
2.98 4.48 12.3 7.00 5.39 + 0.82
1.50 6.14 2.04 6.64 6.11 + 0.31
1.41 5.12 4.36 7.60 6.23 + 0.93
2,4x 107 9.55 6.62 — —_ —
21.5 6.18 48.1 9.61 6.91 £1.24
2.68 5.77 6.71 7.77 5.81 +0.71
4.43 5.10 25.4 10.1 7.01 +1.30
1.06 5.10 0.15 5.63 5.27 £ 0.16
1.51 4.80 — - -
All runs — 5.18 + 0.80 - 7.47 £1.47 5.92+0.80

a5 = electrode thickness; kg, ¢ = apparent rate constant surface coverage model 1 ( plateau
region); kg, p¢ = apparent rate constant surface coverage model 2 (plateau region); kg, pa =
apparent rate constant surface coverage model 1 (breakdown region); kg, hq = apparent
rate constant surface coverage model 2 (breakdown region); Rg,5y) = apparent rate
constant surface coverage model 2 (average through both regions). Initial and final halide
activities are the same as in Table 1.

the surface layers slows down and the percentage surface coverage by bromide
increases (region 3) until the entire surface is covered (region 4) and the
electrode then is in the bromide form.

Buildup—depletion curves for the electrode materials show nearly complete
conversion of the electrode from chloride to bromide. Selectivity coefficients
vary with surface coverages and therefore vary with time. Thin electrodes
reach the upper limiting value of the ratio of salt solubility products
(ca. 500) very quickly while very thick electrodes retain a selectivity
coefficient of less than 10 for bromide less than 1073 M.

Surface coverage is best modeled by a mixed rather than constant
potential surface and the kinetics of the forward reaction rate averages 5.18 +
0.80 X 10™* s !. The reverse reaction is at least 200 times slower.
Impedances verify the ion-exchange mechanism and the degree of electrode
interconversion from AgCl to AgBr.
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SUMMARY

An approximate but general theoretical treatment for reversible and irreversible stripping
polarographic systems is presented. The treatment is based on the development of an
average current (i), which at plating times exceeding 15 s, is analogous to the instantaneous
current in d.c. polarography. Plots of i vs. (E — E°) are generated for reversible and irre-
versible waves and are discussed for the reduction of copper(Il) in sea water as an example.
From stripping polarography and anodic stripping voltammetry, this work indicates that
the overall reduction of copper(Il) at the natural pH is kinetically hindered and thus is
“irreversible”’. The reversibility and the determination of copper in sea water by a.s.v. can
be improved by acidification and/or by the addition of ethylenediamine.

In recent years much of the work concerned with the speciation of trace
metals in natural waters has been done using anodic stripping voltammetry
(a.s.v.). This work has primarily progressed in two directions: studies of the
shift in trace metal peak potentials with changing concentrations of ligands
[1—5] and studies of changes in metal peak height or peak area under differing
experimental conditions. Variants of the second approach include pH titrations
[6—7] and compleximetric titrations [8] in which natural or added ligands
are quantitatively titrated with metal ions or, alternatively, metal ions are
titrated with ligands [8—10]. In this technique, the electrolysis potential is
set at a value which presumably discriminates between the “free” (i.e., rapidly
reducible) metal and the complexed metal, which is reduced at a much slower
rate. This approach has been used extensively to estimate the ‘“complexation
capacity” of natural waters.

Techniques based on the shift of the peak potential depend on the degree
of reactivity of the oxidized metal with the ligand of interest in the reaction
layer. They can describe the species undergoing reduction, i.e., the speciation
in the natural medium, only indirectly and by assuming reversibility. Thus,
they are more suitable for model studies [1,11] and for the determination of
stability constants in known media [2, 3, 12] than for direct determination
of natural speciation. On the other hand, methods dependent on peak height
or peak area can give direct information on the natural species as long as a



80

direct proportionality exists between the quantity of metal reduced during
electrolysis and the metal oxidized from the amalgam. One relatively novel
form of a.s.v. which gives information about the species undergoing reduction
is stripping polarography, sometimes called pseudopolarography [13, 14].

In stripping polarography, peak heights or peak areas obtained by a.s.v.
are plotted against the applied electrolysis potential. These plots have the sig-
moidal shape of ordinary d.c. polarograms but without the residual current
component, and present the possibility of extending existing polarographic
methodology to trace metals at the part per billion (ppb) level. The shapes of
the plots indicate the degree of reversibility of the species undergoing reduction
and may be useful for their identification. The reduction of copper in sea
water provides a good example of the usefulness of stripping polarography
for these purposes. Figure 1 shows three plots of 6 ppb copper added to un-
filtered sea water from San Diego Bay and analyzed under varying conditions.
Each of the experimental points represents the copper peak current obtained
by a.s.v. after a 5-min electrolysis at a hanging mercury drop electrode (HMDE).
The plots obtained for copper at pH 8 (Fig. 1, curves a and b) feature broadly
curving slopes, and no distinct limiting plateau is reached, even at the highest
applied potential. The shapes of these ‘“‘waves” indicate an irreversible reduc-
tion. On the other hand, the reduction of copper at pH 3 is quasi-reversible
(Fig. 1c) with Ef, — E¥, = 42 mV. These plots may be compared with the
reduction of cadmium in sea water, which proceeds reversibly both at pH 3
and 8 as discussed by Zirino and Kounaves [14] and Kounaves and Zirino
[15]. This paper presents a more general treatment for reversible and irre-
versible systems and examines some of the analytical implications of irrevers-

PEAK CURRENT (RELATIVE UNITS)
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Fig. 1. Stripping polarographic plots of 6 ppb Cu in sea water (not to scale). (a) Raw sea
water, pH 8; (b) u.v.-oxidized sea water, pH 8; (¢) raw sea water, pH 3.
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ibility. The reduction of copper in sea water is used to illustrate some of these
points.

THEORY

The general equation for the instantaneous current resulting from the re-
duction of a simple metal ion to a metal which in turn forms an amalgam
with the HMDE is [16]

i=nFAk {C? exp [anF(RT) ' (E —E®)]—C? exp[1 —anF(RT) '(E — E®]}
(1)

where k is the formal rate constant for the reaction, E is the electrode poten-
tial, E° is the standard potential for the amalgam electrode, C? and C? are the
concentrations of simple metal ion and reduced (amalgamated) metal, A is
the area of the electrode, « is the transfer coefficient, and n, F, R and T have
their usual meanings.

For a prolonged electrolysis time t, integration of expression (1) over the
interval 0 < X < ¢ will yield g, the charged passed in the accumulation of
reduced metal in the HMDE. If, for the moment, it is assumed that there are
no losses in the electrode, then ¢ will equal ¢’, the charge obtained from the
integration of the a.s.v. peak. Rigorous integration of eqn. (1) is difficult,
however, and will not be attempted here. Nevertheless, an analytically useful
expression may be obtained in terms of the average current { which flows
over the same time interval. From the mean value theorem, it can be shown
that it = f§ i dt = q. Now, the peak current electrolysis potential relationship
can be derived in terms of an average flux F to the electrode since i = nFAF.,.
For a stirred solution, and assuming that the concentration of the simple ion
does not change appreciably with time, the relationship between F, and the
concentration of the simple ion in the bulk of solution can be given by the
Nernst diffusion layer equation F = [C; — C?] D,/8,, where Dy is the diffusion
coefficient of the simple metal ion, §, is the average thickness of the diffusion
layer, C, is the concentration of the simple metal ion in the bulk solution.

Similarly, Zirino and Kounaves {14] have shown experimentally that the
average concentration of the reduced metal at the surface of the electrode
can be approximated by

C? = 3it/8n nFr? (2)

where r is radius of the HMDE. Although a strict interpretation of eqn. (2)
yields a physical impossibility, C2 becomes a satisfactory approximation for
Cj, for electrolysis times longer than about 15 s [14]. Expression (1) can now
be rewritten in terms of the average quantities i, C?, and C2, yielding

i =k {[C; — (i(6;/D;)/nFA)] exp [—anF(RT)™ (E — E°)] — (3it/2r) exp
[(1 —a)nF(RT)™" (E —E°)]} (3)
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Expression (3) can also be rearranged to obtain an equafion which relates
the average peak current directly to the concentration of the reactant species:

- 5 1
_ 5,
i=Csnk A/ {Ds t exp [—anF(RT)  (E —E%)]

+ —32-: exp[nF(RT) ' (E -—-E")]}

(4)

Figure 2 plots the average current occurring over the interval 0 < ¢ < 1000,
versus E — E° for various values of k. It can be seen that i behaves analogously
to i in d.c. polarography and that stripping polarograms can be expected to
broaden out and reach the limiting plateau less rapidly as the rate constant
for the reaction diminishes. It is also evident from expression (4) that for
any given E and t, the proportionality between i and C, is maintained regard-
less of whether the reaction is reversible or irreversible. Stirring (6, > 0) will
yield increasingly larger currents, while i will decrease with smaller values of
k. At large overpotentials the second and third terms in the denominator will
tend to zero and i ~ nFA(D,/8,)C, the limiting current at the experimentally
chosen cell conditions.

In a manner similar to the above, the relationship between i and C¥ for
a reversible reaction is

i=cC, nFA/‘l%ﬁ + %’f exp [nF(RT)™ (E -E°)]} (5)

This is the expression originally derived by Zirino and Kounaves [14], and
it describes the familiar sigmoidal form of a reversible polarographic wave.
As pointed out earlier [14], Ef, for this function is a log-linear function of
the electrolysis time ¢ and will vary as —(In ¢t) RT/nF. (E¥, is used for the
half-wave potential of a stripping polarographic wave while E,,, refers to the
half-wave potential of a d.c. polarogram.)
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Fig. 2. i plotted as a function of E — E for various values of k and Cg=1 X 107¢ M,
«=0.5,t=1000s,6,/D; =2.64 X 10°cm s™', r = 0.046 cm.

Fig. 3. i plotted as a function of ¢ at various over-potentials. Conditions: k > 1077
Ci=1X107*M, a =0.5,64/Dg=2.64 X 10 em s™', r = 0.046 cm.
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For the totally irreversible reduction of the simple metal ion to an amal-
gamated metal, eqn. (3) yields

1
% exp [anF(RT) ' (E —E%)] (6)

- 6
i=C; nFA/{BSS- +

Now, because the back-reaction occurs at a negligible rate, i is no longer
dependent on the electrolysis time t, even at very low overvoltages. This
dependence of Ef, on electrolysis time may also be useful to characterize
the degree of reversibility of the reduction. The slope of Ef, vs. In ¢t will
always be RT/nF for a reversible reaction and something less than that for an
irreversible reaction, and it will approach zero as the reaction approaches
total irreversibility.

The average current i is also useful for calculating g, the charge passed in
the reduction and amalgamation of the metal in the mercury drop, since
g = it. This quantity can then be compared to q’, the charge obtained by
integrating the area under the experimentally obtained a.s.v. peak. It also
follows that when q is proportional to the peak current (i), then i « iy,.

EXPERIMENTAL

Instrumentation and solutions

All current—voltage measurements were made with a Princeton Applied
Research Corporation (PAR) Model 174 Polarographic Analyzer in conjunc-
tion with a Hewlett-Packard Model 7034A x-y recorder. A PAR Model 315
Automated Electroanalysis Controller was used to automate the Model 174.
pH was measured with a Corning No. 476055 combination microelectrode
connected to an Orion Model 801 Research pH Meter. Stripping polarograms
of copper—ethylenediamine, Cu(en),, in sea water were generated with a
specially programmed Hewlett-Packard 21 MX minicomputer interfaced with
a PAR 174 polarographic analyzer and a PAR electrolysis cell [15].

The electrolysis cell consisted of a PAR No. 9323 HMDE fitted into a
PAR No. 9300 polarographic cell top. A PAR No. 3343 borosilicate glass
polarographic cell bottom completed the cell. A vessel corresponding to the
PAR cell bottom but machined from acrylic plastic was also used. Solutions
were stirred with a 1.1-cm teflon-covered stirring bar coupled to a Sargent-
Welch 600-rpm synchronous speed magnetic stirrer. A Beckman fiber-junction
saturated calomel electrode (SCE) was placed in a PAR K65 reference elec-
trode bridge tube with vycor tip to form a double-junction reference elec-
trode. The outer junction was filled with sea water. A bare platinum wire served
as the auxiliary electrode. All experiments were done at room temperature.

Solutions were made with reagent-grade salts. Pre-purified nitrogen and
pre-purified nitrogen containing 300 ppm CO, were used to remove oxygen
from all solutions. Additions of ethylenediamine (en) were made from a
stock solution of 3 X 1072 M en in distilled, de-ionized water. The pH of this

solution was adjusted to 6.3 with hydrochloric acid; (Ultrex Grade, J. T. Baker
and Co.).
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Procedure

Electrodes of suitable size were produced by turning the micrometer
capillary four divisions. Drops formed in this manner have a diameter of
approximately 0.093 cm [14]. New drops were used for each plating stripping
cycle. An electrolysis potential of —1.0 V vs. SCE was selected for individual
determinations by a.s.v. For stripping polarography, the electrolysis potentials
were selected randomly from a list of those bracketing E°. In both cases, the
electrolysis potential was applied for a preselected time ¢, during which the
solution was stirred. Afterwards, stirring was ceased, the solution was allowed
to come to rest for 30 s while maintaining the applied potential and then the
metal was stripped out of the drop. Stripping was carried out at 5 mV s
either in the linear sweep (l.s.a.s.v.) or in the differential pulse (d.p.a.s.v.)
mode; a 50-mV pulse was used in the latter case.

RESULTS AND DISCUSSION

Stripping polarography

Inspection of Fig. 1 shows that the shapes of the stripping polarograms of
copper in San Diego Bay water are approximately comparable to the plots
(Fig. 2) generated from the theory (eqns. 4—6) developed above. At pH 3
(Fig. 1, curve c) copper(Il) is reduced quasi-reversibly and reaches a distinct
limiting current plateau within 0.2 V of Ef,. However, at the natural pH
(Fig. 1, curve a) no well-defined limiting current plateau is reached within
the range of applied potentials, indicating less reversibility and possible com-
plexation by the natural organic ligands. Removal of the dissolved organic
matter in the sample by oxidation with a high-energy mercury vapor lamp
[17] does not alter markedly the shape of the curve (Fig. 1, curve b) strongly
suggesting that the reduction of copper(Il) at pH 8 is hindered by the in-
organic constituents of sea water. A more careful comparison of Fig. 1, curve
a and Fig. 2 also shows that the experimental data do not fit the ‘“‘theoretical”
irreversible curve very well, This is because the theory has been developed
for electron transfer reactions only, while the irreversibility of the copper(II)
reductions is probably caused by a more complex series of chemical steps
occurring at the electrode surface. The magnitudes of the respective peak
currents obtained at each potential also contain information about the re-
duction. Highest currents occur at pH 3, where the reaction is most reversible
and there is the least adsorption. On the other hand, the u.v.-oxidized sea
water yields the smallest currents because the opportunity for adsorption
of copper on hydrated iron and manganese oxides is the greatest in the
organic-free matrix [18].

Ef, for the reduction of copper in sea water at pH 3 and t = 300 s is
—0.275 V. If, for the moment, reversibility is assumed and the potential is
corrected to t = 0, then Ef, = —0.20. Heyrovsky and Kuta [19] list E,,,
for the reduction of Cu(I) vo Cu(Hg) in 1 M KCl as —0.23 V.. Within the
assumptions made, these two values can be considered the same. Thus, the
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reduction of copper in acidified sea water may proceed in a manner similar to
that in 1 M KCl. The chlorocuprate ion (CuCl, )2~ * is reduced in two steps:
Cu(Il) > Cu(I) proceeds easily at any potential more negative than 0.00 V,
while Cu(I) »~ Cu(Hg) occurs at approximately —0.2 V. However, it should
be noted that the experimental value of E¥, — E¥, = 42 mV lies between a
single and- double electron transfer. The irreversibility of the reduction of
copper in sea water at pH 8 strongly suggests some mechanistic hindrance,
either associated with the predominant form of copper in sea water, pre-
sumably a hydroxide or a carbonate [11, 20], or with the chemical compo-
sition of the electrical double layer, or both. The above observations are also
in agreement with the findings of Odier and Plichon [26] who used a.c.
polarography to study the speciation of copper in sea water. They found
that the reduction of copper at the DME produced only one peak, corre-
sponding to CuCl; - Cu(Hg) + 2 CI". In a similar manner these workers also
found evidence for the existence in sea water of a [Cu(HCO;),OH]™ complex.

Equations (4—6) also predict that at limiting potentials i/C, = k,, where k,
is a constant, and that i,/C, = k,t, where k, is also a constant and ¢ is the
electrolysis time. This is the basis for the use of a.s.v. in quantitative analysis,
and the validity of the relationship for a.s.v.-measurable metals in many media
is well established. Deviations from linearity have, in general, been ascribed
to the presence of complexing agents in natural media [4, 7, 10].

Equations (4) and (5) also predict that at low overvoltages, i and thus i,
vary markedly with electrolysis time and the degree of reversibility of the
reaction. Figure 3 shows the effect of the electrolysis time on i for a reversible
reaction at a HMDE at low overpotentials. It can be seen that the influence
of t on i becomes vanishingly small in all cases when the applied potential is
0.2 V more negative than E°. This situation includes most analytical appli-
cations, and thus experimental plots of i, vs. t are generally shown to be
linear.

The reduction of copper in sea water at pH 8

From the analytical point of view, the irreversibility of the reduction of
copper at pH 8 in sea water implies a loss of sensitivity. Moreover, the analysis
by standard addition is further complicated by adsorption of the standard on
the cell walls and on surface-active particulates and colloids present in natural
samples. For these reasons, copper in sea water is measured in acidic solutions
almost universally. Nevertheless, the measurement of copper under natural
conditions is important because any metal so determined represents the
copper fraction in solution which is most available to marine organisms and
is most toxic to marine algae [21]. The behaviour of copper peak currents in
filtered (0.22 um), organic-free [17] sea water was studied at pH 8 and 2 by
making successive copper additions to sea-water samples followed by analysis
of d.p.a.s.v. Figure 4 shows the results of several such sets of standard additions.
At pH 8 and at low copper concentration, staudard addition plots show a
considerable degree of curvature, particularly just after the cell surface has
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Fig. 4. Additions of copper to filtered, organic-free sea water. (a) pH 2; (b) pH 8 and
3 X 107° M in en; (c) pH 8 cell equilibrated with sea water; (d) pH 8, cell acid-cleaned, not
equilibrated with sea water. Conditions: d.p.a.s.v., ¢ = 900 s, current at instrument for
value.

been brought to pH 8 after a thorough acid cleaning (Fig. 4, curve d). This is
caused by the adsorption of copper on the cell walls. Copper additions give
linearly changing peak currents after the cell has been equilibrated for several
hours with a subsample of sea water at pH 8 (Fig. 4, curve c). This effect was
observed for both the acrylic and borosilicate cell bottoms. The slopes of the
standard addition plots were reproducible, and the slope at pH 8 was 51 %
1% of the slope at pH 2. This diminution in the current can be attributed to
the irreversibility of the overall Cu(II) - Cu(Hg) reaction. Such an expla-
nation does not exclude the possibility that the oxidation of copper from the
amalgam may also be hindered in sea-water media and may contribute to the
overall process as determined by a.s.v. This aspect was studied as follows:
samples of 0.5 M NaCl and filtered (0.22 um) organic-free sea water were
made 2 X 1077 M and 5 X 10°® M in copper and cadmium respectively, and
analyzed at pH 8.3 and pH 2 by l.s.a.s.v. A third analysis was done by first
carrying out the electrolysis at pH 8 as customary. Then, during the quiescent
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period, acid was added to bring the pH to 2, stirring was briefly resumed, the
solution was allowed to come to rest once more and the amalgam was stripped
as previously. This procedure is essentially one of medium exchange [22, 23]
where the reduction is carried out at pH 8 and the stripping occurs at pH 2.
The number of coulombs transferred in the stripping step were calculated
from the peak areas. The results of this experiment are shown in Table 1,
which gives the sea-water data along with the values obtained in the NaCl
medium; q', the charge obtained by plating and stripping cadmium in NaCl,
is 0.85 + 0.05 uC. Assuming that ¢’ = g, the charge transferred during plating,
a value for §,/D, of 2.77 X 10? cm s ! can be calculated. This value can be
compared to 2.64 X 10? em s7! obtained earlier for cadmium in 1 M KCl,
using a cell with similar geometry and stirring conditions [14]. Under the
same experimental conditions, ¢’ for 2 X 1077 M copper is only 1.00 = 0.04 uC,
despite the fact that copper is four times more concentrated than cadmium
in solution. Because cadmium is known not to interfere with copper [24],
this poor recovery can be attributed to the irreversibility of copper reduction,
to possible losses of copper within the drop, and to the fact that Cu(Hg) is
oxidized primarily to copper(I) in chloride media [25].

The charges obtained for cadmium and copper in the sea-water samples at
pH 8 are slightly lower than those obtained in NaCl. The loss is greater for
copper than for cadmium, confirming that the reduction of copper is hindered
more in sea water at the natural pH than in NaCl. Electrolysis at pH 8 and
stripping at pH 2 produces no significant difference over electrolysis and
stripping at pH 8. This supports the stripping polarographic data suggesting
that the slow step in the a.s.v. analysis of copper occurs on reduction. A
complete a.s.v. operation at pH 2 does not increase the yield of cadmium
significantly but increases copper by 58%. This is in reasonable agreement
with the results obtained earlier from the standard addition plots.

TABLE 1

Peak potentials (E,) and peak charge (¢') for 2.0 X 107" M Cd and 5.0 x 107* M Cu in
0.7 M NaCl and sea water by lL.s.a.s.v.

Solution pH E, Cd E, Cu q' Cd q' Cu
Plate Strip (mV) (mV) (1C) (kC)

0.7 M NaCl 8.2 8.2 —0.630 —0.150 0.85 0.96
8.2 8.2 —0.625 —0.150 0.89 1.03
8.2 8.2 —0.620 —0.150 0.85 0.96
6.3 6.3 —0.625 —0.150 0.89 1.04
6.3 6.3 —0.625 —0.150 0.75 1.01
8.3 8.3 —0.610 —0.125 0.72 0.76

Qrganic-free sea water 8.3 2.0 —0.605 —0.115 0.74 0.82

2.0 2.0 —0.610 —0.125 0.74 1.20
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Improving the reversibility of the reduction of copper in sea water

In general, previous workers have chosen to improve the reversibility of
the a.s.v. determination of copper in sea water by lowering the pH and by
adding substantial quantities of an additional electrolyte, usually sodium
acetate. The latter carries the risk of contaminating natural samples with
copper in the electrolyte. Thus the use of ethylenediamine (en) as a reagent
was explored to facilitate the reduction of copper in sea water. The addition
of en during analysis has two virtues: Cu(en)?* is reduced reversibly in some
media [7] and en effectively scavenges copper(Il) off the cell walls and off
particulates. From stripping polarographic plots, the reduction of Cu(en)3* in
sea water was found to be irreversible at small concentrations of en but that a
distinct limiting plateau was reached within 0.2 V of E¥,. Thus, en was effec-
tive in improving the reduction of copper in sea water. This can be seen in
Fig. 4 (curve b), which shows a standard addition plot of copper in sea water
at pH 8 made 3 X 10™° M in en. Similarly, the use of en was also explored as
a method for determining ultra-trace levels of copper at the normal pH of sea
water: 100 ul of 3 X 1072 M en was added to 100 ml of raw sea water and
allowed to equilibrate for 1 h, and the sample was then analyzed as usual by
d.p.a.s.v.; standard additions were then made, each of which increased the
concentration of copper(Il) in the sample by 1.8 X 107° M. The resulting
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Fig. 5. D.p.a.s.v. measurement of copper additions to sea water. Conditions: ¢t = 900 s,
sweep 5 mV s !, pulse 50 mV. (a) raw sea water, pH 8; (b) raw sea water, pH 8, made
3 x 107° M in en; (¢c—g) plus successive additions of copper.
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current—voltage plots are reproduced in Fig. 5. With en, the standard addition
plot was linear at a concentration level where copper(II) would have been
readily adsorbed by the cell and sample surfaces. This experiment also suggests
than en may be used in analyses of sea water for natural copper which is
readily complexed by this reagent.

Conclusion

Stripping polarography is a useful complement to a.s.v. because it gives
information about the substance undergoing reduction as well as about the
mechanism of the reduction. This information can then be applied directly
to the study of electroactive species in natural media which are measurable
by a.s.v. This work indicates that the reduction of copper(Il) in sea water at
the HMDE at natural pH is irreversible and that the irreversibility can be
lessened by acidification or by complexation with ethylenediamine. These
treatments also prevent the adsorption of copper(Il} on cell walls and natural
particulate matter and improve the analytical sensitivity of the a.s.v. analysis
for copper. Current speciation models suggest that the overall reduction of
copper(Il) in sea water at pH 8 at the HMDE is kinetically hindered because
(1) copper(Il) at pH 8 forms a hydroxide or carbonate or hydroxycarbonate
complex, or (2) hydrogencarbonate and carbonate in the reaction layer im-
pede the reduction, or (3) both occur.

We wish to thank S. Yamamoto and E. P. Cooper for their continuing
support of this effort. We are also indebted to Jacques Buffle for many con-
structive suggestions. Work was funded by the Naval Ocean Systems Center
IR/IED program and by the Office of Naval Research under contract NR
083-301.
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DIFFERENTIAL PULSE POLAROGRAPHIC STUDY OF THE
DEGRADATION OF AMPICILLIN
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SUMMARY

Ampicillin (a-aminobenzylpenicillin) degrades in pH 2.5 buffer at 37°C or 80°C to
form penicillamine and 2-hydroxy-3-phenyl-6-methylpyrazine which can be identified
and measured by differential pulse polarography. The relationships between the peak
potentials and pH are described. The yields of the degradation products are significantly
affected by the presence of molecular oxygen.

Optimum solution conditions for the determination of cephalosporins
were reported previously [1] together with initial results of degradation
studies of cephalothin, cephaloridine and cephalexin which indicated the
potentialities of differential pulse polarography (d.p.p.) for studying such
degradations. In a further study [2] the degradation of cephalexin was studied
in more detail: in particular the large proportion of hydrogen sulphide
evolved in degradations in neutral buffers was determined and the peaks of
several degradation products were identified.

Cephalosporins that do not have the a-aminobenzyl group substituted at
C-7 were shown not to give hydrogen sulphide [2]. In the case of cephalexin
(I) the evolution of hydrogen sulphide is clearly associated with the formation
of the diketopiperazine derivative (II) by intramolecular aminolysis involving
attack by the a-aminobenzyl group on the B-lactam ring of cephalexin.
Degradation of compound II probably via a thiolactone [2] gives hydrogen
sulphide. The sulphur atom in the diketopiperazine derivative is clearly
more labile than that in the degradation products of cephalosporins that do
not undergo the intramolecular aminolysis.

The purpose of the present work was to investigate by means of differen-
tial pulse polarography the degradation of the related a-aminobenzylpenicillin,
ampicillin (IIT), and in particular to ascertain whether intramolecular amino-
lysis and/or the evolution of hydrogen sulphide features largely in its degrad-
ation.
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Equipment, reagents and samples

Measurements were made with a PAR 174 polarographic analyser (Prince-
ton Applied Research Corp.). For d.p.p. operation, a forced drop time of 0.5 s,
a scan rate of 5 mV s7! and a pulse height of 50 mV were used. Three-electrode
operation was employed with a dropping mercury electrode, a platinum
counter electrode and a saturated calomel reference electrode (all potentials
are expressed against this electrode). The water-jacketted polarographic cell
was maintained at 25°C. Solutions for polarography were deoxygenated with
nitrogen which had previously been passed through a vanadium(il) scrubber.
Polarography was carried out in the buffer solutions used for the degradation
studies: aliquots of degraded sample solutions were polarographed directly at
25°C after adequate deoxygenation.

Samples of ampicillin trihydrate (I1I), penicillamine (IV) and 2-hydroxy-3-
phenyl-6-methylpyrazine (V) were kindly provided by Beecham Pharma-
ceuticals Litd., Glaxo Ltd. and Fisons Pharmaceuticals Ltd., respectively.

Methods

Degradation studies were carried out as described previously [2]. Degrada-
tion solutions were contained in a suitable wash container in a water bath at
the required temperature. Nitrogen, presaturated with water, was passed
through the solution throughout the degradation and the evolution of hydro-
gen sulphide was tested for by passing the effluent nitrogen through cadmium
nitrate solution. In studies of the effect of molecular oxygen on the degrad-
ation, nitrogen was replaced by air.

Degradation studies were carried out in 0.5 M phosphate buffer (pH 7.4)
at 37°C, in citrate—phosphate buffer of pH 2.5 (0.1 M in citric acid and
0.2 M in disodium hydrogenphosphate adjusted to pH 2.5) at 37°C, 60°C
and 80°C, and in citrate—phosphate buffer of pH 8.5 at 80°C."
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The amounts of penicillamine and 2-hydroxy-3-phenyl-6-methylpyrazine
formed were determined by comparing the heights of d.p.p. peaks with those
of standards. Polarography was done at the degradation pH except where
otherwise stated.

RESULTS

The initial study was done at the 100 ug ml™! ampicillin level at 37°C in
pH 7.4 phosphate buffer. Ampicillin itself did not give a polarographic wave
in the available potential range (0 to —1.6 V), but after 1 h an anodic wave
at —0.1 V appeared and continued to increase in height with time. Hydrogen
sulphide was not formed during the degradation.

The degradation pattern at pH 2.5 was different. Two major peaks were
obtained: the anodic peak at —0.14 V and the cathodic peak at—0.64 V were
subsequently shown to be due to penicillamine and 2-hydroxy-3-phenyl-6-
methylpyrazine, respectively. The rate of degradation was found to increase
with temperature in the range 37—80°C. Dissolved oxygen significantly
decreased the yield of penicillamine. Typical results and polarograms from
these studies are given in Table 1 and Fig. 1. In addition to the peaks arising

TABLE 1

Data obtained for degradation of ampicillin trihydrate solutions (100 ug ml™'; amount
2.45 x 107° mol) at pH 2.5

Time  Penicillamine 2-Hydroxy-3-phenyl- Peak Peak
(h) 6-methylpyrazine at at
—0.45V —08V
i (1A) Amount i, (uA) Amount i, (uA) i, (uA)
(X 1077 mol) (X 1077 mol)

(i) 37°C in presence of air

4.3 0.0 0.0 0.0 0.0 0.0 0.0
19.5 0.55 1.5 0.55 0.46 0.3 0.02
22.8 0.80 2.7 1.10 0.86 1.3 0.05
45.7 1.90 7.8 3.80 2.8 0.0 0.25
97.1 2.70 11.5 9.55 7.8 0.0 0.75
(ii) 60°C in presence of air

1.2 0.1 0.6 0.05 0.09 — 0.0

6.7 2.9 12.4 5.3 3.91 — 0.25
30.4 2.0 8.2 16.3 13.5 — 1.2

60°C in absence of air

1.2 0.1 0.6 0.05 0.01 — 0.0

6.7 4.4 19.3 5.7 4.2 — 0.1
30.4 13.8 48.3 16.0 13.24 — 0.2
(iii) 80°C in absence of air

0.5 0.45 1.1 0.2 0.2 — 0.0

1.1 3.0 12.8 4.4 3.25 — 0.02

6.3 14.9 52.1 16.3 13.5 — 0.03
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Fig. 1. Polarograms of an ampicillin solution (100 ug ml™!) after degradation at pH 2.5
for 3.5 h at 80°C. (a) D.c. polarogram, natural drop time, scan rate 1 mV s !, low pass
filter 3, (b) D.p. polarogram, drop time 0.5 s, scan rate 5 mV s™!, modulation amplitude
50 mV.

from penicillamine and 2-hydroxy-3-phenyl-6-methylpyrazine, an unidentified
peak at —0.8 V (pH 2.5) was observed in all degradation solutions at a later
stage. In the presence of molecular oxygen, a further transient peak appeared
at —0.45 V (pH 2.5), the compound responsible for this peak apparently
degrading rapidly itself. The peak at —0.8 V was much larger in the presence
of oxygen.

Degradation of ampicillin at pH 8.5 again followed a different pattern.
The anodic peak first formed at —0.16 V decreased in height as a broad
cathodic peak appeared at —1.16 V. The anodic peak is thought to be due
to a thiol compound formed from the opening of the thiazolidine ring and
the peak at —1.16 V to a carbonyl compound formed as this thiol is hydro-
lysed.

The polarographic behaviour of penicillamine was investigated with a pure
sample. The anodic polarographic wave was shown by mercury height and
temperature studies to be diffusion-controlled; a rectilinear calibration plot
was obtained in citrate—phosphate buffer of pH 2.5 over the range 0.1—5.0
X 107¢ M. The peak potential varied rectilinearly over the pH range 2—8
(E,(V) = —0.030—0.059 pH). The peak current varied with pH, a plot of
peak current against pH showing maximum values at pH 3 and 10 (4.7 and
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3.8 uA, respectively) with a minimum value (3.2 pA) at pH 7. The peak at
—0.45 V formed in the degradation of ampicillin at pH 2.5 was shown not
to be formed by degradation of penicillamine. The degradation of penicil-
lamine in the presence of molecular oxygen at pH 2.5 is illustrated by the
polarograms in Fig. 2: the broad peak which appears at —1.0 V is probably
due to a carbonyl compound.

The polarographic behaviour of 2-hydroxy-3-phenyl-6-methylpyrazine
was also studied with a pure sample. The cathodic polarographic wave was
shown to be diffusion-controlled (mercury height and temperature studies):
a rectilinear calibration plot was obtained in pH 2.5 citrate—phosphate buffer
over the range 0.1—1.2 X 10™® M. The peak potential varied rectilinearly
over the pH range 2—9 (E, (V) = —0.49—0.067 pH). The peak current is
highly dependent on pH, having a maximum value at pH 3 and becoming
almost zero at pH 11.

DISCUSSION

The first study of the kinetics and mechanism of the degradation of
ampicillin in solution appears to be that of Hou and Poole [3] who used the
iodimetric method to monitor the intact ampicillin and u.v. absorption
spectrophotometry to identify products. They stated that the amino side-
chain group in ampicillin plays a significant role in the rate but not on the
mechanism of the reaction. Subsequently, however, Indelicato et al. [4],
Cohen et al. [5] and Bundgaard [6] isolated diketopiperazine products from
the degradation solutions of a-aminobenzylcephalosporins: these are formed

(i)
(ii)
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- 5.0 uA
§ (iii) _L
3
(iii)
(ii)
| - (i) =
0 -0.8
Potential (V)

Fig. 2. Polarograms showing the degradation pattern for a penicillamine solution (100 ug
ml™?) at pH 2.5 and 60°C in the presence of air. Time: (i) 0, (ii) 3.0 h., (iii) 18.5 h.
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by intramolecular aminolysis of the g-lactam ring and directly involve the
a-amino group.

Barbhaiya et al. [7] isolated a fluorescent alkaline degradation product
formed from several a-aminobenzylcephalosporins, including cephalexin and
cephradine, and also from ampicillin; in all cases the product was shown by
unambiguous synthesis to be 2-hydroxy-3-phenyl-6-methylpyrazine. This
reaction also illustrates the possibility of intramolecular aminolysis in the
case of ampicillin. The present authors {2] studied the d.p.p. of 2-hydroxy-
3-phenyl-6-methylpyrazine and showed that it is formed in high yield in
the degradation of cephalexin solutions at pH 8.5. Formation of this com-
pound was observed only in acidic solutions of ampicillin,

In the present study, two major products, 2-hydroxy-3-phenyl-6-methyl-
pyrazine and penicillamine, were observed at pH 2.5. The yields of the two
compounds obtained at 80°C after 30 h in the absence of oxygen were 5%
and 20%, respectively. Other non-reducible products must also be formed,
including various polymeric species containing up to nine ampicillin units
[8,9].

Compound II is the initial product observed in the degradation of
cephalexin. The analogous compound which might be expected to be formed
from ampicillin was not observed: this compound would be expected to give
a d.p. peak near —0.9 V at pH 7 as does compound II. Indelicato et al. [4]
were unable to obtain this compound from ampicillin trichloroethyl ester
under the same conditions in which they obtained compound II. Instead, in
the degradation of ampicillin, penicillamine and 2-hydroxy-3-phenyl-6-
methylpyrazine are formed in a ratio of approximately 4:1. If it is assumed
that the penicillamine is formed by simple hydrolysis from the ampicillin
molecule, the formation of 2-hydroxy-3-phenyl-6-methylpyrazine involves
a reduction process. This presumably means that the fragment of the ampi-
cillin molecule left when the penicillamine is formed undergoes a dispropor-
tionation reaction in forming the 2-hydroxy-3-phenyl-6-methylpyrazine.
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SUMMARY

The use of the pulse rise-time method for position determination in a position-sensitive
proportional detector and the influence of crystal dispersion on the performance of a
Seemann spectrometer are discussed. The advantages and disadvantages are compared
with those of other x-ray fluorescence analysis spectrometers.

Earlier work on the Seeman spectrometer combined with a position-
sensitive proportional detector (PSPD) showed that the asymmetric peak
shapes obtained were due to the associated electronics [1, 2]. In the present
work these asymmetries have been eliminated by using a different electronic
pulse analysis system. The peak/background ratio has been further improved
by means of selected diffraction crystals. Some minor modifications have
been introduced into the geometry previously described.

INSTRUMENTATION

Electronics

In both previous publications [1, 2], the point of impact on the anode
wire in the PSPD was determined by means of the charge division technique,
i.e., by measuring the quantity of charge flowing to the left and right sides
of the PSPD. This technique has been abandoned and the position of a
pulse is now measured by means of the rise-time method [3] (see Fig. 1).
The rise-time of the output pulse of the preamplifier (Ortec-127) will be
shorter the closer is the point of impact on the anode wire to that particu-
lar preamplifier (Fig. 1a). Both preamplifier signals are processed in the main
amplifiers (Ortec-472 A) in order to give a doubly-differentiated pulse.

A steep rise time after the preamplifier is translated into an early cross-
over time (f;) (see Fig. 1b), while the other pulse (with a slower rise time)
will have a longer cross-over time (tg). At these cross-over times, a pulse is
generated by means of the timing single-channel analyzers (Ortec-455).
Both pulses are fed into the time-to-pulse height converter (TPHC; Ortec-
467).

The electronic section associated with the right-hand side of the PSPD is
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STOP CHANNEL START CHANNEL

Fig. 1(a) block diagram of the electronics; (b) pulse shapes at different stages; (c) time
difference between start and stop pulse as a function of point of incidence on the PSPD.
The numbers refer to Ortec type numbers; ND100 is a Nuclear Data multi-channel
analyzer; PW means Philips.

arbitrarily designated as the start channel while the other side is labelled
the stop channel. Upon arrival of a pulse from the start channel, the time-
to-pulse height converter generates a voltage whose magnitude increases
until a pulse from the stop channel is received. A photon arriving exactly
at the centre m of the detector (Fig. 1c) results in a time difference A ¢=0,
while a photon arriving at 1 triggers the stop channel earlier than the start
channel, resulting in a negative time difference. In order to avoid these
negative times the stop channel is delayed by, say, 200 ns, the effect of which
is a parallel upward shift of the line in Fig. 1c. This shift does not influence
in any way the generated voltage in the TPHC since only time differences
are being considered.

A drawback of this electronic method is its insensitivity to pulse-height
variations. In other words, two collimated beams of, for example, 20 and
4 keV will both produce the same peak in the spectrum when incident at
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the same position in front of the PSPD. It is nevertheless possible to use
some kind of energy discrimination as follows. The output pulses from both
preamplifiers are added in a sum amplifier (Ortec 433 A) and amplified.
The amplified pulse, whose height is a measure of the incident energy,
is then passed through a single-channel analyzer. The lower and upper
levels are set in such a way that they encompass the desired energy range in
which the detector is used. The coincidence circuit in the TPHC is used to
reject all pulses lying outside this range. In the present experiments the
lower and upper levels were set at 4 and 14 keV. This is a rather wide energy
band compared to those used in pulse-height analysis but it must be remem-
bered that the element identification is made through the position of a line,
not its energy.

Detector

The detector is made of brass; the internal dimensions are 20 X 4 X 4 cm.
The anode wire (quartz coated with pyrolytic graphite, 25 um diam.) is
glued to the connector plugs with Leit-C cement (colloidal carbon in an
organic solvent; Neubauer Chemikalien, D-4400, Minster, W. Germany).
Both preamplifiers are attached directly to the connector plugs, outside the
detector. The window height is 2 cm and the window material is aluminized
mylar (thickness 6 um).

In the earlier experiments, a mixture of Ar : CH, (90 : 10) was employed.
This resulted in deterioration of the wire and detector characteristics. Seen
under the microscope, the carbon layer appeared to be pockmarked. In all
further experiments Ar: CO, (90:10) was employed, which yielded no
visible deterioration of the carbon layer.

The detector was operated in the flow mode with a slight-overpressure of
10 mbar. A constant pressure regulator was included in the gas circuit.

The total peak area was determined by means of a program analogous
to that described by Verheijke [4]. In this program the limits of peak
integration (on the left and right of the peak) are set at the point where the
peak becomes indistinguishable from the background.

The resolution of the detector was measured with a collimated **Fe source
in the central portion of the detector. The results (Table 1) are the average
of three measurements.

For x-ray fluorescence measurements only the central part over a distance
of 60 mm was employed. The overall linearity of the whole detection system
was measured by moving the collimated *°Fe source (0.3 mm width) on a
micrometer support in front of the detector. The results are given in Table 2.
The deviation represents the difference between the experimental points
and the line calculated by least squares. The data indicate the excellent
resistance uniformity of the SiO,(C) wire and the stability of the pulse
processing system.

The slope of the plot of channel number vs. distance (in mm) for this
experiment was 8.782 + 0.012 channel mm™ (* one standard deviation).
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TABLE 1

Full-width at half maximum (FWHM) and peak/background ratio(P/BG) for collimated
**Fe source

Collimated source width® (mm)  P/BGP +1s°® FWHM : 1s® (mm)
0.1 60.5 + 2.5 0.39+ 0.01
0.2 65.9 + 4.6 0.46 + 0.08
0.3 67.8 + 0.6 0.50 + 0.03

2Length of collimated beam, 30 mm; height, 10 mm.
bPThe count rate was low, around 160 s™.

¢Uncertainty is one standard deviation.
TABLE 2

Overall linearity of PSPD and electronics

Source position Deviation Source position Deviation Source position Deviation

(mm) (%) (mm) (%) (mm) (%)
5 —2.2 25 ~0.3 45 0
10 +0.9 30 —0.1 50 —0.1
15 +0.3 35 +0.4 55 0
20 0 40 —0.1

The value changed little from one day to another; the standard deviation
measured over a period of several months was 0.03.

Excitation conditions

In all experiments the excitation conditions were: tungsten tube, 20 kV,
5 mA; 100 ym aluminium on x-ray tube window; distance from slit to PSPD,
235 mm; thick copper sample; K, line measured in central part of detector;
counting time, 1000 s; total count rate incident upon detector, 500 s™'.

Geometry

The same geometry G-3 as described earlier [ 2] was used with only minor
changes (Fig. 2a, b). One of the modifications tried was the introduction of
a small collimator between sample and slit. The first type (Fig. 2c) consisted
of horizontal foils, spaced 2 mm apart, and placed as shown in Fig. 2a
(i.e. the foils are parallel to the plane of the drawing). The P/BG ratio
improved by 5—10% while the count rates for Cu K, radiation and back-
ground decreased. A wedge-shaped collimator (Fig. 2d) was also tried. It
yielded a somewhat greater improvement than the horizontal foil, the
advantage being that there was no reduction in diffracted intensity.

The replacement of the air path between the slit and the PSPD by vacuum
or a helium atmosphere gave no improvement in the P/BG ratio.

In the selection of a gap width, it is necessary to take into consideration
the following points. For a given gap width, g, the diameter of the diffracted
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Fig. 2(a, b) Geometry of assembly; (c¢) spaced-foil collimator; (d) wedge collimator.

beam increases for decreasing diffraction angle 6. Based on purely geometric
considerations, omitting mosaic spread of the crystal and penetration of the
incident beam into the crystal, it is easy to deduce that for 5° < 6 < 50°,
the fractional increase is given by D/g = 2 cos 8, where D is the width of the
diffracted beam. The value of this ratio is plotted in Fig. 3. It can be seen
that small diffraction angles yield broadened beams in the PSPD. The gap
width also determines the width, w, of the crystal necessary to intercept the
incident beam of characteristic radiation. Again, on a geometrical basis
this total width, w, is given by w = 2g/tan @, and is shown in Fig. 4. Measure-
ments with LiF crystals having widths of 5, 3 and 1 mm (gap width 0.1 mm,
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Fig. 3. Variation in diffracted beam width as a function of diffraction angle.

Fig. 4. Minimum crystal width as a function of slit width and angle of diffraction.
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tan 6/g = 0.24) indicated, as expected, no change in diffracted intensity.
For the 1-mm crystal, however, the background was considerably higher;
this is probably due to increased scatter from the surrounding aluminium
holder.

INVESTIGATION OF DIFFERENT CRYSTALS

It has already been mentioned that the Seemann geometry “‘sees’ only a
fraction of the total sample area [1, 2]. It is thus necessary to maximize
the reflected intensity and resolution and to minimize the background.
The following crystals were tested: topaz 303 (2d = 2.712 A), GaAs 220
(2d = 3.9974 A), four specimens of LiF 200 (2d = 4.028 A), GaAs 111
(2d = 6.5278 A), quartz 1011 (2d = 6.687 A). The width of all crystals
was bmm and the height 20 mm, except for the gallium arsenide crys-
tals which were 16 mm high. The slit width in all measurements was 0.2 mm.
Table 3 summarizes the Cu K, peak and background intensities, P/BG
ratio and full width at half maximum (FWHM).

Topaz and GaAs 220 can be ruled out immediately by their low reflected
intensities and unfavourable P/BG ratios. LiF 200 shows a large variation
in reflected intensity depending strongly on the surface treatment of the
crystal. The first lithium fluoride crystal was not further used as its rocking
curve for Cu K, radiation, as measured with a double crystal spectrometer,
was very broad.

The other three lithium fluoride crystals had been given various surface
treatments. Although no details were given by the manufacturer, it appeared
that the amount of surface treatment decreased from LiF/1 up to LiF/3.
The rocking curve for LiF/3 had a FWHM of 50 s. Quartz yielded fairly good
results, albeit with a lower resolution and a somewhat lower reflected
Cu K, intensity than lithium fluoride. GaAs 111 gave extremely good resolu-
tion (the rocking curve had a FWHM of 10 s), a good P/BG ratio and an
acceptable intensity of reflected Cu K, radiation.

TABLE 3

Peak characteristics for different crystals

Crystal Peak BG P/BG FWHM
(s) (s™) (mm)
Topaz 14.8 4.4 3.4 0.84
GaAs 220 34.4 2.7 12.5 0.70
LiF 200 637.7 45.1 14.1 0.77
LiF/1 462.8 23.3 19.8 0.87
LiF/2 235.0 9.2 25.5 0.81
LiF/3 158.5 7.2 22.1 0.65
GaAs 111 162.2 4.6 35.5 0.58

quartz 131.6 5.7 23.0 0.68
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From the data in Table 3, it follows that LiF/3 (with the least surface
treatment) and GaAs 111 yield comparable values of reflected intensities
and FWHM. The P/BG ratio is better for GaAs 111. The angle of diffraction
for a given element, however, is smaller than for LiF; this is a small dis-
advantage.

Improving the quality of the crystal hardly seems feasible, and any improve-
ment in the P/BG ratio would have to come either from a reduction of the
background or from an increase inthe diffracted intensity.In 1937, Fankuchen
proposed [5] the interesting possibility of using a crystal with a surface at
a slight angle 7 to the diffracting planes. It can easily be shown that the
width of the diffracted beam is reduced by a value f (compared to the
incident beam width) given by f = sin(6 + 7)/sin(6 — 7) (see Fig. 5). This
reduction is not constant for all diffracted wavelengths, as is shown in Fig. 5,
where f vs.0. is plotted. Physically it means that a larger width (i) from the
sample is analysed (and compressed) into a smaller width (o) after diffrac-
tion. Measurements with the LiF 200 crystal showed that the use of such a
crystal (1 = 10°) gave an increase in diffracted intensity. This treatment
caused quite considerable deterioration of the crystal surface since the
FWHM increased. It is not impossible, however, that better surface treatment
could improve the results. Furthermore, because of the various components
of background radiation, it is not easy to predict the influence of this
“concentration” on the diffracted background intensity.

| A eV) Si {Li}
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OBrAGG
Fig. 5. Principle of Fankuchen crystal and increase of analysed surface as a function of
diffraction angle (7 = 10°).

Fig. 6. FWHM (in eV) for Si(Li), Seemann and wavelength-dispersive spectrometers. For
conversion of FWHM (mm) of PSPD into FWHM (eV) see [2].
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In view of the results obtained with quartz, LiF/8 and GaAs 111, these
crystals were examined in more detail.

Lithium fluoride, gallium arsenide and quartz crystals

Two series of measurements were made. In the first the slit width was
varied and a copper sample was used. The results are given in Table 4. In
the second series the slit width was fixed at 0.2 mm and various elements
(thick samples) were measured. Since a linear PSPD was used, these measure-
ments required repositioning of the detector for each element. The results
of these measurements are summarized in Table 5. In both sets of measure-
ments the wedge-shaped collimator was in place.

The results show that the peak and background count rates and the
FWHM increase continually with increasing slit widths. However, beyond a
slit width of 0.2 mm, the background increases faster; this is reflected in
the P/BG ratio, which tends to decrease. The slit width, therefore, was
fixed at 0.2 mm for the measurements with different elements.

The increase followed by a decrease of the peak count rate in going from
chromium to germanium is simply due to the 20-keV excitation condition.
Unfortunately, on average, the FWHM increases from chromium to germanium
according to D/g = 2 cos 0. There is no simple explanation for the apparent
random variation of the FWHM: the standard deviation of these measure-
ments was 0.02 mm.

TABLE 4

Peak characteristics with varying slit width?

Slit width (mm)

0 0.1 0.2 0.3 0.4
Lithium fluoride
P(s) 84.3 199.5 2414 349.9 503.2
BG (s7) 3.6 7.3 9.1 13.8 19.3
P/BG 23.6 27.2 26.5 25.4 26.0
FWHM (mm) 0.60 0.62 0.71 0.84 0.94
Gallium arsenide
P(s") 23.3 97.0 162.2 230.7 283.1
BG (s71) 0.8 2.9 4.6 6.8 8.6
P/BG 28.4 33.7 35.56 34.1 32.8
FWHM (mm) 0.45 0.49 0.58 0.76 0.88
Quartz
P(s) 27.0 205.1 391.9 581.8 719.0
BG (s") 1.3 9.2 17.5 27.5 34.2
P/BG 21.6 22.4 22.4 21.2 21.0
FWHM (mm) 0.61 0.62 0.66 0.76 0.83

ap = count rate of Cu K, line; BG = background count rate under the Cu K, line.
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TABLE 5

Peak characteristics with fixed slit width for different elements?

Cr Fe Ni Cu Zn Ge
Lithium fluoride
P (s?) 8.5 52.4 290.7 202.3 304.2 211.6
BG (s7) 0.8 2.6 11.1 8.1 12.0 13.8
P/BG 11.3 20.0 26.2 24.9 25.4 15.3
FWHM (mm) 0.64 0.67 0.84 0.69 0.86 0.81
Gallium arsenide
P(s™) 14.1 66.9 141.1 117.0 93.7 42.2
BG (s") 1.1 2.5 3.8 3.0 3.3 4.7
P/BG 13.3 26.7 37.7 38.4 28.6 9.0
FWHM (mm) 0.55 0.56 0.66 0.54 0.68 0.68
Quartz
P(s™) 40.1 169.0 257.8 205.1 198.8 102.9
BG (s71) 2.5 8.4 11.7 9.2 10.5 6.8
P/BG 16.1 20.2 22.1 22.4 18.9 15.2
FWHM (mm) 0.51 0.50 0.80 0.62 0.58 0.67

3P and BG as in Table 4.

The best P/BG ratios and the lowest FWHM are obtained with gallium
arsenide. Unfortunately, the count rate is lower than with lithium fluoride
or quartz. Since gallium arsenide and quartz have virtually the same 2d
value, the former is to be preferred because of its better P/BG and FWHM
values. To make a definite choice between lithium fluoride and gallium
arsenide is not easy and will probably have to await an overall comparison
with a curved detector.

COMPARISON WITH OTHER X-RAY FLUORESCENCE SYSTEMS

For general purposes, the Seemann spectrometer equipped with a PSPD
will never be able to compete with the classical wavelength-dispersive spectro-
meter owing to the inherent fact that only a fraction of the irradiated
surface is analysed. The wavelength-dispersive spectrometer has a very high
P/BG ratio; for example, at 20 keV copper had a P/BG value of 500 with a
LiF 200 crystal and a 160-um spaced collimator. In an energy-dispersive
spectrometer, the P/BG was 60 (also measured at 20 keV, with tungsten
as the secondary fluorescer) as against 35 in the Seemann spectrometer
(GaAs crystal). It is quite possible that further developments may improve
this situation.

The main advantage of the Seemann spectrometer, however, lies in its very

. good resolution. This can be seen in Fig. 6, where the resolution (in eV)
is given for the three types of spectrometer for iron, nickel, copper and
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zinc. Furthermore the Seemann spectrometer equipped with a PSPD does
not require any moving parts or liquid nitrogen cooling.

To measure simultaneously over a wide range of energies, a curved detector
is necessary because the incident characteristic radiation must be perpen-
dicular to the anode wire [2] (see also Fig. 2b).

No curved detector with a Si0O,(C) anode has yet been built. It is quite
likely that technical problems in accurately suspending such a thin wire
will not be easy to solve. A much more elegant solution would be to use a
multi-wire detector with the single anode replaced by a set of parallel wires,
i.e., the set of wires is perpendicular to the plane of Fig. 2(a, b) and thus
parallel to the slit. Such a detector would allow an enormous increase in
count rate, something which is not feasible with the slow electronics at
present in use. However, this is not the only possible solution. Progress
being made in position-sensitive detectors of all kinds (as developed in high-
energy physics) will doubtless allow other approaches [6]. Recently [6],
a simple single-wire PSPD has been described, where the anode is held in
place by a magnetic field. The position determination is somewhat different
from that described above, but allows a higher count rate.
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BIOTIN-BESTIMMUNG IN LEBERGEWEBE NACH DEM PRINZIP DER
ISOTOPEN-VERDUNNUNGSANALYSE

R. RETTENMAIER

Abteilung fiir Vitamin- und Ernahrungsforschung, F. Hoffmann-La Roche & Co. AG,
Basel (Schweiz)

(Eingegangen am 9. Juli 1979)

SUMMARY

Radioligand assay for biotin in liver tissues

A radioligand assay for biotin in liver tissue is described. *H-biotin is used as tracer
and avidin as binder. The biotin-loaded avidin is separated from free biotin on dextran-
coated charcoal, which leaves the avidin—biotin complex in the supernatant liquid. Thus,
the avidin—biotin complex can easily be utilized for determination of the radioactivity.
Calibration with known additions of biotin in the range 0.25—8.0 ng per assay sample
yields a linear logit-log plot. The biotin is extracted from liver tissues by enzymatic pro-
teolysis with papain. This treatment is optimized to liberate the bound forms of the
vitamin. Microbiological parallel assays with Lactobacillus plantarum were in good agree-
ment with the radioligand assay giving a regression coefficient of 0.974 (n = 44). The coef-
ficient of variation was found to be 4.2% in the range 500-—1200 ng of biotin per g of liver
tissue (n = 46). The method is simple and reliable and allows the simultaneous analysis of
a considerable number of samples.

ZUSAMMENFASSUNG

In der beschriebenen Methode werden *H-Biotin als Tracer und Avidin als Binder ver-
wendet. Das im Probenmaterial gebunden vorliegende Biotin wird enzymatisch mit Papain
freigesetzt. Die Methode, deren Anwendungsbereich sich auf Lebern beschrinkt, ist ein-
fach und zuverlidssig und ermoglicht einen erheblichen Probendurchsatz.

Die gebriauchlichsten Biotin-Bestimmungsmethoden sind mikrobiologischer
Art [1--5]. In den letzten Jahren wurden jedoch verschiedene Analysen-
methoden fiir Biotin beschrieben, die von der Bindung an Avidin Gebrauch
machen [6-9]. Die hier beschriebene Methode zur Biotin-Bestimmung in
Lebern beruht auf dem Prinzip der Isotopen-Verdiinnungsanalyse unter Aus-
niitzung der starken Bindung von Biotin an Avidin (K4 = 107!° bei pH 7 [10]).

Fiir diese Biotin-Bestimmung in Lebern muss ebenso wie fiir die mikro-
biologische Bestimmung eine Freisetzung des Biotins, das im Gewebe haupt-
sdchlich gebunden vorliegt [11, 12], erfolgen. Ein Saureaufschluss mit
1M [5, 8] bzw. 4 M [6] Schwefelsdure im Autoklaven ist unbefriedigend,
da keine Reproduzierbarkeit erreicht wird. Dies wurde von unserem mikro-
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biologischen Labor bestédtigt. Eine mdgliche Exrklarung hierfiir wire, dass zwar
Biotin bei pH 4—9 im Kochprozess stabil ist, doch durch starke Sduren und
Laugen zerstort wird {3, 12]. Eine proteolytische Hydrolyse kann bei Leber-
gewebe mit Papain erreicht werden [12], doch muss eine optimale Papain-
menge in bezug zur Lebermenge gefunden werden. Baker und Frank [12]
schlagen 100 mg Papain fiir 56 mg Leberlyophilisat vor. In einer zusammen
mit unserem mikrobiologischen Labor durchgefiihrten Versuchsreihe wurde
festgestellt, dass eine Proteolyse mit 50 mg Papain pro 1 g Frischleber eine
optimale Biotin-Freisetzung gewéhrleistet.

Soll nun mittels Radiobiotin und Avidin das Biotin in der Probe ermittelt
werden, so ist das an Avidin gebundene Biotin von dem nicht gebundenen
abzutrennen.

Vorbehandeltes Bentonit, das grosse Molekiile wie den Avidin—Biotin-
Komplex adsorbiert [6, 7], ist hierfiir verwendbar. Die erzielten Werte variieren
jedoch sehr stark. Eine Proteinfillung mit Zinksulfat—Natronlauge [8] ist
pH-abhingig. Auch hier konnte keine zufriedenstellende Reproduzierbarkeit
in Serien erreicht werden.

Daraufhin wurde versucht, in Anlehnung an gewisse Radioimmunoassays,
die Abtrennung des freien Biotins vom Avidin—Biotin-Komplex mit Dextran-
beschichteter Aktivkohle zu erreichen. Vorteilhaft ist hier, dass die so behan-
delte Kohle nur kleine Molekiile adsorbiert. Der Avidin—Biotin-Komplex
bleibt somit im Ueberstand, welcher direkt zur Radioaktivitdtsmessung im
Fliissigkeitsszintillationszdhler verwendet werden kann. Die erzielten Resultate
sind gut.

EXPERIMENTELLES

Reagenzien

Zur Herstellung wissriger Losungen wurde generell doppelt destilliertes
Wasser verwendet.

Avidinlésungen. Avidin (Serva;ca. 12 Einheiten mg™!). Fiir die StammIdsung
wird 1 mg Avidin mit 12 Einheiten in 100 ml NaCl (0,9% G/V) gelost. Dies
entspricht 0,12 Einheiten ml™ (bei 4°C lichtgeschiitzt aufbewahrt, ist diese
Losung 2 Wochen haltbar). Die Arbeitsverdiinnung von 0,024 Einheiten ml™
wird vor Gebrauch frisch hergestellt, indem 5 ml der Stamml&sung auf 25 m!
mit NaCl (0,9% G/V) verdiinnt werden.

Biotinlésungen. Zur Herstellung der Stammlosung wird 1 mg *H-Biotin mit
einer spezifischen Aktivitdt von 13,4 mCi mg™' in 0,5 ml 1%iger Ammoniak-
16sung vorgelost und das Volumen mit NaCl (0,9% G/V) und 0,2 ml 1 M HCI
auf 100 ml ergiinzt. Dies entspricht einer Konzentration von 10 ug *H-Biotin
ml™!. Davon wird eine Arbeitsverdiinnung von 3,9 ng ml™! hergestellt, indem
man (a) 3,9 ml der Stammlosung auf 100 ml mit NaCl (0,9% G/V) und (b) 1
ml von Losung (a) auf 100 ml mit NaCl (0,9% G/V) verdiinnt.

Fiir die Stammlosung von d(+)-Biotin werden 10 mg d(+)-Biotin reinst in
1 ml 1%iger Ammoniakldsung vorgeldst und das Volumen mit NaCl (0,9% G/V)
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HCI und 0,4 ml 1 M HCI auf 100 ml gebracht. Diese Losung enthilt 100 ug
d(+)-Biotin ml™. Davon werden die Arbeitsverdiinnungen (a) von 2,5 ng ml™
und (b) von 20 ng ml™! durch eine Verdiinnungsreihe mit NaCl (0,9% G/V)
hergestellt.

Dextran-beschichtete Aktivkohle. Gelatine (600 mg; Rousselot A.2.P.
Bloom 200) werden in 65 ml Wasser durch leichtes Erwirmen gelost; 300 mg
Dextran T70 [M,, (light scattering) 70 000; Pharmacia} zu der wieder teilweise
abgekiihlten Gelatinelosung gegeben und gut gemischt, 6 g Aktivkohle (p.a.,
Merck) unter Riihren zugegeben und das Volumen auf 100 ml mit Wasser
erganzt. Wahrend 1 Std wird die Suspension geriihrt. Die Dextran-beschichtete
Aktivkohle-Suspension ist 1 Tag vor dem ersten Gebrauch herzustellen. Bei
4°C aufbewahrt, kann sie einen Monat verwendet werden.

Enzymatische Freisetzung des Biotins im Lebergewebe

Frisches oder bis zum Zeitpunkt der Analyse bei —20°C gelagertes und
schonend aufgetautes Lebergewebe oder eine grossere Stichprobe aus einer
ganzen Leber wird mittels eines Homogenisators zu einem Brei verarbeitet.
Zu 1 g homogenem Probenmaterial in einem 20-ml Messkolben werden 10 ml
Papainlésung (0,5% G/V) in Citratpuffer pH 5,9 (440 ml1 0,01 M Citronensaure
+ 560 ml 0,021 M Dinatriumhydrogenphosphat) pipettiert und sorgfiltig
gemischt. Nach Zugabe einiger Tropfen fliichtigen Konservierungsmittels
(1 + 1 + 2) Aethylenchlorid—Chlorobenzol—Chlorbutan) werden die ver-
schiossenen Proben wihrend 18 Std bei 37°C inkubiert. Danach ist das Enzym
durch Autoklavieren wihrend 10 Min bei 118°C und 1 atm zu desaktivieren.
Nach Abkiihlen wird das Volumen auf 20 ml mit Wasser ergéinzt und durch
Faltenfilter (Nr. 597 1/2, Schleicher und Schiill) filtriert.

Zur Ermittlung der Eichkurve wird eine Papain-Aufschlusslosung verwen-
det. Hierfiir wird das Lebergewebe durch Puffer ersetzt.

Fiir Leberproben mit einem Biotingehalt zwischen100 und 800 ng Biotin g™
Leber wird das Filtrat direkt fiir die Isotopen-Verdiinnungsanalyse verwendet.
Werden héhere Biotinwerte erwartet, so muss das Filtrat 1 + 1 mit NaCl-
Losung (0,9% G/V) verdiinnt werden.

Avidin-Bindungsreaktion und Radioaktivititsmessung

Die Reaktion ist in Plastikréhrchen (11 mm Durchmesser und 50 mm
Hohe) nach dem Pipettierschema (dargestellt in Tabelle 1) unter Beachtung
der angegebenen Reihenfolge und Wartezeiten durchzufiihren. Das verwendete
3H-Biotin mussim geringen Ueberschuss zu dem verwendeten Avidin sein. Die
Dextran-beschichtete Aktivkohle ist durch Riihren im Eisbad in Suspension
zu halten. Unmittelbar nach Zugabe der Kohlensuspension werden die Proben
wihrend 10 Sek auf dem Vortex gut durchgemischt. Anschliessend sind die
Proben wihrend 10 Min auf dem Minishaker zu schiitteln, um die Kohle in
Suspension zu halten. Zur Abtrennung der Kohle zentrifugiert man sodann
bei 4°C und 2000 G. Vom Ueberstand wird 1 ml in 10 m] Ria Luma Szin-
tillator (Fakola AG) gegeben und die Radioaktivitit wahrend 10 Min im
Fliissigkeitsszintillationszidhler gemessen.
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TABELLE 1

Pipettierschema fiir die Biotin-Isotopen-Verdiinnungsanalyse?

(TC = Total Counts; NSB = Unspezifische Bindung (nonspecific binding); MB = Maximale
Bindung; E,_, = Eichpunkte; L, L,...L, = Leberextrakt 1, 2...n, L, Rec. = Wieder-
gewinnung bekannten Zusatzes)

Probe In d(+)-Biotin NaCl Papain- Leber- Avidin
n-facher 1 Verd o 0,9% 10sung extrakt 0,024 E ml™!
Ausfihrung ~ * O W) ) (1) (1))

TC 3 — — 650 100 - 100

NSBEl 1 100 a 0,25 400 100 — —

NSBL1 1 — —_ 500 — 100 —

NSBLn 1 — - 500 — 100 —

MB 3 — — 400 100 — 100

E, 2 100 a 0,25 300 —

E, 2 200 0,50 200 —

E, 2 400 1,00 — —

E, 2 100 b 2,00 300 —

E, 2 200 4,00 200 -

E, 2 300 6,00 100 —

E, 2 400 8,00 — —

L, 2 — — 400 - 100

L, Rec. 2 100 b 2,00 300 — 100 1

#Vor der Avidinzugabe gibt man zu allen Proben 650 ul der > H-Biotinldsung (3,9 ngmi™" ).
Nach Zugabe des Avidins und kurzem mischen auf dem Vortex lisst man die Proben 20
Min bei Zimmertemperatur auf dem Minishaker bei mittlerer Schiittelfrequenz reagieren.
Danach gibt man zu allen Proben, ausser den TC-Proben, 250 ul Dextran-beschichtete
Aktivkohle und mischt dieselben 10 Sek auf dem Vortex. Nach einer 10-Min Mischperiode
auf dem Minishaker werden die Proben 10 Min bei 2000 G und 4°C zentrifugiert. 1 ml des
Ueberstandes wird in 10 m! Ria Luma Szintillator gegeben.

Berechnung

Die Auswertung kann iiber den cpm-Wert der Doppelbestimmung erfolgen,
da das ‘“‘sample channels ratio’” (SCR) im allgemeinen konstant ausfillt. Von
jeder gemessenen Zihlrate wird die durchschnittliche unspezifische Bindung
(NSB) abgezogen; diese wird an drei Proben ohne Avidin-Zusatz ermittelt:
Unspezifische Bindung der Eichprobe 1 (NSBg ), unspezifische Bindung der
Leberprobe 1 (NSBy, ), unspezifische Bindung der Leberprobe n (NSB, ).

Die Bestimmung der maximalen Bindefdhigkeit (MB) erfolgt dreifach. Die
ermittelten cpm-Werte ergeben nach Abzug der NSB die Zihlrate B,, die in
Prozent der Gesamtaktivitat (TC) ausgedriickt zwischen 80 und 50% liegen
sollte.

Die Eichung erfolgt iiber die bekannten Biotin-Zusidtze E,—E,, welche im
Doppel angesetzt sind. Thre fiir NSB korrigierten Zihlraten B werden in Pro-
zent der MB ausgedriickt: B/B, X 100. Diese Werte liefern im Logit-log-Dia-
gramm eingetragen eine Eichgerade (Ordinate = Logit B/B,, Abszisse = log
Biotinmenge per Probe [13]). Von den unbekannten Proben wird nach Abzug
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der NSB die prozentuale Bindung im Verhéltnis zur MB (Zihlrate B,) errech-
net und der Biotingehalt der Probe von der Logit-log Eichgeraden abgelesen.
Ueber die Verdiinnung der Aufschlusslosung und die eingesetzte Lebermenge
errechnet man den Biotingehalt pro g Leber.

RESULTATE UND DISKUSSION

Bekannte Mengen Biotin werden zu einigen Leber-Aufschlussproben
zupipettiert. Die angereicherten Proben werden wie unbekannte Proben
gemessen. Eine Wiedergewinnungsrate um 100% lasst auf Abwesenheit von
Storfaktoren im Leberextrakt schliessen.

Nach dem von Dorffel {14] beschriebenen Verfahren fiir Mehrfachbestim-
mungen wurde die Standardabweichung ermittelt. Sie ergab im Bereich von
500—1200 ng g! bei 14 Leberproben und 46 Bestimmungen ein s = 42,90
und ein s, = 4,17.

Der Vorteil der beschriebenen Biotin-Analysenmethode liegt in der Moglich-
keit der direkten Radioaktivitdtsmessung des an Avidin gebundenen Biotins
im Ueberstand, da der Biotin—Avidin-Komplex nicht von der behandelten
Kohle adsorbiert wird. Geringfiigige Verunreinigungen des Radiobiotins storen
die Analyse nicht. Auch die absolute Bindefdhigkeit des Avidins muss nicht
ermittelt werden, da die *H-Biotin-Konzentration und die Avidin-Konzentra-
tion nicht in die Auswertung miteinbezogen werden.

Sehr wichtig ist dagegen, dass eine gute Reproduzierbarkeit aller Pipettie-
rungen im Analysengang gewihrleistet ist. Ferner muss bei der Herstellung
der Dextran-beschichteten Aktivkohle der Beschreibung genauestens Folge
geleistet werden. Wird dem nicht Rechnung getragen, so kann die Selektivitit
der Kohle stark verdndert sein. Bei neuen Kohlechargen muss eventuell die
Kohlenmenge nach oben oder unten angepasst werden, damit man die gleiche
Trennleistung erhalt.

Eine Kontrolle der Analysengiite stellt die auf TC bezogene MB dar. Diese
Grosse sollte nicht unter 50% liegen. Ist die MB < 50%, so hat entweder die
Avidinl6sung durch Alterung nicht mehr die notwendige Bindefihigkeit, oder
das *H-Biotin ist durch radioaktive Zerfallsprodukte so stark verunreinigt,
dass der notwendige geringe Ueberschuss von *H-Biotin gegeniiber Avidin
nicht mehr besteht.

Die NSB solite, bezogen auf TC, < 4% und innerhalb einer Probenserie
etwa gleich gross sein. Die optimale Papainmenge fiir den Aufschluss ist 50
mg g~! Frischleber. Bei grosseren Mengen Papain wird die NSB > 4% und
variabel. Bei 1000 mg Papain g™! Leber ist eine Auswertung nicht mehr méglich.
Bei kleineren Papainmengen sinken die Bestimmungswerte (Tabelle 2).

Mit der beschriebenen Biotin-Bestimmungsmethode wurde die von der
Mikrobiologie vorgeschilagene optimale Menge Papain von 50 mg zur Hydro-
lyse von 1 g Frischleber bestatigt (Tabelle 2).

Parallel mit der Mikrobiologie durchgefiihrte Biotin-Bestimmungen in
Lebern ergaben eine gute Uebereinstimmung der Methoden. Die Berechnung
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TABELLE 2

Ermittelter Biotingehalt bei Verwendung verschiedener Mengen Papain zur Leberproteolyse

mg n Proben ng Biotin/g n Proben ng Biotin/g
Papain/g Leber Isotopen- Leber
Leber Verdiinnungsmethode L. plantarum
0 2 527 (515—540) 4 482 (429—599)
5 3 1070 (1060—1140) 5 1081 (901—1280)
25 1 1180 4 1125 (1073—1150)
50 11 1198 (1080—1380) 7 1180 (1045—1346)
100 3 1150 (1140—1160) 5 1108 (903—1312)
200 2 1050 (1000—1100) 3 979 (873—1126)
300 4 1000 (870—1080) 4 914 (707—1025)
500 4 953 (764—1300) 8 778 (568—944)
1000 — — nicht auswertbar 3 647 (625—659)

der Regression, y = Werte aus der Isotopenverdiinnungsanalyse, x = Werte aus
mikrobiologischen Bestimmungen, ergab die Beziehung y = 92,44 + 0,96x mit
dem Regressionskoeffizienten von 0,974 bei 44 Bestimmungen im Bereich
von 500—1300 ng g™! Lebergewebe.

Fiir die Herstellung von *H-Biotin mit hoher spezifischer Aktivitit mochte
ich Herrn Dr. Wiirsch, Abt. Zentrale Forschungseinheit und fiir die Durch-
fiihrung der mikrobiologischen Biotin-Bestimmungen Frl. Engler, Abt. fiir
Vitamin- und Erndhrungsforschung der F. Hoffmann-La Roche danken.
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SUMMARY

The carboxylic proton of 3-carboxymethylthio-1,5-diphenylformazan is so strongly in-
ternally hydrogen-bonded that metal complexes cannot be prepared even under forcing
conditions. In contrast, the orange-red reagent (emzy = 2790 m? mol™! at 420 nm) is
oxidized stoicheiometrically by one equivalent of thallium(III) or gold(III) to the water-
soluble 5-carboxymethylthio-2,3-diphenyltetrazolium salt which does not absorb in the
visible region. A sensitive spectrophotometric method for the determination of T1** or
Au* in the range 0.1—5.0 ppm is proposed. Interferences are discussed and attempts to
adapt the procedure to quantitative chromatography on solid supports are briefly reported.

3-Carboxymethylthio-1,5-diphenylformazan (I; HL) is a deeply coloured
red compound (€., = 2790 m? mol™! at 420 nm) originally prepared as a
potential terdentate ligand coordinating through oxygen, nitrogen, and
sulphur [1]. It proved to have most unexpected properties [2]. The presence
of a novel type of internal hydrogen bond involving the carboxylic proton
and the quasi-aromatic formazan ring (as in II) has been shown [3, 4] to
account for the exceptionally low basicity for which pK, = —log ([H']
[HL}/[H,L']) = —0.43 + 0.04 and the unusually low acidity for which
pK, = —log ([H [L7]/[HL]) = 12.48 * 0.05 at an ionic strength of 1.0 M
(NaCl). These data explain why the formazan (I) exists effectively in the
formally neutral form, HL, at least to 90% over the pH range 1—11 and is
only extractable from a solution in an organic solvent such as chloroform
by very strong acid or very strong alkali. Since the carboxyl group remains
undissociated over such a wide pH range, it is scarcely surprising that only
small, and analytically unserviceable, changes in absorption spectrum take
place when an aqueous solution of the formazan (I) is mixed with excess
of most metal ions. Although the biggest changes are obtained with Cu?®,
Ag', and Pt**, where the peak at 420 nm gives way to a broad absorption
at ca. 500 nm, no solid metal complexes could be isolated either from
aqueous solutions or from solutions in ethanol, acetone, or dimethylsul-
phoxide, even when attempts were made to break the intramolecular
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hydrogen bond by the addition of such bases as pyridine, triethylamine,
or sodium ethoxide.

Reactions of a yellow ethanolic solution of the formazan (I; ca. 4 X
10™* M) towards some 30 metal cations at concentration levels of 0.01, 0.1,
and 1.0 M were studied in neutral, acidic, and alkaline solutions. No detectable
colour changes were noted with K* Be*, Mg¥, Ca*, Ba*, Fe¥, Co?, Ni%, Zn%,
Cd*, Pb*, Al*, Ga*, In*, Cr*, Ru*, Sb*, Bi*, and La¥, whereas slight changes
were detected with Cu®' (brown), Ag’ (pink), Pt** (orange), Pd?* (pink), Hg**
(orange), and Sn** (orange). No complexes extractable into chloroform were
formed under any conditions [1].

However, TI* and Au* behaved exceptionally in that they completely
bleached the yellow colour of the formazan (I) either to give colourless
metal complexes or to give a colourless oxidation product of the formazan
or perhaps a colourless metal complex derived from it. It was shown that the
colourless solution produced by excess of TI* contained the 5-carboxy-
methylthio-2,3-diphenyltetrazolium chloride (III) previously prepared by
Ogilvie and Corwin [5] : this has a single absorption band at 260 nm (e,
= 800 m? mol™?),

Although reducing agents such as sulphite and hydroxylamine have no
effect on the tetrazolium salt (III), an alkaline solution of dextrose regen-
erates the coloured formazan (I). Subsequent experiments showed the process
to be substantially stoicheiometric since after a known amount of (I) had
been oxidized with an excess of T1*, reduction by alkaline dextrose regen-
erated over 96% of the original 3-carboxymethylthio-1,5-diphenylformazan
(I). Spectrophotometric measurements established that the tetrazolium
cation (as III) did not form complexes with either thallium(I) or thallium(III)
in 30-fold excess unless these are very weak. It was similarly shown that the
formazan (I) did not give a complex in solution with even an 8-fold excess
of thallium(I).

Spectrophotometric determination of thallium(I1II)
The stoicheiometry of the reaction between the formazan (I) and thallium-
(III) was established by a photometric titration (Fig. 1). The absorption of
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Fig. 1. Photometric titration at 420 nm of the formazan (I) (0.5 cm® of 4.391 x 10™* M)
with varying amounts of 3.034 X 10~° M thallium(III). The total volume of the medium
(5% ethanol—95% water) was maintained at 10 cm?®. At the end-point 8.40 cm® had
been added corresponding to the ratio [formazan]: [thallium(III})] = 1.0: 1.1.

Fig. 2. The progress of the oxidation of a mixture of the formazan (I) (0.5 cm® of
4,391 X 10™ M) and thallium(III) (9.5 em® of 3.034 x 10~* M) in neutral aqueous
solution. Photometric measurements were made at 420 nm in 1-cm cells.

the formazan at 420 nm decreased monotonically in proportion to the
amount of thallium(IIT) added until one equivalent had reacted, whereafter
the absorbance remained constant. Simultaneous measurement of the ab-
sorption spectra showed only the decrease in the absorption at 420 nm: no
new bands appeared. These results point to the reaction

TI*+ formazan (I) + CI” > T1" + tetrazolium chloride (III) + H* 1)

However, this reaction does not take place rapidly and it appears from Fig. 2
that 10 min should be allowed for oxidation to be completed.

For the determination of thallium(III) in the range 0—5 ppm, a standard
curve was constructed by using 0.5 cm?® of standard formazan (4.414 X 107
M) made up to 10.0 cm?® with water in the reference cell (placed in the
sample beam of the spectrophotometer) and 0.5 cm? of standard formazan,
x cm® of thallium(III) (3.175 X 10~ M), and (9.5 — x) cm? of water in the
sample cell (placed in the instrument reference beam). In this way, as x in-
creased, the net absorbance at 420 nm (1-cm cells) increased from zero to a
maximum (when x ~ 8 cm?®) and thereafter remained constant. The calibra-
tion curve passed through the origin and was linear up to at least x = 7.5 cm?3,
equivalent to 5 ppm thallium(III). This procedure also compensates for any
coloured impurities in the formazan reagent which might not be oxidized by
the thallium(III).

Concentrations of thallium(III) may then readily be determined down to
0.2 ppm, which represents a considerable improvement on a recent and less
selective determination of thallium(III) as the ternary complex [TI(SCN),
(pyridine), ]* which is recommended for the range 20—300 ppm [6].
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Oxidation by the couple TI*/TI* (E°= +1.25 V) is involved in this reaction.
A survey of a table of standard oxidation—reduction potentials [7] shows
that a very similar reaction would certainly occur with gold(III) [E° (Au*/Au")
= +1.29 V] and presumably with more powerful oxidants such as Ce*, Ag¥,
and S,04%" and possibly even with couples of lower oxidizing potential such
as Fe*/Fe?, for which E°= +0.77 V.

A study of interferences (Table 1) shows that 30-fold amounts of Na*, K*,
NH,*, T1*, Mg?, Ca¥, Sr**, Ba*, Mn%, Fe*, Co*, Ni%*, Zn?*, Cd%, Sn%, Pb¥,
Al*, Ga¥, In*, La*, Gd*, Sb¥*, and Bi*do not interfere. Interference through
oxidation of the formazan increases in the order VO?*, Ce**, UO,>*, Fe®*, Au®*,
and Sn*, whereas interferences caused possibly by complexation increase in
the order Hg?", Pt**, Ag’, Pd%, and Cu®*'. Among anions, Cl", Br,NO,~, SO,*",
CO,*, PO,*, and acetate do not interfere, whereas the interferences of I",
CN~, and EDTA are serious as expected, as are those of oxidizing anions
such as MnO,~, CrO,*", Cr,0,%", and S,04>".

Spectrophotometric determination of gold(IlI)
That gold(III) might be determined selectively and in low concentrations

TABLE 1

Effect of diverse ions on the spectrophotometric determination of 2.92 ppm TI** by
oxidation of the formazan (I)

(Unless otherwise indicated, 100 ppm of the added ion was present?2. Details are given
in the Experimental section.)

Ion added T1** found Ion added T13 found Ion added T1** found

(ppm) (ppm) (ppm)
— 2.91 cd* 2.81 vor 3.21
- 2.87 Hg* 2.12 vore 3.18
Na* 2.91 Hg?c 2.37 vo,* 3.72
K* 2.84 Sn?* 3.00 cr 2.87
NH,* 2.92 Pb* 2.83 Br- 2.77
Ag' 1.04 Pd> 0.93 I- 1.93
T+ 2.83 Pt* 1.30 I 2.38
Ti® 2.76 Fe 3.86 NO,~ 2.91
Mg?* 2.92 Au* 4.14 S0,*" 2.85
Ca? 2.88 Al 2.92 C0,?" 2.88
S 2.96 Ga* 2.74 PO,3" 2.81
Ba?* 2.90 In* 2.84 CH,CO0" 2.84
Mn? 2.84 Sh3* 2.78 CN-b 2.37
Fe* 2.83 Bi** 2.81 CN- 2.63
Co™ 2.82 La* 2.97 CN-¢ 2.91
Ni* 2.76 Gd* 2.85 EDTAP 1.34
Cu* 0.84 Sn* 4.19 EDTA 1.54
Zn?* 2.84 Ce* 3.66 EDTA® 2.17

#Trace amounts of MnO,”, Cr0,*", Cr,0,?", and S,0,? interfered seriously. *10° ppm
added ion present. 10 ppm added ion present,
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in the same way as thallium(IIT) was next examined in some detail. A spectro-
photometric titration resembled that with thallium(III) (cf. Fig. 1) and
indicated a reacting ratio [formazan]: [gold(III)] = 1.0:0.9. When a known
amount of formazan was first oxidized with gold(III) in slight excess to the
tetrazolium salt (III), reduction with alkaline glucose gave only an 89%
recovery. Nevertheless, simultaneous measurement of absorption spectra
(Fig. 3) showed definite isosbestic points and no other coloured by-products
would appear to have been formed. Reference to standard oxidation—reduc-
tion potentials [7] indicates that the couple Au**/Au (E°=+ 1.50 V) isamore
powerful oxidant than Au®*/Au* (E® = +1.29 V) whereas the couple AuCl,”/
Au, 4CI™ is less powerful (E°= +1.00 V). If the reaction with the formazan
proceeded exclusively with reduction to elementary gold (rather than to Au")
the equation would be

3Au® + formazan (I) + CI” - 4Au + tetrazolium chloride (I1II) + H’ 2

Comparison with the stoicheiometry proposed in eqn. (1) indicates that any
contribution by this reaction would lead to a molar ratio [formazan] :
[gold(III)] > 1:1. The actual ratio found was 1.0:0.85.

The oxidation of the formazan by gold(III) was noticeably slower (30 min
for complete reaction) than with thallium(IIT) under the same conditions but
it was greatly accelerated by adding hydrochloric acid (Fig. 4). The optimum
concentration was found to be between 0.02 and 0.05 M HCl wherein the
reaction was complete after 1 min. However, acidity (or chloride ion con-
centration) is not critical and 3 min suffices if hydrochloric acid is present in
the range 107°—2.5 X 107" M. Moreover, in the presence of hydrochloric acid
the reaction appears to be less complex, for the stoicheiometry [formazan] :

o8}
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o2}
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.
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Fig. 3. Absorption spectra of mixtures of x cm? of 3.668 x 10— M gold(III), 0.5 cm?

of 4.391 X 10™ M formazan (I), and (9.5 — x) em® water. The value of x is given for
each curve.
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[gold(III)] now becomes 1.0: 0.94. The standard curve is linear and passes
through the origin and is suitable for the spectrophotometric determination
of gold in the range 0.1—4.0 ppm. A typical calibration curve, similar to
that described for thallium(III), is shown in Fig. 5.

Applications

Since In* does not oxidize the formazan (I), the determination of trace
thallium (107°—107%%) in indium prepared for semiconductor purposes
could be carried out by the present method, thus avoiding the need for
separation from the major constituent indium by liquid—liquid extraction
prior to a spectrophotometric determination with Brilliant Green. Marczenko
et al. [8] removed interference by gold by a preliminary reduction with
metallic copper before extracting the thallium as TICl,” into di-isopropyl
ether from 6 M HCI. This method of eliminating gold (by adding copper wire
and 6 M HCI and taking to dryness followed by reoxidation of thallium(I)
with bromine water and destroying excess with phenol) can be used in the
present procedure. However, cyanide ions in moderate concentration do not
interfere with the determination of thallium(IIl) by the present method
(Table 1) although they completely inhibit interference by Au*, which
forms the very stable complex Au(CN),” (log 8, =~ 56), and interference by
Hg? is masked at the same time by the formation of Hg(CN),* (log f4 =
41), despite the fact that the thallium complex is also very stable (log 8, for
TI(CN),~ ~ 35) [9].

A good deal of effort has recently been devoted to procedures in which
an analytical reagent is supported on a permeable matrix as a chromato-
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Fig. 4. Curves showing the rate of oxidation of 0.5 cm?® of 4.391 x 10™ M formazan by
9.5 cm® of 3.668 X 10— M gold(Ill) in hydrochloric acid of various concentrations.

Fig. 5. Standard curve for the reaction of 2.195 X 10™° M aqueous formazan (I) with
aqueous gold (III) solutions. The reference cell contained 2.195 X 10~ M formazan and
measurements were made in 1-cm cells at 420 nm.
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graphic column. Passage of a suitable ion would then produce a differently
coloured reaction zone of length proportional to the concentration of the
analyte. For example, a column packed with gel beads impregnated with zinc
dithizonate changes from pink to green when an acidic solution passes down
it, but to orange if this contains mercury(II) [10]. Various types and grades
of Merckogels, silica gels, Biogels, and Sephadex gels were tried as supports
for the formazan (I) but when used as column material the reagent washed
out too readily. Braun and Farag [11—13] have achieved striking results
with “Chromofoams” [11], prepared by immobilizing a chromogenic organic
reagent in a plasticized open-cell polyurethane foam which, when packed
into columns, can be used for the determination of cations at ppm levels by
passing sample solutions at flow rates as high as 10—15 cm?® min™!.

Although a highly coloured and stable Chromofoam was eventually pre-
pared by using a 20% solution of tri-n-butyl phosphate in chloroform
saturated with the formazan (I) [14], the concentration of reagent was too
high to use in trace metal analysis for either trivalent thallium or gold.

EXPERIMENTAL

Preparation of 3-carboxymethylthio-1,5-diphenylformazan (I)

Sodium metal (0.12 g) was dissolved in dry ethanol (60 cm? ) and dithizone
(3-thiol-1,5-diphenylformazan, 1.0 g) was added to give a bright orange
solution. Chloroethanoic acid (0.3 g) was added and the solution was boiled
under reflux (3 h). Additional chloroethanoic acid (0.2 g) was then added
and after heating for a further 1 h the formazan (I) was isolated by pouring
the reaction mixture slowly into 300 cm?® of dilute sulphuric acid (ca. pH 5)
with stirring. The fine brown suspension of (I) was extracted with chloro-
form and the solvent evaporated. The residual oil was taken up in benzene
and chromatographed on alumina with benzene—methanol to remove
(finally with methanol) an orange-brown band. The remaining stationary
brown band was leached out with water, filtered, and just acidified (pH 5)
with dilute sulphuric acid. The flocculent brown precipitate was taken
up in chloroform, dried over sodium sulphate, and the solvent allowed to
gvaporate at room temperature. The formazan (I) which remained was re-
crystallized from aqueous ethanol or (better) benzene—n-hexane as fine
brown needles (0.41 g, 33% yield; m.p. 143—145°C decomp.). (Found: C,
57.4; H, 4.5; N, 17.7%. Calc. for C,sH,,N,0,8: C, 57.3; H, 4.5; N, 17.8%.)

This procedure is more convenient than that of Ogilvie and Corwin [5]
who oxidized dithizone to “dehydrodithizone” (2,3-diphenyl-2H-tetrazolium-
5-thiolate), reacted this with chloroethanoic acid and reduced the ensuing
5-carboxymethylthio-2,3-diphenyltetrazolium chloride (III) with alkaline
dextrose to give the formazan (I) in approximately the same overall yield.

Preparation of 5-carboxymethylthio-2,3-diphenyltetrazolium chloride (III)
Dehydrodithizone (0.95 g), prepared by oxidation of dithizone with
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potassium hexacyanoferrate(III) as described by Ogilvie and Corwin [5],
was heated under gentle reflux with chloroethanoic acid (0.47 g) and tri-
chloromethane (60 cm?®) for 1 h during which the colour changed from red
to violet-green. After treatment with animal charcoal, the solution deposited
white crystals of (III) on cooling. These were collected, washed with chloro-
form and recrystallized from ethanol—diethyl ether (3 + 1) and 1-propanol
—diethyl ether (3 + 1) and dried in vacuo over silica gel (1.21 g, 90% yield;
m.p. 197—201°C decomp.). (Found: C, 51.45; H, 3.7; N, 16.0%. Calc. for
C;sH,sN,O,SClL:C, 51.6;H, 3.8; N, 16.1%.)

Preparation of stock solutions of thallium(III) and gold(I1I)

Solutions of thallium(III) were prepared by adding bromine water to
thallium(I) chloride (7.277 mg) dissolved in glass-distilled water (500 cm?)
until faintly coloured and then removing the excess of bromine by adding a
crystal of phenol. Dilution to 11 gave a 3.034 X 10”5 M T1* solution. Similar
solutions were prepared freshly as required.

Sodium tetrachloroaurate(Ill) dihydrate (14.591 mg) dissolved in 1 1 of
glass-distilled water gave a 3.668 X 107 M solution of gold(III).

Oxidation of the formazan (I) by thallium(III) or gold(III) and the reduction
of the resulting tetrazolium salt (I1I)

(a) The absorbance of a mixture of stock ethanolic 4.509 X 10™ M formazan
(I) solution (0.5 cm?), 0.01 M hydrochloric acid (1 cm?®), and water (23.5
cm?®) was found to be 0.222 at 420 nm when l-cm matched quartz cells
were used with glass-distilled water as the reference.

(a) The absorbance of a mixture of stock ethanolic 4.509 X 10~*M formazan
hydrochloric acid (1 em?), water (13.5 cm?®), and 3.034 X 10~° M thallium-
(IIT) (10.0 cm? ) was found to be 0.036 under the same conditions.

(c) Stock formazan solution (0.5 cm?®) and hydrochloric acid (1 cm?) was
first oxidized by thallium(III) solution (10.0 cm?) and the product reduced
by adding excess (5 cm?®) of dextrose in 0.01 M NaOH and the volume made
up to 25 cm?® with water. The absorbance, 0.214, corresponds to a recovery
of 96%.

A similar sequence of reactions with 3.668 X 10~° M gold(IIl) gave ab-
sorbance readings of 0.231, 0.039, and 0.206, corresponding to a recovery of
89%. The spectrum after reduction reproduced that before the oxidation
stage.

Photometric titration of the formazan (I) with thallium(III) or gold(Ill)

The absorbances of mixtures of 0.5 cm?® of 4.391 X 10™* M formazan
(I), x ecm® of 3.034 X 10™° M thallium(ill) [or x cm?® of 3.668 X 107> M
gold(IIT)], and (9.5 — x) cm?® water were measured at 420 nm against water
in 1-cm matched quartz cells. Typical results are shown in Fig. 1.

Interaction between the tetrazolium salt (III) and thallium(III) or thallium(I)
A mixture of 1 cm?® of 8.6 X 10™* M tetrazolium chloride (ITI) and x cm?
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of 3.034 X 107 M thallium(III) [or 2.0 X 10™* M thallium(I)] was made
up to 10 cm?® with distilled water and the absorbances were read at 260 nm
in 1-cm cells after 5 min and 60 min (in parentheses). The results were as
follows:

x(cm?) 0 4 4a 9

A(TI* present) 0.818 (0.820)  0.802 (0.804)  0.811 (0.815) 0.807 (0.811)
A(TI* present) 0.818 (0.820)  0.801 (0.805)  0.805 (0.809) 0.806 (0.815)

a2 ecm? of 0.5 M HCl replaced 2 em? of the water added.

Reaction of the formazan (I) with thallium(I)

The absorbances of mixtures of 0.5 cm?® of 4.591 X 10™® M formazan,
x cm?® of 2.0 X 10™* M thallium(I), and (9.5 — x) cm?® of water were measured
at 420 nm. The results were as follows:

x(cm?®) 0 4 4a 9
A after 5 min 0.714 0.709 0.718 0.704
A after 60 min 0.719 0.711 0.720 0.705

a2 em® of 0.5 M HCl replaced 2 cm? of the water added.

Interference study

Sclutions comprising 0.5 cm® of 4.414 X 10™* M formazan, 5 cm® of the
ion solution to be tested, and 4.5 cm? of 3.175 X 10™° M thallium(IIl) were
made up in this order; the reference solution contained 0.5 cm?® of the
formazan, 5 cm?® of the ion solution to be tested, and 4.5 cm® of distilled
water; absorbances were measured at 420 nm. Cations were generally added
as their nitrate, sulphate, or chloride salts and anions as their sodium or
potassium salts. The apparent concentration of thallium was read off from
a calibration curve prepared as described above.

Standard curve for gold(III)

The reference cell (placed in the sample beam) contained 4.391 X 10™* M
formazan (0.5 cm?®), 0.5 M HCI (0.5 cm?), and water (9.0 cm?). The sample
cell (placed in the reference beam in place of the usual solvent ‘“‘blank”’) con-
tained 4.391 X 10™* M formazan (0.5 cm?®), 0.5 M HCI (0.5 cm?®), x cm? of
3.668 X 107 M gold(IlI) solution, and (9.0 —x) cm?* water. Readings of ab-
sorbance at 420 nm (1-cm cells) were taken after 10 min. The results were
as shown in Fig. 5. At the equivalence point, 2.195 X 1077 mol of the
formazan (I) had reacted with 2.054 X 1077 mol of Au*, the combining
ratio being 1:0.94.

We are indebted to Dr. A. H. Nabilsi for his preliminary measurements
[1] and to Dr. T. Braun (L. Eotvds University, Budapest) for his interest
and help in attempts to adapt the new reaction to a chromatographic proce-
dure [14]. The S. A. Council for Scientific and Industrial Research and the
University of Cape Town are thanked for research grants,
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SUMMARY

The petroleum oil sample is combusted in an improved oxygen flask and vanadium
(>0.1 ppm) is then determined by a catalytic method based on spectrophotometric
monitoring of the gallic acid—bromate reaction. For most samples, there is no interference
from other elements normally present, but an ion-exchange separation prior to catalytic
determination is recommended in order to achieve reliable analyses of a wide variety of
real petroleum samples.

The need for the determination of trace metals in petroleum oils is well
known; several methods have been reported for the determination of
vanadium, most of which do not provide satisfactory results. Conventional
spectrophotometric [1—8] and spectrographic [9—13] methods are not
adequately sensitive, so that large samples must be used, leading to incon-
venience of sampling and sample treatment and to increased blank values
owing to possible contamination. Dry ashing or wet ashing of the sample is
usually employed prior to the determination of metals. Dry ashing frequently
leads to volatilization losses of analytes and to contamination by interfering
substances. In contrast, wet ashing is considered not to cause loss of metals
but often introduces contamination owing to the large amounts of digesting
reagents required, and it is time-consuming and laborious.

Recently, atomic absorption methods have been reported by some workers
[14—19]; these include dilution of the sample with an organic solvent and
direct introduction into a flame or flameless atomization system. Many
problems, however, have arisen owing to the complex matrix and the depen-
dence of the vanadium signal on the type of vanadium compound. Neutron
activation analyses have also been reported [20, 21], but they require
special facilities which are not universally available.

Oxygen flask combustion should prevent losses of metals and the intro-
duction of contamination because burning occurs in a closed system, but it
usually has the disadvantage of a limited sample size (<0.1 g). If an

**Presented at the ACS/CSJ Chemical Congress, Honolulu, Hawaii, April 1979.
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extremely sensitive method for determining trace metals is available, the
flask combustion technique may conveniently be used for trace metal
analysis of oil samples.

An extremely sensitive catalytic method for the determination of vanadium
is possible using the gallic acid—bromate reaction [22]. The present paper
describes an investigation of the oxygen flask combustion of petroleum
samples followed by the determination of vanadium by this catalytic method.
Many of the problems encountered in direct atomic absorption analysis and
other existing methods do not occur in the method proposed here. The
method, which requires only a small sample, is simple, sensitive and free
from interferences from coexisting elements and matrix, in addition to the
advantages of good precision and the use of only an inexpensive spectro-
photometer.

EXPERIMENTAL

Reagents and apparatus

All chemicals used were of analytical grade, unless otherwise specified. A
standard vanadium solution (500 ug V ml™) was prepared by dissolving
ammonium metavanadate in water. More dilute solutions were prepared
from this standard solution by appropriate dilution with water. Acetate
buffer solution (pH 3.8) was prepared by mixing 10 M acetic acid and 2 M
sodium acetate solution in the ratio of 1.6:1.0.

Sulfuric acid (98.0%), hydrochloric acid (20%, 36%), acetic acid (99—100%)
and ammonia liquor (25%) were Super Special Grade (Wako Pure Chemical
Industries Ltd.).

The resins used were Diaion SK-1 strongly acidic cation-exchange resin
(8% DVB, 100—200 mesh) and Diaion SA-100 strongly basic anion-exchange
resin (8% DVB, 100—200 mesh).

All spectrophotometric measurements were done with a Hitachi Model
100-10 spectrophotometer with 10-mm glass cells. The temperature in the
cell chamber was maintained at 30 + 0.5°C by circulating water from an
external thermostatted water bath. A Daiiti Riko Model FHO 1A modified
combustion flask [23] was used; this is made of borosilicate glass, except
for the wire, basket and coil which are made of platinum. A schematic
diagram of the combustion apparatus is shown in Fig. 1.

Ion-exchange columns

A cation-exchange and an anion-exchange column, each with resin beds
3 cm high and 1.6 cm diameter, were prepared and used in series in that
order. Before use, the columns were washed successively with 50 ml of 1 M
HC1—0.1% H,0, solution, 30 ml of water and 20 ml of 0.05 M HCI-0.1%
H,0, solution [24].

Procedure for determination of vanadium in oils
The oil sample is weighed after painting it onto a piece of filter paper with
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Filter paper painted
‘/with oil sample

N~ €— Compressed
oxygen

(Side view)

Fig. 1. Schematic diagram of combustion apparatus. (1) Absorbing solution; (2) stop-
cock; (3) ground-glass stopper; (4) path of absorbing solution; (5) holes for spouting
absorbing solution; (6) platinum suspension wire; (7) platinum coil; (8) platinum basket;
(9) flask (300 ml). (A) 3 M H,SO,—5% H,0, solution; (B) distilled water; (C) empty.

a glass capillary. The paper with the sample is placed in the platinum basket
and the upper end of the paper is inserted into the platinum coil (see Fig. 1).
After the apparatus has been set up, the air in the flask is replaced with
oxygen bubbled through three wash bottles, the first containing 3 M H,S0O,—
5% H,0, solution, the second distilled water and the third empty. The
ground-glass stopcock and the stopper are then closed. On passing a small
current through the platinum wires the platinum coil glows and the filter
paper with the sample is ignited. A plastic safety shield is used when the
sample is burned. After the flask has cooled in anice-bath for 5 min, 10 ml of
0.3 M HCl0.1% H,0O, absorbing solution is introduced into the flask by
turning the stopcock. The flask is shaken and the resulting solution is trans-
ferred to a glass beaker (100 ml) with small portions of 0.1% hydrogen
peroxide solution. The solution is diluted to ca. 50 ml with 0.1% hydrogen
peroxide to give a concentration of ca. 0.06 M HC1—0.1% H,0,.

The solution is then passed through the ion-exchange columns. Vanadium
is selectively eluted by passing 25 ml of 1 M HCI—0.1% H,0, solution
through the anion-exchange column [24]. All the effluent is collected in a
glass beaker (50 ml), and, after the addition of 2 ml of 1.5 M sulfuric acid, it
is heated on a hot plate to expel HCI and H,0, until white fumes of sulfur
trioxide begin to appear. After cooling, the solution is transferred to a
graduated test tube (25 ml) with a ground-glass stopper, using a little water
and adjusted to pH 3.8 with 2M ammonia solution; 1.3 ml of the buffer
solution and 3 ml of 1% (w/v) gallic acid solution are then added and the
solution is diluted to 18 ml with water. The oxidation of gallic acid is
initiated by the addition of 2 ml of 2% (w/v) bromate solution. The reaction
is followed spectrophotometrically at 420 nm. The rate is obtained
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graphically from the slope of the linear plot of absorbance vs. time in the
range 15—40 min. Vanadium is determined by use of a calibration curve
previously prepared by plotting the reaction rate vs. known amounts of
vanadium, which is rectilinear in the range of 0—100 ng of vanadium.

When the ion-exchange separation is omitted, the sample solution is
transferred from the combustion flask to a beaker (50 ml) and heated with
2 ml of 1.5 M sulfuric acid, and vanadium is determined as described above.

RESULTS AND DISCUSSION

Combustion of petroleum oils in the oxygen flask

Preliminary tests showed that the success of the combustion of an oil
sample in the oxygen flask depends mainly on sample size, the geometry of
the filter paper sample carrier and the extent of spreading of the sample on the
paper. The combustion of the oil sample painted on a limited area on the
paper as shown in Fig. 2(c) generated considerable amounts of soot and
dispersed part of the sample inside the flask. These defects are due to tem-
porary deficiencies of oxygen during the rapid combustion of the sample. To
avoid these it is recommended that the oil sample should be distributed over
the whole surface of the paper, as shown in Figs. 2(a) and (b). The sample
size leading to successful combustion was 20—30 mg with the 300-ml capacity
flask used in this study. No significant interference was observed in
vanadium determination from the presence of only small amounts of soot.
Much soot, however, cannot be tolerated because it affects the column
separation (or interferes with the determination if ion-exchange separation
is not used).

The choice of a suitable reagent and its concentration is very important to
ensure complete absorption of vanadium after combustion of the sample. In
consideration of the subsequent ion-exchange separation, 0.05, 0.1, 0.3
and 0.5 M hydrochloric acid solutions containing 0.1% hydrogen peroxide
were examined as the absorbing solution for the determination of vanadium

«B-2»e8c6>

- iD=
N\

(b) (c)

Fig. 2. Different shapes of filter paper used as sample carrier and loading distributions of
oil sample. Weight of filter paper, 20 mg. All dimensions in mm. The shading shows the
distribution of the oil samples.
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in the J.P.I. (Japan Petroleum Institute) standard residual fuel oils. Results
showed that hydrochloric acid concentrations ranging from 0.05 to 0.5 M
did not cause significant differences between the vanadium values deter-
mined. Thus, 10 ml of 0.3 M hydrochloric acid solution containing 0.1%
hydrogen peroxide was preferred for absorbing vanadium, because the dilu-
tion of this solution to ca. 50 ml with 0.1% hydrogen peroxide results in
final concentrations of ca. 0.06 M HCI—0.1% H,0,, which are suitable for
the subsequent ion-exchange separation. The combustion flask used is
designed so that effective washing of the inner wall and effective absorption
of vanadium may be achieved by using a sprinkler for passing the solution
into the flask. Possible transference of metals to the inner wall of the flask
during combustion, which was suggested by Mizuike et al. [2b], was
eliminated in the present study by washing with 0.1% hydrogen peroxide.

The fumes appearing in the flask with combustion of oil samples gradually
disappeared on cooling the flask in an ice-bath. In order to establish a
suitable cooling period, vanadium determinations were carried out with the
J.P.I. standard residual fuel oils. There were no differences in the measured
values of vanadium for cooling periods in the range 1—60 min. Therefore,
cooling for 5 min is recommended.

The time required for combustion was less than 30 s.

Determination of vanadium in petroleum oils

Table 1 shows the results of recovery tests by the complete recommended
procedure. In these experiments, known amounts of standard vanadium
solution were previously added to the paper carriers, the papers were
air-dried, and vanadium determinations were then carried out by using these
papers with or without an oil sample. The recovery in the presence of oil was

TABLE 1

Recovery of vanadium added to the filter paper with and without addition of J.P.I.
standard residual fuel oil B

Sample Oil Vanadium
:?:ge)n Added Found Recovery
(ng) (ng) (%)
No oil? 50 52 104
50 50 100
50 49 98
50 48 96
0Oil added 5.28 40 67 98b
4.15 40 61 98P

3Vanadium found in the filter paper and the blank value of the complete procedure were
almost negligible.
bCalculated on the basis of 5.3 ppm vanadium previously determined in this laboratory.
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calculated on the basis of the vanadium content previously determined in
this laboratory. As shown in Table 1, satisfactory recoveries were obtained
in both cases.

Results of analyses by the proposed method are shown in Tables 2 and 3,
for three J.P.I. standard residual fuel oils, and for three commercially avail-
able residual fuel oils and a crude oil, respectively. There were some samples
with relatively high vanadium contents as shown in Table 3. An extremely
small sample was needed for the analysis of such high vanadium samples in
order that the vanadium to be determined fell into the linear range of the
calibration curve (0—100 ng). In this study, a sample greater than 3 mg was
burned in order to avoid errors in handling very small samples, and the
analysis was continued by use of an appropriate aliquot of the resulting
solutions containing vanadium.

TABLE 2

Analytical results for J.P.I. standard residual fuel oils by the proposed method

Sample Sample wt. No. of detns.  V found? V certified? Coexisting
(mg) (ppm) (ppm) elements (ppm)®

A 3.36—6.63 5 15.3 £ 0.3 14 Ni 4;82.03(%)
(3) (1564 £ 0.2) Na 35;Fe 7

B 5.28—12.01 6 5.3+ 0.2 6 Ni 21;S0.43(%)
(3) (5.4 + 0.2) Na 5; Fe 10

C 5.23—11.93 9 7.2+0.1 7 Ni 2;51.05(%)
(6) (7.2 + 0.3) Na 24;Fe 4

2Mean + standard deviation. Values in parentheses were obtained without ion-exchange
separation.
bValues certified by the Japan Petroleum Institute.

TABLE 3

Analytical results for some petroleum oil samples by the proposed method

Sample Sample wt. Aliquot No. of V found?
(mg) detns. (ppm)
Crude oil 4.79—6.52 1/10 6 821+ 3
(Iranian heavy) (6) (85 +10)
Residual fuel 33.8—57.2 4 0.1+ 0.01
oil (D)
Residual fuel 7.55—9.50 1/5 3 39+1
oil (E) (3) (42+2)
Residual fuel 6.20—14.5 1/5—1/10 4 47+ 2
oil (F) (4) (47+1)

3Mean * standard deviation. Values in parentheses were obtained without ion-exchange
separation.



129

Table 2 shows that the values of vanadium obtained by the proposed
method for J.P.I. samples are in reasonably good agreement with the
certified values; the relative standard deviations are within 4%. The values
in parentheses in these tables indicate the results obtained without the ion-
exchange separation. For individual samples, there is no significant differ-
ence between the values of vanadium and the standard deviation obtained
by the methods with and without separation, except for the crude oil
sample. In the separation procedure employed, most cations are adsorbed
on the cation-exchange resin in the first column, whereas vanadium, tungsten
and molybdenum are adsorbed on the anion-exchange resin in the second
column. Vanadium is eluted from the second column selectively with a1 M
HCl—0.1% H,0, solution [24]. The good agreement between the results by
the two methods suggests that there is no interference from other elements
in the sample, even when the separation is omitted, owing to the small
content of interfering elements such as iron and the small sample sizes. There
is no reason to expect any interference from a few per cent level of sulfur in
the sample because this is converted to sulfate in the procedure.

In the analysis of the crude oil, somewhat higher vanadium values with
significantly lower precision were observed as the result of omitting the
separation procedure. The reason for this is not clear, but the effect may
be attributed to other elements in the sample. Therefore, the method with
ion-exchange separation is recommended for the reliable analysis of a wide
variety of real samples.

It should be noted that in the early stages of this study, high blank values,
equivalent to 10—50 ng of vanadium, were observed by using compressed
oxygen directly from a cylinder. Washing the oxygen with a mixture of
sulfuric acid and hydrogen peroxide solutions was found to be very effective
in reducing the blank value. Experiments showed that the blank value
through the whole procedure, including the combustion of the filter paper
sample carrier, was almost negligible. However, the blank value should be
checked every time the reagent solution, batch of filter paper or ion-
exchange columns are changed.

This work was supported in part by the Asahi Glass Foundation for the
Contribution to Industrial Technology.
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SUMMARY

A selective preconcentration of chromium(VI) is proposed for analysis of natural
waters. Chromium(VI) is quantitatively separated from chromium(III) by coprecipitation
with barium sulfate; salicylic acid is used as a masking agent for iron(IIl), aluminum(III)
and chromium(III). The precipitate is fused with alkali carbonate, and the chromium(VI)
in the melt is isolated with hot water and determined spectrophotometrically with
diphenylcarbazide. The detection limit is 0.02 ug I™!; the relative standard deviation for
chromium(VI) in river water is less than 5%.

An understanding of the chemical state and behavior of trace elements in
natural waters is important from both environmental and geochemical view-
points. In natural waters, it is well known that chromium exists in the triva-
lent and hexavalent states [1, 2], and accurate and selective analytical
methods are required in order to distinguish and determine these oxidation
states. Accordingly, various techniques, such as coprecipitation with metal
hydroxides [3—61], solvent extraction [7, 8] and ion-exchange [9, 10] have
been widely used for the preconcentration and separation of mixtures of the
two oxidation states, spectrophotometric or atomic absorption methods
subsequently being applied for the quantitative analyses.

This paper describes a selective and accurate procedure for the preconcen-
tration of chromium(VI), in which chromate ion is selectively coprecipitated
with barium sulfate prior to a spectrophotometric determination. The
method utilizes the fact that the solubility product of barium sulfate is
similar to that of barium chromate (pK,, (BaSO,) 10.0; pK,, (BaCrO,) 9.9)
[11], and is suitable for the determination of chromium(VI) in natural waters.

EXPERIMENTAL
Reagents

Chromium(VI) stock solution (1000 ug ml™') was prepared by dissolving
potassium dichromate in redistilled water. Working chromium(VI) solutions
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were prepared as needed by dilution with redistilled water. Solutions con-
taining $'Cr(III) and !Cr(VI) were prepared from Na,*'CrO, (ca. 0.03 ug
Cr/uCi; Japan Atomic Energy Research Institute) by treating the solution
with hydrogen peroxide in acidic and alkaline media, respectively. Barium(II)
solution (0.5 M) was prepared from reagent-grade barium chloride: the
solution was purified by precipitating part of the barium(II) as barium
sulfate at pH 10, before the final dilution with redistilled water to make
0.5 M barium(II) solution. A solution containing 0.5 M sulfate was prepared
from sodium sulfate, and 2% (w/v) salicylic acid solution was prepared daily
by dissolving o-hydroxybenzoic acid in dilute alkaline solution.

Apparatus

Absorption measurements were made with a Hitachi spectrophotometer
model 556 with 1-cm cells. The radioactivity measurements were made with
a Fuji Electric well-type scintillation probe NDP 22 [2 X 2 in. Nal (T1)] and
a scaler model NHS 2.

Coprecipitation of chromium with barium sulfate

The coprecipitation behavior of chromium with barium sulfate was
studied by using the radioactive tracer, 3!Cr. To about 180 m! of water, were
added a known amount of barium(II) and 5!Cr(III) or 5'Cr(VI), which
contained 2 ug of chromium(III) or chromium(VI) carrier, were added. The
pH of the solution was adjusted to the desired value (3—5) with dilute hydro-
chloric acid and/or sodium hydroxide solution, and a known amount of
sulfate solution was added with vigorous stirring. The resulting solution was
allowed to stand overnight and filtered through a membrane filter (Toyo
filter TM 100, pore size 1 um). Subsequently a constant volume of the
filtrate was pipetted into a test tube and the y-activity of the solution was
measured. The extent of coprecipitation (%) was calculated by comparing
the y-activity with that of the original tracer solution.

Spectrophotometric determination of chromium(VI) with diphenylcarbazide

The barium sulfate precipitate containing chromium(VI) was ignited in a
platinum crucible, the residue was fused with 2 g of potassium sodium carbo-
nate, and the melt was dissolved with 10 ml of hot water. The solution was
filtered through a glass-fiber filter (Toyo filter GC 90, pore size 0.5 um), the
pH was adjusted to 2 with sulfuric acid, and 0.5 ml of 0.01 M potassium per-
manganate was added. The solution was warmed in boiling water for 40 min
to oxidize chromium completely to chromium(VI). After cooling, a few
drops of 4% sodium azide were added and the solution warmed again at 60°C
for 3 min to reduce excess of permanganate ion. After cooling in ice water,
2 ml of a 0.25% (w/v) solution of diphenylcarbazide in acetone was added,
and the mixture was made up to 20 ml. The absorbance was measured at
540 nm against the reagent blank.
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Analysis of fresh waters

Immediately after collection, the water sample was filtered through a
membrane filter (Millipore filter HA type, pore size 0.45 um) to remove
suspended matter, and its pH was adjusted to 3.5—4.0 with hydrochloric
acid. To each 2.5 1 of the sample, 100 ml of 0.5 M barium(II) solution and
15 ml of 2% salicylic acid solution were added. After the pH had been
adjusted to 3.7, 5 ml of 0.5 M sodium sulfate solution was added with
vigorous stirring. After standing overnight, the barium sulfate precipitate
was filtered off on a membrane filter (HA type) and washed with redistilled
water. The filter and precipitate containing chromium(VI) were ashed, and
fused with 2 g of potassium sodium carbonate. The melt was dissolved with
10 ml of hot water, and the chromium(VI) was determined as described
above.

In order to prevent contamination, the membrane filter, the sample
bottles and other vessels were carefully precleaned with concentrated hydro-
chloric acid and redistilled water. The coprecipitation step for chromium(VI)
was carried out as soon as possible after sampling to minimize the sample
storage problem.

RESULTS AND DISCUSSION

Effect of pH

The coprecipitation behavior of chromium(III) and chromium(VI) is
shown in Fig. 1. The coprecipitation of chromium was strongly pH-depen-
dent. When 5 ml of 0.5 M sodium sulfate solution was added to about
180 ml of sample solution containing 0.0125 M barium(II) ion, chromium-
(VI) was quantitatively coprecipitated with barium sulfate above pH 3. But
coprecipitation of chromium(III) began at pH 5 owing to hydrolysis. For the
separation of chromium(VI) from chromium(III) the optimum pH region
was 3—5.

Effects of [Ba**]/[SO3%™] ratio and of the amount of barium sulfate

The coprecipitation behavior of chromium(VI) in solutions containing
various mole ratios of [Ba®**]/[SO3~] is shown in Fig. 2. The coprecipi-
tation of chromium(VI) was affected by the initial mole ratio and decreased
as [Ba?*]/[SO%"] decreased, but chromium(VI) was quantitatively copreci-
pitated with barium sulfate from solutions containing an excess of
barium(II) ion over sulfate ion.

The effect of the amount of barium sulfate was studied by precipitating
different amounts of barium sulfate from 1-1 samples containing various
excess concentrations of barium(Il) ion. The results are presented in Fig. 3.
Quantitative recovery of chromium(VI) could be achieved by precipitation
of 0.2 g of barium sulfate per liter of sample, provided that the mole ratio of
[Ba?*]/[SO%] was over 10: when the ratio [Ba®*]/[SO3"] was only 1.25,
ca. 2 g of barium sulfate per liter was needed for complete recovery.
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Fig. 1. Effect of pH on the coprecipitation of chromium with barium sulfate. [Cr] =
2 x 1077 M; [Ba*'] = 0.0125 M; [SOZ"] = 0.0125 M. Curve (1) chromium(VI); curve
(2) chromium(III).

Fig. 2. Effect of mole ratio of bharium(Il)} to sulfate ion on the coprecipitation of
chromium(VI) with barium sulfate. [Cr(VI)] =2 X 1077 M;[S027]1=0.0125M; pH 3.0+ 0.1.
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Fig. 3. Effect of amount of barium sulfate on the coprecipitation of chromium(VI) at
various [Ba*]/[SO;7] ratios. [Cr(VI)] = 2 x 107® M; pH 3.7 + 0.2; [Ba?*]/[SO?"] mole
ratios: (1) 1.25, (2) 2.0, (3) 10, (4) 20.

Fig. 4. Effect of masking agents on the coprecipitation of chromium with barium suifate
in the presence of iron(III) or aluminum(III). [Cr] = 1077 M; [Ba*] = 0.025 M; [SO?"] =
0.005 M; [Fe?**] = 0.2 ppm; [AI**] = 0.2 ppm. Curves: (1) Cr(III), Fe(III); (2) Cr(III),
AI(III); (3) Cr(III), Fe(III), 107> M 1, 10-phen; (4) Cr(IiI), Fe(IIl), 107* M salicylic acid;
(5) Cr(I1I), AYIII), 10~* M salicylic acid; (6) Cr(VI), Fe(III), 10-*M 1,10-phen;(7) Cr(VI),
Fe(III), 102 M salicylic acid; (8) Cr(VI), AI(III), 10~2 M salicylic acid.

Effect of masking agents for Fe(Ill), AI(I1II) and Cr(III)

When sample solutions contained iron(III) or aluminum(III), chromium-
(III) was coprecipitated with barium sulfate at pH values below 5 (see curves
1 and 2, Fig. 4), probably because chromium(IIl) was readily adsorbed
onto iron(IIl) and/or aluminum(III) hydroxide (cf. Shigematsu et al. [3]).
The effect of iron(III) concentration on the coprecipitation of 107" M
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chromium(IIT) was studied at pH 3.7 with 0.025 M barium(II) and 0.005 M
sulfate solutions. The coprecipitation of chromium(III) was negligible
when 0.02 ppm iron(III) was present but increased as the concentration of
iron(III) increased, becoming about 25% at iron(III) levels of 0.2 ppm and
approaching 50% at iron(III) levels of 0.5 ppm.

To prevent the interference of iron(I1I), salicylic acid, 1,10-phenanthroline,
citric acid, ethylenediamine and PAR [4-(2-pyridylazo)-resorcinol] were
studied as masking agents for iron(III), aluminum(III) and chromium(III);
the effects of these reagents are summarized in Table 1. Ethylenediamine and
(particularly) PAR were not effective, because their chromium(IIiI) chelates
seemed to be adsorbed onto barium sulfate precipitates. In addition, in the
presence of citric acid or PAR, chromium(VI) was probably partially reduced
during the aging of the precipitate so that its recovery was not quantitative.
Salicylic acid and 1,10-phenanthroline were more suitable masking agents
and the coprecipitation behavior of chromium in the presence of iron(IIl)
or aluminum(III) and of these reagents was thus further studied. As shown
in Fig. 4, 1,10-phenanthroline might cause the reduction of chromium(VI)
at low pH, and so salicylic acid was the most suitable masking agent.

Concentrations of iron(IIl) of 0.2—2.5 ppm could be effectively masked
by adding 0.7 X 1073 M or more salicylic acid; more than 99% of chromium-
(VI), and less than 0.5% of chromium(III) were recovered in these conditions.

Accuracy and precision .

To examine the accuracy of the proposed procedure, known amounts of
chromium(IIl) and chromium(VI) were added to water samples, and the
entire procedure for the determination of chromium(VI) was performed.
The results of these analyses are shown in Table 2. Chromium(VI) could be
selectively determined by using salicylic acid as a masking agent and the
relative standard deviation was estimated to be less than 1.0%. The detection
limit of the procedure, defined as twice the standard deviation of the blank
value, was ca. 0.02 ug 1.

Application to river water

Three river-water samples were collected and the chromium(VI) contents
were determined by the proposed procedure. The results are listed in Table 3,
with standard deviation values of triplicate runs. When known amounts of
chromium(VI) and/or chromium(III) were added to these samples, the
chromium(VI) could be quantitatively recovered. The results obtained with
samples 1 and 2 by this method were in good agreement with the results
obtained by an aluminum hydroxide coprecipitation method [3]. The
relative standard deviation for the determination of chromium(VI) in river
water was estimated to be less than 5.1%.

From the results, it can be considered that the recommended procedure
is an accurate and selective technique for the determination of chromium(VI)
in fresh waters.
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TABLE 1

Effects of masking agents for iron(III) and chromium(VTI)

Sample and Cr Fe(III) Masking Amount Cr
volume (1) added? added agent? added copptd.©
(mg) (M) (%)
Distilled (11I) - PAR 2.3x 107% 78.0
water (0.2) (VI) — PAR 2.3x 1078 94.7
(I11) — en 0.15 12.5
(VI) - en 0.15 100
(III) — cit. 50x 107 0.2
(VI) — cit. 5.0x 10™ 93.8
(II) - phen 1073 0.5
(VI) — phen 1073 99.1
Distilled (I1I) — sal, 1.5x 107 0.4
water (1.0) (III) 0.2 sal. 1.5x 10™* 1.9
(III) 0.2 sal. 0.7x 107® 0.2
(I11) 1.0 sal. 1.56x 107 0.3
(II1) 2.5 sal, 1.5x 107 0.2
(III) 0.2 none 47.6
(VI) - sal. 15X 1072 99.7
(VI) 0.2 sal. 1.5x 1072 99.5
(vI) 0.2 none 99.0
River (1I1) — sal. 1.5x 1073 0.7
water (1.0) (III) 1.0 sal, 1.5x 1073 1.3
‘ (111) 1.0 none 27.8
(VD) 1.0 sal. 1.5 x 1073 99.2

aRadioactive tracer (containing 1.0 ug Cr carrier) was used. Pen, ethylenediamine; cit.,
citric acid; phen, 1,10-phenanthroline; sal., salicylic acid. ®Coprecipitated at pH 3.7 + 0.2.
3.7+0.2

TABLE 2

Precision and recovery for spiked samples of distilled water

Sample Fe(III) 2% Salicylic Cr Cr n R.s.d.
volume added acid added added found (%)
M (mg) (ml) (ug) (ug)

1.0 - 5 Cr(VI) 20 1.99 = 0.01 4 0.5
3.0 — 15 Cr(VI) 2.0 2,00 + 0.02 3 1.0
1.0 — — Cr(VI) 1.0 0.97 + 0.03 3 3.1
3.0 — - Cr(Ill) 5.0 0.45 + 0.24 3

2.5 - 15 Cr(IIl) 5.0 0.01 1 —
2.5 0.25 15 Cr(IIl) 5.0 0.02 1 —
2.5 0.50 15 Cr(III) 10.0 0.08 1 —

The author expresses his sincere thanks to Dr. Shiro Gohda and Dr.
Yasuharu Nishikawa, Faculty of Science and Technology, Kinki University,
and Dr. Masayuki Tabushi, College of Medical Technology of Hirosaki
University, for their kind advice and suggestions.
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TABLE 3

Results of analyses for chromium(VI) in river water

Sample volume Volume Cr This method Other method?®
M ?dd)ed Cr(VI) found Cr(VI) content Cr(VI) content
“e ) (ng1™") (ngl™)
(1) Yamato river, 2.0 — 0.20 £ 0.02 0.10 + 0.02¢ 0.09 £ 0.01
Osaka pref.?
(2) Nunobiki river, 2.5 - 0.50+0.02 0.20:0.01 0.19 +0.02
Hyogo pref.d 2.5 Cr(VI)2.0 2.47:0.04 0.19+0.01
(3) Nunobiki river, 2.5 — 0.57 £+ 0.02 0.23 + 0.01¢
Hyogo pref.© 2.5 - 0.53 £ 0,003 0.21 +0.001
2.5 Cr(IlI) 2.0 0.71 +0.11 0.28 + 0.04¢
2.5 Cr(II1) 2.0 0.56 + 0.01 0.22 + 0.003
Cr(11I) 2.0 c
2.5 Cr(VI) 2.0 268003 0273002
Cr(III) 2.0 . .
2.5 Cr(VI) 2.0 2.52 + 0.01 0.21 + 0.004

é"Alumilrlum hydroxide coprecipitation method [3]. PIron content, 13 ug I"!; pH 6.50.
®Masking agent was not used. 9Iron content, 40 ug I"!; pH 6.60. ®Iron content 33 ug17';
pH 6.82.
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SUMMARY

Tosylcellulose was treated separately with aniline, benzylamine, n-butylamine and
piperazine to give four different aminocelluloses which were further treated with carbon
disulfide to furnish four dithiocarbamatecelluloses (AND, BZD, BUD and PID). A com-
parative study was made of their performance as adsorbents for several kinds of metal
ions. PID, which has the highest degree of substitution of the dithiocarbamate group of
the four derivatives obtained, was investigated for its adsorption behavior towards Ag",
AS“, Cd2+, Coz+’ Cl‘z*, Cr6+’ Cu2+, Fe3+, Hng’ Mn“, Pb2+, Sb5+, Se4+, Te4+ and Z1'12+. PID
showed good adsorption characteristics with relatively large capacities for Ag*, Cr®*, Cu?",
Hg?*, Pb?* and Se** ranging from 9.5 to 370 mg g™ ! of resin.

The separation and concentration of metal ions from aqueous samples can
often be speeded up and simplified by the application of a chelating polymer.
Some attempts have been made to synthesize cellulose-based polymers con-
taining the dithiocarbamate group which forms chelates with a relatively
wide variety of metal ions. Dingman et al. [1] reported a polymer with
dithiocarbamate groups obtained by treating a polyamine-polyurea resin
with carbon disulfide. More recently, Hayashi et al. [2] synthesized cellulose
derivatives containing the dithiocarboxyaminoethylcarbamoyl group.

Dithiocarbamate derivatives of cellulose are synthesized by introduction
of the amino group into cellulose followed by reaction of the amino derivative
with carbon disulfide. Several known methods of substituting the hydroxyl
group of cellulose with the amino group [3, 4] tend to cause side reactions
and often give low degrees of substitution. Rogovin [5] prepared a series of
substituted cellulose derivatives by tosylation of cellulose followed by
reaction of the tosylcellulose with a variety of reagents.

According to the method of Rogovin {5], tosylcellulose has been treated
~ separately with aniline, benzylamine, n-butylamine and piperazine to obtain
aminocelluloses, abbreviated respectively as ANA, BZA, BUA and PIA. These
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aminocelluloses were then treated with carbon disulfide to furnish the
corresponding dithiocarbamatecelluloses, AND, BZD, BUD and PID. Of
these, BUD was studied earlier [6].

This paper reports a comparative study of the uptake of metal ions by
these four dithiocarbamatecelluloses. Particular attention was given to the
adsorption characteristics of PID, the most highly substituted dithiocarbamate
derivative.

EXPERIMENTAL

Apparatus

Radioactive tracers (see Table 1) with the exception of 7As, 5!Cr(III),
S°Fe and 5*Mn (see below) were prepared by KUR (5 MW) at the Research
Reactor Institute, Kyoto University. The radioactivity was measured by a
well-type Nal(T1) scintillation counter (Aloka, SC-6, Japan).

Cadmium and lead were determined with an atomic absorption spectro-
meter (Hitachi Ltd., Type 518, Japan); mercury(Il) was determined with a
cold-vapor atomic absorption spectrometer (Hiranuma Machinery, Japan). A
pH meter (Hitachi-Horiba Ltd., Type F-bss, Japan) was used.

Materials

Reagents for synthesis. Microcrystalline cellulose was used as a starting
material. Pyridine was dehydrated by NaOH and N,N-dimethylformamide
(DMF) was dehydrated by molecular sieve (5A, 1/16) before use. The amines
used were benzylamine, aniline, n-butylamine and piperazine; except for
piperazine, they were purified by drying over NaOH followed by distillation.
Other reagents used were p-toluenesulfonyl chloride, carbon disulfide,
aqueous ammonia, methanol and acetone. All the reagents were of special

TABLE 1

Radioactive tracers used

Nuclide Target materials Half-life Specific activity
(days) (Cig™)
HomAg Ag metal 253 3.6x107°
74 As H,AsO, 17.9 Carrier-free
8Co Ni metal 71.3 Carrier-free
S1Cr(VI) Cr,0, 27.8 19x%x 10
$1Cr(1II) CrCl,;.6H,0 27.8 99x 10
¢7Cu Zn metal 58.5 Carrier-free
S Fe FeCl, 45.1 8.1
$4Mn MnCl, 303 Carrier-free
1248h Sbh,0, 60.4 6.5 x 1072
75Se Se metal 120 1.1x 107?
123mme Te metal 117 6.1 x 1073

¢57mn Zn metal 245 1.9x%x 1072
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grade. Pure water was prepared by double distillation of deionized water in a
quartz apparatus.

Radioactive tracers. The nuclides (Table 1) except for ™ As(V), *! Cr(III),
5°Fe(111) and 5*Mn(II) (obtained from Japan Isotope Association) were pre-
pared by sealing about 10 mg of a suitable metal, 99.999% in purity, or its
oxide (of special reagent grade) in a fine quartz tube, placing the quartz tube
in an aluminum capsule and submitting the capsule to neutron irradiation for
10 h in a KUR hydraulic exposure tube system with a thermal neutron flux
of 8.15X 10'* n cm™2 s™'. For the preparation of $’Cu and **Co, the nuclides
formed by the ®’Zn (n,p) ’Cu and *8Ni (n,p) %8Co reactions, respectively,
were separated by ion exchange. Table 1 lists the radionuclides used in the
tracer experiment, the target materials and the specific activity.

Carrier solutions: For the elements tested, except for As, Cr(Ill), Fe, Mn
and Te for which carriers were not used, the 1000-ppm standard solutions
commercially available for a.a.s. were used as carriers. The standard solution
of tellurium was prepared by dissolving the metal of 99.999% purity in
hydrochloric acid to a concentration of 1000-ppm.

Procedures

Synthesis of tosylcellulose. A suspension of 64 g of cellulose (glucose unit,
0.4 mol) in 11 of pyridine was prepared and a solution of 762 g of p-toluene-
sulfonyl chloride in 500 m! of pyridine was added dropwise to the suspension
with stirring, The mixture was stirred at room temperature for 7 days and
1.5 1 of acetone containing 150 ml of pure water was added, again with stir-
ring, while cooling the mixture with ice. The resulting mixture was poured into
a large quantity of pure water and the solid matter was filtered, washed thor-
oughly with pure water and methanol in that order and dried. (Yield: 172 g).

Synthesis of aminocelluloses. To a suspension of 43 g (0.1 mol) of tosyl-
cellulose in 400 ml of DMF was added the required amount (0.2 mol) of
amine: (I) aniline, 19 g; (II) benzylamine, 21 g; (III) n-butylamine, 15 g; (IV)
piperazine, 17 g. Stirring was continued for 5 h for (I), 2 h for (II) and (11I)
and 4 h for (IV). The reaction mixture was then cooled in acetone-—dry ice
and poured into cold aqueous 5% ammonia. The solid matter was filtered,
washed with pure water repeatedly until the filtrate became neutral to
phenolphthalein and finally extracted with methanol for 8 h in a Soxhlet
extractor. The amino derivatives were obtained in the following yields: 22 g
from (I), 12 g from (II), 8 g from (III) and 18 g from (IV).

Synthesis of dithiocarbamatecelluloses. A mixture of 0.035 mol of amino-
cellulose (10.4 g of ANA, 8.4 g of BZA, 7.8 g of BUA or 8.4 g of PIA), 18 ml
of carbon disulfide, 36 ml of aqueous 28% ammonia and 200 ml of methanol
was stirred at room temperature for 7 days. Upon completion of the reaction,
the solid matter was filtered, washed thoroughly with pure water and meth-
anol in that order, dried, and stored in a stoppered bottle in an atmosphere
of ammonia gas. The dithiocarbamatecelluloses thus obtained have the
following structures:
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CS,NH,
(1) AND; R=—N—CgHs
?SZNH4
(11) BZD ; R=—N—CH,CgHs
| CSoNH,
| _
[ (I11) BUD; R=—N—C,4Hq
|
CH,CH
L_ _ athaak
4N (V) P1D; R=-N N—CS,NH,
CH,CH,

Measurement of metal ion uptake. The adsorption behavior of the 12
metal ions, except Cd?*, Pb** and Hg?*, was studied by the radioactive tracer
technique as follows. Pure water (50 ml) was placed in a beaker, the carrier
(100 pg) was added from its standard solution and a given quantity of the
radioactive tracer was further added. After the addition of 50 mg of the
resin to this solution, stirring was started and the pH was adjusted with
0.1 M or 0.01 M sodium hydrogencarbonate or carbonate solution and hydro-
chloric acid (or nitric acid in the case of Ag' and Pb?*. Stirring was continued
for 15 min for silver(I) and 30 min for other elements. Immediately there-
after, the resin was filtered through a membrane filter (Millipore Filter
RAWP-047). The resin collected on the filter was transferred, together with
the filter, to a polyethylene capsule (15 mm diameter, 85 mm high, equip-
ped with a screw cap); 1 ml of 18 M sulfuric acid was added to dissolve the
resin and water was added slowly to make the total volume 5 ml. The
activity of the samples prepared in this manner and the control standard
samples prepared separately was counted for 1 min, and the adsorption rate
of each metal ion was computed, taking the count of the control standard
sample as 100,

The adsorption rates of cadmium and lead ions were determined by a.a.s.
as follows. The ion in question (100 ug) was added to 50 ml of water and the
pH was adjusted as described above. After stirring for 30 min, the resin was
filtered off, the filtrate was concentrated or diluted to a specified volume,
the ion was determined in the usual manner and the adsorption rate was cal-
culated for each resin. The cold-vapor a.a.s. method was applied to deter-
mine the adsorption rate of mercury(II). In all cases, blanks were done with
the raw cellulose material as a control.

RESULTS

Composition of synthesized polymers

The contents of nitrogen and sulfur and the composition calculated
therefrom are shown in Table 2 for the aminocelluloses obtained from
tosylcellulose (content of sulfur, 11.4%; degree of substitution, 1.28) and
the dithiocarbamatecelluloses derived from the aminocelluloses. As is apparent
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TABLE 2

Components of aminocellulose and dithiocarbamatecellulose derivatives

Amine Contents (%) Components
S N

ANA C,H,NH, 8.41 091 (OTs),_.s (C,HNH), ,,

BZA C,H,CH,NH, 451 2.04 (OTs) 55 (C,H,CH,NH), .,
BUA C H,NH, 415 1.75 (0Ts),,, (C,H,NH), ,,

PIA (C,H,NH), 4.48 4.74 (OTS)g 54 (CH,oN,)oes

AND 9.30 0.82 (C,H,NH), ,, (CS,NH,),.,,
BZD 6.52 1.83 (C,H,CH,NH), ,, (CS,NH,), s
BUD 5.67 1.83 (C,H,NH), ,, (CS,NH,), .,
PID 8.24 5.14 (C,H,N,), s (CS,NH,), ,,

from Table 2, PID has the largest proportion of the amino and dithiocarbamate
groups. In the light of the high content of the residual tosyl group in ANA,
it seemed possible to increase the amino group content in ANA by extending
the reaction time and raising the reaction temperature.

pH dependency

The pH dependency of the adsorption of various metal ions by the four
dithiocarbamatecelluloses was investigated. The results obtained are presented
in Fig. 1. With Cu?®*, Cd** and Pb?**, any one of the four dithiocarbamate-
celluloses showed a maximum adsorption in the neutral region. The adsorp-
tion occurred most markedly for PID; AND behaved similarly to the cellulose
used as the control. With Ag*, BUD, BZD and AND behaved similarly, but
PID showed a maximum at pH 7—8 and adsorbed more Ag* than the others.

With Cr®* and As®*, BUD, BZD and PID all showed a maximum adsorption
in the acidic region. Both BUD and PID adsorbed Hg?* sufficiently over a
wide range of pH.

Compared with other metal ions, Fe®*, Mn** and Zn?* started to form
precipitates at relatively low concentrations at pH 7 or above. For this rea-
son, they were studied under conditions which were carrier-free or nearly so.
Both BUD and PID showed maximum adsorption of Fe®' in the alkaline
region. In contrast, cellulose as a control showed maximum adsorption of
Fe** in the neutral region but an abrupt drop in adsorption in the alkaline
region, which suggested no formation of precipitates. The adsorption of
Mn?* by BUD and PID was less than that of Fe®* in the neutral region, but
increased sharply in the alkaline region. The adsorption of Mn?* by cellulose
showed a maximum in the neutral region, as in the case of Fe’*, Differing
markedly from Cr®* which was adsorbed well in the acidic region, Cr** was
adsorbed more in the alkaline region by BUD and PID, as were Fe®* and Mn?*.

The adsorption of Zn?* by PID increased in the alkaline region; however,
some precipitates are likely to form at pH 8 or more and the occurrence of
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Fig. 1. Adsorption behavior of the ions studied by the batch method on 50 mg of resin in
50 ml of water with equilibration for 30 min (unless noted otherwise). Amount of carrier
added: Cu**, 200 ug; Cd**, Pb?*, Co*, Zn**, 100 ug; As%*, Cr**. Fe®*, Mn*', none; Hg*",
1000 ug. For Ag”, only 10 mg of resin was used, with 15-min equilibration; the amount
of carrier was 500 ug for PID and 100 ug for AND, BZD and BUD. For Cr®*, the amount
of carrier was 1000 ug for PID and 500 ug for BZD and BUD with 100 mg of resin.
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adsorption above pH 8 was not confirmed. In the case of Sb**, Se** and Te*",
PID showed a maximum adsorption in the acidic region, roughly equal to
that of BUD. PID was also similar to BUD in that it adsorbed Co?** well in
the alkaline region.

Effects of the amino group of metal ion uptake

Of the metal ions showing maximum adsorption on the acid side, some
seem to be adsorbed on the amino group remaining in the resin rather than
on the dithiocarbamate group. The earlier study [6] of the adsorption
behaviors of As’*, Cr®* and Hg?* on BUA (an aminocellulose) and on BUD
(a dithiocarbamatecellulose) showed that the amino group is involved in
the adsorption of As** or Cr®*.

Consequently, a further study was conducted on the adsorption behavior of
As®, Se*", Te*" and Sb** on PIA and PID. These ions had shown a maximum in
the acidic region in their adsorption by PID. The results are given in Fig. 2.
Both Se** and Te*" are adsorbed only slightly on PIA and it is likely that the
adsorption on PID occurs mainly via the dithiocarbamate group. However,
As’* and Sb®* are also adsorbed on PIA and some contribution from the
amino group is conceivable here.

Capacities of BUD and PID

The capacities of BUD and PID for metal ions were determined as break-
through capacities as follows. BUD or PID (1 g) was packed in a column
(10 mm i.d.) and a 1000 ppm standard solution of Ag" (AgNO;) or Hg**
(HgCl,) or 100 ppm standard solution of Cu** (CuSO,), Pb*>*[Pb(CH;C00),],
Se**(Se0,) or Cr®*(K,Cr,0,) was passed through the column at a given pH
and at a flow rate of 0.5 ml min~!. The results (Table 3) show that the cap-
acities of both BUD and PID decreased in the order Hg>*>Cr®*>Ag*>Se**>-
Cu®*>Pb**,

The capacity for Cr®* is greater than those for Cu?* and Pb** and the
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_Fig. 2. Adsorption behavior of As®*, Se*", Te*" and Sb** on PIA and PID on 50 mg
of resin with equilibration for 30 min. The amount of carrier was 100 ng, except for As**
which was carrier-free,
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TABLE 3

Break-through capacity for BUD and PID

Metal Resin pH Capacity Metal Resin pH Capacity
ion (mg M™ g7! resin) ion (mg M™ g™! resin)
Hg*+ BUD 4.3 220 Se+ BUD 3.2 411
PID 4.3 370 PID 3.2 86
Cré+ BUD 2.6 72 Cu?t BUD 5.4 7.3
PID 2.6 155 PID 5.4 15
Agt BUD 5.2 67 Pb?* BUD 5.9 6.9
PID 5.2 120 PID 5.9 9.5

plausible explanation is that Cr®*, in addition to sorption by the dithiocar-
bamate group, is adsorbed by the amino group remaining in the resin and
also adsorbed as Cr** which results from oxidation of the resin with Cr¢*.

In the case of Hg**, contributions to the adsorption are apparently made
not only by the dithiocarbamate group but also by the functional groups
containing S and N.

Stability of BUD and PID to acid and heat

The stability of BUD and PID to acid and heat was examined. Portions
(1 g) of the resin were immersed in 0.1, 0.5 and 2.0 M hydrochloric acid for
1 h, and washed with water, and the resin was packed in a column. A 100-
ppm standard solution of Cu?"(pH 5.4) was passed through the column, the
amount of Cu?* adsorbed was determined and the adsorption rate was cal-
culated, taking the amount of Cu?* adsorbed on the untreated resin as 100.

Next, 1 g of the resin heated at 110°C for 1 h or 20 h was packed in a
column and the adsorption rate of Cu®* was determined as above. The results
(Table 4) show that the acid treatment reduces the capacity of BUD or PID
to 25% or less. The heat treatment reduces the capacity to ca. 75% after 1 h
and to ca. 50% after 20 h.

TABLE 4

Stability of resin

Immersion in HCI Heating at 110°C

HCI (M) Cu?* Adsorption (%) Time (h) Cu’* Adsorption (%)
BUD PID BUD PID

0.1 25 7 1 78 87

05 19 7 20 48 50

2.0 16 7

Immersion time; 1 h,
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Conclusions

Four kinds of dithiocarbamatecelluloses were synthesized and their adsorp-
tion of metal ions was investigated. The pH-dependence of the adsorption of
Ag', Cd** and Pb** by the four resins was similar although some differences
were found in the amount of the ions adsorbed. BZD, BUD and PID showed
a relatively similar pH-dependence in the adsorption of Cr®*, as did BUD and
PID in the adsorption of Hg?*.

BUD and PID showed a maximum in the acidic region in the adsorption
of As®*, Sb®*, Se** and Te** and a maximum in the alkaline region in the
adsorption of Cr®*, Fe** and Mn?*. Moreover, it is likely that the residual
amino group participates in the adsorption of As®* and Sb%* by BUD and
PID. The capacities of BUD for Hg?*, Cr®*, Ag’, Se**, Cu?* and Pb?* range
from 6.9 to 220 mg g™' of resin while those of PID for the same metal ions
range from 9.5 to 370 mg g of resin. Both BUD and PID are relatively
stable to heat but not to acid.

Of the four resins, AND and BZD adsorb various metal ions to a relatively
small extent, but BUD and PID generally have satisfactory capacities for
practical use. BUD does not take up Na* as was reported previously; it con-
tains very little metal ions as impurities and offers an advantage for the
neutron activation analysis of trace elements in natural water. In addition,
BUD can be readily decomposed by low-temperature plasma ashing and this
facilitates application of the sample after uptake of metal ions to atomic
absorption spectrometry and emission spectrometry.

The authors express their appreciation to Professor Yuzuru Kusaka and
Assistant Professor Haruo Tsuji, Faculty of Science, Konan University, for
their guidance and advice and thank research members of the Hot Labora-
tory, Research Reactor Institute, Kyoto University, for their cooperation.
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SUMMARY

The suitability of anhydrous acetic acid as a medium for the separation of some
lanthanides (neodymium, samarium, terbium and thulium) on anion-exchange resins
was investigated; the results indicated that although transfer to the anhydrous solvent
does not influence the distribution coefficients of these elements in this medium, the
addition of anions drastically changes their adsorption behaviour so that separations
become possible.

Many theoretical investigations [1—5] have dealt with the anion-exchange
behaviour of elements in organic and in mixed organic—inorganic solutions
of very low water content. The importance of such media for practical
separations has however rarely been mentioned. In addition to earlier work
[6—8] on the influence of low water contents on the anion-exchange be-
haviour of elements in anhydrous acetic acid, it was interesting to investigate
the suitability of this solvent for some difficult separations, e.g. those of
the different rare earth elements. Previous studies indicated that at very
low water contents (<0.5%) a solvation-hydration transition of the metal
complexes in both the solvent and the resin phase takes place; the transition
differs for different elements.

In this study, the adsorption behaviour of Nd(III), Tb(III), Sm(II) and
Tm(III) was investigated in acetic acid on an anion-exchange resin in the
chloride form as a function of the water content. No adsorption was found
over the concentration range studied.

A comparison of these results with those of Van de Winkel et al. [6]
indicated the possible importance of the effect of nitrate ions on the ad-
sorption behaviour of these elements; this was confirmed by a comparative
study of the influence of chloride and nitrate on their adsorption on an
anion-exchanger in acetic acid. From these data, a separation procedure was
worked out for some rare earth elements.

*Present address: Vrije Universiteit Brussel, Pleinlaan 2, 1050 Brussel, Belgium.
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EXPERIMENTAL

Apparatus

A dry atmosphere glove-box (ca. 20 mg H,0 m™3) was used to avoid
absorption of moisture by the dried reagents, working at acetic acid water
contents below 5%.

Radioactivity measurements were performed with a Ge(Li)-detector
coupled to a 4000-channel analyser. The radioactivity of the mono-energetic
radiotracer '’Tm was measured by discriminative counting in a Nal(TI)
well-type detector, coupled to a single-channel analyser.

Reagents and radioactive tracers

The strong base anion exchanger Dowex 1-X8 (100—200 mesh) and
(200—400 mesh) was used in the chloride and nitrate forms after purifica-
tion by a column-conditioning procedure with sodium hydroxide and
hydrochloric acid. The resin was dried and stored as described earlier [9].
For conversion to the nitrate form, an RCl-resin column, was purified and
washed with several bed volumes of 1 M nitric acid until the eluent was free
of chloride ions and then rinsed with water till the eluent was free of nitrate
ions.

After drying for 14 days, the water content of the resin was 0.3—0.8%
water per g of dry resin. The total exchange capacity of the exchanger in
the chloride form was 3.8 meq CI~ g~! of dried resin.

Acetic acid with various water contents was prepared and stored as
reported previously [9]. The minimum water content, determined by
Karl Fischer titration, was 33 ug H,0O ml™!.

Chloride was added to the anhydrous acetic acid solvent with HCl—acetic
acid mixtures and solutions of lithium chloride in acetic acid. The HCl—acetic
acid mixtures were made with an HCI generator. Figure 1 gives the maximum
hydrogen chloride uptake as a function of the water content of the acetic
acid solvent.
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Fig. 1. Maximum HCI uptake as a function of the acetic acid water content.
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Nd(III), Sm(IIT), Tb(III) and Tm(III) stock solutions were prepared by
dissolving appropriate amounts of the neutron-irradiated and dehydrated
metal acetates in acetic acid of known water content. The water contents
of the metal acetates themselves varied between 1.8 and 4.0%.

The distribution coefficients were determined with the radiotracers
"INd (ty2 10.99 d; v, 91 keV, 5.31 keV); '*3Sm (t;,, 47 h; v 103.1 keV);
19Th (¢, 73.3 d; v 879.3 keV); and '"*Tm (¢, 128 d; v 84.1 keV). The
radiotracers were obtained by irradiation of the dehydrated acetates in the
Thetis reactor of the ILN.W. at a neutron flux of 1.5 X 10'2 n em™ s7!,

Determination of distribution coefficients, Kq4

The weight distribution coefficients (ratio of the amount of metal per g
of dry resin to the amount of metal per ml of solvent) were determined by
batch experiments and column elution experiments at 25°C, unless other-
wise mentioned.

For the batch experiments, the weights of the resin and the volume of
the solvent varied in the ranges 25—100 mg and 25—50 ml, respectively
[8]. The standard deviations for the distribution coefficients were deter-
mined as described elsewhere [10].

For measurements of small distribution coefficients (K4<100), elution
chromatography was used. The quantities of resin and solvent are discussed
below (Table 1). The values of the specific volume of the resin and the
interstitial fraction were taken from the literature {11].

RESULTS

Batch equilibration

The distribution coefficients (K4 values) of the four rare earth elements
were determined by batch equilibration experiments as a function of the
resin loading in acetic acid containing 37 ug H,0O mI™ and 8.87% H,0. At
resin loadings smaller than 0.5% mmol meq™, the Ky values were studied

TABLE 1

Conditions for the column experiments

Expt. LiCl, Elution speed Resin Weight of Column
(X107 M) (drops s71) beads resin diameter
meshsize (mg) (mm)

1 0.971 1/17 100—200 191.4 6

2 1.94 1/17 100—200 196.6 6

3 1.94 1/17 200—400 292.6 4

4 2.22 1/17 200—400 294.1 4
5 2,72 1/5 200—400 298.0 4

6 3.88 1/17 200—400 292 .4 4

7 9.71 1/17 100—200 290.6 6
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as a function of the water content of acetic acid (37,210,860, 3200 pug
H,0 ml™).

No adsorption was found on the RCI resin (K4<1), contrary to a report
[6] of K4 values exceeding 100 under supposedly similar conditions. As the
distribution coefficients were determined as described previously [6],
except for the preparation of the tracer elements, the different behaviour
can probably be attributed to the presence of nitrate ions arising from the
nitric acid—acetic acid solution used earlier [6] for the dissolution of the
metal oxides. This indicates the important influence of small amounts of
anions on the adsorption behaviour of the elements under study.

Additional experiments were therefore carried out to obtain more infor-
mation about the effect of anions on the adsorption; chloride and nitrate
were chosen because the anion exchanger was in the chloride form and the
previous results indicated possible interference from nitrate.

The influence of chloride on the anion exchange behaviour of the rare
earth elements in anhydrous acetic acid was studied. The adsorption iso-
therms of NA(III) and Tm(III) were determined on RCl resin in anhydrous
acetic acid (water content 38 ug H,O ml™) as a function of the chloride
content added to the solvent as HCl and LiCl. The resin loading was below
0.5% mmol meq!.

For Tm(IIT) the results (Fig. 2A) indicate a steep increase in adsorp-
tion with increasing chloride content. With HCl the adsorption starts at
lower chloride concentrations than with LiCl but the shapes of the curves
are nearly identical. The shift in the position of both curves is probably
due to the second cation effect and indicates a possible formation of ternary
complexes with the HCl—acetic acid mixture. Because of the easier mani-

Tm (I HCL)
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Fig. 2(A). Adsorption isotherms for Tm(III) and Nd(III) on RCI resin in acetic acid (38
ug H,O ml™) as a function of the chloride content. (B) Adsorption isotherms for Nd(III),
Sm(I1I), Th(III) and Tm(III) on RNO, resin as a function of the acetic acid molarity.
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pulation and preparation of the chloride solution, LiCl—acetic acid mix-
tures were preferred.

At chloride concentrations above 2.5 X 10~ M, the adsorptions of the
elements NA(III) and Tm(IIT) diverge clearly but were too high for practical
use (K4>100). Below 2.5 X 1073 M chloride, the situation is not so clear and
more detailed information on the position of both isotherms could only be
obtained by using column elution experiments.

The influence of nitrate anions on the adsorption behaviour was deter-
mined by batch experiments with RNO; resin as a function of the acetic
acid concentration. The resulting adsorption isotherms (Fig. 2B) show an
increase in adsorption going from the lower to the higher molarity. Over the
entire interval the adsorption sequence was:- Nd>Sm>Tb>Tm. The dif-
ferences in adsorption indicate the possibility of separating these four rare
earth elements, two by two, or individually. As for the RCl—LiCl—acetic
acid medium, a determination of the distribution coefficients in the region
K4<100 by column experiments was necessary.

Column experiments

Distribution coefficient determination in acetic acid—LiCl medium on
RCI resin. For the determination of small distribution coefficients, the
column elution technique was used under different experimental conditions,
summarized in Table 1. The ratio of the column height to diameter was
always greater than 20. Before the column was made, the resin was equili-
brated overnight in acetic acid of identical LiCl content to that used for
the elution experiments, then 25 ul of a tracer solution (prepared by dis-
solving the metal acetate after irradiation in an identical solution) was
adsorbed on the top of a RCI resin column, keeping the resin loading below
0.05% mmol meq™'. The temperature of the column was 25°C. Figure 3
gives a typical elution curve: from its form, it is obvious that no distribution
constant could be calculated. A fraction of the loaded metal elutes im-
mediately, while the rest of the metal elutes slowly with the solvent. For
each of the experimental conditions mentioned in Table 1, the elution data
for Tm(III) are summarized in Table 2, which indicates that changing the
experimental conditions, e.g. resin bead size, column dimensions, and
elution speed, did not improve the characteristics of the elution curve. The
fraction of the elements eluted at the peak maximum decreased with increasing
chloride content. At relatively high chloride concentrations (3.88 X 107> M
and 9.71 X 1073 M), the maximum disappeared completely and it was only
possible to elute small quantities of metal even after elution with many
column volumes of solvent. Only slow kinetics of the complex formation
or adsorption of the complex on the resin can explain this kind of behaviour.

Distribution coefficients in acetic acid on RNO; resin. Similar column
experiments were carried out with the selected rare earth elements in acetic
acid medium on RNO; resin. The acetic acid concentration varied between
16.7 and 17.4 M. The resulting curves were identical to those in Fig. 3,
indicating a similarly slow complex formation or adsorption step.



154

TABLE 2

Results for Tm(III) in column experiments under the conditions given in Table 1

Expt. Eluted volume Percentage Results
LiCl—HAc—solvent eluted
(ml) (%)
1 1.5 83 max. after 0.19 ml
2 34.9 84 maxXx. after 0.63 ml
3 51.9 93 max. after 0.87 ml
4 37.4 56 max. after 0.88 ml
5 41.1 56 max. after 0.31 ml
6 75.1 30 max. not found
7 50.0 <10 max. not found
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Fig. 3. Elution curve for Tm(III) on RCI resin (Dowex 1-X8, 100—200 mesh) in acetic
acid—LiCl medium.

Influence of temperature

In the system RCl—LiCl—acetic acid with thulium acetate, the influence of
the temperature on K4 was studied by batch experiments at different tempera-
tures for different agitation times. The water content of the solvent was
38 ug H,0 ml™!; the LiCl concentration was 3.8 X 1073 M. The experiments
done as a function of the agitation time at 25°C (Fig. 4) indicate slow
equilibration (equilibrium reached after 1000 min). The experiments at
75°C, however, indicated that the equilibrium was reached within 1 h
although the adsorption had decreased. As a consequence, it seemed in-
teresting to do column experiments at 75°C on RCl resin in a LiCl—acetic
acid solvent with Nd(III) and Tm(III). (The LiCl concentrations were 3.6
X 1073 M and 3.8 X 1073 M).

Figure 5A shows the total elution curve for Tm(III) under these condi-
tions. It is obvious that raising the temperature of the experiments drasti-
cally changes the shape of the elution curve (compared with Fig. 3). The
first elution peak, corresponding to the slow equilibration, decreases and a
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Fig. 4. Distribution coefficients for Tm(III) on RCI resin (Dowex 1-X8, 100—200 mesh)
as a function of the agitation time at 25°C.
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Fig. 5(A). Elution curve for Tm(III) on RCl resin (Dowex 1-X8, 100—200 mesh) in
acetic acid—LiCl medium (38 ug H,O ml™; 3.6 x 10 M LiCl) at 75°C. (B) Elution
curve for Tm(III) in acetic acid (17.16 M) on RNO, resin proceeding from Tm(NO,),.

Fig. 6. Adsorption isotherms for (1) Nd(III), (2) Th(III), (3) Tm(III) on RNO, resin as
a function of the acetic acid molarities, proceeding from the elements in the nitrate
form. Open symbols indicate column experiments and filled symbols batch experiments.

broad second maximum appears. Unfortunately, however, the position of
this maximum in the elution curves of both elements Nd and Tm was iden-
tical, which made it impossible to separate the rare earth elements in a
RCl—acetic acid—LiCl medium.

From these experiments it is clear that a separation procedure is im-
possible because of the slow kinetics of complex formation or the adsorp-
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tion step. Therefore improvements were to be expected by activating the
equilibration, starting from the element in the same ionic form as that
adsorbed on the resin, i.e. with the rare earth elements in the chloride form
for separation in anhydrous acetic acid—LiCl on RCl resin, and in the
nitrate form for separations in acetic acid on RNOj; resin.

Separation on RNQOj; resin in acetic acid medium

From batch equilibration experiments, starting from the metal nitrate
instead of the metal acetate for NA(III) and for Tm(IIl), the distribution
coefficients were calculated as a function of the acetic acid concentration
on RNO; resin. These results are shown in Fig. 6. From comparison with the
results in Fig. 2B, it is clear that the nitrate ions introduced with the tracer
do not drastically change the position of the adsorption isotherms.

Column experiments were also carried out to determine low distribution
coefficients on RNQO; resin in acetic acid solvent. As an example of such an
elution curve the results for Tm(III) on RNO; resin in 17.16 M acetic acid,
starting from Tm(NQO,;); as tracer element, are shown in Fig. 5B. Under
these conditions, no element was eluted below a certain volume that differed
for each element and acetic acid concentration. The curves showed an
appreciable amount of tailing. From the position of the maximum, however,
it was possible to calculate distribution constants. These values, calculated for
Nd(III), Tb(III) and Tm(III) as a function of the water content of the acetic
acid solvent, are indicated in Fig. 6; good agreement was found between the
distribution coefficients determined by both methods. It can be concluded
that it is possible to separate the rare earth elements, although contamina-
tion of the fractions due to tailing is to be expected; tailing results from slow
equilibration which could not be improved by using smaller beads or by
increasing the temperature. This slow equilibration can be ascribed to
instability of the adsorbed metal complexes, difficult equilibration between
the metal complex and the exchanger, interference of acetate anions, etc.

As an example, Nd(III) and Tm(III) were separated on the RNO; resin in
acetic acid. The concentration of the acetic acid was chosen so that the
elements could be eluted with a small volume of solvent. Therefore, the
initial acetic acid concentration for the adsorption of the metal nitrates
on the top of the column was 17.03 M. (Before making the column, the
resin was equilibrated overnight in acetic acid of identical concentration.)
The elution was started with 17.03 M acetic acid. Because the distribution
constants of Tm(III) and NA(III) were 4 and >700, respectively, under
these conditions, Tm(III) was obtained in a pure form. After the quantita-
tive elution of Tm(III) from the column (the fraction left behind on the
resin was smaller than 0.5% of the initial amount), the acetic acid concen-
tration was reduced to 15 M for the elution of Nd(III). The elution curves
are shown in Fig. 7; 88% of the Tm(III) was eluted in the first 10 ml of
solvent, while the other 12% needed a further 40 ml of acetic acid.

These results show that a separation of Tm(III) and Nd(III) is readily
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Fig. 7. Separation of Tm(III) and Nd(III) on RNO, resin (Dowex 1-X8, 100—200 mesh)
in acetic acid medium.

possible because of the large difference in distribution coefficients, but
tailing will always complicate the separation of a mixture of rare earth
elements in spite of the favourable position of the adsorption isotherms.
It is always possible to obtain a pure fraction of the first eluted element
and to separate a mixture of elements by repeated elutions. An added
advantage of this separation procedure is the easier solubility of the rare
earth elements in nitric acid.

Elution curves on RCl resin in acetic acid—LiCl solutions

Elution experiments were carried out, starting from metal chloride instead
of metal acetate, to determine the distribution coefficients of the elements
on RCl resin in acetic acid—LiCl medium. The water content of the solvent
was 38 pg H,O ml™! and the LiCl concentration was 1.37 X 1073 N. The
shape of the elution curves was similar to those in Fig. 5b. However the
very small differences in K4 values calculated from the elution curves
(Kq = 3.2 for Nd(IIT) and K4 = 1.6 for Tm(III)) made this medium unsuit-

able for separations.

Conclusions
It is clear that anhydrous acetic acid is not as interesting for practical

purposes as expected. The results, together with those of previous theo-
retical studies on the influence of water on the anion-exchange behaviour of
elements in acetic acid medium, indicate that the use of anhydrous solvent
is restricted to separations where the distribution coefficients of the hydra-
ted and the solvated complexes differ greatly. The transition solvation-
hydration must be considered as a marginal effect, which hardly influences
K.
dThe results further indicate that small amounts of anions have a far
larger effect on the adsorption behaviour of the rare earth elements on the
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anion-exchange resin in acetic acid medium than do very low water
concentrations.

Tailing of the elution curves was difficult to minimize under classical
experimental conditions, e.g. an increase in the theoretical plates (smaller
resin beads, other column dimensions), and an increase in the temperature.
A fundamental investigation into the kinetics of complex formation and
adsorption under these conditions could give more insight into these prob-
lems and perhaps reveal the practical possibilities of anhydrous media.

Thanks are due to Prof. Dr. J. Hoste for his interest and helpful sugges-
tions during the work and to T. DeWispelaere for technical assistance. The
financial support of the Interuniversitair Instituut voor Kernwetenschappen
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A SYSTEMATIC ERROR FROM COUNT RATES IN NEUTRON
ACTIVATION ANALYSIS OF ARCHAEOLOGICAL MATERIALS
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Summary. Errors of the order of a few per cent may occur in trace element measure-
ments because of changes in the Ge(Li) detector resolution caused by count rate; errors
appear when photopeak intensities are measured by summing a fixed number of data
channels. A simple correction method based on a gaussian approximation is proposed.
The problem is discussed in the context of trace element measurements in archaeological
material.

The determination of the provenance of archaeological material by instru-
mental neutron activation analysis (i.n.a.a.) generally involves measurement
of large numbers, sometimes hundreds, of archaeological specimens such as
pottery shards or obsidians. Automation is therefore necessary in the mea-
suring process as well as in the data reduction. A strict irradiation and analysis
schedule must be maintained in order to maximize both the capacity of the
system and the precision of measurements. It may also be necessary to
operate the equipment for long periods without human attendance.

When automatic transport mechanisms are employed to position samples
on the y-ray detector, a fixed detector—sample geometry is employed. This
fixed geometry can lead to a systematic bias in the measurements because
of count-rate differences between the standards and samples. The reason for
the systematic bias is that the resolution of the radiation counter degrades
with count rate. In a given batch of irradiated samples some will be more
active than the standards and some less active. Hence for any given sample
y-ray, the detector resolution will be worse or better than the resolution of
the same y-ray in the standard. There are other effects connected with count
rate but here only the loss of resolution with count rate is considered.

Two approaches are commonly employed to measure the area of photo-
peaks. In one, line-shape fitting computer routines are used to measure the
area and the peak widths are duly accounted for [1]; this is complicated,
expensive and of dubious advantage in dealing with complex spectra. In the
other, y-ray intensities are measured by summing a fixed number of channels

*Present address. Institute of Archaeology and Department of Physics, Hebrew University
of Jerusalem, Israel.



160

on each photopeak [2]. So long as the same proportion of the true peak area
is measured for both the standard and sample y-rays the fact that the sum-
mation is truncated at some arbitrary point is of little consequence since the
ratio of the sample to standard photopeak area is ultimately used. The pre-
cision of measurement depends on the choice of the peak boundaries {3, 4].
The problem addressed here is that caused by differences in the peak width
between standard and sample y-rays: the method of summing a fixed number
of channels on a photopeak, as opposed to summing a constant fraction of
the peak width, results in different proportions of the area measured for the
standard and sample y-rays.

The way in which differences in detector resolution can affect a measure-
ment is illustrated in Fig. 1. The two curves shown each have the same area,
arbitrarily taken as 10,000 counts, but different widths. For curve A the
full-width at half maximum (FWHM) is 3 channels whereas for curve B the
FWHM is 4 channels. Consider the sum of curves A and B over a fixed number
of channels, say 3 channels above and below the peak channel. Suppose that
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Fig. 1. Two simulated gaussian y-ray photopeaks with the same area but different widths.
For A, FWHM = 3 and for B, FWHM = 4. The tabulated results are:
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Fig. 2. %¢Sc 889-keV photopeak measured with a 42-cm® Ge(Li) detector. The dashed
curve is a gaussian fit to the experimental points, showing the degree to which the photo-
peak can be approximated.



161

curve A is a standard y-ray while curve B is the same y-ray in a pottery shard
and has been broadened by high-intensity y-rays in a different portion of the
spectrum of which B is a component. Because the peak areas are the same,
the elemental abundances corresponding to peaks B and A are the same, but
the partial sum for A yields 9951 while the partial sum for B yields 9635, i.e.
a ratio of 0.97. Thus a 3% error results if allowance is not made for the fact
that curve B has been broadened.

In actual experiments, the errors associated with differences between the
standard and sample peak widths may vary from 0.1% to 5% or even occasion-
ally 10%. Since pottery groups usually have compositional spreads on the
order of 10—20%, the errors associated with the y-ray photopeak are of
little consequence when they are ca. 1%; however, some pottery groups
and obsidians are very homogeneous and may show compositional spreads
on the order of 5% or less [5]. Thus for unknown specimens, it is prudent
to make corrections for sample/standard peak-width differences whenever
a yray intensity is measured by summing a fixed number of channels on
the photopeaks and the summation does not cover the whole peak.

Photopeaks measured by Ge(Li) detectors are approximately gaussian
and this suggests a simple way of offsetting errors resulting from peak width
differences, namely, by normalizing the intensity of a sample y-ray to the
standard peak width. In the gaussian approximation, the normalization factor
can be shown to be

f=[W, Sexp (—2.7726(n —no)? /W2 1/[W, 3 exp (—2.7726(n — no)* /W, *]

where W_ is the FWHM of the sample photopeak, W, is the FWHM of the
standard photopeak, n, is the peak channel, and the sum extends over the
channels n summed on the photopeak. The factor 2.7726 arises from the
relationship between the variance, ¢°, of the gaussian curve and the FWHM,
i.e. 0 = (FWHM)?*/(8 In2).

For the case shown in Fig. 1, the normalization factor f can be obtained
from the values in the legend, giving f = 1.033. Multiplication of the partial
sum of curve B by f gives 1.033 X 9635 = 9952 in agreement with partial
area A.

Results

An illustration of how the gaussian correction works in practice is shown
in Table 1, which summarizes measurements of scandium-46 in U.S.G.S.
BCR-1 basalt standard, relative to the Perlman and Asaro Standard Pottery
(SP) [2]. These measurements were made with a 42-cm® Ge(Li) detector at
the Archaeometry Laboratory, Hebrew University. The *¢Sc yray is free of
interferences and can be measured with great precision; the true area of the
photopeak can be measured by summing enough channels to ensure that
peak-width differences are of no consequence. The BCR-1/SP scandium ratio
is then re-evaluated by summing fewer channels on the photopeaks so as to
indicate the error resulting from peak-width differences, and this result,
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TABLE 1

Partial area of the 889-keV *¢Sc photopeak and ratios for BCR-1/Standard Pottery (SP).
The areas are expressed in counts per minute normalized to the end of irradiation and
corrected for weight differences. PWC is the factor which normalizes the BCR-1 partial
area to the standard width.

No. of channels Peak areas (cpm)

used SP BCR-1 BCR-1/SP PWC (BCR-1/SP)
ratio? PWC
14 23156 + 18 38560 33 1.665 + 0.002 1.000 1.665
10 23001 + 17 38185 + 32 1.660 + 0.002 1.001 1.662
8 22762 + 17 37602 + 31 1.652 + 0.002 1.006 1.662
6 21801 + 16 355677 £ 29 1.632 +0.002 1.021 1.666
4 23100 = 17 29429 + 26 1.601 + 0.002 1.047 1.676

aErrors shown are due to counting statistics only and are negligible for the present purpose.

corrected for peak-width differences, is then compared with the first truer
measurement, etc. Fourteen channels corresponding to ca. 12 keV were first
summed on the photopeak shown for BCR-1 in Fig. 2. The FWHM is 3.7
channels (3.12 keV) for the BCR-1 and 3.4 channels (2.86 keV) for the SP,
i.e. a 9% difference. The partial areas of the photopeaks determined by sum-
ming 10, 8, 6 and 4 channels are shown in Table 1. The peak-area ratios
(column 4) vary from 1.665 to 1.601, the difference being 3.8% for these
extremes. The ratio 1.665 + 0.002 leads to a scandium value of 34.22 + 0.04
ppm for BCR-1. The gaussian peak-width corrections (PWC) necessary for
the area ratios are shown in column 5 and the corrected ratios in column 6.
For the 10, 8, 6 and 4-channel summations, the uncorrected ratios cause
negative errors of 0.3%, 0.8%, 2.0% and 3.8%, respectively; after the peak width
corrections have been applied, the errors are —0.2%,—0.2%, 0.06% and 0.66%,
respectively. Thus, serious errors arising from sample-standard peak-width
differences can be largely offset by the simple gaussian approximation. For
the example shown, enough channels can usually be summed so that peak-
width corrections are unnecessary. However, in many instances the y-rays of
interest suffer interferences, and it is desirable to truncate the area measure-
ments to minimize interference corrections which may lead to greater
uncertainties than are introduced by peak-width differences.

Discussion

An alternative approach which is sometimes employed to correct for peak
broadening is to measure the counts lost under a photopeak as a function of
count rate. Empirical calibration curves are developed for each mode of
summing the peak by artificially broadening a photopeak with a y-source.
For example, the intensity of the 60-keV peak of an 2*!Am source is measured
by summing a fixed number of channels on the photopeak. The measurement,
at constant live time, is then repeated for different degrees of broadening
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induced by a *’Co source, the quantities measured being the area of the
241Am photopeak and the count rate. The variation of peak area is then
developed as a power series in count rate by least-squares analysis. The
process is repeated for each mode of summing the peak and for each detector.
A serious drawback to this procedure is that the count rate is not the only
parameter affecting the peak width. The degree to which the detector per-
formance degrades with count rate depends also on the energy of the y-rays,
high-energy y-rays giving greater broadening. The degree of broadening
therefore depends on the spectrum profile and significant deviations from
the calibration curves can therefore be expected for some spectra. In con-
trast, the gaussian approximation is based directly on a measure of the peak
width and is therefore independent of the spectrum profile.

Table 2 compares some trace element measurements corrected for peak
broadening by a count rate correction (CRC) and by the gaussian approxi-
mation (PWC). This example relates to a slag in which the photopeaks were
very much broader than in the standard. The !'*° Yb and 82 Ta photopeaks
were 50% broader in the specimen than in the standard while the !**Sm and
1"Lu photopeaks were respectively 37% and 16% broader. The results in
Table 2 show that for moderate peak-width differences (Sm, Lu) both
methods give substantially the same results while for extreme broadening
(Yb, Ta) substantial differences occur. The count rates involved in these
measurements were not excessive and lead to only minor corrections, but
the peaks were very much broadened. The point is that the spectrum profile
responsible for the broadening was very different from that used to calibrate
the CRC. The CRC can be improved by developing it as functions of the
dominant y-ray in a given spectrum and of the y-ray analyzed, but such
refinements would greatly complicate the measuring process and are unlikely
to result in improvements over the peak-width correction method.

Application of the peak-width correction outlined above requires that the
width of every y-ray analyzed be known. For many peaks, a good measure of

TABLE 2

Measurements corrected for peak broadening by a gaussian approximation (PWC) and by
a count-rate correction (CRC). G(corr.) is the gaussian correction expression as a ipercen-
tage of the uncorrected composition.

Nuclide Peak Content found (ppm)? G corr.
(keV) PWC CRC (%)
1538m 103 4.42 + 0.02 4.42 + 0.02 2.3
177 Lu 208 0.422 + 0.013 0.416 + 0.013 2.4
169°Yh 63 2.74 + 0.07 2.59 + 0.07 6.9
182Tq 68 0.58 + 0.02 0.54 £ 0.02 10.6

3See footnote to Table 1.
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the width cannot be obtained, because of poor statistics or interferences;
however, it is generally possible to find two or more interference-free peaks
which are intense enough to permit accurate measurements of widths without
resort to lineshape fitting. The widths of other photopeaks can then be
determined by interpolation. Such a procedure can be easily incorporated
into data-processing programs.

Conclusion

Archaeological provenance studies require that trace elements be deter-
mined with a precision of 1—2% wherever possible in order that the composi-
tional spread of an assembly of specimens not be dominated by random
measuring errors [6—8]. Errors associated with standard—sample peak-width
differences are systematic but they differ from one photopeak to another
and from one specimen to another. Even for an assembly of materials of
similar composition, these errors would be different for any given element
unless all specimens were analyzed at approximately the same time, i.e.,
unless the activities were similar at the time of measurement. Thus these
errors introduce additional dispersions into group averages which, for some
elements, may exceed natural dispersions unless care is taken to correct for
standard—sample peak-width differences. The method of correction proposed
can be easily incorporated into computer routines in which photopeak
areas are measured by summing a fixed number of channels.

The author thanks Professor John T. Wasson of the U.C.L.A. Chemistry
Department for his hospitality and for the use of computing facilities. Special
thanks are due to Professor I. Perlman, Hebrew University, for his interest.
This work was supported in part by NASA grant NGL-05-007-367.
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Short Communication

ION-SELECTIVE ELECTRODES BASED ON TETRAPHENYL-
PHOSPHONIUM 12-TUNGSTOSILICATE AND ON CRYSTAL VIOLET
TETRAPHENYLBORATE IN THE POTENTIOMETRIC TITRATION OF
ACID AND BASIC DYES

A. G. FOGG* and K. 8. YOO

Chemistry Department, Loughborough University of Technology, Loughborough,
Leicestershire (Gt. Britain)

(Received 6th April 1979)

Summary. Poly(vinyl chloride) membrane electrodes containing the specified substances
are suitable as indicator electrodes in titrations of basic dyes with sodium tetraphenyl-
borate solution and of acidic dyes with crystal violet solution. Useful curves are obtained
even at the 107* M level.

The response of liquid-state ion-selective electrodes based on the water-
insoluble salts of crystal violet with PAR or solochrome violet RS, to acidic
and basic dyes has already been described [1] . These electrodes were used as
indicator electrodes in titrations of several acid dyes with a solution of
crystal violet, but because the salts formed on mixing acid and basic dyes are
significantly soluble, the end-points were not sharp. Preliminary work on
‘liquid-state electrodes based on crystal violet tetraphenylborate and crystal
violet 12-tungstosilicate showed that sharper potential jumps can be
obtained in titrations of basic dyes with sodium tetraphenylborate [2].

The present communication describes a further search for a satisfactory
PVC electrode for use in potentiometric titrations of acidic and basic dyes.
Electrodes based on tetraphenylphosphonium 12-tungstosilicate and on
crystal violet tetraphenylborate were found to give useful titration curves.

Electrodes based on tetraphenylphosphonium 12-tungstosilicate

Preparation of tetraphenylphosphonium 12-tungstosilicate. Tetraphenyl-
phosphonium chloride (1.5 g) was dissolved in 50 ml of water and 30 g of
12-tungstosilicic acid in a further 50 ml of water was added. The tetraphe-
nylphosphonium 12-tungstosilicate precipitated was digested by adding
50 ml of acetone and heating the mixture on a water bath at 50—60°C for 1 h
after which the supernatant layer was decanted off and discarded. The preci-
pitate was digested in the same way with two further 50-ml portions of ace-
tone, filtered off and then dried at 50°C in a vacuum oven (yield 5 g).

Preparation of PVC membrane and electrode. A paste was made from 0.15g
of tetraphenylphosphonium 12-tungstosilicate and 0.2 ml of 2-nitrophenyl
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n-butyrate (solvent mediator); 0.2 ml of diiso-octyl phthalate (plasticiser) was
then mixed in to give a homogeneous paste. This was mixed well with a
solution of 0.15 g of PVC powder in 6 ml of tetrahydrofuran. The master
membrane was cast in a glass ring (3.6 cm i.d.) as described by Craggs et al.
[3]. The thickness of the membrane after drying was 0.4—0.45 mm. PVC
electrodes were assembled as indicated by Craggs et al. [3]. A solution 107!
M in potassium chloride and 1073 M in tetraphenylphosphonium chloride
was used as internal reference solution.

Membranes prepared with 2-nitrotoluene as solvent mediator, and dinonyl
phthalate or di-n-butyl phthalate as plasticiser were less satisfactory.

Response to tetraphenylphosphonium ion. After conditioning overnight
in 1073 M tetraphenylphosphonium chloride solution, the electrode gave full
Nernstian response to the tetraphenylphosphonium ion (as chloride) in the
107—10"% M range. After electrode storage in 107* M tetraphenylphospho-
nium chloride solution for 37 days, the response fell to 35 mV per decade. The
electrode also gave full Nernstian response initially to the tetraphenylborate
ion: a saturated sodium sulphate salt bridge was used with the calomel
reference electrode in order to prevent formation of potassium tetraphenyl-
borate at the junction.

The response decreased with time; thus a curve for the potentiometric
titration of 102 M tetraphenylphosphonium chloride with 1073 M sodium
tetraphenylborate showed a potential jump of about 200 mV with a new
electrode but only about 50 mV with an electrode which had been used for
several weeks. The electrode was also useful for the standardization of
sodium tetraphenylborate solutions with silver(I) solutions. In this titration
a newly-cleaned Orion silver sulphide electrode gave a potential jump of about
300 mV at the end-point with 107® M solutions, whereas the proposed elec-
trode gave a jump of only 100 mV; but in both cases, the inflexions were
very sharp and so were equally useful.

Response to basic dyes and titration of basic dyes with tetraphenylborate.
The response of new, conditioned membranes to basic dyes was less than
Nernstian: the response to crystal violet, for example, was 25—30 mV per
decade in the range 107°—107% M. Nevertheless, satisfactory titration curves
were obtained for several basic dyes when they were titrated with standard
sodium tetraphenylborate solution. The purities of the dye samples calcu-
lated from these titration curves are given in Table 1, and are compared with
the nominal strengths (based on elemental analyses) provided by the
supplier. In three cases the agreement is good but in the case of Basic Blue
141 a marked difference is observed. Titrations of Basic Red 14 and Basic
Blue 3 gave unsatisfactory titration curves and these dyes are not included in
Table 1. The sodium tetraphenylborate solutions were standardised with
silver nitrate. A representative titration curve (for the titration of Basic Blue
141) is given in Fig. 1; the curves obtained even with an old membrane,
indicate that good end-points can be obtained.

During these and other titrations of dyes, the membrane frequently
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TABLE 1

Assay values obtained by potentiometric titration of basic dyes with sodium tetraphenyl-
borate and of acid dyes with crystal violet

Dye Potentiometric Nominal strength Dye Potentiometric Nominal strength
result (%) of dye sample? result (%) of dye sample?
Basic Yellow 59 22 20 Acid Yellow 199 103 96.2
Basic Yellow 28 24 20 Acid Blue 62 91 79.6
(CI 62045)
Basic Orange 30:1 89 85 Acid Red 151 74 92.7
(CI 26900)
Basic Blue 141 32 20 Acid Red 114 80 98.2
(CI 23635)P
H 87034¢ 99 99

2Based on elemental analysis (values provided by Imperial Chemical Industries Ltd.).
bDibasic acid. ¢Structure:
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Fig. 1. Potentiometric titration curves of Basic Blue 141 with 1073 M sodium tetraphenyl-
borate using a tetraphenylphosphonium 12-tungstosilicate electrode. (i) New membrane,
(ii) membrane used several times.

Fig. 2. Potentiometric titration curve of Acid Red 114 with 107 M crystal violet
solution using a tetraphenylphosphonium 12-tungstosilicate electrode.
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became covered with the precipitate formed. As far as possible this was
removed by washing with water and by careful cleaning with a paper tissue.
Occasionally however, precipitate had to be removed by dissolving it in a
small amount of ethanol or methanol. As this process was likely to deplete
the membrane of active material, the treatment was carried out as quickly
as possible and the membrane was washed immediately with water and then
reconditioned.

Titration of acid dyes with crystal violet. Acid dyes were titrated with a
standard solution of crystal violet using the tetraphenylphosphonium 12-
tungstosilicate electrode as indicator electrode. The crystal violet used
(British Pharmacopoeia grade) contains a minimum of 96% of crystal violet
based on titanium(III) titration [4]; by titration with sodium tetraphenyl-
borate the sample used was found to contain 96.7% of crystal violet.

As was expected from the higher water-solubility of the crystal violet—
acid dye salts, the potential jumps were smaller than those obtained for the
tetraphenylborate titration of basic dyes, and the end-points were less sharp.
The purities of the acid dye samples calculated from these titration curves
are also given in Table 1 along with the nominal strengths provided by the
supplier. In some cases the agreement is good but in others a marked dif-
ference is apparent. A representative titration curve for Acid Red 114 is
shown in Fig. 2.

Electrodes based on crystal violet tetraphenylborate
Preparation of crystal violet tetraphenylborate. Sodium tetraphenylborate
solution (300 ml, 107* M) at 70°C was added slowly with continuous stirring
to 250 ml of 1072 M crystal violet solution (containing 10 ml of concen-
trated hydrochloric acid) also at 70°C. The precipitate was washed with
water by decantation over a period of several hours and was filtered finally
onto a No. 4 glass sinter and washed with water until the filtrate was colour-
less. The precipitate was dried in a vacuum oven at 70°C (yield 1.7 g).
Preparation of PVC membrane and electrode. Crystal violet tetraphenyl-
borate (0.2 g) was dissolved in 0.2 ml of 2-nitrophenyl n-butyrate (solvent
mediator). To this was added a solution of 0.15 g of PVC powder in 3 ml
of tetrahydrofuran, and then 0.2 ml of dinonyl phthalate. Even after
thorough mixing this mixture tended to separate. For this reason, after
addition to the glass ring, tetrahydrofuran was allowed to evaporate freely
and the mixture was stirred occasionally during the first 30 min, until the
mixture had become more viscous. The ring was then covered and the re-
maining tetrahydrofuran allowed to evaporate in a controlled manner in
the usual way. The electrode was assembled as indicated by Craggs et al. [3].
Membranes prepared from 2-nitrotoluene (solvent mediator) and di-iso-
octyl phthalate and di-n-butyl phthalate (plasticiser) were slightly inferior.
Titration of acid and basic dyes. The use of the crystal violet tetraphenyl-
borate electrode in titrations of acid and basic dyes with crystal violet and
with sodium tetraphenylborate was investigated. The dyes studied were
those which had been used previously with the tetraphenylphosphonium
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12-tungstosilicate electrode: the titration curves were very similar to those
shown in Figs. 1 and 2. The values obtained for the purities of the dye
samples were the same as those obtained with the tetraphenylphosphonium
12-tungstosilicate electrode (see Table 1) within experimental error.

The response of the crystal violet tetraphenylborate electrode to crystal
violet (50 mV/decade within the range 107°—10~ 3 M) is more nearly
Nernstian than is that of the tetraphenylphosphonium 12-tungstosilicate
electrode: the response to tetraphenylborate was usually Nernstian but
occasionally a super-Nernstian response was obtained. The liquid-state
electrodes based on crystal violet tetraphenylborate studied previously gave
responses of 30—40 mV/decade and 64—67 mV/ decade to crystal violet and
tetraphenylborate, respectively.

Discussion

The two PVC electrodes described above provide a means of determining
acid and basic dyes by potentiometric titration. Sharp end-points are
obtained for the titration of basic dyes with tetraphenylborate but the end-
points obtained for the titration of acid dyes with crystal violet are less
sharp owing to the higher water-solubility of the salts formed.

Both PVC electrodes gave good results but membranes based on crystal
violet tetraphenylborate responded marginally more slowly than those based
on tetraphenylphosphonium 12-tungstosilicate: both membranes, however,
generally gave a steady response well within 30 s. The crystal violet tetra-
phenylborate electrodes had a slightly longer effective life (8 weeks compared
with 6 weeks) and were less prone to physical deterioration.

A major difficulty in assessing the accuracy of dye assay procedures is that
pure dye samples are seldom available. Different analytical methods when
applied to impure dye samples frequently give different assay values [4], as
different parameters are being measured. The present titration methods
determine the large cation or anion contents of the dye sample. The reason
for the large difference, in the case of some dyes, between the assay values
obtained by these titration methods and by elemental analysis is not known.
Further studies are being made to assess the accuracy of the titration
methods described here and the reliability of dye assay procedures.

The authors thank staff of Imperial Chemical Industries (Organics
Division) Ltd. for providing samples and for helpful discussion.
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Summary. The method is based on silicon dissolution with hydrofluoric and nitric acids;
losses of arsenic through volatilization along with hexafluorosilicic acid are avoided by oxi-
dation with permanganate. Arsenic(III}is formed on addition of sulphite in 2 M hydrochloric
acid. Differential pulse polarography of this solution provides a precision of +1.5%, alimit
of determination of ca. 1 ug g™', and linear calibration graphs up to 10 ug As ml™*,

Traces of arsenic have severe effects on the electrical properties of silicon
used in semiconductor devices, hence much interest has been shown in
sensitive and reliable methods for their determination. Arsenic in silicon is
usually determined by neutron activation analysis [1--4]. Among chemical
methods of analysis, only spectrophotometry has been used [5—7], although
techniques such as atomic absorption [8] or emission [9] spectrometry and
voltammetry [10] are currently applied in silicate analysis. Chemical methods
cannot attain the high sensitivity of the more sophisticated physical methods
such as neutron activation analysis, but they can be accurate and reliable as
well as relatively cheap.

A previous study [11] suggested that it would be useful to apply differen-
tial pulse polarography (d.p.p.) to the determination of arsenic in semicon-
ductor silicon. For this purpose, the traces of arsenic are converted to
involatile arsenic(V) during the matrix dissolution. After volatilization of
silicon, arsenic(V) is reduced to the trivalent form with sodium sulphite in
acidic medium, and this medium serves as the supporting electrolyte for
polarography.

Experimental ‘
Reagents. Analytical-grade chemicals were used and normal precautions
for trace analysis were taken throughout. All glassware and PTFE vessels
were filled with concentrated sulphuric acid, left overnight and rinsed
thoroughly before use.
Working standards were prepared daily by diluting stock As(V) or As(III)
solutions (1000 ug ml™) obtained from Na,HAsO4 “TH,0 or As,0; (dissolved
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in the minimum quantity of 1 M NaOH, and neutralized with 1 M HCI),
respectively.

Apparatus. The silicon samples were dissolved in PTFE test tubes 25 mm
i.d., 100 mm long).

An AMEL (Milan) Model 472 Multipolarograph equipped with a Model 460
stand was used. The working electrode was a common mercury dropping
electrode (m?” = 1.73), the reference electrode was an Ingold Model 303/NS
saturated calomel electrode and the counter electrode was an Ingold Model
Pt-805/NS platinum ring. Instrumental conditions were: pulse height 100 mV,
drop time 2 s and scan 2 mV s™'. A 5-ml microcell was normally used. Solu-
tions were carefully deaerated with pure nitrogen for 20 min before analysis,
and thermostated at 25.0 + 0.1°C.

Procedure. A general preliminary sample treatment based on matrix
elimination has been reported [12]. Clean the samples (usually slices) care-
fully by ultrasonic washing and degreasing with trichloroethylene—acetone—
methanol [13]. After etching with hydrofluoric—nitric acids (1 + 1), powder
the samples finely in an agate mortar.

Place 10—100 mg of sample in a PTFE test tube; add 2 ml of 65% HNO,,
10—30 mg of KMnO,4 and 5ml of 12M HF. The reaction starts spontaneously.
To complete the dissolution, place the covered tube in a glycerol bath at
60°C for about 1 h. Then fit the tube with a PTFE plug, adapted for passing
filtered air, and eliminate silicon as hexafluorosilicic acid by heating at 110°C;
after 2 h, only a brown residue remains. Then add 2 ml of 5 M HCl and 1 ml
of twice-distilled water. Add 0.3 g of anhydrous sodium sulphite and heat
the covered tube at 90°C for at least 1 h, cool and dilute to 5 ml.

Transfer the solution to a polarographic cell, deaerate and record the
polarogram from —0.2 to —1.0 V (vs. SCE). Measure the peak height at
—0.43 to —0.46 V and compare it with a calibration curve. The typical
polarogram shown in Fig. 1 illustrates the method of peak measurement.

The calibration curve obtained under the recommended conditions is
quite reproducible and linear up to at least 10 ug As ml1-,

1 pA

/|

-02  -04 -0.6  -0.8 V(SCE)

Fig. 1. A typical polarogram for arsenic(IIl) (1 ug g™!) showing the method of peak mea-
surement. Polarographic conditions as in text.
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Results and discussion

The effects of heating time, acidity and excess of sulphite on the arsenic(V)
reduction have been described [11]. As reported by Feldman [9], arsenic
was not lost when permanganate was present provided that the temperature
for sample dissolution did not exceed 70°C. When suitable quantities of
As(III) and/or As(V) standard solutions were added to pure semiconductor
silicon before dissolution, the values obtained were in good agreement with
those obtained by direct addition of equivalent arsenic(IIl) aliquots to 2 M
HCI solutions.

The working conditions reported above permit an average recovery of
98—99%. The excesses of nitric acid and potassium permanganate added are
not critical for ensuring complete conversion of arsenic to the involatile
pentavalent form.

The proposed method permits determinations as low as 20 ng As ml™, i.e.
1 ug As g™ for a 100-mg silicon sample; the relative standard deviation is
better than +3%.

Table 1 shows the results obtained for some silicon samples, with a com-
parison of results obtained by neutron activation analysis.

The authors thank Prof. Dario Nobili and the MOS Development Labs. of
SGS-ATES (Agrate Brianza, Italy) for continuing support and discussions.

TABLE 1

Determination of arsenic in samples of semiconductor silicon

Sample As found (ugg™) No. of s s,
N.a.a. Proposed detns. (%)
method
SGS 79/1 1700 + 100 1670 8 +10 0.6
SGS 79/2 800 + 40 805 4 +5 0.6
SGS 79/3 19010 196 4 +2 1.0
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SOLVENT SYSTEMS FOR THE DIRECT ATOMIC ABSORPTION
SPECTROMETRIC DETERMINATION OF IRON IN VEGETABLE OILS
WITH AQUEOUS INORGANIC STANDARDS

P. K. HON*, O. W. LAU,S. F, LUK and C. S. MOK
Department of Chemistry, Chinese University of Hong Kong, Shatin, N.T. (Hong Kong)
(Received May 29th 1979)

Summary. Two solvent systems, 4-methyl-2-pentanone—ethanol (8 + 3) and propionic
acid are satisfactory for the determination of iron in vegetable oils directly by atomic
absorption spectrometry with aqueous inorganic standards. Iron present at the ppm level
can be determined with a relative error of less than 5%.

The determination of trace metals in vegetable oils by atomic absorption
spectrometry has proved problematic because with vegetable oils the
common ashing technique causes serious errors by spattering, foaming and
volatilization of the sample. The problem can be overcome by measuring
solutions of oil in kerosene or other suitable organic solvents without prior
ashing of the sample [1]; however, with this method organometallic com-
pounds are normally used as standards and these compounds are not always
readily available and may be expensive.

Holding and Matthews [2] developed a mixed-solvent system that permits
the use of inorganic compounds as standards for the determination of
calcium and zinc present in used lubricating oils and automatic transmission
fluids at the g kg™! level by the atomic absorption method. The purpose
of the present work was to devise similar solvent systems which enable
aqueous inorganic standards to be used for the direct atomic absorption
determination of trace metals in vegetable oils; iron is used as an example.

Experimental

Apparatus and reagents. A Perkin-Elmer atomic absorption spectrometer
Model 360 was used with a 10-cm single-slot burner, an acetylene flow rate
of 0.7 1 min™! and an air flow rate of 7.4 1 min™!. The 248.3-nm line from an
iron hollow-cathode lamp operated at a current of 5.5 mA and a spectral
band pass of 0.7 nm were employed.

All reagents used were of analytical-reagent grade. Stock iron solution
(200 ppm) was prepared by dissolving 0.2000 g of iron in 10 ml of concen-
trated nitric acid and diluting to 1000 ml in a volumetric flask. Standard
solutions of iron (0—200 ppm) were then prepared by appropriate dilution
of the stock solution with approximately 1.5 M nitric acid.
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Synthetic unknowns used for the recovery tests were made up from
iron(IIT) caprate prepared and analysed as described by Hearn et al [3].

Procedure. Solutions of the oil samples (15—20% w/v) were prepared by
weighing the appropriate amounts of oil into volumetric flasks and diluting
to the mark with either propionic acid or the mixed solvent MIBK—
ethanol (8 + 3).

The technique of standard addition was employed for the determination
of the iron content in vegetable oils. The solutions for analysis were made
up by pipetting into 10 ml of the oil solution contained in 10-ml volumetric
flasks, 0.2 ml (for MIBK—ethanol as diluent) or 0.50 ml (for propionic acid
as diluent) of distilled water or the aqueous iron standards of appropriate
concentrations. The instrument zero was set with the solvent blank between
samples. For each measurement at least five readings were recorded and
averaged; care was taken to shake the solutions thoroughly before
measurements.

Results and discussion

Choice of solvents. Four types of common vegetable oils (peanut, corn,
salad and sesame oils) were found to form a homogeneous mixture with 4-
methyl-2-pentanone (MIBK), water and ethanol or acetone. The MIBK—
ethanol mixture was chosen as the diluent for subsequent experiments
since ethanol is less volatile than acetone and gave a more stable flame.
After a number of simple compatibility tests, a mixture consisting of MIBK—
ethanol (8 + 3) was selected; this forms a homogeneous solution with up to
2.5 ml of an aqueous solution of an inorganic salt together with up to 20 g
of vegetable oil per 100 ml of solution.

Kabanova et al. [4] found that propionic acid, which has a low viscosity
compared to other fatty acids, mixes well with lubricating oils so that it
could be used as a diluent for viscous petroleum products and in the prepa-
ration of standard solutions for the atomic absorption determination of
impurities in lubricating oils. This acid also mixes well with the vegetable
oils under study and is completely miscible with 5 ml of an aqueous inor-
ganic standard solution together with up to 20 g of vegetable oil per 100 ml
of solution.

It is noteworthy that up to 20% (w/v) oil solutions can be prepared with
either solvent system so that the oil samples need not be excessively diluted,
and metal ions present at the ppm level can be determined by this technique.

Effect of oil concentration on absorption. Figure 1 shows typical curves
for the absorbance of iron (2.5 ppm) in the MIBK—ethanol mixture and in
propionic acid containing different quantities of oil and 2.4% and 4.8%
(v/v) of water, respectively. A similar curve with MIBK as diluent and con-
taining no water was included for comparison. It can be seen that in all
cases the absorbance decreases with increasing amounts of oil though to
different extents, and becomes nearly constant once the oil concentration
reaches about 12% (w/v). The observed depression of the absorption was
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Fig. 1. The effect of oil concentration on the absorbance of iron (2.5 ppm) in (a) MIBK,
(b) MIBK—ethanol and (c) propionic acid, measured against a blank without added iron.

probably due to the lowering in efficiency of the nebulization with in-
creasing viscosity and apparently there was little or no significant enhance-
ment of the metal absorption caused by the oil sample present. It can also
be deduced from Fig. 1 that the sensitivity for the determination of iron
in vegetable oils with the three diluents decreases in the order MIBK, MIBK—
ethanol and propionic acid for the same concentration of oil. Again this
trend is caused presumably by the difference in viscosity of the diluents.

Analysis of oil samples. Recovery tests on four oil samples to which
known concentrations of iron were added showed 95—103% (mean 99%)
recovery from MIBK—ethanol and 96—105% (mean 100%) from propionic
acid. The solutions analysed contained 15% (w/v) of oil. Table 1 shows the
standard deviations of ten replicate determinations on several oil samples for
both solvent systems. The analyte solutions contained 15% (w/v) of oil.
There is no significant difference between the diluents in this respect.

Application of the procedure to the determination of the iron content of
the four vegetable oils gave the results shown in Table 2. Results obtained
by an established method (direct dilution with MIBK and iron(III) caprate
as standard) are included for comparison. Considering the relatively low
iron content in these oils, the agreement between these techniques is quite
good.

Conclusion. It is possible to use aqueous inorganic standards for the
direct atomic absorption determination of iron in vegetable oils which have
simply been diluted with either propionic acid or MIBK—ethanol mixture.
The results obtained with either solvent are of comparable precision and
accuracy. However, propionic acid is considered to be inferior to the MIBK—
ethanol mixture because of its pungent smell and corrosive character, and
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TABLE 1

Precision data for determination of iron in various oils

Diluent 0Oil Fe in soln. R.s.d.
(ppm) (%)

MIBK—ethanol Corn 2.5 3.3
Peanut 2.0 2.2
Salad 2.3 4.4

Propionic acid - Corn 4.8 2.4
Peanut 4.5 2.4
Salad 4.8 4.7

210 measurements.

TABLE 2

Determination of iron (in ppm) in vegetable oils by a.a.s.

Sample By an established MIBK—ethanol Propionic acid
method dilution dilution

Corn oil 1.50 1.43 1.55

Peanut oil 1.43 1.45 1.36

Salad oil 0.59 0.58 0.64

Vegetable oil 1.86 1.89 1.90

because its higher viscosity causes lower sensitivity. This dilution technique
should be applicable to the determination of other metals in vegetable oils
at the ppm level.

The authors thank M. C. Wong and W. H. Yu for experimental assistance.
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THE SPECTROFLUORIMETRIC DETERMINATION OF EUROPIUM(III)
IN SOLID DIKETONATE COMPLEXES

SWAGATA BHATTACHARYA and SAMUEL J. LYLE*
The Chemical Laboratories, University of Kent at Canterbury, Kent CT2 7NH (Gt. Britain)
(Received 13th July 1979)

Summary. Modification of a technique previously described for the determination of
europium(III) in lanthanides allows samarium interference to be overcome. Provided that
cerium is first removed and the sample contains <0.2 mg of neodymium, lanthanides do
not interfere in the determination of >10 ug europium. Some applications are described.

Europium(IIT) can be coprecipitated by isomorphous replacement with
yttrium or another trivalent lanthanide as a tetrakis diketonate complex of
the form MLn(Eu)L,. When M’ is the piperidinium cation (pip), Ln is
yttrium, lanthanum, gadolinium or terbium(III), L is the anion derived from
acid dissociation of 1,1,1-trifluoro-4-phenylbutane-2,4-dione (Hbta) and the
Ln:Eu ratio is large (about 10°—109), irradiation of the solid with near u.v.
light produces strong fluorescence from the europium(III). This phenomenon
is probably due to an exciton process in the mixed crystal [1] and can be
made the basis of a sensitive spectrofluorimetric determination of europium
{2, 3]. In the presence of other trivalent lanthanides and yttrium ions,
cerium(IIl), neodymium(IIl) and samarium(III) interfere when present at
moderate levels relative to europium [2, 3]. Potential interferences from
lanthanides have been investigated further in an attempt to overcome them.
The results and some applications of the methods evolved are described here.

Experimental

Reagents and samples. The reagents and solutions prepared from them have
been described previously [2]. Oxides of the lanthanides were of 99.9%
purity (Koch-Light Ltd., Colnbrook, or Rare Earth Products Ltd., Widnes,
England). .

Binary crystalline mixtures of europium(III) fluoride with LiF, CaF,
and LaF, were prepared by grinding the solids together. Single crystals of
these fluorides doped with europium were prepared by using an induction
furnace. These samples, the weight depending on the europium content,
were dissolved by heating with roughly (4 + 1) mixtures of concentrated
nitric acid and a saturated solution of boric acid in water. Prolonged heating
of CaF, and LaF, with topping up of solvent may be required to effect
dissolution; this could be aided by first grinding up large crystals. The
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measured quantity of matrix-forming element, if required,‘ was then added
and its hydroxide with that of europium precipitated with .concentrated
aqueous ammonia. The precipitate was separated, washed with Wz?.ter by
centrifugation and taken up in the minimum of nitric acid from which the
nitrate mixture was recovered by solvent evaporation.

Preparation of the mixed metal diketonate complex, [pip] [Ln(Eu)(bta),]
has been described [2]. Generally 200 mg of the matrix-forming lanthanide
were added to each sample.

Equipment. Most of the quantitative measurements were made with an
Aminco-Bowman spectrophotofluorimeter and the sample cell and cell-
holder described previously [2]. Excitation was at 366 nm and slit widths
of 2 mm were normally used on both the excitation and emission sides of
the sample. A Perkin-Elmer MPF3 spectrophotofluorimeter with a cell
holder modified to fit its sample compartment was occasionally used; this
instrument was preferable for obtaining emission spectral scans (Figs. 1 and 3)
of samples for which purpose slit settings of 8 nm (excitation) and 2 nm
(emission) were employed with excitation at 366 nm. The Aminco-Bowman
instrument was fitted with a 100-W Wotan Super-Pressure mercury lamp.

Unless otherwise stated, where europium or samarium contents are given
in ppm, they are relative to the main matrix-forming metallic element.

Results and discussion

It was found that yttrium, lanthanum, gadolinium and terbium were
equally satisfactory as matrix-forming elements when europium(IIT) emission
at 611 nm was measured. However, yttrium and lanthanum are preferable
on economic grounds and because they are readily obtained free of
europium. (Lanthanides, other than those mentioned above and in the
account to follow, were not tested.) Previous tests [2, 3], confirmed in the
present work, had shown that, of the remaining lanthanides, only cerium,
neodymium and samarium interfere seriously. Although erroneously stated
[2] to be without serious interference, samarium is now known to
interfere when present at >500 ppm with respect to yttrium. Cerium is
readily separated from lanthanide mixtures [4] and therefore does not
present a serious problem.

An emission spectral scan from 500 to 700 nm of [pip] [Sm(bta),]
revealed lines related to samarium at 564, 576, 600 and 608 nm with lines
related to europium impurity at 586, 592 and 611 nm (Fig. 1). It seems
likely that in addition to quenching of europium(III) emission at 611 nm
there is some background enhancement from the neighbouring samarium
lines. When [pip] [Y(Eu)(bta),] containing a fixed ratio of europium to
yttrium was doped with increasing amounts of samarium, the emission
intensity at 611 nm fell away at first but became nearly constant and
independent of samarium content when the samarium to yttrium weight
ratio exceeded ca. 2 X 107 (Fig. 2). The emission scan of [pip] [Y(Eu, Sm)
(bta),] containing 100 ppm of europium and 3000 ppm of samarium
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Fig. 1. Emission spectrum of [pip][Sm(bta),] containing traces of europium present in
the samarium used to prepare the complex.

Fig. 2. Relative emission intensity at 611 nm from [pip][(Y + Sm)(bta),] containing
100 ppm of europium plotted against samarium content of the matrix.

relative to yttrium (Fig. 3) suggests that enhancement of the line at 611 nm
by samarium is not excessive. When the matrix was [pip] [(Y + 3000 ppm
Sm)(bta),], within which was incorporated varying amounts of europium,
emission intensity plotted against europium content assumed the form
evident from Fig. 4. The sensitivity to changing europium content fell away
particularly above 2000 ppm of europium. The most satisfactory range for
quantitative work with this mixed matrix is 50—1000 ppm of europium. An
emission scan clearly showed that the positive instrumental response in the
absence of europium (Fig. 4) was due to a combination of traces of europium
in the samarium used and to background enhancement by samarium
emission. Instrumental response to europium was reduced by a factor of
about 7 relative to a yttrium matrix in which samarium was absent. Inter-
ference tests on the yttrium + 3000 ppm samarium matrix showed that
only cerium and neodymium interfered below 10,000 ppm of the lanthanide
being tested. Very large amounts (at least 50,000 ppm) of samarium could
be tolerated. Neodymium began to interfere if present at >1000 ppm with
respect to yttrium. When neodymium was made the matrix element in
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Fig. 3. Emission spectrum of [piplf(Y + 3000 ppm Sm)(bta),] with 100 ppm of
europium added.

Fig. 4. Relative emission intensity at 611 nm from [pip]{(Y + 3000 ppm Sm)(bta),]
plotted as a function of added europium.

[pip] [Nd(Eu)(bta);], 100 ppm of europium did not give a signal above
background at 611 nm and the emission spectrum of the mixed complex
was ‘featureless’ from 500 to 700 nm. Provided that cerium is separated, it
may be concluded that neodymium is the only lanthanide which would
interfere with europium determinations in the yttrium +3000 ppm
samarium matrix. If 200 mg of yttrium is used to prepare the complex, then
the neodymium in the sample should be <0.2 mg and the europium content
>0.01 mg. Thus, while limiting the sample composition, the presence of
neodymium does not prohibit europium determination.

Applications. Some applications to the determination of europium are
summarized in Table 1. In the determinations of trace amounts in the
oxide samples, the metal (gadolinium or terbium in the table) was used as
matrix element. The europium present gives a positive europium(III)
emission at 611 nm in the diketonate complex. If known additions of
europium are made to further samples of the same oxide, the emission
intensity is proportional to the sum of the indigenous and added europium.
A plot of total emission intensity against europium added is rectilinear and
extrapolation back to the latter axis gives the original europium content as
the distance between the intersection on the axis and the origin. This may be
done more objectively by a least-squares treatment from which the standard
deviation of the mean can be obtained by calculation. Three or at most
four individual samples from each ‘population’ had additions of europium
made to them in these measurements. The errors ranged from 6 to 18% on
the values quoted (Table 1) but could, of course, be reduced by taking more
samples. Alternatively, a calibration curve prepared from europium-free
yttrium or lanthanum could be used provided that the molar quantity of
the chosen matrix element was kept the same as that of the gadolinium or
terbium used to prepare the diketonate complex. Then the europium content
could be read directly from the calibration curve. (Europium-free gadolinium
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TABLE 1

Some applications to the determination of europium

Substance Approximate Matrix Europium
sample size used Found?® Expecte ab
Gd,0,° 230 mg [pip] [Gd(bta),] 225 + 23 ppm 210 ppm
Gd,0,° 230 mg 51 + 9 ppm 55 ppm
Gd,0,° 230 mg 69 * 4 ppm 70 ppm
‘Tb,O 7’c 240 mg [pip] [Tb(bta),] 49 + 6 ppm 50 ppm
‘Oxidecon- 2 mg [pip] [(Y + 3000 ppm Sm)(bta),] 3.1 0.5% 3.61%
centrat.e’d
Li(Ew)F 1.5¢ [pip] (La(bta),] (0.52 £ 0.03) mg g * 0.575 mg g !
15 ¢ (0.049 £ 0.003) mgg ' 0.057mgg *
Ca(EwF, 09¢g (1.00 £ 0.05) mg g * 1.06 mg g*
9¢ (0.104 + 0,005) mgg* 0.106 mgg *
La(EwF, 280 mg (1.41 £ 0.006) mgg! 1.41mgg’
280 mg (0.14 + 0.01) mg g™ 0.14mgeg™!

8Mean and standard error (n = 5). PSee text. *Samples contained 99.9% of the specified
oxide (Koch-Light, Ltd.). 9Europium-enriched mixture derived from a monazite source
(Rare Earth Products, Ltd.).

or terbium can also be used for calibration purposes but would add to the
cost of the determination.) Comparison of the results with values obtained
by a spectrophotometric modification [5] of the method of Foster and
Kremers [6] (Table 1) shows that agreement is quite good.

When yttrium was used as matrix element in a measurement on the ‘oxide
concentrate’ containing 3.6% europium by weight, a low result (around 2%)
was obtained but with the mixed yttrium + samarium matrix-forming ele-
ments the value (Table 1) was in reasonable agreement with that obtained by
the titrimetric method of Foster and Kremers [6]. In a sample of this kind
it is necessary to have means of spotting interference from cerium, neo-
dymium and samarium. If present, cerium can be identified by its colour and
removed. An emission spectral scan of the [pip] [(Y + sample)(bta),]
complex over the range 500—700 nm will reveal the presence of samarium
(see Fig. 1) but not neodymium. A further check for possible interference
from these two elements in mixtures of unknown composition can be ob-
tained by taking two or more widely differing sample weights and comparing
emission intensity at 611 nm.

The measurements on the europium-doped fluorides were checked by
using synthetic mixtures of known composition and the expected results
given in the Table refer to such mixtures. On the whole, agreement and
precision are reasonably good; the tendency for results for lithium and
calcium salts to be low may be due to small adsorption losses during the
dissolution and subsequent chemical treatment.

The method discussed here is intended for determination of europium in
yttrium and other lanthanides or their mixtures. After the lanthanide frac-
tion has been separated, a single determination takes about 50 min but
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several can be carried out together in a time only a little longer. Further-
more, when the matrix can be chosen independently of the sample, as in the
measurements described for the oxide concentrate and the fluorides (Table 1),
it is possible to make a series of standards, which, if stored in dark bottles
or a cupboard, can be used for at least a year. Therefore measurements need
not be as lengthy as the method might suggest initially.

The sensitivity attainable depends on the intensity of the excitation
radiation at 366 nm. With a 100-W mercury lamp instrumental response was
adequate for the detection and determination of >1 ug of europium per
sample with yttrium or lanthanum as matrix-forming element. The europium
content should exceed 10 pug when a mixed matrix like yttrium + 3000 ppm
samarium is used. (These quantities may be compared with the 0.1—1 mg
of europium required in the spectrophotometric method {[5].) The
sensitivity may be increased by the use of a more intense light source at
366 nm and by optimizing instrumental settings to a particular sample
composition.
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SPECTROPHOTOMETRIC DETERMINATION OF COBALT IN SEA
WATER AND BRINES BY SOLVENT EXTRACTION WITH 2,2'-
DIPYRIDYL-2'-PYRIDYLHYDRAZONE

TH. A. KOUIMTZIS*, C. APOSTOLOPOULOU and I. STAPHILAKIS
Laboratory of Analytical Chemistry, University of Thessaloniki, Thessaloniki (Greece)
(Received 9th July 1979)

Summary. Cobalt (> 1 ppb) can be determined very selectively by extracting its 2,2'-
dipyridyl-2-pyridylhydrazone complex into iso-amy! alcohol and back-extracting into
dilute perchloric acid. For 500-ml samples of sea water the relative standard deviation
is 5% for 2 ppb of cobalt. For brines (30 g NaCl 17'), cobalt can be determined down to
5x 107"% (5 ppb).

Various methods have been proposed for the determination of traces of
cobalt in sea water and brines, most necessitating preconcentration. Solvent
extraction followed by spectrophotometric measurements [1—8] is the most
popular method but has many sources of errors; the big difference in the
volumes of the two phases results in mixing difficulties, and the solubility
of the organic solvent in the aqueous phase changes the volume of organic
phase resulting in decreased reproducibility of the measurements. In many
cases, excess of reagent and various metal complexes are co-extracted with
cobalt and cause errors in determining the absorbance of the cobalt complex.

In the present communication, a new method is described for the deter-
mination of cobalt in sodium chloride and sea water, in which the cobalt
is extracted with 2,2'-dipyridyl-2-pyridylhydrazone (DPPH) [9] and the
cobalt complex is back-extracted into 20% perchloric acid. Many of the above
sources of error are thus avoided.

Experimental

Reagents. 2,2'-Dipyridyl-2-pyridylhydrazone (DPPH) was prepared as
described previously [9]; a 0.05 M solution was prepared in ethanol.

A 0.01 M solution of cobalt(II) was prepared from cobait(II) chloride
hexahydrate and standardized by EDTA titration. This solution was diluted
accurately with 0.02 M hydrochloric acid solution to 10 and 0.5 ppm of
cobalt.

Sodium chloride (350 g) was dissolved in distilled water and diluted to 1 1.
Cobalt was removed by adding 5 ml of 0.05 M DPPH reagent and shaking
with 100 ml of iso-amyl alcohol for 5 min. The aqueous phase, free of cobalt,
was used to prepare solutions containing various amounts of sodium chloride.
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Hydrochloric acid, perchloric acid and ammonia solution were BDH
Aristar grade.

Procedure for sea water. Transfer 500 ml of the sample to a separatory
funnel. Adjust the pH to 5—8 with dilute ammonia or hydrochloric acid
solution. Add 1 m! of 0.05 M DPPH solution followed by 30 ml of iso-
amyl alcohol. Shake the funnel vigorously for 3 min. Separate the two
phases. Add another 30 ml of iso-amyl alcohol to the aqueous phase and
shake for 2 min. Combine the two extracts in another funnel, and add 30 m]
of cyclohexane and 10 ml of 20% perchloric acid. Shake for 2 min and
separate the two phases. Measure the absorbance of the acid phase at 500 nm
against a reagent blank (see below) using 10-mm or 40-mm cells. From the
standard graph, calculate the amount of cobalt in the sample.

For calibration, transfer to six funnels containing 500 ml of 3.5% (w/v)
sodium chloride solution, exactly 0, 0.5, 1, 2, 5 and 10 ml of cobalt solution
(0.5 ppm). Add 1 ml of the DPPH solution to each and follow the above
procedure. Plot absorbance against cobalt concentration.

Standard addition can be used for low cobalt concentrations. Extraction
efficiency shows only small variations for different sea-water samples, so that
the same calibration slope is valid for evaluation of many samples extracted
on the same occasion. Transfer 500 ml of the sample to each of four separa-
tory funnels. After pH adjustment, add 0.5, 1, 2 and 5 ml of cobalt solution
(0.5 ppm) and proceed as described above. Use 40-mm cells.

Determination of cobalt in brines. Weigh 60 g of sodium chloride and
dissolve in 500 ml of distilled water in a separatory funnel. Add 1 ml of
0.05 M DPPH followed by 30 ml of iso-amyl alcohol. Proceed as described
for sea water. Determine the cobalt using the calibration graph obtained as
follows.

For calibration, transfer to five 10-ml volumetric flasks 0, 0.2, 0.5, 1.0
and 2.0 ml of cobalt solution (10 ppm), followed by 2 ml of distilled water
and one drop of concentrated ammonia solution. Add 1 m] of 0.05 M
DPPH solution to each and mix. Add 3 ml of 70% perchloric acid and
dilute to volume with distilled water. Measure the absorbance of the solutions
at 500 nm against the reagent using 40-mm cells. Plot absorbance against
cobalt concentration.

Results and discussion

In aqueous solution, pH 3—11, DPPH reacts instantly with cobalt(II) ions
to form a water-soluble orange-yellow complex (},, = 480 nm). On adding
a strong acid, the color changes to pink (A,,, = 500 nm, ¢, =42 0001 mol™’
cm™). Other metal ions such as Zn?*, Cu®* and Ni** also form colored com-
plexes but these are destroyed on adding the acid. Thus, DPPH can be made
very selective for cobalt [9].

The orange-yellow cobalt complex is extracted from aqueous solution
under appropriate conditions. This complex can also be back-extracted into
a strongly acidic solution, forming the pink complex. Various solvents such
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as butanol, cyclohexanol, octanol, iso-amyl alcohol and MIBK were tested
for extraction of the cobalt complex from aqueous solution; only butanol,
cyclohexanol and iso-amyl alcohol showed good extraction efficiency. The
effect of pH on the extraction is not critical in the range 3—10, because the
formation of the complex is independent of pH in that range [9]. The
extraction efficiency was found to be constant from pH 5 to 8, so this range
was used in the procedures described.

The presence of sodium chloride in the aqueous phase markedly increases
the extraction of the cobalt complex, as is shown in Fig. 1. The complex is
extracted quantitatively into iso-amyl alcohol when more than 10 g of NaCl
per 100 ml is present. In the presence of 3.5 g of NaCl per 100 ml (the NaCl
concentration in sea water) the extraction is about 80%. The same extraction
percentage was found for sea water.

Back-extraction of the cobalt complex from butanol, cyclohexanol or
iso-amyl alcohol into strongly acidic media was not quantitative. Maximum
back-extraction was found for iso-amyl alcohol. Quantitative back-extraction
was achieved by adding 30 ml of cyclohexane to 60 ml of iso-amyl alcohol
to decrease the polarity of the solvent. The percentage back-extraction is
constant for media containing 20—30% perchloric acid, so 20% perchloric
acid is recommended for back-extraction.

The slope of the calibration graph prepared by using spiked solutions
containing 3.5 g of NaCl per 100 ml was almost equal to the slope of the
graph prepared by using spiked sea water. Cobalt can be determined down
to 1 ppb in sea-water samples by the recommended procedure. The calibra-

100

% Recovery

Absorbance

0.0 1 1 °
0 5 10 15

NaCl (9 /100 m1)

Fig. 1. Effect of sodium chloride on the extraction of cobalt from aqueous solution into
iso-amyl alcohol. [Co?*] = 5 ppb, [DPPH] =1 X 107* M. Absorbance measured against
blank in 40-mm cells.
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TABLE 1

Precision of determination of cobalt

Sample Cobalt Mean R.s.d.
(ppb) absorbance? (%)
Spiked sea water 2 0.208 + 0.014 5
5 0.505 + 0.017 3
Spiked 12% NaCl 2 0.231: 0.012 4
solution 5 0.620 + 0.015 2

2Eight determinations in 40-mm cells, with standard deviation.

tion graph used for the determination of cobalt in sodium chloride samples
is prepared directly by using perchloric acid solution because the recovery
of cobalt from solutions containing more than 10 g of sodium chloride per
100 ml as in this instance is 100%. This calibration graph was also used to

determine the recoveries of cobalt by the procedures.

The precision of the method was evaluated with spiked sodium chloride
solutions and sea water. Replicate analyses were carried out at the 2 and 5
ppb cobalt levels. The results of eight independent determinations at each
level are summarized in Table 1.
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Short Communication

SPECTROPHOTOMETRIC DETERMINATION OF TRACES OF FORMIC
ACID AND FORMALDEHYDE IN EFFLUENT WATERS WITH OR
WITHOUT PRECONCENTRATION

DONALD E. JORDAN*

Phelps Dodge Corporation, Extractive Metallurgy Research Laboratory, Morenci, Arizona
85540 (U.S.A.)

(Received 16th July 1979)

Summary. Formic acid plus formaldehyde are determined after reducing the acid with
nascent hydrogen; formaldehyde alone is determined without reduction. The chromo-
tropic acid method is used in 6—7.5 M sulfuric acid. The limit of determination is 0.05
g mi™! without preconcentration and 0.05 ng ml™ with preconcentration by extraction
with diethyl ether. Analysis time is 30 min by the direct method and 1 h with precon-
centration.

The determination of formic acid in natural and effluent waters usually
requires preconcentration. Various chromatographic techniques [1—3]
and methods of determination [6—12] have been recommended. None of
these is suitable for a fast precise direct determination of traces of formic
acid with or without preconcentration. Rapid reliable colorimetric deter-
minations of trace amounts of formaldehyde with 2, 7-dihydroxynaphtha-
lene [13,14] and chromotropic acid (1, 8-dihydroxynaphthalene-3,
6-disulfonic acid) [15] have been reported. If formic acid could be selec-
tively reduced to formaldehyde, then its concentration could be readily
determined with chromotropic acid. A rapid differentiation between formic
acid and any formaldehyde already present in the sample would also be
possible. The selective reduction of formic acid to formaldehyde with
nascent hydrogen from powdered magnesium metal and hydrochloric acid
has been described {16]. Preconcentration of formic acid with diethyl
ether followed by determination with chromotropic acid has also been
reported {17].

This communication describes rapid methods of determining formic
acid and formaldehyde in waters with or without preconcentration. A
lower limit of 0.05 ug ml™ is obtained without preconcentration by op-
timizing the variables described in the spot test [16]. Preconcentration
by extraction with diethyl ether [17] readily extends the lower detection
limit to 0.05 ng ml™! or less depending on sample volume. Briefly, the total

*Preliminary work done at Continental Oil Co., Research and Development Dept., Ponca
City, Oklahoma 74601, U.S.A.
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formic acid and formaldehyde is determined by reducing the formic acid
to formaldehyde with magnesium metal and hydrochloric acid, acidifying
further with sulfuric acid and applying the chromotropic acid method.
Formaldehyde is determined separately in the same way without the re-
duction. Thus, formic acid can be determined by difference.

Experimental

Apparatus and reagents. An Hitachi 124 or Beckman DBG spectro-
photometer was used with matched 50-mm or 40-mm silica cells.

Formic acid and chromotropic acid were of analytical-reagent grade.

Procedures. All water samples should be neutralized to pH 7 and filtered
to remove suspended matter before analysis.

To determine total formaldehyde and formic acid add 25—30 mg ol
powdered magnesium metal to each dry 10-ml graduated mixing cylinder.
Pipette 1.0 ml of sample into each cylinder. Carefully add 0.5 ml of 6 M HC)
dropwise to dissolve the magnesium metal. Add 4 ml of 9 M sulfuric acid
and 65—70 mg of chromotropic acid, stopper, and mix. Heat the cylinde:
and contents for 20 min at 80°C in a water bath. Remove, cool to nea
room temperature, dilute to 10.0 ml with distilled water, and mix. Read
the absorbance at 562 nm using 4- or 5-cm matched cells against a reagent
reference prepared in the same way as the sample. A midrange standard
should be analyzed with each series of samples.

To determine formaldehyde pipette 1.0 ml of sample into a 10-ml graduated
cylinder. Add 4 ml of 9 M sulfuric acid, 656—70 mg of chromotropic acid
stopper, and mix. Heat the cylinder and contents at 80°C for 20 min. Remove
cool to room temperature, dilute to 10.0 ml, and mix. Read the absorbance
as described above.

For preconcentration, extract up to 1 1 of water twice with 30-m1l portions
of diethyl ether. Then acidify the water sample to pH 1.5—2.0 with hydro.
chloric acid and extract it again three times with 30-ml portions of diethy
ether. Neutralize the ether extract to pH 8—8.5 with 0.1 M NaOH. Eva
porate the extract on a water bath with aeration to about 3 ml and then
transfer it to a 10-ml graduated mixing cylinder with a few ml of ether.
Then evaporate the extract to dryness, acidify with (1 + 1) HCI, remove
CO, with air and adjust the volume to 1.0 ml. Continue with the procedure
outlined for total formaldehyde and formic acid above.

For calibration of the direct method, prepare a series of formic acid anc
formaldehyde standards ranging from O to 36 ug ml™!, Pipette 1 ml of eack
standard and treat in the same way as the samples. Plot an absorbance
versus concentration curve.

For calibration of the preconcentration method, prepare standards con
taining 0—36 ng ml™'. Extract each standard as described in the preconcen
tration section and prepare a standard curve with the extracted standards.
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Discussion and results

The primary object of this investigation was to establish a direct, rapid
method of determining formic acid in waters. Several techniques were
studied, but all required separation or preconcentration, or were too time-
consuming. The adaptation of the qualitative test for formic acid described
by Feigl [16] showed the most promise, but the detection limit was not
low enough. To avoid the lengthy preconcentration step of Stradomskaya
and Goncharova [17], a study of procedural variables was initiated.

A critical evaluation of the reaction showed the sulfuric acid concen-
tration in the reaction mixture to be the most important. West and Sen [15]
found that to attain consistent color development in the reaction between
chromotropic acid and formaldehyde the sulfuric acid must be between 86
and 96%. The present work showed consistent color development in 6—7.5 M
sulfuric acid. Prior to sulfuric acid addition, reduction of formic acid to
formaldehyde must be complete. The optimum amount of magnesium was
25 mg. The use of more simply added to the total volume before color
development because of the additional hydrochloric acid required to dissolve
it. If less than 25 mg was used inconsistent results were obtained. The
reduction step was critical in that all the magnesium had to be dissolved
to ensure complete reduction before sulfuric acid was added.

Addition of excess of chromotropic acid obscured the pink color; 65—75
mg sufficed for at least 36 ug of formic acid for formaldehyde. This con-
trasts significantly with earlier work [15] where 10—50 mg of chromotropic
acid gave consistent color development with 100 ug of formaldehyde. Thus
in the present work the reagent/formaldehyde ratios exceeded 2000:1 while
in the previous work they were 100:1 to 500:1. The reason for such wide
differences is not known although differences in purity of chromotropic
acid, acid concentration, and temperature of color development are possible
explanations. For reduction, the suggested temperature of 60°C [16] proved
to be inadequate. Heating at 80°C for 20 min was adequate to achieve
precise and accurate color development as long as the reaction mixture was
fully immersed to ensure uniform heating; this proved to be nearly as critical
as sulfuric acid concentration for consistent results. Magnesium salts pre-
cipitated in the cooled mixture and had to be dissolved prior to determining
the absorbance of the chromophore. Dilution to 10.0 ml with water was
convenient and enough to dissolve the magnesium salts. Occasionally, slight
residues had to be separated by centrifugation.

By precisely following the procedural details, formic acid and formalde-
hyde could be determiined accurately down to 0.05 ug ml™? in the sample
in 30 min without preconcentration. This level of detection compares
favorably with the limits attained by Stradomskaya and Goncharova [17]
after preconcentration.

It seemed logical to extend the basic method to include very low concen-
trations of formic acid and formaldehyde. Several organic extractants were
studied: diethyl ether extracted formic acid and formaldehyde quickly and
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and without difficulty, and was very readily vaporized. The formic acid— -
formaldehyde extract was reduced to ca. 3 ml and carefully transferred to
a dry mixing cylinder; evaporation was then continued to dryness. After
careful acidification of the residue and adjustment to 1.0 ml, the analysis
was continued as described for samples without preconcentration. Trans-
ferring to a mixing cylinder eliminated the need to dilute the preconcen-
trate, thus effectively lowering the detection limit.

It can be seen from Fig. 1 that the preconcentration technique gives
82—85% extraction of formic acid. This poses no analytical problem since
samples and standards are treated in exactly the same way. The formalde-
hyde preconcentration yields only 75—78% recovery, but again this poses
no problem since standardization is done in exactly the same way. The
extraction efficiency might be improved by salting or similar enhancers
but this was not tested. The reduction of formic acid is stoichiometric.
Curve 3 of Fig. 1 shows that the absorbance for 16.7 ug of formic acid
is equivalent to 11 ug of formaldehyde (curve 3). Theoretically, 16.7 ug
of formic acid is equivalent to 10.9 ug of formaldehyde.

The recovery of added formic acid and formaldehyde from various effluent
water samples was tested and gave excellent results (Table 1). The results
obtained for typical water samples are shown in Table 2. These and other
samples were analyzed without apparent interference. Generally, formal-
dehyde is difficult to find in the presence of formic acid in effluent water.
In fact, the samples shown are the only ones analyzed that did contain
formaldehyde and formic acid. Sample E was analyzed by both techniques,

1.0
s | '
2
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Formaldehyde /ml sample (mg mU™)

Fig. 1. Absorbance vs. concentration of formic acid or formaldehyde in the sample.
Curves 1 and 2 correspond to formaldehyde,direct and preconcentrated; curves 3 and 4
correspond to formic acid, direct and preconcentrated, respectively. Determined at
560 nm in 40 mm matched cells and 1-ml samples in 10-ml total volumes.
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TABLE 1

Recovery of formic acid and formaldehyde from effluent waters by the proposed direct
procedure

Sample Noof HCOOH (ug ml™) HCHO (ug ml™)
detns.® "y ided Range Av. Rwsd. Added Range  Av. Rusd.
found (%) found (%)
A - 0 ~ 01 — 0 0o -
5 10 9.7-10.2 9.9 1.2 50 49-53 5.1 21
— 20 202 — 10.0 9.7
B — 0 — 01 — o - 0o -
5 10 9.7-10.2 9.8 1.9 50 47-54 5.1 3.6
c - 0 — 05 — 0o - 0o -
5 10 10.0-10.3 101 1.6 50 48-51 5.0 2.9
D 5 7 68-7.2 69 1.9 50 4.8-55 5.3 4.9
E 5 10 9.9-10.3 10.1 1.7 100 9.9-10.4 10.2 3.6
Eb 5 0.01 0.009— 0.01 4.8 0 — - -
0.011

3Gingle analyses except where mentioned. PPreconcentration.
TABLE 2

Typical samples analysed by the direct method (samples A—E) and by the preconcen-
tration method (samples F—J)

Sample HCOOH HCHO Sample HCOOH HCHO
(vgml™?)  (zgml™) (vgml™)  (pg ml™)

A 0.1 0 F 0.0005 ND?

B 1.1 0 G 0.00006 ND

C 0.5 0 H 0.0009 0.0004

D 0.3 0 I 0.0006 0.00007

E 0 0 J 0.00007 0.00006

&None detected.

and after preconcentration, a very- low concentration of formic acid and
formaldehyde was found. When preconcentration is used, the utmost care
and attention to detail must be taken to ensure that no contamination
occurs during the analysis.
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Short Communication

PRECIPITATION OF COPPER(I) THIOCYANATE FROM HOMOGENEOUS
SOLUTION BY REDUCTION OF COPPER(II) WITH ASCORBIC ACID IN
THE PRESENCE OF EDTA

K. N. UPADHYAYA¥*

Chemistry Department, University of Dar es Salaam, P.O. Box 35061, Dar es Salaam
(Tanzania)

(Received 15th June 1979)

Summary. EDTA slows down the reduction of copper(Il) by ascorbic acid and prevents
interferences from many other metals. The method is applied to certified metal standards
with good results.

The precipitation of copper(l) thiocyanate is the basis of a well known
gravimetric method for copper, introduced by Rivot [1] and since widely
studied [2, 3]. Most workers consider it necessary to age the precipitate
before filtration. The use of ascorbic acid to reduce copper(Il) ions in this
procedure was reported by Stathis [4]. Whereas previous workers had
recommended that oxidizing agents must be excluded, Stathis obtained
quantitative precipitation of copper(I) thiocyanate from nitric acid solutions,
with an ageing period of only 30 min. The main drawback of the procedure
has been that the fine precipitate may creep up the sides of the container
and clog or even pass through the filter.

Precipitation from homogeneous solution [5] often improves the
granularity of a precipitate. Davis [6] precipitated copper(I) tetraphenyl-
borate from homogeneous solution by adding ascorbic acid to acidic solutions
containing copper(Il) and tetraphenylborate ions; precipitation occurred
after only about 30 s had elapsed. The same method was not applicable to
copper(I) thiocyanate as immediate precipitation occurred when ascorbic
acid was added to solutions containing copper(Il) and thiocyanate ions under
a wide range of temperature and acidity conditions. However, Newman [7]
was able to add a solution of hydroxylammonium chloride to a solution
containing copper(ll) and thiocyanate ions with an acidity of about 0.2 M
without precipitation occurring. When this solution was heated, precipitation
of copper(I) thiocyanate began within a few minutes and was complete in
30 min. The precipitate was granular and had good filtration properties. The
method, however, offered no advantage with respect to interferences caused
by ions such as those of arsenic, antimony and bismuth.

If copper(1l) ions are held as an EDTA complex in solution at an appro-

*0On leave from Ramjas College, Delhi University, Delhi, India.
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priate pH the reduction of copper(Il) with ascorbic acid is considerably
delayed, and the precipitation of copper(I) thiocyanate is effected from
homogeneous solution. Interferences from some other metal ions are also
avoided. This communication describes an investigation of this process.

Experimental

All chemicals used were of reagent-grade quality. Solutions of ascorbic
acid, disodium EDTA and ammonium thiocyanate were made from purified
samples in doubly distilled water. Copper was first determined on
standardized solutions of copper(Il) sulphate and the method was then
applied to solutions prepared from electrolytic copper and copper-bearing
alloys.

Procedures. Take 5—25 ml of copper sulphate solution (ca. 0.1 M) in a
400-ml beaker, add sufficient EDTA solution (0.2 M) to complex the copper
(35 mg of copper are equivalent to 0.2 g of disodium EDTA) and any other
metals present and 25 ml of ammonium thiocyanate solution (1% w/v),
and dilute to 150 ml. Adjust the pH to 2—3 with ammonia or hydrochloric
acid, add 5—25 ml of ascorbic acid solution (2% w/v) dropwise with constant
stirring and heat on a steam bath for 1 h. Filter through a sintered-glass
porosity G4 crucible, and wash 4 or 5 times with 0.1% ammonium thio-
cyanate solution and then with 20% ethanol. Dry at 110°C for 2 h, cool and
weigh. The stoichiometric factor for Cu/CuSCN is 0.52253.

For the determination of copper in the metallic samples listed in Table 2
the sample weights indicated were dissolved in (1 + 1) nitric acid and the
solutions were fumed with concentrated sulphuric acid in the conventional
manner. After filtration (if necessary), the solutions were diluted to exactly
250 ml and 25-ml aliquots were used in the above procedure.

Notes. On addition of ascorbic acid the precipitation of copper(I) thio-
cyanate begins after 0.5 min. The pH is critical. If it is kept high (=5) the
rate of reduction of copper is much decreased and precipitation is not com-
plete even after a long time. If the acidity increases above 0.2 M, precipitation
occurs almost immediately and cannot be considered as precipitation from
homogeneous solution.

Results and discussion

The results given in Table 1 show that the precipitation of copper(I)
thiocyanate from homogeneous solution can be successfully carried out by
the method described. Under normal conditions, reduction of copper(II)
with ascorbic acid takes place immediately but it is considerably delayed in
the presence of EDTA at pH 2—3. In addition, the EDTA keeps other metal
ions complexed, thereby preventing their interference and allowing the
method to be applied to a number of standard metallic samples (Table 2).
Bismuth and antimony, which interfere in the usual copper(I) thiocyanate
method, were found not to interfere in the proposed method in amounts up
to 100 mg and 150 mg, respectively.
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TABLE 1

Determination of copper in pure solution

Cu taken (mg) 31.75 50.70 69.75 97.85 123.25 158.25
Cu found (mg) 31.7 50.8 69.9 97.6 123.0 158.6
Difference (%) —0.16 +0.19 +0.21 —0.25 —0.20 +0.22
TABLE 2

Determination of copper in metallic samples

Sample? Wt. taken Cu found Certified value
(g) (%)P (%)

Electrolytic 1.0430 . 100.0 + 0.09 100.0

copper

Brass® 1.4880 67.34 + 0.10 67.4

Manganese 1.8426 61.0 + 0.16 61.1

bronzed

Cupronickel 1.7825 67.5 + 0.15 67.6

alloy®

3Bureau of Analysed Samples, Ltd.

bAverage of 7 determinations of the same sample solution with standard deviation.
¢Other constituents: 28.6% Zn, 1.09% Sn, 2.23% Pb, 0.32% Fe, 0.01% P, 0.33% Ni.
Disodium EDTA added, 250 mg.

d0ther constituents: 31.5% Zn, 0.15% Sn, 0.15% Pb, 1.38% Fe, 1.91% Mn, 0.11% Ni,
3.70% Al. The precipitated tin(IV) oxide was washed 10 times with (1 + 9) nitric acid
before the filtrate was evaporated and diluted to 250 ml.

€Qther constituents: 30.3% Ni, 0.8% Fe, 0.82% Mn.

The precipitate obtained had excellent filtration properties; it was
granular and showed no tendency to creep up, or stick to, the walls of the
containers.
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M. S. Cresser, Solvent Extraction in Flame Spectroscopic Analysis, Butter-
worths, London, 1978, ix + 200 pp., price £15.00.

Solvent extraction is widely used in conjunction with flame spectroscopic
and related techniques of analysis both for increasing sensitivity and for
separating the analyte from concomitants. A detailed discussion of the sub-
ject, however, has not been forthcoming until the publication of this book,
in contrast to the situation regarding solution spectrophotometry. The text
contains a great deal of valuable and interesting information, in particular
about the effects of the various solvents in nebulization and combustion, of
the basics of liquid—liquid extraction processes, and of the practical aspects
of extraction for flame spectroscopy. The second half of the book describes
the applications of extraction to each element in turn.

The material is carefully presented in a well-written manner, is extensively
referenced, and brings out very clearly the characteristics of solvent extraction
which are particularly relevant to flame spectroscopy. It is often not appreci-
ated that these have a different priority to other analytical applications of
liquid—liquid extraction. The wealth of detail should help to clarify the
applicability of different systems and enable analytical chemists to optimize
these uses of solvent extraction.

A. Townshend

H. A. Laitinen and G. W. Ewing (Eds.), History of Analytical Chemistry,
Division of Analytical Chemistry, American Chemical Society, Washington,
1977, xvi + 358 pp., price $7.00 (members), $10.00 (non-members).

The modern history of analytical chemistry has not been treated extensively
in the literature. Ferenc Szabadvary’s excellent book “History of Analytical
Chemistry” barely touches on modern instrumental methods; indeed the
origins of some of these methods appear to be so complex and the field is so
wide that to place them all in a proper historical perspective would be beyond
a single author, no matter how erudite.

Professors Herbert Laitinen and Galen Ewing invited 51 contributors to
participate in this present history, which covers the broad areas of chemical,
spectrochemical, electrochemical and separation methods in virtually all their
analytical aspects. The book certainly achieves one of its editors’ objects
which was to dramatize the very wide scope of modern analytical sciences.
There are sections on everything from the origins of the balance — ‘““a false
balance is an abomination to the Lord (Proverbs 11:1)”” —to data manipulation

" by computer. Of particular interest are the personal reminiscences from several

=

contributors closely associated with the development of particular techniques.
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The History was prepared in the context of the centennial celebrations of .
the American Chemical Society and so emphasizes American contributions,
though it is not entirely devoted to the chauvinistic view. It is a pity that ACS
did not match the generosity of the contributors in donating their time and
expertise by publishing the book in a more elegant format, for it is a book
that should be widely read.

References are not given, and this was probably a wise decision. The
interested reader will have to delve further for actual references and in the
process may well find that everything was or is not precisely as stated here.
The book provides interesting —sometimes fascinating —reading, however, not
least in its broad modern view of what analytical chemistry comprehends. So
long as it is not regarded as gospel, it should prove not only entertaining but
valuable.

A. M. G. Macdonald

I. C. Smith, B. L. Carson and F. Hoffmeister, Trace Metals in the Environment:
Volume 5 — Indium,; Ann Arbor Science Publishers, Ann Arbor, 1978, xx +
000 pp., price £15.20.

This is the fifth in a series of volumes covering the chemistry of trace
metals in the environment. The topic is one of the less well-studied elements,
indium. The text includes an account of the physical properties and chemistry
of the element and its compounds, and contains other sections dealing with
geochemistry, industrial uses and potential sources of industrial pollution, as
well as its physiological properties. Overall the book is well-written and pro-
vides a thorough coverage of those areas that have been researched. It is not
meant to be a treatise on indium but gives the reader an overview of those
aspects of indium chemistry that are important environmentally. Considerable
effort has been made in this regard to produce a serviceable and useful volume.
The bibliography is up-to-date and SI units are used extensively.

This book will be of considerable use to those engaged in the mining and
smelting industry, or in environmental pollution control. It should also be a
welcome addition to the shelves of most libraries.

D. A. Stiles

O. Mikes (Ed.), Laboratory Handbook of Chromatographic and Allied
Methods, Ellis Horwood, Chichester, 1979, (ISBN 0-85312-080-3), 764 pp.,
price £38.50.

The present book is intended as a replacement for “Laboratory Handbook
of Chromatographic Methods” published some thirteen years ago and which
has now become out of date. The new book is bigger (747 pages versus 435):
there are some 13 chapters, rather than 9 as in the earlier edition and the
layout has been somewhat altered. As the title suggests, the book covers all
chromatographic methods for all types of substances from simple cations and
anions, through covalent volatile hydrocarbons to antibiotics and polymers.
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The book opens without a Preface or Introduction but with a list of
symbols. Chapter 1 is written by the Editor who discusses the fundamental
types of chromatography; it is similar to the opening chapter of the 1966
book but now includes gel and bioaffinity chromatography. There then follows
a concise but intelligible account of the theory of chromatography. The re-
maining chapters, each written by experts from the Czechoslovak Academy
of Sciences, discuss the various chromatographic methods: paper, adsorption
column, ion-exchange, gel, affinity, thin-layer and gas techniques all come
under scrutiny. Counter-current distribution, electromigration methods, in-
cluding electrophoresis, isotactophoresis, and isoelectric fractionation
focusing are then described. The book closes with the literature citations, plus
the United Kingdom sources of materials and equipment for chromatography.
As is usual with all Czechoslovak publication/reviews in the chromatographic
field, the book closes with a fully detailed subject index.

With such a large book, some of the treatment is of necessity uneven or,
more accurately, uncritical being designed to teach as well as inform. There-
fore certain sections are of historical importance rather than offering insight
into the latest research techniques. The only major break is Chapter 8 which
discusses the technology of the automation and mechanization of column
operations in liquid chromatography.

The book is to be recommended; not only does it reflect the philosophy
of the subject but it is a fairly complete review of this very important subject.

G. Nickless
E. Sawicki, J. D. Mulik and E. Wittgenstein (Eds.), Jon Chromatographic
Analysis of Environmental Pollutants, Ann Arbor Science Publishers, Ann

Arbor, 1978, vii + 210 pp., price £17.65.

The present book contains the proceedings of a symposium and is probably
the first of several such books which will appear on this quickly growing sub-

- ject. Methods for the analysis and determination of mixtures of relatively

covalent molecules, especially these with chromophoric functional groups, has
forged ahead in the last decade through the use of modern liquid chroma-
tographic techniques. However, there still exists a need for a reliable and
relatively simple method of analysis of mixtures of the more common
water-soluble ions, especially anions, partly because of inadequate column
materials and also the lack of suitable methods of determination. The dis-
covery and exploitation of ion chromatography by Small and his co-workers
at Dow should solve some of these problems.

The opening paper discusses the potential of the technique for analyses of
a wide variety of ions in the environment and biological mixtures. The second

. paper, by Small, gives a brief account of the conception, development, as well

as the scope and limitations of ion chromatography; this is a paper well worth
studying carefully. The bulk of the book describes applications to the analysis
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of atmospheric sulphur dioxide, ammonium ions in ambient aerosols, anions
in filter catch samples, anions extracted from airborne particulate matter,
anions in combustion products, applications to mobile source emissions,
ammonia and alkylamines in automobile exhausts. An interesting possibility
which is cogently presented is use of ion chromatography for organic el-
emental microanalysis; thus, methods for chlorine, bromine, phosphorus and
sulphur in organic molecules are presented. Both accuracy and precision are
quoted for all the elements. The final paper presents an analytical perspective
of ion chromatography, where future developments are discussed relative to
their possible impact on analytical problems particularly to quality control
so returning us almost to Chapter 1.

An intriguing feature is that at the end of almost each chapter there is a
number of questions and answers relevant to the paper being discussed. The
book is a good collection of papers, is relatively free from errors, and has good
diagrams. Because of its specialized interest, it will probably end up only on
library bookshelves.

G. Nickless

A. Wiseman (Ed.), Topics in Enzyme and Fermentation Biotechnology, Vol.
3, Ellis Horwood, Chichester, 1979, 294 pp., price £19.50.

This third volume continues the policy of incorporating a wide selection
of topics. In this instance the subjects covered are the use of oxyanions
(mainly borate) in enzyme equilibrium displacement, microbial extracellular
enzymes, ‘“‘rennets’”’ and cheese, the scale-up of fermentation processes, and
new and modified invertases. None is of particular interest to analytical
chemists, but the articles are well-written and extensively referenced; the
book concludes with a subject index.

R. F. Hirsch (Ed.), Statistics, Franklin Institute Press, Philadelphia, 1978,
viii + 308 pp., price $21.00.

This is one of a series of paperbacks based on the symposia presented at
the Seventeenth Eastern Analytical Symposium, 1977. The authors have pre-
pared extended versions of their talks, so that these papers are greatly superior
to what usually appears in conference proceedings. The bare and rather for-
bidding title conceals an interesting collection of papers built around ex-
perimental design and data analysis. There are ten papers, which deal with
experimental design (G. J. Hahn), method optimization (S. N. Deming),
statistical analysis (J. Mandel), statistical inference (T. J. Killeen), quality
control charts (J. J. Tsiakals), regression and correlation (J. Erjavec), factor
analysis (D. G. Howery), pattern recognition and cluster analysis (P. C. Jurs),
and storage and retrieval of mass spectral data (K. Biemann and J. E. Biller).
The final paper on publication of analytical research (J. M. Petruzzi) is
something of an anomaly, but is included because of its statistical evaluation
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of where the analytical papers generally go; this is an extended version of the
surveys which appeared recently in Analytical Chemistry. There are extensive
reference lists for further reading.

The papers are written at an introductory level and the book can be re-
commended to general readers and to students who want a quick survey of
what these topics are about without getting too involved in the mathematics.
Essentially, this is very much a practical man’s view of statistics.
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