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PARTIAL LEAST-SQUARES REGRESSION: A TUTORIAL

PAUL GELADI*2 and BRUCE R. KOWALSKI

Laboratory for Chemometrics and Center for Process Analytical Chemistry, Department
of Chemistry, University of Washington, Seattle, WA 98195 (U.S.A.)

(Received 15th July 1985)

SUMMARY

A tutorial on the partial least-squares (PLS) regression method is provided. Weak points
in some other regression methods are outlined and PLS is developed as a remedy for those
weaknesses. An algorithm for a predictive PLS and some practical hints for its use are
given.

The partial least-squares regression method (PLS) is gaining importance in
many fields of chemistry; analytical, physical, clinical chemistry and indus-
trial process control can benefit from the use of the method. The pioneering
work in PLS was done in the late sixties by H. Wold in the field of econo-
metrics. The use of the PLS method for chemical applications was pioneered
by the groups of S. Wold and H. Martens in the late seventies after an initial
application by Kowalski et al. [1]. In spite of the large amount of literature
that emerged from these groups, most articles describing PLS give algorithms
and theory that are incomplete and often difficult to understand. Two recent
articles [2, 3] show that PLS is a good alternative to the more classical
multiple linear regression and principal component regression methods
because it is more robust. Robust means that the model parameters do not
change very much when new calibration samples are taken from the total
population.

This article is meant as a tutorial. The reader is referred to texts on linear
algebra [4, 5] if needed. The two most complete articles on PLS available at
present are by S. Wold et al. [4, 6]. The nomenclature used in Kowalski [6]
will be used here. Furthermore, all vectors will be column vectors. The corre-
sponding row vectors will be designated as transposed vectors. The notation
will be kept as rigorous as possible. Table 1 lists the notation used. The
paragraphs on multiple linear regression, principal component analysis and
principal component regression are included because they are necessary for a
good understanding of PLS. They do not represent a complete treatment of
these subjects.

aPresent address: Chemometries Group, Department of Organic Chemistry, Ume4 Univer-
sity, 5901 87 Ume@8, Sweden.
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TABLE 1

Symbols

the Frobenius or Euclidian norm

i

i a dummy index for counting samples (objects)

J a dummy index for counting independent (x) variables

k a dummy index for counting dependent (y) variables

h a dummy index for counting components or factors

n the number of samples in the calibration (training) set

m the number of independent (x) variables

p the number of dependent (y) variables

a the number of factors used (< rank of X)

r the number of samples in a prediction (test) set

x a column vector of features for the independent variables (size m X 1)
y a column vector of features for the dependent variables (size p X 1)
X a matrix of features for the independent variables (size n X m)
Y a matrix of features for the dependent variables (size n X p)

b a column vector of sensitivities for the MLR method (size m x 1)
B a matrix of sensitivities for the MLR method (size m x p)

ty a column vector of scores for the X biock, factor h (size n x 1)
Ph a row vector of loadings for the X block, factor h (size 1 X m)
wh, a row vector of weights for the X block, factor h (size 1 X m)

T the matrix of X scores (size n x a)

P’ the matrix of X loadings (size a X m)

uy a column vector of scores for the Y block, factor h (size n X 1)
an a row vector of loadings for the Y block, factor h (size 1 X p)

U the matrix of Y scores (size n X a)

Q' the matrix of Y loadings (size a X p)

My a rank 1 matrix, outer product of t, and pj, (size n X m)

E, the residual of X after subtraction of h components (size n X m)
Fp the residual of Y after subtraction of h components (size n x p)
by, the regression coefficient for one PLS component

I, the identity matrix of size n X n

I, the identity matrix of size m x m

Calibration (training) and prediction (test) steps

Chemical analysis usually consists of two steps. First, the characteristics of
a method or instrument are investigated and an attempt is made to find a
model for its behavior (a model is a relationship Y = f(X) between two
groups of variables, often called dependent Y and independent X). This is
the calibration or training step. The data set used for this step is called a
calibration or training set. The model parameters are called regression
coefficients or sensitivities. The second step is the one in which the indepen-
dent variables are obtained for one or more samples. These are used together
with the sensitivities to predict values for the dependent variables. This is the
prediction or test step. The data set used in this step is the prediction or test
set.

The terms dependent block and independent block are introduced for the
blocks of dependent and independent variables, respectively.



Mean-centering and scaling of variables

Before the model is developed, it is convenient to tailor the data in the
calibration set in order to make the calculations easier. For ease of explana-
tion, the values for each variable are used in the mean-centered form. The
average value for each variable is calculated from the calibration set and then
subtracted from each corresponding variable. In the rest of the text, all
variables, both dependent and independent, are assumed to be mean-centered.

There are also different ways of scaling the variables. It should be pointed
out that the dependent variables and the independent ones can be scaled
differently because the sensitivities absorb the differences in scaling. There
are essentially three ways of treating variables. In one, no scaling is needed
when all the variables in a block are measured in the same units, as in spec-
trometry. In the second, variance scaling is used when the variables in a
block are measured in different units (e.g., ppm, %, km); scaling is accom-
plished by dividing all the values for a certain variable by the standard devia-
tion for that variable, so that the variance for every variable is unity. Thirdly,
one can decide that certain variables are of less importance and hence should
not influence the model very much; so they are given a smaller weight.

An illustration of scaling and mean centering is given in Fig. 1. In the fur-
ther text, all variables are assumed to have some type of scaling, whichever is
considered to be most appropriate.

MULTIPLE LINEAR REGRESSION (MLR)

The multiple linear regression (MLR) problem can be stated as follows.
Features are measured for m variables x; (f = 1 — m) and for a variable y with
the goal to establish a linear (or first-order) relationship between them. This
can be represented mathematically as

y=bx;+ byxy+ baxz+ ...+ bpx,, + e (1a)

A
il

Fig. 1. Data preprocessing. The data for each variable are represented by a variance bar
and its center. (A) Most raw data look like this. (B) The result after mean-centering only.
(C) The result after variance-scaling only. (D) The result after mean-centering and variance-
scaling.

—




y=5 b +e (1b)

y=xb+e (1c)

In Eqn. 1(a), the x; are called independent variables and y is the dependent
variable, the b;’s are sensitivities and e is the error or residual. In Eqn. 1(c), y
is a scalar, b is a column vector and x' is a row vector.

Equation 1 describes multilinear dependencies for only one sample. If one
gets n samples, the y; (i = 1 — n) can be written as a column vector y, b
remains the same and the vectors, x;, form the rows of a matrix X:

v=Xb+ e (2)

For a better understanding of these matrix equations, they are also given in
graphical representation:

A m 1 1

n n n

In this case, n is the number of samples and m the number of independent
variables.

It is now possible to distinguish among three cases.

(1) m > n. There are more variables than samples. In this case, there is an
infinite number of solutions for b, which all fit the equation. This is not
what is wanted.

(2) m = n. The numbers of samples and of variables are equal. This situation
may not be encountered often in practical situations. However, it gives a
unique solution for b provided that X has full rank. This allows us to write

e=y—Xb=0 (3)

e is called the residual vector. In this case, it is a vector of zeroes: 0.

(3) m < n. There are more samples than variables. This does not allow an
exact solution for b. But one can get a solution by minimizing the length of
the residual vector e in the following equation:

e=y—Xb (4)

The most popular method for doing this is called the “least-squares method”’.
The least-squares solution is

b= (X'X)"X'y (5)

(Complete explanations are available elsewhere [5, 7, 8].) Equation 5 gives a
hint towards the most frequent problem in MLR: the inverse of X'X may



not exist. Collinearity, zero determinant and singularity are all names for the
same problem. A good description of this situation is available [9].

At this point, it might appear that there always have to be at least as many
samples as variables, but there are other ways to formulate this problem. One
of them is to delete some variables in the case m > n. Many methods exist
for choosing which variables to delete [7, 8].

Multiple linear regression with more than one dependent variable

A popular misconception is that MLR is only possible for one dependent
variable. This is the case that is almost always found in textbooks. Also,
most software packages run MLR in this way. It is easy to extend MLR for
more dependent variables. The example given here is for two variables, but
extension to more than two is straightforward.

Suppose there are two dependent variables, y; and y,. In this case, one can
simply write two MLR’s and find two vectors of sensitivities, b, and b,:

yi1=Xb; + e;; y,=Xb, + e, (6)
But one can then put y, and y, side by side in a n X 2 matrix and do the same
for b, and b, and e, and e,. So one gets

Y=XB+E (7)
where Y = (y,y,), B=(b,b,) and E = (e,e;). A more graphical representation

for 2 — p dependent variables is
2-p m 2-p 2-p

n n n

This is the general case that will be referred to in the further text.

Summary: MLR

— For m > n, there is no unique solution unless one deletes independent
variables.

— For m = n, there is one unique solution.

— For m < n, a least-squares solution is possible. For m = n and m < n, the
matrix inversion can cause problems.

— MLR is possible with more than one dependent variable.

PRINCIPAL COMPONENT ANALYSIS (PCA): NIPALS METHOD

Principal component analysis (PCA) is a method of writing a matrix X of
rank r as a sum of r matrices of rank 1:

X=M,+ M, +M;+ ...+ M, (8)



or in graphical representation:

X =| My |+ | Mg | +---+ | M

(Rank is a number expressing the true underlying dimensionality of a matrix.)
These rank 1 matrices, M,, can all be written as outer products of two
vectors, a score t,, and a loading py,:

X=t;pi+tpr+........ + t,p, (9)

or the equivalent X = TP' (P' is made up of the p’ asrows and T of the t as
columns) or graphically:

m 1 m 1 m 1 m
[ ]
L)
fn n A m n n
ap=
n

To illustrate what the t,, and p; mean, an example for two variables, in the
two-dimensional plane, is shown in Fig. 2A. Extension to more dimensions is
easy but difficult to show on paper. For the example in Fig. 2A, the principal
component is the line of best fit for the data points that are shown in Fig. 2B.
Best fit means that the sum of squares of x, and x, residuals is minimized.
This is also the average of both regression lines. It goes from —e to +o°. The
pn is a 1 X 2 row vector. Its elements, p, and p,, are the direction cosines, or
the projections of a unit vector along the principal component on the axes of

Xz PC

3
o
8, /

UNIT VECTOR
6 <
Xy

X
ag /1N '

Dy = COS6,
p, = COS8,

Y-

Fig. 2. A principal component in the case of two variables: (A) loadings are the angle
cosines of the direction vector; (B) scores are the projections of the sample points (1—6)
on the principal component direction. Note that the data are mean-centered.



the plot. The scores vector, t,, is an X 1 column vector. Its elements are the
coordinates of the respective points on the principal component line (Fig. 2B).
For this example, it can easily be understood why one wants the length of
the p, to be one [cos (6;)° + cos (6,)* = cos (8,)* + sin (6,)* = 1]; similar
rules exist for more than two dimensions.

Generally, what one wants is an operator that projects the columns of X
onto a single dimension and an operator that projects the rows of X onto a
single dimension (see Fig. 3). In the first case, each column of X is repre-
sented by a scalar; in the second case, each row of X is represented by a scalar.
In the rest of this section it will be shown that these operators are of a
very simple nature.

Nonlinear iterative partial least squares (NIPALS) does not calculate all
the principal components at once. It calculates t, and p; from the X matrix.
Then the outer product, t;p;, is subtracted from X and the residual E, is
calculated. This residual can be used to calculate t, and pj;:

E,=X—t,p) E;=E,—t,p;...

E,=En—1—typp ... Etanh(x) = 0= Egann(x)—1 — ttanh(X)p;;anh(X) (10)
The NIPALS algorithm is as follows: |

(1) take a vector x; from X and call it t,: t, = x; (11)

(2) calculate py,: pr = t, X/tt, (12)

(3) normalize py, to length 1: Pjyew = Phow/!I Phodll (13)

(4) calculate t,: t, = Xpu/PrPn 14)

(5) compare the t;, used in step 2 with that obtained in step 4. If they are the
same, stop (the iteration has converged). If they still differ, go to step 2.

m m

F | |t

1
L |
n

Fig. 3. Scores and loadings are obtained by projecting X into vectors. Loadings: each
column of X is projected into an element of the vector p’. Scores: each row of X is pro-
jected into an element of the vector t.
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(Note that after the first component is calculated, X in steps 2 and 4 has to
be replaced by its residual.)

An explanation of how NIPALS works can be seen when one realizes that
t,t, in Eqn. 12, [Ip;ll in Eqn. 13 and p,,p;, in Eqn. 14 are scalars. These scalar
constants are best combined in one general constant C. Then one can substi-
tute Eqn. 12 into 14: t, = Xp, and p, = t;,X give Cp,, = (Xpx)'X, or Cp;, =
pxX'X, or (CI,, — X'X)p,, = 0; or one can substitute Eqn. 14 into 12 and get
(C'T, — XX')t;, = 0. These are the eigenvalue/eigenvector equations for X'X
and XX’ as used in the classical calculation. (I, is the identity matrix of size
n X n; I, is that of size m X m.) The classical eigenvector and eigenvalue
theory is well described by Strang {10].

It has been shown that on convergence, the NIPALS solution is the same
as that calculated by the eigenvector formulae. The NIPALS method is con-
venient for microcomputers; it is also necessary for a good understanding of
PLS. Otherwise, it does not matter what method one uses. In practical situa-
tions, NIPALS usually converges; in the case of non-convergence, two or
more very similar eigenvalues exist. Then it does not matter which combina-
tion or rotation of eigenvectors is chosen. The reader is referred to Mardia
et al. [5] for a more detailed discussion of PCA.

Summary: PCA

— A data matrix X of rank r can be decomposed to a sum of rrank 1 matrices.
— These rank 1 matrices are outer products of vectors called scores and load-
ings.

— The scores and loadings can be calculated pair-by-pair by an iterative pro-
cedure,

PRINCIPAL COMPONENT REGRESSION (PCR)

The results from the section on PCA can be used to explain the principal
component transformation of a data matrix X. This is a representation of X
as its scores matrix T (where dimensions having small eigenvalues are ex-
cluded). The transformation is

T=XP (=TP'P=TIL) (15)
or graphically:
a m a
T|=| X P
m
n n

So now the MLR formula can be written as
Y = TB + E (solution: B = (T'T)"'T'Y) (16)



or graphically:

The variables of X are replaced by new ones that have better properties
(orthogonality) and also span the multidimensional space of X. The inversion
of T'T should give no problem because of the mutual orthogonality of the
scores. Score vectors corresponding to small eigenvalues can be left out in
order to avoid collinearity problems from influencing the solution [9].

PCR solves the collinearity problem (by guaranteeing an invertible matrix
in the calculation of B) and the ability to eliminate the lesser principal com-
ponents allows some noise (random error) reduction. However, PCR is a two-
step method and thereby has the risk that useful (predictive) information
will end up in discarded principal components and that some noise will
remain in the components used for regression.

Detailed information on PCR is given by Mardia et al. [5] and Draper and
Smith [7]. Gunst and Mason [8] give a slightly different definition of PCR.

Summary: PCR

— A data matrix can be represented by its score matrix.

— A regression of the score matrix against one or several dependent variables
is possible, provided that scores corresponding to small eigenvalues are
omitted.

— This regression gives no matrix inversion problems; it is well conditioned.

PARTIAL LEAST-SQUARES REGRESSION

Model building

The PLS model is built on the properties of the NIPALS algorithm. As
mentioned in the PCR section, it is possible to let the score matrix represent
the data matrix. A simplified model would consist of a regression between
the scores for the X and Y block. The PLS model can be considered as con-
sisting of outer relations (X and Y block individually) and an inner relation
(linking both blocks).

The outer relation for the X block (cf. PCA section) is

X=TP'+E=Y t,p, + E (17)
. One can build the outer relation for the Y block in the same way:
Y=UQ + F* =} u,q, + F* (18)

Graphically, Eqns. 17 and 18 can be shown as
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m a m m
L]
X =|1T|a + E
n n n
% a p P
Kl
Yy [=]lu]a + | F*
L
n n n

The summations are from 1 to a. One can describe all the components and
thus make E = F* = 0 or not. How and why this is done is discussed below.
It is the intention to describe Y as well as is possible and hence to make ||F*||
as small as possible and, at the same time, get a useful relation between X
and Y. The inner relation can be made by looking at a graph of the Y block
score, u, against the X block score, t, for every component (Fig. 4). The
simplest model for this relation is a linear one:

ﬁh = bhth (19)

where b, = u,t,/t,t,. The b, play the role of the regression coefficients, b, in
the MLR and PCR models.

This model, however, is not the best possible. The reason is that the prin-
cipal components are calculated for both blocks separately so that they have
a weak relation to each other. It would be better to give them information
about each other so that slightly rotated components result which lie closer
to the regression line of Fig. 4.

Over-simplified model: 2x PCA. An over-simplified model can be written
in algorithmic form as in the NIPALS section.

For the X block: (1) take tg,,; = some x;; (2) p’ = tX/t't (= uX/u'u);
(3) Prew = Poid/lIPadll; (4) t = Xp/p'p; (5) compare t in steps 2 and 4 and if
they are equal stop, else go to 2.

u

ce o4
e5

20 al b=tana

e

|

Fig. 4. The inner relation. A linear regression of u against t. Note that the data are mean-
centered.
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For the Y block, (1) take ug,, = some y;; (2) @ = u'Y/u'u (= t'Y/t't);
(3) Gnew = Qoi/ll9audll; (4) u = Yq/q'q; (5) compare u in steps 2 and 4 and if
they are equal stop, else go to 2.

Improuving the inner relation: exchange of scores. The above relations are
written as completely separated algorithms. The way each can get informa-
tion about the other is to let t and u change place in step 2. (Note the parts
in parentheses in this step.) Thus, the two algorithms can be written in
sequence: (1) take ugy,,; = some y;; (2) p' = uX/u'u (w' = uX/u'u); (3) ppew =
Poiad/IPaidl (Whew = Wad/llWadll); (4) t=Xp/p'p (t = Xw/w'w); (5) @' =t'Y/t't;
(6) Upew = Auia/llQudll; (7) u = Yq/q'q; (8) Compare the t in step 4 with the
one in the preceding iteration step. If they are equal (within a certain round-
ing error), stop; else go to 2. (In the case for which the Y block has only one
variable, steps 5—8 can be omitted by putting ¢ = 1.)

This algorithm usually converges very quickly to give rotated components
for X and Y block.

Obtaining orthogonal X block scores. There is still a problem; the algo-
rithm does not give orthogonal t values. The reason is that the order of calcu-
lations that was used for the PCA has been changed. Therefore, the p’' are
replaced by weights w’ (see formulas in parentheses in previous subsection).
An extra loop can be included after convergence to get orthogonal t values:

p = t'X/t't (20)

With ppew = Poa/lPadll, it becomes possible to calculate the new t: t = Xp/p'p,
but this turns out to be just a scalar multiplication with the norm of the p’ in
Eqn. 20: t,., = tydlpagdl. Orthogonal t values are not absolutely necessary,
but they make the comparison with PCR easier. One must give the same
rescaling to the weights, w', if the prediction is to be made without error:
Wiew = WoudllPadll- Then t can be used for the inner relation as in Eqn. 19, and
the residuals can be calculated from E; = X — ¢;p]; and F¥=Y — u;q;. In
general,

E,=E, 1 —typn; X=E, (21)
Fi=Ff_,—uwaq; Y=F, (22)

But in the outer relation for the Y block, u, is replaced by its estimator, @, =
b,t,, and a mixed relation is obtained:

F, =F,—, — bytray, (23)

(It is recalled that the aim is to make ||F,|| small.) This mixed relation ensures
the ability to use the model parameters for predicting from a test set. Further-
more, because the rank of Y is not decreased by 1 for each component, one
can go on until the rank of the X block is exhausted. The complete algorithm
is given in the Appendix together with an illustration of the matrices and
vectors.
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Summary: PLS

— There are outer relations of the form X = TP' + E and Y = UQ' + F*,
— There is an inner relation @i, = b,t,.

— The mixed relation is Y = TBQ' + F where ||F|| is to be minimized.

- In the iterative algorithm, the blocks get each other’s scores, this gives a
better inner relation.

— In order to obtain orthogonal X scores, as in the PCA, it is necessary to
introduce weights.

Properties of the PLS factors

For the user of PLS, it is obviously of interest to know what kind of pro-
perties to expect from it. The main properties can be summarized as follows.

The quantities p;, and q, have unit length for each h: |p,ll = llq,ll =1, or
Zpi;=1and Zq}; =1 forj=1tom.

Both t, and u, are centered around zero for each h: £t,; = 0 and Zu,; = 0
fori=1ton.

The w,, are orthogonal: wiw; = §;;]lw;||> where §;; is the Kronecker delta.

The t,, are orthogonal: tit; = 5;lIt;I°.

It is useful to check that these properties hold for a number of data sets.
These properties are also good indicators for computer rounding errors.

Prediction

The important part of any regression is its use in predicting the dependent
block from the independent block. This is done by decomposing the X block
and building up the Y block. For this purpose, p’, q', w’ and b from the cali-
bration part are saved for every PLS factor. It should be noted that the new
X block has r samples instead of n.

The independent blocks are decomposed and the dependent block is built
up. For the X block, t is estimated by multiplying X by w as in the model

building part
Eh =Ep— 1wy (24)
E,=E,—, — t,p, (25)

For the Y block:
Y =F, =Y b,tnq; (26)

where the summation is over & for all the factors (a) one wants to include
and X =E,, Y=F,.

Number of components

If the underlying model for the relation between X and Y is a linear model,
the number of components needed to describe this model is equal to the
model dimensionality. Nonlinear models require extra components to des-
cribe nonlinearities. The number of components to be used is a very impor-
tant property of a PLS model.
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Although 1t is possible to calculate as many PLS components as the rank
of the X block matrix, not all of them are normally used. The main reasons
for this are that the measured data are never noise-free and some of the
smaller components will only describe noise, and that, as mentioned in
earlier paragraphs, it is common to leave out small components because they
carry the problems of collinearity.

This means that there must be one or several methods to decide when to
stop. One possible criterion can be found in Eqn. 23, where the norm of F,,
should be small. Figure 5 gives a plot of |{F,|| vs. the number of components.
It is possible to choose a threshold level and to stop when ||F,}| goes below
that threshold. Another possibility is to look at the difference between actual
and previous [|F,|| values and to stop when this becomes small compared to
some previously established measurement error. A combination of threshold
and difference methods would be preferable.

Sometimes the analysis of variance with F-test on the inner relation can be
used to validate the model. In this case, one uses the F-test on the linear
regression [7].

The above-mentioned methods are valuable for the model-building stage
of PLS. If prediction is desired, another class of methods must be used to
establish the number of components needed. These methods are called cross-
validation. One can calculate a statistic for lack of prediction accuracy called
PRESS (prediction residual sum of squares). Figure 6 gives a sample plot of
the PRESS statistic against the number of components. It is obvious that one
wants to use the number of components that gives a minimal PRESS. The
location of this minimum is not always well defined. The evaluation of the
number of components is analogous to the concept of detection limits,
Le., the smallest signal that can be detected in the presence of noise. See
[11] for more detail.

'y )
X T
\\ N
. \
K %] \.\
\. b \‘
Al . 4 \
h .\ o .\
A \
\.\ A \ .—'.
v o ..
-8 |- THRESHOLD \.--o-,,\.,’
e
1 1 1 l—f_ 1 » I 1 1 1 1 n
0 2 4 6 8 10 0 2 4 6 8 0
NUMBER OF COMPONENTS NUMBER OF COMPONENTS

Fig. 5. |IF, vs. the number of PLS components. A threshold and/or a difference criterion
(see A in figure) can be used to stop the algorithm,

Fig. 6. Plot of PRESS against the number of components. This criterion evaluates the
predictive power of the model. The number of components giving a minimum PRESS is
the right number for the model that gives optimal prediction. In this example, models
with 4—8 components would be acceptable.



14

Statistics

From the matrices of residuals E, and F,, sums of squares can be calcu-
lated as follows: the total sum of squares over a matrix, the sums of squares
over rows, and the sums of squares over columns. These sums of squares can
be used to construct variance-like estimators. The statistical properties of
these estimators have not undergone a rigorous mathematical treatment yet,
but some properties can be understood intuitively.

The sum of squares of the F,, is the indicator of how good the model is
(Egn. 23). The sum of squares of E, is an indicator of how much of the X
block is not used in the model. In some cases, a substantial part of the X
block does not participate in the model, which means that the independent
variables have unexpected properties or large errors.

S#

ss

R

S

sS

SS

2 2 §
ve ss
ss hd
3 3
Ve ss

Fig. 7. Statistics for the variables. The data are shown as bars representing the sum of
squares per variable (for the model building both X and Y variables; for the prediction
only X variables). After 0 PLS components, the data is in mean-centered and variance-
scaled form. As the number of PLS components increases, the information in each
variable is exhausted. The hatched bar shows the behavior of a ‘“‘special’’ variable, one
that contributes little to the model.

Fig. 8. Statistics for the objects (samples). The data are shown as bars representing the
sum of squares per object. As the number of PLS components increases, the sum of
squares for each object decreases. The hatched bar shows the behavior of a ‘“special”
object, probably an outlier.
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Fig. 9. A graphical representation of the matrices and vectors used in PLS.

Sums of squares over the columns indicate the importance of a variable
for a certain component. Sums of squares over the rows indicate how well
the objects fit the model. This can be used as an outlier detection criterion.
Illustrations are given in Fig. 7 for variable statistics and in Fig. 8 for sample
statistics. More on this can be found in the articles by S. Wold et al. as cited
elsewhere [4, 6].

An advantage of PLS is that these statistics can be calculated for every
component. This is an ideal means of following the model-building process.
The evolution of these statistics can be followed (as shown in Figs. 7 and 8)
as more and more components are calculated so that an idea of how the
different objects and variables fit can be obtained. In combination with a
criterion for model dimensionality, the statistics can be used to estimate
which objects and variables contribute mainly to the model and which
contribute mainly to the residual.

Conclusion

The topic of partial least squares is much larger than the material covered
above. Some subjects not discussed at all or not in detail are: outlier detec-
tion, treatment of missing data, F and t statistics, classification/pattern
recognition, leverage, selection of variables, data transformations, extensions
to more blocks and hierarchical models, and lack of fit.

There are also other PLS algorithms. Each may have some advantage in a
particular application. The algorithm given here is one of the most complete
and elegant ones when prediction is important. An example of its application
to simulated data is given in the next paper [11].
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Louise Rose. This work was supported by a grant from the Center for Process
Analytical Chemistry, a National Science Foundation Cooperative Research
Center at the University of Washington.

Appendix: The PLS algorithm
It is assumed that X and Y are mean-centered and scaled:

For each component: (1) take ug,, = some y;.
In the X block: (2) w' = u'X/u'u
(8) Whew = Wolg /I Wodll (normalization)
4)t=Xw/w'w
In the Y block: (5)q =t'Y/t't
(6) dnew = doid/Ildoigll (normalization)
(7)u=Yaq/q'q
Check convergence: (8) compare the t instep 4 with the one from the preceding iteration.
If they are equal (within a certain rounding error) go to step 9, else go to step 2. (If the
Y block has only one variable, steps 5—8 can be omitted by putting ¢ = 1, and no more
iteration is necessary.)
Calculate the X loadings and rescale the scores and weights accordingly:
(9)p =t'X/t't
(10) Ppew = Pold/IIPo1all (normalization)
(11) thew = toulPoiall
(12) Wnew = Woiall Poidl!
(p’, 4’ and w’ should be saved for prediction; t and u can be saved for diagnostic and/or
classification purposes). .
Find the regression coefficient b for the inner relation:
(13) b =u't/t't
Calculation of the residuals. The general outer relation for the X block (for component
h)is
Ep=Ep—1—thpi; X =E,
The mixed relation for the Y block (for component h) is
Fp =Fp—1—butyan; Y =F,

From here, one goes to Step 1 to implement the procedure for the next component.
(Note: After the first component, X insteps 2,4 and 9 and Y in steps 5 and 7 are replaced
by their corresponding residual matrices Ej, and Fj,.)

Matrices and vectors are shown graphically in Fig. 9.
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SUMMARY

Practical examples with simulated data are described to illustrate the material des-
cribed in the preceding tutorial on partial least-squares regression. Starting from the
perfect model for two dimensions, noise, nonlinearities and interference are added
gradually in order to study their influence. The examples are related to calibration in
chemical analysis.

An algorithm for partial least-squares (PLS) regression was described in
the preceding paper [1] in which it was explained how PLS emerged from
studies of the flaws in multiple linear regression (MLR) and in principal com-
ponent regression (PCR). The advantages of the PLS method were outlined.
Examples of how the PLS method can be used are given here. Simulated data
with known properties are used because such data are more suitable for illus-
trative purposes than practical laboratory data with their unknown sources
and extents of vitiating effects. Extensions to real situations can readily be
visualized. The focus here is on calibration in chemical analyses. This paper
has two purposes: to provide a worked example with all the numerical data
for testing computer programs and to study the influence of random noise,
nonlinearities and interfering extra components. This last topic is considered
in an empirical way with the hope that a more theoretical approach can be
developed later. The example is a regression for two chemical components
(i.e., two dimensions, tank 2), into which complications including noise,
nonlinearities and interferences are gradually introduced.

The PLS method
In the PLS method, an X block of independent variables is related toa Y
block of dependent variables by describing outer relations [1]:

X=TP'+E=Yt,p,+E 1)

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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Y =UQ + F* =Y u,q, + F* (2)

(Symbols are defined in Table 1 [1]). The sums are over the number of
dimensions necessary or desired. The regression part of PLS is an inner rela-
tion:

ﬁh = bhth (3)

where b, = upt, /tht,; the “hat” indicates that the vector is an estimated one.
This leads to the mixed relation [1]

Y=TBQ +F (4)

where ||F|| has to be minimized with the condition that ||E|| in Egn. 1 is
reduced.

In order to obtain orthogonal scores as in PCR, it is necessary to introduce
weighting (w); PLS is achieved by using the residuals after each dimension:

E,=E,_,—t,py; X=E, (9)
F,=F,_,—byt,qy; Y=F, (6)

Graphic representations of Eqns. 1 and 2 and of the matrices and vectors
used in the PLS algorithm for each dimension are in the preceding paper [1].
The PLS dimensions can also be called components or factors. In this paper,
the term dimension is used in order to avoid confusion; the symbol B indi-
cates the diagonal matrix of the b,,.

It is important to recognize some of the properties of the PLS model: SSy,
F and XVAL. SSy is the residual for the Y block after n dimensions. This is
usually expressed as the sum of squares for the residual matrix F, (Eqn. 4)
divided by the number of members of the matrix. For the Y block, this is
termed SSy. Sometimes, a similar statistic (SSx) can be useful for the X
block.

One way of evaluating the PLS model is to check the inner relation
(Egn. 3). The F-test can be applied to the linear regression in this case (see
Draper and Smith [2]). High F values indicate a good inner relation and low
F values a poor inner relation; very low F values show that the inner relation
is meaningless. The XVAL method [3, 4] describes the predictive quality of
a certain PLS dimension by the use of cross-validation and is calculated on
the ‘“‘leave-some-out” basis. The method is described in Appendix A. A value
of XVAL > 1 means a nonsignificant dimension; XVAL < 1 means a signifi-
cant dimension. The cross-validation for the calculation of XVAL means
extra calculations; F on the inner relation and SSy do not need these.

DATA MATRICES IN CALIBRATION FOR CHEMICAL ANALYSIS
Multivariate calibration means measuring a vector of properties (variables)

for calibration standards of known content. This vector may be spectral
intensities, current measurements or any relevant collection of data. In this
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example, two analytes A and B are used and the responses of the sensors are
shown in Fig. 1. Table 1 gives the concentrations of each of these analytes in
nine different samples. It is often advantageous to use a factorial design for
such an example. Here, a 32 design was chosen because of the nonlinearities
that will be introduced later. However, it may not always be possible to mix
suitable standards (e.g., in food research, geology, environmental samples).
In such cases, a collection of samples spanning the maximal expected range
in each variable dimension must be chosen. Suitable choice of a design can
lead to good results (see below).

In the simple case considered, the data matrix will be the sum of two
planes, each consisting of the outer product of the concentration vector and
the response vector as in Fig. 2(a). The X-matrix is built from

X = ¢;8; + €585 (7

where c; are the concentration vectors from Table 1 and s; are the responses
from Fig. 1. In reality, this situation is complicated by the existence of
random noise, nonlinearities and interferences, as indicated in Fig. 2(b). The
sum matrix in Fig. 2(b) is the independent (X) matrix for the regression of
the two vectors of concentrations from Table 1. The following eight cases
are possible: linearity with and without random noise for only two compo-
nents; nonlinearity with and without random noise for two components;
linearity with and without random noise for two components and one inter-
fering (background) component, i.e., an extra component not recognized
during calibration; and nonlinearity with and without random noise for two
components and one interfering component. It is clear here that the last case
with random noise, and even more complicated situations, will be encoun-
tered in practice, but for illustrative purposes four of the above models will
be considered in the following paragraphs. The data will always be used in
mean-centered form.

Case 1: Linearity without random noise for two components

In this case (cf. Fig. 9 [1]), it is known in advance that there will only be
two components. The criteria for testing the model dimensionality, SSy, F
and XVAL, indicate this. Indeed, for the second PLS dimension, XVAL

8.0 8.0

ANALYTE B

6.0 6.0

4.0 4.0

2.0 2.0

0.0 0.0

Fig. 1. The responses (*“spectra”) of an array of eight sensors for analytes A and B. The
numbers are arbitrary.
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TABLE 1

Concentrations of the analytes A and B used for the PLS calibration

Sample 1 2 3 4 5 6 7 8 9
Concn. (analyte A) 1 3 5 1 3 5 1 3 5
Concn. (analyte B) 1 1 1 3 3 3 5 5 5

(a) (b) (c)
INTERFERENCE

IRANDOM NOISE 8

RANDOM NOISE

1 B 8

Fig. 2. Composition of the data matrices X: (a) for case 1 with two components (analytes
A and B) and linearity but without noise and interfering or background components;
(b) the most complicated case in which both components have nonlinearities, and both
random noise and an interfering (or background) component are present; (c) random
noise only added to (a).

becomes zero (the rounding error in most computers) and F becomes infinity
(the inverse of the rounding error in most computers). Both SSy and SSy
become zero after two components.

It can be shown that the X scores obtained are exactly the same (some-
times with different sign) as those obtained by PCR, i.e., PLS and PCR
behave identically in the noise-free case. For PLS, the loadings and weights
for the X block are identical. The inner relationships are straight lines, as
expected, and so are not shown here. It is of interest to look at the scores
plot in Fig. 3. Because of the choice of the concentrations in the experimental
design, the plot has the shape of a grid. It should be noted that each dimen-
sion describes exactly 50% of the variance in the Y block. This is true both
for variance-scaled and non-variance-scaled data. In real cases, noise-free mea-
surements will be very rare. The data for this case are given in Appendix B.

Conclusion. For case 1, 8Sx, SSy, F and XVAL clearly show that there
are two dimensions. The PLS and PCR methods are equivalent in this case,
and the PLS loadings and weights are the same. These results are independent
of linear scaling of the variables.
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Fig. 3. The scores plot for the data matrix: (o) noise-free data; (1) 10% noise added; (4)
100% noise added. Because of the choice of the concentrations as a 3? design, the points
representing the samples fall on a grid for the noise-free data. Large amounts of noise
completely destroy the grid structure.

Case 2: Linearity with random noise for two components

The X matrix in this case is shown schematically in Fig. 2(c). The best
way to describe the influence of noise is to add increasing amounts of noise
to the noise-free data and to see how the PLS models behave. In order to do
this, mean-centered noise distributed as N(0, p) (with p = 0.01, 0.02, 0.05,
0.1, 0.2, 0.5 and 1.0) was added to every column of the X matrix after
variance-scaling. This way of adding noise ensures that each variable is
affected equally; there are many other ways of adding noise to data, so this
method simply illustrates a general trend that can be applied to other cases.
No noise was added to the Y block; it is assumed that the concentrations of
the standards are accurate.

The addition of random noise increases the rank of the X matrix from 2
to the maximum (8 in this case), because the noise is distributed equally in
all the dimensions of the variable space. Figure 4 provides a graphic explana-
tion of this phenomenon. This can also be checked by doing a principal
component analysis on the noise alone.

As long as the components have a larger variance than the noise in their
own dimension, there will be an adequate 2-dimensional model, but the
noise may cause slight rotations of the scores. For larger amounts of noise,
total confusion of noise and data can be expected. Because the noise will be
of different character in real samples, increasing amounts of noise are expected
to give increasing prediction errors. It should be noted that random noise is
hypothetical. In practice, application of this random noise behaves as a bias.
The difference from a real bias is that noise can be averaged out by repeating
measurements.

Results are given in Table 2. They are based on only one application of
the noise, and so the picture given is only rough. For up to 5% noise added,
the first dimension describes almost 50% of the Y block and two dimensions
describe almost all the rest. The F-test on the inner relation shows decreasing
values with increasing noise, meaning that the inner relation becomes worse.
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Fig. 4. The influence of noise on the PLS model. For pure analyte data (A and B) the
rank of the X block is 2. For only random noise, the rank of the X block is maximal
(here 8). For random noise added to the pure analyte data, there will be some disorder:
most useful information will end up in the first dimensions and most noise will end up in
higher dimensions. PLS can handle small amounts of random noise but higher amounts of

noise can prevent the construction of useful models.

TABLE 2

The influence of noise added to the X block on the PLS model?

After Noise added, N(O, p), p =

0.01 0.02 0.05 0.1 0.2 0.5 1.0
A: F-test on the inner relation
Dim. 1 2000000 11800 66000 23000 7300 400 32
Dim. 2 116000 69000 26000 1460 524 59 14
Dim. 3 — 23 5 69 36 3 2.2
Dim.4 — - - 57 21 16 15
B: S8y (%, 100% for no. dimensions calculated)
Dim. 1 50 50 50 50.02 50.06 50.9 59
Dim. 2 0.001 0.008 0.019 0.26 0.71 6.2 26
Dim.3 — 0.005 0.013 0.036 0.15 4.8 22
C: XVAL
Dim. 1 0.93 0.93 0.93 0.92 0.92 091 1.04
Dim. 2 0.009 0.015 0.028 0.076 0.22 0.47 0.87
Dim. 3 1.04 0.99 0.93 0.48 0.57 143 1.11
Dim. 4 — 1.08 1.01 0.85 0.75 0.93 0.92

aBlank spaces mean that the PLS stopped because residuals were too low.
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There is also a steep fall in F after two dimensions. For very noisy data, less
significant inner relations are found or the more significant relations appear
in later dimensions. XVAL shows a 2-dimensional model for up to 5% noise.
With 10% or more noise, the models are of higher rank, which confirms the
failure to distinguish between data and noise. Figure 3 shows the influence
of noise on the scores plot.

Prediction was done by using the 2-dimensional model for noise-free data
with test sets with different noise contents. The results are given in Table 3
as the square root of the PRESS (see Appendix A). This statistic behaves like
a standard deviation. The results in the table indicate that (PRESS)!? in-
creases almost linearly with the amount of noise added. The very low result
for p = 0.05 is due to the nature of the noise applied, as was shown by
repeating some calculations.

Conclusion. For case 2, random noise in the X matrix gives it maximum
rank. Increasing amounts of random noise shift information towards higher
dimensions and make it difficult to decide on the correct number of dimen-
sions. Up to 5% noise gives a precise, quantitative model, but over 5% and up
to 100% noise provides a model that only allows qualitative conclusions.
Prediction shows that the square root of PRESS increases almost linearly
with the random error added.

Case 3: Nonlinearity without random noise for two components
Nonlinearities can be introduced by adding terms that are quadratic in the
concentrations:

X =¢8] + ¢85, + bicfe,s) + byefes; (8)

where * indicates the direct vector product and the b; are constants deter-
mining how much nonlinearity is present. A representation with matrices as
planes is given in Fig. 5. For linear responses, b; = b, = 0. The Y block con-
tains the linear concentrations so that the nonlinearities will obviously cause

TABLE 3

The result of random error added to a test set on the prediction error, (PRESS)'/? for
analytes A and B

Random error (PRESS)'* (PRESS)'?/p

NO,p)p = Anal. A Anal. B Anal. A Anal. B
0.01 0.011 0.013 1.1 1.3
0.02 0.016 0.020 0.80 1.0
0.05 0.027 0.024 0.54 0.48
0.1 0.091 0.149 0.91 1.49
0.2 0.194 0.235 0.97 1.18
0.5 0.517 0.530 1.03 1.06

1.0 1.19 1.56 1.19 1.56
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INON—LINEARITY B 8

[NON-LINEARITY A 8
8.0

I 8 8

A 8 6.0

9

Fig. 5. The data matrix X for two components with nonlinearities. Because of the way
that the nonlinearities are defined in Eqns. 8 and 9, each analyte has a set of them.

Fig. 6. The responses (spectrum) of an array of eight sensors for the interfering or back-
ground component. The numbers are arbitrary units.

problems. These nonlinearities are not random, but act as a concentration-
dependent bias.

The nonlinearities do not increase the rank of the X matrix. This can be
seen by writing Eqn. 8 in another way:

X = (¢, + bycfey)s; + (c; + byefey)s; ' 9)

The results for some model calculations with different b, and b, are listed
in Table 4. The data were used in mean-centered and variance-scaled form.
These results show that increasing amounts of nonlinearity in a certain com-
ponent introduce increasing amounts of residual sum of squares for the res-
pective column vector in the Y block. Each analyte behaves independently
with respect to the nonlinearity of the other. The F values for the inner
relations show that these also become rather curved. The fact that the rank
of the X block does not increase, as shown in Eqgn. 9, is typical of this mode
of adding nonlinearities. The situation changes when cross-terms are added,
e.g., if there is mutual interference between the spectra of two analytes as
happens frequently in real situations.

Prediction with nonlinear data was tested by using the model parameters
for the linear data for prediction with test sets containing nonlinear data.
Because of the independent behavior of the two analytes, simplified results
are given in Table 5. These results show that higher b; values cause higher
errors and that the higher the concentration the higher the error. Expressing
the inaccuracies as percentage shows that they increase linearly with b; and
quadratically with concentration. This is what would be expected from
Eqgns. 8 and 9.

Conclusion. For case 3, nonlinearities of the type used here do not increase
the rank of the X block. Increasing amounts of nonlinearity give larger resid-
uals for the Y block. The results for each analyte are not influenced by the
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TABLE 4

Some properties of PLS models for nonlinear data?

b, b, sS,, sS,, F, F,
0.01 0 0.006 0 96100 153000
0.1 0 0.26 0 1790 5400
1.0 0 1.32 0 264 10900
0 0.01 0 0.006 137000 103000
0 0.1 0 0.26 2290 3300
0 1.0 0 1.32 276 4100
0.01 0.01 0.006 0.006 59000 59000
0.1 0.1 0.26 0.26 1340 1340
1.0 1.0 1.32 1.32 257 257

2b; and SS,; are for the first and second analyte, respectively, for the complete 2-dimen-
sional model. F; are for the first and second inner relations.

TABLE 5

Prediction results for nonlinear data

True Concn. found for b; =

conen. 0.01 0.1 1.0

1 1.01 (1%) 1.1 (10%) 2.0 (100%)
3 3.09 (3%) 3.9 (30%) 12 (300%)
5 5.25 (5%) 7.5 (50%) 30 (500%)

nonlinearities for the other analyte. For prediction, the inaccuracies increase
linearly with b; and quadratically with concentration.

Case 4: Linearity without random noise for two components plus one inter-
fering component

There are many possibilities for simulating an interfering or background
component. The uncommon case in which the interfering component gives
exactly the same analytical response (e.g., spectrum) as one of the required
components will not be discussed here, nor will the case in which the con-
centrations of the interferent are exactly correlated with those of one of the
analytes. A trivial situation occurs if the interfering component has the same
concentration in all samples; the constant background so obtained is simply
removed by mean-centering. The spectrum of the interfering product is given
in Fig. 6. A simple pattern of concentrations of interferent is given in Table 6.
The amount d can be varied to study its influence on the PLS model. A
schematic representation of the X block for this example is the same as that
shown in Fig. 2(c); interference simply replaces random noise in the figure.
With the interfering component present, the X matrix will have rank 3. The
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TABLE 6

Concentrations of analytes A and B and interferent I. The amount d is varied to study its
influence on the PLS model

Sample Concentrations

number A B I

1 1 1 1d
2 3 1 2d
3 5 1 1d
4 1 3 2d
5 3 3 1d
6 5 3 2d
7 1 5 id
8 3 5 2d
9 5 5 id

amount of variation of the Y block explained by the first two components
will depend on d and on the correlation of the interferent spectrum with the
analyte spectra.

Some results for the PLS model for different d values are shown in Table 7.
The F-test clearly shows rapid deterioration of the inner relation as the
amount of interferent increases. The SSy shows a more than linear increase
in the amount of the Y block, which remains unexplained by a 2-dimensional
model until a plateau is reached. The XVAL indicates a 2-dimensional model,
but it is poor for high values of d. A complicating problem with interferences
is that there can be a large variety of spectra to choose from and that the
influence on the model depends greatly on the correlation between the
analytical responses of the interferents and those of the analytes.

Conclusion. For case 4, the prediction properties were checked for data
containing interferent with the model for interference-free data. There is a
positive bias which is linearly related to the concentration of the interfering
component. Every interfering component increases the rank of the X block
by 1. The influence of the interferent on the model is nonlinearly related to
the amount of interferent present.

General conclusion

The use of simulated data illustrates that many interesting properties of
PLS regression can be found by testing models and prediction. The criteria
of dimensionality, SSy, F and XVAL, each contribute particularly in differ-
ent situations. In the general case, calculation of all three criteria of dimen-
sionality (and maybe even others) is necessary to obtain a fairly realistic
picture of the behavior of a PLS model. Only four of the eight cases men-
tioned initially were actually tested but it is hoped that these papers will
provide a better understanding of the PLS method.
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TABLE 7

Some properties of the PLS model as a function of d

d=

0.1 0.2 0.5 1.0 2.0 5.0 10.0
A: F-test on the inner relation
Dim. 1 18400 4600 740 186 47 8.9 2.
Dim. 2 172000 19000 7000 1860 570 239 384
B: SSy (%, 100% start situation)
Dim. 1 50.02 50.08 50.5 51.8 56.4 72.0 86.0
Dim. 2 0.02 0.08 0.52 0.2 7.1 25.0 40.0
SSy/d 0.2 0.4 1.0 2.0 3.5 5.0 4.0
C: XVAL
Dim. 1 0.93 0.93 0.93 0.94 0.96 1.03 1.07
Dim. 2 0.02 0.05 0.11 0.22 0.40 0.75 0.90

The colleagues in Seattle and Umed are thanked for their remarks and
stimulating discussions. The Science Department of the Belgian Ministry of
Foreign Affairs provided P. Geladi with a NATO grant 10/B/84/BE, which is
gratefully acknowledged.

Appendix A: Cross-validation in PLS

In building and using a regression model, robust models are needed which will allow
prediction with minimal error. The prediction quality can be tested by predicting the
independent variables from the dependent ones for some standards of known composition
and comparing the results predicted from the model with the known composition. But in
many cases, such absolute standards are not available and when they are available it is best
to include them in the model. Cross-validation is a method for testing the internal consis-
tency of a regression model while it is being constructed.

Cross-validation can be done for every dimension or for a fixed number of dimensions.
The important thing is that a fraction of the calibration standards are omitted in the
model building. This fraction can vary from a single object (bootstrapping) to half the
objects. This can be written as

Xy (——— Y,
X, Y,

The successive steps are: (1) the model is built between X,,, and Y,,; (2) from the model
parameters, ?t is predicted from X,; (3) the sum of squares ss of (Y;— 17}) is calculated;
(4) this sum of squares is added to SS; (5) the fraction that was omitted is reinstated and
another fraction of approximately the same size is omitted. Calculations then revert to
step 1.

This procedure is repeated until all the objects have been in X; once. Then SS is the
accumulated prediction error sum of squares for all the objects. Finally SS is divided by
the size of the Y matrix to give PRESS. (The size of the Y matrix can be replaced by a
more fancy number of degrees of freedom,) When this is tested for every dimeansion, the
square root of PRESS is compared with the standard deviation of the Y block of the
previous dimension as follows: XVAL = (PRESS)!¥sy. If this XVAL > 1, the current
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dimension has no predictive properties. If XVAL < 1, the current dimension is useful and
the next one should be tested.

An alternative is to collect SS for every variable in the Y block instead for over the
whole block. This then gives an XVAL for each Y variable. Checking these XVAL’s is
considered a fine-tuning of the cross-validation process and is certainly worthwhile when
many Y variables are considered.

Cross-validation can also be done for many dimensions simultaneously. In this case,
PRESS is again calculated but for whole models of increasing dimensionality. If this
PRESS is plotted against the model dimensionality, it gives a minimum for the model
with the best predictive properties. An example is shown in Fig. 6 of the earlier paper.

Appendix B: Example for case 1

This appendix presents a worked example for case 1. The raw data, mean and standard
deviations, and the mean-centered, variance-scaled data matrices are shown in Table A1l.

Because of the choice of a 3? design, interesting patterns show up in both blocks. The
center element of the design has zeroes for every variable. The seventh X variable is
perfectly correlated to the first Y variable because the second sensor sensitivity is zero
here. The columns for the second and third X variables are identical because the ratios for
the sensor sensitivities for both are the same. The loadings and scores for two dimensions
are shown in Tables A2 and A3. It is very common that the first X-block loading has all-
positive elements. Because of the orthogonality requirement, the second X-block loading
must have some negative elements. The special property of orthogonality for the Y-block
loadings is only valid for this example. The construction of the data matrix as a 3? design
together with mean-centering and variance-scaling gives symmetrical properties which
makes it easier to understand what is happening and to detect erratic behavior.

TABLE A2

Loadings for two dimensions?

p Variable
x1 x2 x3 x4 x5 x6 x7 x8 y9 y10

1 0.33026 0.35600 0.35600 0.38850 0.37018 0.33148 0.29936 0.38729 0.76965 0.6384
2 —0.4480 —0.3417 —0.3417 0.04154 0.26034 0.44373 0.54149 —0.0787 0.63847 —0.7696

2In this case, the loadings and weights for the X block are identical. The Y block has no
weights.

TABLE A3

Scores for two dimensions

Object

1 2 3 4 5 6 7 8 9 b2
1 —4.180 —1.895 0.3894 —2.285 2.285 —0.3894 1.895 4.180 0.3889
2 0.1786 1.048 1.917 —0.8693 0.8693 —1.917 —1.048 —0.1786 0.8481

ul —1.626 —0.7372 0.1515 —0.8887
u2 0.1515 0.8887 1.626 —0.7372

0.8887 —0.1515 0.7372 1.626
0.7372 —1.626 —0.8887 -—0.1514

[~ ~N-N]

2Regression coefficients for the inner relation.
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SUMMARY

The features of a microprocessor-based data acquisition and control unit, dedicated to
electrochemical experiments, are described. The menu-selectable software allows smooth-
ing, baseline drawing and subtraction as well as differentiation, even with signal amplitudes
of some tenths of nA at signal/noise ratios lower than one, without forcing the data to
follow theoretical models. Concentrations of cadmium jon as lowas 2 X 107, 5 X 107® and
5 X 10 M can be measured, within 10% accuracy and precision, by using sampled d.c.
polarography, staircase voltammetry and fast-sweep differential pulse voltammetry, re-
spectively; this is a consistent improvement on literature data. Depending on the electro-
chemical technique used, the most significant signal parameters, including derivatives, are
measured automatically, listed and used in the decision-making process for chemical char-
acterization.

Numerous papers have been published in recent years dealing with com-
puter-aided instruments for polarographic and voltammetric analysis [1—12].
When the final purpose for these instruments is the automatic interpretation
of the signal being considered, and very low concentrations of analyte are
involved, three steps have to be used consecutively and are decisive in data
processing: the steps are smoothing, baseline correction and evaluation of
signal parameters. The higher the quality of algorithms used, the higher the
accuracy of the -measured parameters, and so the easier it will be to identify
and quantify the signal.

Generally, smoothing has been done at fairly high concentration levels,
e.g., 4 X 10 M in differential pulse polarography (d.p.p.) [3], 3 X 10 M in
sampled d.c.p. [13] and 10 M in a.c.p. [14], by Savitsky-Golay and Fourier
Transform algorithms, and at low concentration levels, e.g., 4 X 10°® M in
d.p.p. [3] and 5 X 10® M in square-wave polarography [15], by ensemble
averaging. Baseline correction has been done by a linear (tangent fit), quad-
ratic or cubic least-squares fit down to 10® M in sampled d.c.p. [16], 107" M
in normal pulse polarography (n.p.p.) [16], and 107 M [17] and 5 X 10 M
[18] in d.p.p. Experimental procedures have also been proposed for the sub-
traction of blanks [19—21] and charging currents {22—25]. Evaluation of
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signal parameters has been achieved by two different approaches: the use of
experimental points only [18, 26, 27] and the use of a cubic least-squares fit
to interpolate between experimental points and so gain higher resolution
[28]. A study of the literature suggests that no more than two of the above
steps have been considered at any one time. This may account for the rela-
tively high concentrations for which signals have been reported. Owing to
the characteristics of these signals, the claimed detection limits sometimes
appear to be optimistically evaluated.

Based on the above studies, some interesting instruments are now available
on the market. However, the existing features of these instruments, even the
most advanced ones, are still far from exploiting the full potential of the
associated microcomputer systems. It is the aim of this paper to provide a
brief illustration of the advantages that can be gained by organizing the com-
puter system in a special way, and to present the latest results obtained in this
laboratory. A version of this microcomputer-controlled instrumentation and
some significant results (such as shown in Figs. 4 and 7) have already been
presented [29].

EXPERIMENTAL

Chemicals and polarographic equipment

Chemicals were of analytical-grade purity. Solutions were thermostated at
25 + 1°C and deaerated with pure nitrogen before polarographic measure-
ments.

Polarograms were obtained by using a conventional three-electrode con-
figuration. The reference electrode was a saturated calomel electrode (SCE)
and the auxiliary electrode was platinum wire. The working electrode was a
computer-controlled pulsed-flux mercury electrode [30]. No electrical
screening of the cell was found to be necessary.

Computer system

The assembled microcomputer system was of the stand-alone type. It offers
the exclusive feature of a software interface which enables FORTRAN-86
language facilities to be used without an operating system. This system is
ideal for routine analysis, once all the selected modes of conducting the
experiments and of processing the collected data have been tested, and proved
to be highly efficient for analytical studies.

Hardware. Digital and analog components were selected for their high
quality and were assembled in-house through careful design and build-up of
the electric wiring and screening in order to minimize noise pick-up and
mutual interaction effects. The hardware consists of a multibus IEEE-796
microcomputer system and the experimental module.

The microcomputer system includes a multibus single-board computer
(SBC,; PY-8610-CB, Logitech), a multibus expansion EPROM board (B1014-B,
128 kbytes; Central Data Corp), and a multibus user board (developed
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in-house) to extend the input/output (I/O) ports. The SBC is based on an
Intel 8086 8-MHz CPU and includes an Intel 8087 8-MHz floating point pro-
cessor, on-board 128 kbytes of random access memory (RAM) as well as
16 kbytes of high-speed erasable programmable read only memory (EPROM).

The experimental module, connected to the SBC via two Intel program-
mable peripheral interfaces (8255), includes several boards each of which is
dedicated to a single device (D/A converter, A/D converter, potentiostat,
i/V converter, amplifier, mercury drop-fall detector, switch and valve actua-
tor). The mercury drop-fall detector, which is of new design, can distinguish
the transient caused by the drop fall from the transient caused by the poten-
tial-pulse waveform in the pulsed techniques. The resolution time in the
drop-life measure is 0.1 ms. Features of this device will be described in a
later paper. For the A/D and D/A converters, in order to couple high resolu-
tion with a large dynamic range, a 16-bit 33-kHz Datel DAC-16916B and a
14-bit 20-kHz Datel ADC-149 were used, with 0.15 and 0.61 mV of resolu-
tion, respectively.

Software. The software was entirely developed on an Intel MDS 230-I11
developing system, tested with the Intel ICE-86 emulator and burned on
EPROM chips by using an Intel 103 Universal PROM programmer.

The languages used were ASM-86, PLM-86 and FORTRAN-86, depending
on the features of the different program parts. ASM-86 was used for the
service-interrupt data-acquisition routines that were burned on the EPROM
installed on the SBC and are critical in time. In this case, no waiting cycle is
added when the processor accesses the EPROM. The data acquisition is done
under processor control by a software system based on three different priority
levels with interrupts in real time. The highest priority is granted to the mer-
cury drop-fall event, the intermediate priority to the timer service (t,, ¢,, t3,
a;, @, and a@; time-lags in Fig. 2, with 1 ms in resolution), and the lowest
priority to the A/D end-of-conversion event. During the acquisition, for each
millisecond, about 200 us are devoted to the timer service, the most time-
consuming event. In the remaining 800 us, 12 conversions are done (each
conversion cycle takes 66 us, including a 16-us interrupt latency time). The
following operations are done in each (f; — @;) time-lag: upgrading of the
DAC, checking of the progress of potential scan, and calculation of the mean
value of the experimental point, after subtraction of the instrumental offset.
PLM-86 was used to code the software drivers of the I/O subsystem. The re-
maining software modules, which represent the main part of the package and
include the different modes of experiment handling and data processing,
were developed in FORTRAN-86 language and burned, with the PLM-86
modules, on the EPROM installed on the expansion EPROM board.

This program, even in the absence of any operating system, has the same
advantages as the FORTRAN-86 high-level I/O support in providing the SBC
with a user-friendly means of communication. To achieve this goal, a sub-
routines library was implemented in-house in PLM-86, and linked to the
FORTRAN-86 run-time I/O support. In particular, this library conducted the
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WRITE and READ procedures, either formatted or free-field, made by the
FORTRAN-86 legal statements for programming external devices for videc
display, printer plotter and mass memory. These three I/O devices, connected
to the microcomputer system, have proved to be essential for the develop.
ment of interactive working in all steps of an experiment.

The whole program is very appropriate for computer/user interaction and
for iteration in data processing by means of a menu-selectable mode. The
organization of the program has the following seven features: (a) it provide:
the electrochemical cell with the required potential waveform selected from
the techniques reported in Table 1; (b) it acquires the data; (c) it smooths the
data by piecewise polynomial interpolations (PPI), fast Fourier transform
(FFT) or ensemble signal averaging; (d) it draws the baseline by PPI and cal
culates baseline-free curve; (e) it differentiates as required; (f) it compute:
and lists the most significant signal parameters; and (g) it makes decisions or
the chemical characterization of signals.

The main features are shown in Fig. 1 and Table 2. The original raw-dat:
set or that relevant to the data-processing mode last used, which are botk
automatically stored on the core memory, can be processed iteratively unti
some specific criteria are satisfied. Thus, any of the data-processing mode:
can be called up in the forward or backward direction by using the looping
facilities. For example, when the derivative information is required without
intermediate conditioning of the raw data, the program can take a direct
jump to the differentiation step, produce the derivative curve and list the
evaluated signal parameters sequentially.

Potential waveform and data sampling modes

Figure 2 shows the potential-waveform and the data-sampling modes tha
can be accomplished under software control. The potential increment of the
staircase ramp AE and the pulse amplitude AE can be selected by the oper
ator in the ranges: +5000 and 0—10 000 or 0 + 10 000 mV. The time-lags ¢
relevant to the potentials applied before (t,), during (¢,) and after (¢;) the
pulse, can be varied in the range 0—32 767 ms, as can the current sampling
times a,, a, and a;. All these time parameters can be selected individually by
the operator or invoked in the standard mode.

TABLE 1

List of operating modes

1 D.c. polarography 8 Anodic stripping voltammetry

2 Sampled d.c. polarography 9 Differential-pulse anodic stripping
3 Staircase voltammetry voltammetry

4 Triangular staircase voltammetry 10 Potentiometric stripping analysis
5 Normal pulse polarography 11 ivs. t curve

6 Differential pulse polarography 12 Electrocapillary curve

7 Fast-sweep differential pulse voltammetry 13 Current measurement at constant

potential for kinetic studies
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Fig. 1. Flow chart depicting the branching and looping facilities of the software for data
and information processing.

TABLE 2

Standard scientific data-processing techniques

Category Routine

Storage Data storage. Information retrieval.

Graphics Digital plotting. CRT display. Printed output.

Correction Axis unit modification, Offset shift. Offset drift. Scaling of data.

Improvement Time averaging. Baseline correction, Digital smoothing. Summation
of curves. Difference of curves.

Transformation Derivative curve, Fourier transform.

Calculation Peak location. Polynomial curve fitting.

Data treatment Signal-shape analysis. Chemical information.




CURRENT
SAMPLING

Fig. 2. Potential waveform and data-sampling modes: AE, potential increment of the
staircase ramp; AE}, pulse amplitude. Standard values of the time parameters are as fol-

lows. For the polarographic techniques, t, = 0.8 tp;t, =, =40 ms and a, = a, = a, =
20 ms (fp, the drop time, is automatically measured at the initial potential). For the
voltammetric techniques, {, = ¢, = ¢, =40 ms and a, =@, =a, = 20 ms.

The i,, i, and i; currents, sampled during the relevant time-lags, are accu-
mulated and averaged in real time as 32-bit integer numbers and stored in a
reserved RAM buffer. So, once the experiment has been done, data processing
can concern iy, i, i3, (i, — i), (i; —i3), or (i, + i) data arrays.

At the sampling rate used, which is the highest consistent with the ADC
and interrupt-driven ASM routine overheads, the effect of spiked noise, occa-
sionally mixed with the signal, is decreased. By changing the analog amplifi-
cation gain, a 30-pA resolution (last significant bit) can be obtained.

Piecewise polynomial interpolation

Smoothing and baseline drawing were done by using iterated interpolation
techniques based on piecewise polynomial interpolation algorithms. These
are particularly useful in generating a sequence of interpolated points from
which the rate of effective convergence can be estimated when, as in the
present case, analytical error limits cannot be used. The algorithm uses the
well known Newton interpolation formula with divided differences [31]. In
this way, each i experimental point is recalculated by a d; degree polynomial
on the basis of the neighbouring points belonging to the interval 6;=d; + 2.
The d; degree polynomial interpolation is obtained by linear interpolation
over two independent d; — 1 degree polynomials. The d; — 1 degree poly-
nomial interpolation is in turn obtained by linear interpolation over two
independent d; — 2 degree polynomials, and so on. The values of d and 4 are
not defined a priori by the user, being changeable piecewise. The iterative
procedure is automatically stopped on the basis of the convergence criteria:

o —yiH <@ —yi?

where y¢, y¢~! and y?~? are the sequences of interpolated points for each i

point obtained by using, as before, the d, d — 1 and d — 2 degree polynomials,
respectively.
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In the smoothing mode, the PPI algorithm processes the whole set of raw
data and the user has only to define the number n; of experimental points to
be removed for each piece and recalculated, and the number n, of iterative
smoothing runs to be done sequentially. When the standard smoothing option
is invoked, the optimized n;, and n, values are selected automatically. As de-
scribed in the literature, the data-smoothing procedures are generally based
on the least-squares method, and use the piecewise polynomial approximation
technique {32]. In this case, both the degree of the polynomial (d) and the
number of experimental points (6), to be used in the best fit procedure, are
imposed by the user and are constant throughout the whole set of data.

In the baseline-drawing mode, the PPI algorithm generally processes one
selected part of the raw data set at a time. The program selects n, = 1 and
computes n; from the selected potential interval, where the faradaic current
has to be removed, and the value of AE,. Once the baseline relevant to the
first potential interval has been drawn, the program asks for the next one,
and so on.

Fast Fourier transform

When the FFT is used in the smoothing mode, the computer utilizes the
first 2™ points of the raw data set and sends a message concerning the n— 2™
left-out values (m is the integer part of the log, n, where n is the number of
raw data). These 2™ points are then multiplied by the Hanning function [33]
and processed by FFT. Noise filtering is achieved by multiplication of the
Fourier spectrum according to rectangular, triangular or cosine smoothing
functions. The cosine smoothing function has a shape similar to the function
found by calculating the frequency spectrum of a signal measured with a
very high S/N [34]. As for the cut-off frequency selection and the efficiency
of the FFT smoothing, one must remember that in the Fourier sense each
polarographic or voltammetric signal is interpreted as a summation of various
sinusoidal frequencies located in a narrow bandwidth (Af) near d.c. (0 Hz).
Owing to the finiteness of Af, the cut-off frequency must be higher than the
upper limit of Af to avoid signal distortion and, consequently, any noise
(white, flicker or interference in nature) with a frequency lower than the
cut-off frequency will remain mixed in the signal after inverse FFT. The best
cut-off frequency is decided experimentally for each potential waveform and

sampling rate by analysis of the relevant power spectrum obtained at high
S/N.

Differentiation

In the differentiation mode, which can be effected before or after baseline
subtraction, a five-point approximation derivative formula is used. It was ob-
tained by differentiating the five-point Lagrangian interpolation formula
[31]. This approach is similar to the least-squares convolution based on a
five-point cubic convolute as proposed by Savitzky and Golay [32].

The decision-making process entrusted to the operator is made easier by
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the facility for visualizing the curves after any processing step. For example,
in baseline drawing, the different baselines obtained for the different poten-
tial ranges invoked are drawn automatically on the same plot. The soundness
of the decision in selecting the best baseline can be checked by subsequent
visualization of the relevant curves obtained after baseline subtraction and
then after differentiation.

The decision-making process entrusted to the computer involves three
parts. The first step is to compute and print quickly the potentials of the
peak (E,), half-wave (E,,;) or electrocapillary maximum (E, ., ). The second
step is to compute and list, depending on the electrochemical technique
used, the most significant signal parameters, such as i, or iy, along with £, or
E,,,, from the baseline-free curves. In the case of differentiation (only the
first derivative is considered for automatic evaluation), E;, and i, are listed
for originally sigmoidal signals, and E'y, E_, E(;'_o,, i’} and i’ are listed for
originally peak-shape signals, where the apex refers to the differentiation
operation and (+) or (—) refer to the positive or negative side of the derivative
curve. In peak-potential searching, a higher resolution than that relevant to
the experimental width of the potential increment, AE, of the voltage ramp
(Fig. 2) can be obtained by calculating interpolated values of the current by
the PPI routine, for each 0.2-mV interval near the peak. The third step re-
quired of the operator is to characterize chemically each signal whenever the
difference between signal parameters p, and the reference parameters p,,
loaded in the data base, lies within individually predetermined limits. These
limits are automatically computed as three times the standard deviation (S)
relevant to the considered parameter. The actual value of S is evaluated by
the software at the signal current level i by the S(i) values listed in the data
base. If the difference between p, and p, does not lie within these limits, no
assignment is made. Two different notations are then possible: unknown,
when p, differs by more than 3S for all the p,; or uncertain, when p; differs
by less than 3S for more than one p,.

RESULTS AND DISCUSSION

During optimization of the procedures for smoothing and baseline sub-
traction, pure solutions with different concentrations of analyte were used.
Various parameters such as E, E,,,, ip/c and ig/c, which are independent of
concentration, were calculated. Information on the extent of the general
validity of the functions used and on the extent of overall distortion caused
by the different processing steps was thus obtained. Because the final distor-
tion of the signal also depends on the potential ranges used in baseline inter-
polation or extrapolation, optimization of these procedures can be quite
complex. For this reason, once the best conditions had been defined, it
seemed advisable to offer them as standard options but to leave the user to
fix the baseline potential range as well as to change the parameters of the
smoothing function if necessary.
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In the standardization of the smoothing step, the parameters n; and n,
were found to play different roles. In particular, the choice of n, is not criti-
cal; 5—10 runs were sufficient to obtain good noise filtering, while further
runs did not introduce significant distortion of the signal. In contrast, the
choice of the best n, value is strongly dependent on the number of experi-
mental points which define the signal. Considering a 30—45-point signal, the
same PPl standard option was found to operate satisfactorily regardless of
the electrochemical technique used, down to very low S/N ratios. From this
condition, e.g., a 60-point signal, the new best value of n, has to be found.

With the FFT filter, the standard option is confined to the cosine smooth-
ing function, which was shown to be more efficient than the triangular or
rectangular functions in restoring the undistorted original signals. This means
that when the FFT filter is used, the optimal cut-off frequency and the opti-
mal potential range must be checked throughout a series of measurements.

In baseline subtraction, the effect of varying the potential range was sys-
tematically verified using two different electrochemical techniques at very
low concentration levels only for PPI, once the relevant n, and n, filter
parameters had been optimized.

Figures 3 and 4 show the original and smoothed curves along with the
baseline and baseline-free curves, for staircase voltammetry (3.9 X 10° M
cadmium ion) and fast-sweep d.p.v. (5 X 10 M cadmium ion), respectively.
Cadmium in 0.1 M sodium chloride (pH 3) was used for the sake of compari-
son with the available literature. The different baseline curves refer to a
change in the potential range, in which the faradaic current was removed,
one point (5 mV) at a time. In Fig. 3, the curve in C is clearly the only one
that can be accepted by visual inspection. In Fig. 4B and C, no curve can be
disregarded at first sight, even though curve (b) might be preferred because
its first derivative has the more regular shape (see Fig. 5B, b). The listing of
the significant parameter values and their automatic interpretation yields the
following results for the four curves of Fig. 4C: the maximal difference is
5.8 mV in peak potential and 19% in peak current; all of them are assigned
to Cd** because the peak potentials are within the interval 626 + 6 mV
(626 mV is the peak potential of Cd** stored in the computer library for the
0.1 M NaCl base electrolyte and 6 mV corresponds to three times the stan-
dard deviation at a peak current of 0.5 nA); the standard deviation (S) of the
peak current, related only to the effect of change in the potential intervals
for baseline interpolation, is 0.24 nA. The detection limit expressed in con-
centration (3S/A) is 5 X 10 M, where A is the slope of the relevant calibra-
tion plot. Yet it must be emphasized that the variance of current caused
merely by the effects of raw data processing is only part of the overall vari-
ance in the determination of the analyte. Another important part is played
by the matrix composition of real samples, which affects the form of the
baseline. This is why no detection limits are indicated in the present paper.

In Table 3, some figures of merit are reported for the above electrochemi-
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Fig. 3. Staircase voltammogram of 3.9 X 10 M Cd** in 0.1 M NaCl (pH 3); AE;=5 mV,
standard time parameters. A is the original output. B is the smoothed signal along with 3
different baselines for which the extrapolation potential was: (a) —550, —750 mV,
(b) —545, =750 mV; (c) —540, —750 mV. C is the signal after subtraction of baseline (b).
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Fig. 4. Fast-sweep d.p. voltammogram of 5 X 10° M Cd** in 0.1 M NaCl (pH 3); AE;=5mV;
AE, =50mV;standard time parameters. A is the voltammogram. B is the smoothed signal
along with 4 different baselines for which the potential interpolation intervals were:
(a) —590, —690 mV; (b) —585, —690 mV; (¢) —580, —690 mV; (d) —570, —690 mV. C
shows the smoothed curves after subtraction of these baselines.
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Fig. 5. Effect of different algorithms for smoothing and baseline subtraction on the initial
raw data shown in Fig. 4A. Voltammograms: A(a) PPI smoothed minus PPI baseline;
A(b) FFT smoothed minus PPI baseline; A(c) PPl smoothed minus cubie best-fit baseline.
B shows the derivative curves of (a) (dotted line) and (b) (continuous line).

cal techniques, relevant to a very large cadmium concentration range. From
the results obtained by using the PPI algorithm for both smoothing and base-
line subtraction, the extent of overall signal distortion caused by digital
smoothing, baseline correction and chemical handling, can be estimated for
both the techniques. This distortion was 2—3 mV for peak potential and
8—11% for peak current at the lowest concentrations in the case of single
curves, and 0.2 mV in potential and 2% in current with a 16-cycle ensemble
average. In this way, the possibility of obtaining sound thermodynamic
information, even at a very low concentration, about the degree of complex-
ation of the analyte in a real sample becomes available for the first time.
Obviously, checks on the validity of the tabulated data are needed. Table 3
also lists some results obtained by using the FFT filter coupled to PPI base-
line subtraction, or the PPI filter coupled to a cubic best-fit for baseline
subtraction.

With the FFT algorithm, it was found that, at very low S/N levels, the
smoothed signals present spurious side lobes and are sensitive to the cut-off
frequency selected. These findings have also been proved valid in the other
electrochemical techniques. Compared with the PPI algorithm, it was found
that the FFT can introduce distortion on the peak current and on the half-
peak width (E, — E.), which does not disappear on ensemble averaging.
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TABLE 3

Figures of merit for cadmium ion by staircase voltammetry and fast-sweep differential
pulse voltammetry?

AlgorithmP? C —Ey° iplct Ey—E_.¢ —i/iic
pay—— (mV) (AM) (mV)

Staircase voltammetry

PP1 PPI 5x 10°® 640.0(3.0) 0.018(0.002) 70.0(2.0) 1.60(0.20)
PPId PPI 5% 10 637.2(0.6) 0.0208(0.0008) 62.2(0.8) 1.70(0.10)
FFT PP1 5 x 1078 648.0(4.0) 0.033(0.004) 85.0(3.0) 1.00(0.20)
FFTd PPI 5x 107 635.0 — 0.0185 — 66.0 — 1.85 —
PPI PPI 5X 10°¢ 637.0(0.5) 0.0202(0.0005)  45.4(0.7) 2.83(0.05)
PPI PPI 5x 10 637.0(0.2) 0.0202(0.0002) 45.8(0.3) 2.81(0.04)
Fast-sweep d.p.v.

PPI PPI 5 x 107 628.0(2.9) 0.062(0.005) 42.0(3.0) 0.90(0.10)
PpPId PPI 5% 10°° 625.9(0.5) 0.060(0.002) 52.0(1.0) 0.96(0.07)
FFT PPI 5x 10°° 625.0(2.0) 0.086(0.007) 62.0(3.0) 0.90(0.10)
FFT4 PPI 5x 107° 613.0(1.0) 0.064(0.007) 66.0(1.0) 0.95(0.07)
PPI CUBIC 5x10° 629.0(4.0) 0.094(0.009) —_ - - -
PPI PPI 5% 1077 625.8(0.6) 0.058(0.002) 50.0(1.0) 0.98(0.02)
PPI PPI 5x 1078 625.5(0.2) 0.0593(0.0003) 50.3(0.2) 1.01(0.01)

aExperimental conditions: 0.1 M NaCl (pH 3) base electrolyte; for staircase voltammetry,
t, =40 ms; a, = 20 ms; AE; = 5 mV; for fast-sweep d.p.v., ¢, =t, = 40 ms, @, = g, = 20 ms,
AE; = 5 mV and AE; = 50 mV. bSm., smoothing; BC, baseline correction. Average of
five measurements with standard deviation in parentheses. 916-cycle ensemble average.

Only in the particular case of i vs. t curves, sampling current at the sub-nA
level, does the FFT appear to be more effective for smoothing than PPI.

Cubic best-fitting fails completely in the goal of reproducing the baseline
at the lowest concentrations, as shown in Fig. 5 where the curves obtained
by using the different algorithms are reported for comparison. The compari-
son was limited for FFT by selecting the best cut-off frequency and the same
potential range as in the PPI treatment, and for cubic best-fitting by selecting
the best potential range after PPI smoothing. In Fig. 5A, the curves (a) and
(b) are quite similar and well shaped, as confirmed by the relevant first deriv-
ative shown in Fig. 5B even though the peak current was only 4 X 107° A,
Curve (c) in Fig. 5A refers to the cubic best-fit; all the relevant parameters
are completely different from the expected ones, as can be inferred more
easily from Table 3.

More impressive evidence of the efficiency of the PPI algorithm used in
smoothing and background subtraction was achieved in d.p.a.s.v. with which
concentrations down to 1.8 X 107° M (20 ng I"'! cadmium) were measured
with standard deviations of 16% in i, and 6 mV in E,. Figure 6 shows the
smoothed, background-subtracted voltammogram obtained for 20 ng 1!
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Fig. 6. Differential-pulse anodic stripping voltammogram of 1.8 x 10'° M Cd**in 0.5 M
NaCl (pH 3); Ep, = —800 mV; aEg = 5 mV; AE, = 50 mV; standard time parameters;
hanging mercury drop electrode; plating time 4 min;rest time 20 s. Curves: (A) smoothed
voltammogram with its calculated baseline; (B) as for A after baseline subtraction (con-
tinuous line) and its derivative (dotted line).

cadmium and the relevant first derivative. Again, the voltage interpolation
interval was found iteratively until the best i’ /i’ was obtained without
assuming any particular model. Concentrations at this low level have been
measured by Brown and Kowalski [19], who used a rotated disk electrode
with a surface area of 0.45 cm? instead of the 0.05-cm? area of the hanging
mercury electrode used in the present work.

Figure 7 shows a multi-element fast-sweep d.p. voltammogram (A) and its
derivative (B), after standard PPI smoothing and baseline subtraction over
the whole raw-data set. In this case, three potential intervals (—270, —775,
—780, —1260; —1390, —1590) were selected wherein the faradaic current
had to be removed. In the evaluation list for the peak parameters (Table 4),
the third signal was denoted as uncertain, as the relevant peak potential was
near to two different species within 3S, and the fifth signal was denoted as
unknown, because no species were found to have E, nearer than 3S.

Table 5 shows that the list of derivative significant points, in which only
the potential and current parameters are reported, makes it possible to ob-
tain quick quantitative information about the effect of signal overlapping by
comparison of the amplitude between the left and right sides.
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Fig. 7. Multi-element fast-sweep d.p. voltammogram; experimental conditions as in Fig. 4.
Curves: (A) after smoothing and baseline subtraction; (B) derivative curve.

In Table 6, data available in the literature for the lowest cadmium con-
centration measured are compared with the values obtained in the present
work, which was extended to sampled d.c. and normal pulse polarography.
A consistent improvement seems to have been obtained for all the tech-
niques by using the data-processing procedures described in this paper. The
procedures for smoothing and baseline drawing, based on a general purpose

algorithm, do not require the raw data to be forced to follow theoretical
models.

TABLE 4

Evaluation of peak parameters for the voltammogram shown in Fig. 7A

Element in —E, E,TAB Concentration
Copper(II) 4.25 0.3310 —0.3310 0.104 6.59
Lead(II) 11.9 0.4960 —0.4970 0.163 33.8
Uncertain 12.4 0.6572 0.0000 0.0 0.0
Nickel(II) 17.6 0.9626 —0.9620 0.332 19.5
Unknown 4.68 1.1762 0.0000 0.0 0.0

Manganese(1I) 26.1 1.4970 —1.5000 0.275 15.1
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TABLE 5

Evaluation of significant points for the derivative voltammogram shown in Fig. 7B

Amplitude —E Amplitude —E

(106 AV V) (10 AV V)
Left side —0.081 0.2952  Left side —0.23 0.9280
Central point 0.0 0.3313 Central point 0.0 0.9625
Right side 0.070 0.3666  Right side 0.21 0.9986
Left side —0.22 0.4594  Left side —0.072 1.1516
Central point 0.0 0.4962  Central point 0.0 1.1766
Right side 0.125 0.5216 Right side 0.0855 1.2078
Left side —0.15 0.6322  Left side —0.69 1.4640
Central point 0.0 0.6571  Central point 0.0 1.4969
Right side 0.26 0.6828 Right side 0.50 1.5218

TABLE 6

Lowest cadmium concentration measured for several electrochemical techniques and
comparison with data from the literature

Technique Lowest concentration measured (M)

This work Literature Ref.
Sampled d.c. polarography 2x 107 1x10° 162
Normal pulse polarography 5x 107 1x 107 162
Staircase voltammetry 5% 108 1x10 4
Fast-sweep d.p.v. 5x 107 5x 10°® 15
D.p. anodic stripping voltammetry 2 X 107*° 2 x 101*° 19®

aSignals forced to follow theoretical models. PWith a 0.45-cm? rotated disk electrode.

One of the authors (P. P.) acknowledges financial support from M.P.1L.
Patents are pending for some parts of the hardware and software described in
this paper.
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SUMMARY

Ethanol (0.05—0.5%) in water is determined by injection of a 20-ul sample into a solu-
tion of 1.5 X 10* M NAD* in pH 8.0 phosphate buffer flowing from a reservoir. The
solution passes through a minicolumn of yeast alcohol dehydrogenase immobilized on
controlled-pore glass (CPG). The NADH formed is monitored spectrofluorimetrically in
the flow system, before reconversion to NAD* in a minicolumn of glutamate dehydrogen-
ase immobilized on CPG in the presence of glutarate and ammonium ions, also in the
flowing solution. The solution then returns to the reservoir. The regeneration of NAD*
allows the same coenzyme solution to be used for 50 ethanol determinations daily for
4 days.,

Nicotinamide adenine dinucleotide (oxidized form NAD®, reduced form
NADH) is an important coenzyme which functions in many dehydrogenase-
catalyzed reactions, such as those used in the determination of ethanol, lac-
tate and amino acids. The analytical procedures based on such reactions
normally involve monitoring the formation or consumption of NADH on the
basis of its absorbance at 340 nm or fluorescence at 450 nm; NAD™* does not
give a response at these wavelengths.

The advantages of using immobilized enzymes in flow systems for analyti-
cal measurements are well known. However, most of the enzymes that have
been used in this way are those that do not require coenzymes, such as oxi-
dases or hydrolases, so that the consumption of expensive coenzyme is
avoided. Soluble dehydrogenases have been used in flow systems by making
use of techniques like merging zones [1] and stopped flow [2] to economize
on coenzyme consumption. The high cost of coenzymes justifies attempts to
regenerate and reuse them in the system in which they are applied. Immobili-
zation of the coenzyme [3] results in a system of low sensitivity {4]. Elec-
trochemical regeneration of NAD* from enzymatically produced NADH,
however, has been accomplished in reasonably high yields, especially in flow-
through reactor systems [5—9].

8Present address: Chemistry Department, University of Baluchistan, Quetta, Pakistan.

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B. V.
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Enzyme electrodes for dehydrogenase substrates have been prepared by
making use of immobilized enzymes. Blaedel and Engstrom [10] reported
reagentless electrodes for ethanol, lactate and malate by constraining the
appropriate dehydrogenase and NAD" on the surface of a platinum electrode.
Malinauskas and Kulys [11] used a soluble dextran—NAD™ derivative and a
dehydrogenase held close to a platinum electrode by a cellulose-based dialysis
membrane. Sensors based on this principle were built for ethanol, lactate and
glutamate. Yao and Musha [12] reported sensors for ethanol and lactate in
which NAD™ was covalently bonded to a carbon paste electrode. From work
done so far with such dehydrogenase sensors, it appears that immobilization
of enzyme and coenzyme at the electrode surface suffers from low sensi-
tivity, poor reproducibility and a short lifetime of the analytical sensor.

Closed-loop systems for dehydrogenase reactions have been designed which
make repetitive use of soluble enzyme and coenzyme for substrate deter-
mination [13, 14]. Limitations arise because of the poor stability of the dis-
solved enzyme at room temperature.

The major object of the present paper is to describe a flow-injection system
based on immobilized dehydrogenases for rapid substrate determination with
automatic regeneration and recycling of the coenzyme. The determination of
ethanol, which is one of the most frequent analyses in forensic and clinical
toxicology laboratories [2], is used to illustrate the principle. The oxidation
of ethanol is catalyzed by alcohol dehydrogenase (ADH) in the presence of
NAD*:

ADH
CH,CH,OH + NAD*—— CH,CHO + NADH + H*

The NADH formed is monitored spectrofluorimetrically, and is a measure of
the original ethanol concentration. The oxidation of the NADH formed back
to NAD" is done with glutamate dehydrogenase (GIDH):

GIDH
NADH + NHj + a-ketoglutarate —— NAD™* + glutamate + H,O

The reactions follow in sequence in a loop:

ethanol ADH —acetaldehyde + H*

~

NAD* NADH (fluorescent)

o

Such a loop is essentially a mechanical analogue of the enzyme cycling pro-
cedure pioneered by Lowry et al. [15, 16].

glutamate GIDH a-ketoglutaraldehyde + NH;
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EXPERIMENTAL

The enzymes used were yeast alcohol dehydrogenase (YADH, alcohol:NAD
oxidoreductase, EC 1.1.1.1., ex yeast, ca. 300 U mg™; Boehringer), and
glutamate dehydrogenase (GIDH, L-glutamate:NAD oxidoreductase, EC
1.4.1.3., ex bovine liver, ca. 40 U mg™; Sigma). a-Ketoglutaric acid and
NADH (disodium salt, 98%) were obtained from Sigma, and NAD"* (free
acid, 100%) from Boehringer. All other reagents were analytical-reagent
grade.

Apparatus and procedures

Measurements were made with a Perkin-Elmer model 3000 fluorescence
spectrometer equipped with a flow-through cell (2.00 mm i.d., 25 mm long).
The excitation and emission wavelengths used for monitoring NADH were
360 and 460 nm, respectively, with both slits at 10. The injection valve was a
Rheodyne RH5020 rotary valve (Anachem) with an injection volume of
20 ul. The manifold and reaction coil tubing was 0.5 mm i.d. teflon, The
pump was an Ismatec Minipuls S-820 peristaltic pump (Zurich).

The closed-loop system is shown schematically in Fig. 1. The reservoir, a
60-ml glass bottle, contained 50 ml of solution for circulation. The solution
was 0.1 M phosphate buffer (pH 8.0) made 1.5 X 10° M in NAD*,1 X 10° M
in a-ketoglutaric acid and 1 X 10 M in ammonium acetate. The sample was
injected directly into the circulating solution. After mixing with the NAD™" in
the mixing coil, the sample passed through the immobilized YADH column.
The NADH produced was monitored spectrofluorimetrically shortly after
leaving the column, and the response was fed to a chart recorder. The coil
placed after the detector was used to disperse and thus dilute the sample
zone to allow more effective oxidation of the NADH as it passed through the
immobilized GIDH column. The NAD" thus formed was carried back to the
reservoir ready for recirculation.

Immobilization of enzymes. The YADH and GIDH were immobilized on
controlled-pore glass (CPG-240, 120/240 mesh, 23-nm mean pore diameter;
BDH Chemicals) following the procedure described earlier for glucose oxi-
dase [17}. The immobilized enzymes were packed in glass columns (2.5 mm

,,,,,,,,,,

L ji 50cm
25°C

Fig. 1. Schematic diagram of the cyclic flow system for determination of ethanol and re-
generation of NAD*: P, pump; S, sample; FC, flow cell of spectrofluorimeter.
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i.d., 50 mm long) maintained at 25°C by water from a thermostat bath flow-
ing around them.

RESULTS AND DISCUSSION

The pH values for maximum activity of the two soluble enzymes are quite
different. For YADH it is 8.8 [18], for GIDH it is 7.5 [19]. The pH of the
circulating solution, therefore, must be chosen carefully to ensure maximum
sensitivity and stability. Also, at pH >9 the destruction of NAD" is rapid,
whereas NADH is destroyed below pH 6 [16].

The effect of the pH of the circulating solution on the response of the sys-
tem to ethanol was investigated in the following way. The buffer used in the
circulating solution was initially at pH 7.0, and the response to ethanol was
measured under these conditions. The pH of the circulating solution was
adjusted to 7.5 by adding 0.1 M sodium hydroxide solution to the reservoir,
and the ethanol response was measured again. This was repeated at pH 8.0,
8.5 and 9.0. The results are shown in Fig. 2. There was a continuing increase
in fluorescence intensity up to at least pH 9.0. However, pH 8.0 was used for
subsequent experiments to ensure long-term stability of NAD™, and because
it was closer to the expected pH optimum for GIDH (pH 7.5). The conversion
efficiency of GIDH (see below) was the same at pH 7.5 or 8.0.

To investigate the effect of NAD™ concentration, 0.5 M NAD" in pH 8.0
phosphate buffer was added in 10- or 50-ul increments to the solution in the
reservoir. The effect on the response of the system to ethanol is shown in
Fig. 3. Above 1.5 X 107 M NAD", the response was essentially independent
of NAD™ concentration. Therefore, this concentration was used for all fur-
ther experiments.

Calibration
Standard solutions of ethanol (0—0.5% v/v) were prepared from absolute
ethanol in pH 8.0 phosphate buffer. Care was taken to avoid evaporation of

40r /(r —
g 60 G/e”/o
Q 0/
30 /
E ° /é 40,_/0
£ 20k =
x = ol
3 S ool
. 10+ &
L | I | | | ! J
70 75 8.0 85 9.0 1.0 2.0 30
pH NAD* conc. (x107wm)

Fig. 2. Effect of pH on the response to 0.3% ethanol.

Fig. 3. Effect of NAD" concentration on the response to 0.5% ethanol.
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Fig. 4. Calibration graph and (inset) calibration peaks for ethanol (numbers are % alcohol).

the ethanol. The calibration data shown in Fig. 4 were obtained by injecting
these solutions into the system shown in Fig. 2. The readout was available
after 22 s, The graph is linear over the range investigated (0.05—0.5% etha-
nol). The relative standard deviation of the peak heights in Fig. 4 was 1.7%.

Immobilized enzyme activity

The immobilized YADH did not show any marked decrease in activity over
two months of use. The activity of YADH in the closed loop system was
always evident, because it was the NADH formed in the YADH column that
was directly monitored. The activity of the immobilized GIDH, however, was
not directly monitored by the system and therefore the efficiency of the
immobilized enzyme in converting the NADH back to NAD" had to be estab-
lished in other experiments. To do this, a flow injection system with the
arrangement shown in Fig. 5 was used. The carrier stream was a 0.1 M phos-
phate buffer (pH 8.0) containing the same concentration of a-keto acid and
ammonium acetate as those in the circulating solution. Freshly prepared
solutions (1.0, 0.5 and 0.25 mg ml"' NADH) in the phosphate buffer were

(i)

(i)

pH 8.0

p
Phosphate buffer
a-keto acid
NH*

2.5 mlmir”
(a) (b)
Fig. 5. (a) Manifold for measurement of NADH oxidation (symbols as in Fig. 1). (b) Peaks
obtained when 0.25 mg ml™ NADH was passed: (i) through the GIDH column; (ii) around
the column via the bypass.
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TABLE 1

Extent of conversion of NADH to NAD* by GIDH

NADH conc. (mg ml™) 0.25 0.5 1.0

Conversion to NAD (%)? 80 71 62

2Mean of three readings.

injected into the system. A bypass around the GIDH column controlled by
two 3-way switching valves allowed the sample to pass through the column
or travel directly to the detector via the bypass. Table 1 shows the efficiency
of the GIDH column in converting different concentrations of NADH to
NAD".

As shown in Table 1, the conversion efficiency increases as the NADH
concentration decreases; 80% conversion shows acceptable catalytic activity.
No doubt it would be increased by employing a longer GIDH column. How-
ever, even if some NADH passes through the GIDH column unoxidized, it is
greatly diluted in the reservoir and then is uniformly distributed in the carrier
solution, which passes continuously through the GIDH column. This solution,
being very dilute in NADH, is continuously converted to NAD" during subse-
quent passage through the GIDH column. In the above experiment the con-
centrations of a-keto acid and ammonium acetate in the carrier stream was
increased in stages from 1 mM to 5 mM each, but there was no appreciable
change in activity, therefore 1 mM of each was found to be sufficient in the
circulating solution.

Stability of the circulating solution

A typical 50-m! circulating solution was composed of 0.1 M phosphate
buffer, 2 X 10° M NAD*, 1.0 X 10 M a-ketoglutaric acid and 1.0 X 102 M
ammonium acetate. The pH of the solution was adjusted to 8.0. When not in
use, the reservoir containing the solution was kept stoppered at 4°C. The
same circulating solution was used for four consecutive days at room temper-
ture (40—50 injections daily). No significant change in peak height and shape
was observed, but on the fifth day very slight turbidity appeared in the solu-
tion, which caused baseline fluctuations.

Conclusions

The principle of coenzyme regeneration by recycling in an immobilized
enzyme system has been demonstrated. It can probably be applied to the
determination of a large number of dehydrogenase substrates {20}, many of
which (glucose, lactate, malate, pyruvate, etc) are routinely determined in
clinical and food laboratories. It undoubtedly greatly decreased the con-
sumption of NAD™,
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SUMMARY

The individual and simultaneous enzymatic determination of ethanol and acetaldehyde
in wine by flow injection analysis is described. Individual determinations of 0.002—0.016%
(v/v) ethanol or 1.0—8.0 ug ml™ acetaldehyde with r.s.d. 0.7% and 0.5%, respectively, are
done with a single-beam spectrophotometer, based on the use of alcohol dehydrogenase
and aldehyde dehydrogenase. A diode-array detector and dual reagent injections are used
for the simultaneous determination of the two compounds. The errors are <3.5% and
<2.0% for ethanol and acetaldehyde, respectively, when the method is applied to wine
samples,

As a long-established commercial product of great variety, wine has been
studied very thoroughly. Standard methods for the determination of oeno-
logical parameters are regulated by national governments [1] and inter-
national organizations alike [2]. Official methods of analysis tend to be slow
and so uneconomic. Owing to the inherent complexity of wines, separation
techniques (distillation, ion-exchange, precipitation, etc.) are usually needed
to isolate the analyte [3]. The use of flow injection analysis (f.i.a.) should
allow fast determination of oenologic parameters.

Enzymatic methods for the spectrophotometric determination of ethanol
or acetaldehyde or both simultaneously, are suggested in this paper. The use
of separation techniques prior to the determinations is unnecessary because
of the high selectivity of the reactions involved and the high concentra-
tions of these analytes in wine, compared with other alcohols and aldehydes,
which necessitates considerable dilution of the samples.

The determination of ethanol is based on its oxidation by NAD" in the
presence of alcohol dehydrogenase (ADH) at pH 9 [4]. Semicarbazide is
used as trapping agent for the acetaldehyde formed in the reaction.

ADH

CH,CH,0H + NAD*==CH,CHO + NADH + H*
Acetaldehyde is determined by oxidation with NAD® in the presence of

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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aldehyde dehydrogenase, AIDH, at pH 9 [5]:

AIDH
CH,;CHO + NAD* + OH™ == CH;COO~ + NADH + H*

The NADH is monitored spectrophotometrically in both cases.

The merging-zones mode of f.i.a. and a single-beam spectrophotometer are
used for the individual determination of ethanol and acetaldehyde. The
problem of the simultaneous determination of both analytes posed by their
appreciably different concentrations in the samples is solved by using a
diode-array detector [6]. The reversed mode of f.i.a. (in which reagent is
injected into a stream of sample) is most suitable in this case.

EXPERIMENTAL

Apparatus and reagents

A Pye-Unicam SP6-500 single-beam spectrophotometer equipped with a
Hellma 178.12-QS flow-cell (inner volume 18 ul) was used for the individual
determinations. A Hewlett-Packard (HP) 8451A diode-array spectrophoto-
meter fumished with a HP-9121 floppy disc unit, a HP-98155A keyboard
and a HP-7470A plotter were used in the simultaneous determinations.
Two Ismatec Mini-S-840 peristaltic pumps, a Tecator type-I manifold and a
home-made dual variable-volume injection valve were used in both types of
determination.

Absolute ethanol standards (purity 99.56%) and distilled acetaldehyde
(assayed by iodimetric back-titration [7]) were used. Alcohol dehydrogenase
(E.C.1.1.1.1; ca. 400 U mg™ protein), aldehyde dehydrogenase (E.C.1.2.1.5;
ca. 26.5 U mg™ protein) and the -nicotinamide adenine dinucleotide (NAD™)
were supplied by Boehringer Mannheim.

The following buffer solutions were prepared. For buffer B1, a mixture of
33.00 g 1" Na,P,0,, 1.57 g I glycine, 8.76 g I"! NaCl and 8.0 g 1" semi-
carbazide hydrochloride was adjusted to pH 9.0 with sodium hydroxide. For
buffer B2, a mixture of 33.00 g I Na,P,0, and 4.9 g 1" KCl was adjusted
to pH 9.0 with hydrochloric acid. For buffer B3, a 33.00 g 1! Na,P,0, solu-
tion was adjusted to pH 9.0 with hydrochloric acid. Sample solution S1 was
wine, diluted as required with buffer B1 (itself diluted 1 + 5) for ethanol and
B2 for acetaldehyde determination. Sample solution S2 was wine diluted
200-fold with diluted (1 + 5) buffer B3. Enzyme solution E1 was ADH
(1830 U ml™?) and NAD" (4.0 g 1"!) in buffer B1 for the individual determina-
tion of ethanol. Enzyme solution E2 was AIDH (8.0 U ml™?) and NAD*
(4.0 g 1'") buffer in B2.

Configurations

The individual determinations were done with a symmetric merging zones
manifold (Fig. 1A) in which the enzyme (E1 or E2) and sample (S1) were
injected into pyrophosphate buffer streams (B1 or B2) which later merged,
and yielded NADH which was monitored at 340 nm. The reversed flow-
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Fig. 1. Configurations used: (A) for the individual determination; (B) for the simultane-
ous determinations, S1, S2, E1, E2, Bl and B2 are described in the text. DAD and DV
denote the diode-array spectrophotometer and dual injection valve (composed of valves
V, and V,), respectively. W is waste.

injection scheme for the simultaneous determination of ethanol and acet-
aldehyde involved two serial injection valves which simultaneously injected
separate portions of E1 and E2 into the sample stream (S2) (Fig. 1B). The
reactant zones reached the detector at different times.

RESULTS AND DISCUSSIONS

Enzymatic determination of ethanol

The optimization of the flow-injection and chemical variables for greatest
sensitivity yielded the values listed in Table 1. The glycine, pyrophosphate
and sodium chloride concentrations did not affect the analytical signal; con-
versely, the semicarbazide concentration exerted a significant influence
through its trapping effect. The concentrations of ADH and NAD™* had the
most significant effect on the peak height, which increased with increasing
concentration of both until it became almost constant at 130 U ml™? and
4.0 g 1!, respectively.

The sample pH could be varied between wide limits (4.0—9.5) without
change in peak height because of the capacity of the buffer added to the
enzyme, B1; the pH of the buffer could also range between 7 and 10 without
noticeable decrease in the analytical signal. Nevertheless, a pH of 9.0 was
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TABLE 1

Optimum values of the variables

Variable Determination

Ethanol? Acetaldehyde? Both analytes

simultaneously?

ADH (U ml) 130 — 130
AlDH (U ml?) — 8.0 8.0
NAD*(g1?) 4.0 4.0 4.0
Na,P,0, (g1) 33.0 33.0 33.0
NaCl (g 17) 8.8 — 8.8
KCl (g I'") — 14.9 14.9
Glycine (g 1) 1.6 — 1.6
Semicarbazide (g 1) 8.0 —
Buffer pH 9.0 9.0 9.0
Sample pH 4.0—9.5 3.3—9.5 4.0—9.5
Flow rate (m! min™) 0.78 0.62 1.10
Reactor length R, (cm) 6.0 6.0 262
Reactor length R, (cm) 6.0 6.0 136
Reactor length R, (cm) 193 140
Loop V, volume (ul) 30.0 60.0 30.0
Loop V, volume (ul) 60.0 90.0 90.0

aManifold A, Fig. 1. PManifold B, Fig. 1.

chosen for Bl as this was the most suitable for the determination of acet-
aldehyde (see below). Temperatures of <25°C were satisfactory.

The lengths of reactors R, and R, were the minimum necessary to con-
nect the two injection valves with the manifold. The length of R, and the
flow rate were chosen so as to obtain the maximum signal. The volume of
sample was always smaller than that of the enzyme solution in order to keep
the former surrounded by ADH/NAD®* solution. The sampling frequency
achieved for ethanol determinations was 55 h™.

The determination of ethanol in wine poses a problem deriving from the
high concentration of the analyte, and requires much dilution (up to 1:5000).
This was implemented by one of three procedures. The manual dilution of
the sample prior to introduction into the flow system is the commonest pro-
cedure, but is somewhat inaccurate in that it often requires the measurement
of a small sample volume. Nevertheless, it allows a wide linear calibration
range, and good sensitivity and relative standard deviation (Table 2). The
results obtained for ethanol in different types of wine and brandy from Jerez
are compared to those obtained by the EEC method [8] in Table 3. The
flow dilution technique involves utilizing asymmetric merging zones (chasing
zones) in which the “head” of the enzyme sector merges with the tail of the
sample. The greater the distance between the heads of the two sectors, the
greater the dilution. In this case Ry/R; was 8, This procedure afforded a
linear calibration range and a precision comparable to that of the manual
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TABLE 2

Calibration parameters for the determination of ethanol

Parameter Dilution method

Manual Flow Photometric
Linear range (% v/v) 0.004—0.016 0.06—0.26 0.002—0.016
Slope (%™) 20.207 1.224 14.024
Correlation
coefficient? 0.9955 0.9988 0.9944
R.s.d. (%)P 1.1 1.1 0.7

a5 points. ®11 determinations of 0.008% ethanol (manual and photometric) and 0.16%
ethanol (flow).

TABLE 3

Determination of ethanol in wine and brandy

Sample Ethanol Errors
H a
f;}nvc/ir;tratlon Manual Flow Photometric
dilution dilution dilution

Wine 1 14.37 +7.2 +22.6 +14.8
Wine 2 15.17 —4.5 +13.5 +1.7
Wine 3 15.26 +1.0 +13.3 —5.1
Wine 4 15.35 —9.1 +8.3 —34
Wine 5 17.45 +4.3 +11.0 +0.7
Wine 6 19.90 —0.5 +19.9 —2.8
Wine 7 20.10 —4.3 —0.1 —0.8
Wine 8 15.46 +2.3 —2.2 +4.4
Brandy 1 39.95 —2.1 —4.4 —1.9
Brandy 2 66.85 —6.7 —6.9 —2.6

Average error 3.9 9.7 3.5

2EEC official method.

dilution procedure; however, the errors incurred in its application to real
samples were considerably larger (see Table 3). The photometric “dilution”
method is based on measuring absorbances at wavelengths away from the
absorption maximum [6] and was applied in conjunction with manual dilu-
tion to diminish the sensitivity of the method further, thus slightly increas-
ing the linear calibration range (to 0.002—0.016%) and hence decreasing the
extent of manual dilution of the sample required. This photometric proce-
dure has the greatest accuracy (average error 3.5%) for the analysis of real
samples, and the greatest precision (r.s.d. = 0.7%).

Enzymatic determination of acetaldehyde
The results obtained in the optimization of variables for acetaldehyde also
appear in Table 1. As in the ethanol method, the pyrophosphate concentra-
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tion did not affect the analytical signal, but the signal did increase with
increasing potassium chloride concentration, reaching a maximum at 14.9g
1!, Increasing the NAD"* and enzyme concentrations increased the peak
height, until it became constant above 4.0 g1 and 8.0 U ml?, respectively.
Changing the NAD™* concentration had a less significant effect than changing
the AIDH concentration.

The optimum pH range was 8—10, while the sample pH could range be-
tween 3.5 and 9.5 without appreciably altering the signal. Acetaldehyde
present in wine is found free and bound to sulphur dioxide; therefore, to
determine total acetaldehyde, the pH of the carrier solution was adjusted
to 9.0 and a 20% (v/v) concentration of this buffer was added to the samples
to obtain a final pH of 9.0—9.5, to ensure that all acetaldehyde present was
unbound. The other variables (flow injection and temperature) were opti-
mized as for ethanol, except that the sample and enzyme volumes used were
somewhat larger so asto increase sensitivity. The sampling frequency attained
was 50 h!,

The calibration graph was linear for 1.0—8.0 ug ml™ acetaldehyde (corre-
lation coefficient 0.9988, 5 points) with a slope of 0.0335 ml ug™. The rela-
tive standard deviation (11 determinations of 5 ug ml™?) was 0.5%. Owing to
its volatility, acetaldehyde was determined in wine by the standard addition
method. The values shown in Table 4 were obtained for different sherries.
The recovery and mean deviation were 102% and 2.0%, respectively.

Simultaneous determination of ethanol and acetaldehyde

The most serious problem encountered in the simultaneous determination
of these compounds is the different dilution required for each (average dilu-
tion 1:1500 and 1:80 for ethanol and acetaldehyde, respectively). Attempts
were made to bring the determination ranges of both species closer by not
using semicarbazide in solution B1, in order to decrease the extent of alcohol
oxidation, and by measuring the absorbance at other than the wavelength of
maximum absorbance, but the results were unacceptable because the signal
from acetaldehyde was too small,

TABLE 4

Determination of acetaldehyde

Wine Concentration Recovery of standard additions (%)
samples found (ug ml™?) 2.0 pg ml” 5.0 ug ml”
1 178 98 103

2 131 96 107

3 145 99 103

4 473 112 106

5 362 100 91

6 143 102 103

7 148 106 104

8 334 103 99
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TABLE 5

Simultaneous determination of ethanol and acetaldehyde

Sample Ethanol Acetaldehyde

Found Recovery (%) Found Recovery (%)

ittt A S AR -

(BV)  504%  o008%  “EMT) G4 g mit 0.8 ug ml!
1 13.4 105 93 56 90 107
2 12.0 97 100 102 104 99
3 13.3 101 105 135 105 101
4 12.7 101 100 221 104 104
5 134 100 94 288 102 98

Finally, a simple flow configuration (Fig. 1B) was chosen in which solu-
tions of different composition (each with a different enzyme) were injected
into a stream of diluted (1:200—1:300) sample. The indicator reaction for
acetaldehyde developed in reactor R,;, and in R, and R, for ethanol. The
two reacting sectors reached the diode-array spectrophotometer at different
times. Absorbance measurements based on the sum of the absorbances in the
336, 338, 340, 342 and 344-nm channels were used for acetaldehyde mea-
surements, which changed the range of the method for acetaldehyde from
1.0—8.0 ug ml! to 0.3—2.0 ug ml™. Semicarbazide was not used in the assay
for ethanol and the NADH was monitored at 360 nm, in order to decrease
the sensitivity. Also, as the calibration graph for ethanol decreased in sensi-
tivity at higher concentrations, this less sensitive range was used for measure-
ment of the ethanol concentrations in the samples after dilution as described
above. Table 5 shows the recoveries obtained on addition to the wine samples
of 0.4 and 0.8 ug ml™ acetaldehyde and 0.04% and 0.08% ethanol. The aver-
age recoveries are 101.4% and 98.8%, with absolute average deviations of
4.7% and 3.3% for acetaldehyde and ethanol, respectively.

Conclusions

Comparison of the flow-injection methods with the official EEC methods
shows that the flow-injection technique offers a number of advantages.
These include lower sample and reagent consumption, less sample manipula-
tion (no prior separation of the analytes is necessary), lower determination
limits, high analysis rate (50—55 samples per hour for one analyte), and the
simultaneous determination of both analytes.

The CAICyT is thanked for financial support (Grant No. 2012-83). The
authors gratefully acknowledge Gonzalez Byass for providing samples of
wine.
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SUMMARY

An automated flow-injection analyzer is interfaced with a dialysis unit to study drug-
protein binding interactions. The binding of some sulfonamides to bovine serum albumin
is studied by means of the automated system and gives results similar to those obtained
by other procedures. A usual time for a complete run is 100 min, including calibration.
The dialysable sulfonamides are quantified spectrophotometrically by using a modified
Bratton-Marshall method. The system is also used for the calculation of dialysis rate con-
stants.

Studies on drug-protein interaction have become important because of
their relevance to pharmacokinetics. Such studies in vitro have been done by
various methods including equilibrium dialysis [1—38], dynamic dialysis
[4—T], continuous-flow dynamic dialysis {8], fluorescence probe techniques
[9, 10] and ultrafiltration [11]. Although the classical equilibrium dialysis
technique is still often favoured, it has serious drawbacks and is increasingly
replaced by dynamic dialysis methods. These methods offer the advantages
of rapidity and the measurement of drug-protein binding over a range of
drug concentrations in a single experiment. They are based on the principle
that a nondiffusible protein-drug complex reaches rapid equilibrium with
free protein and diffusible drug in a protein compartment, which is separated
from a sink compartment by a semipermeable membrane. The rate of diffu-
sion across the membrane is directly proportional to the free drug concentra-
tion in the protein compartment.

The dialysable drug is sampled by periodic manual removal of 2 certain
volume from the external solution, which is replaced with fresh buffer solu-
tion in order to maintain sink conditions. The measurement is done by u.v.
spectrophotometry or, when other absorbing species are present, by visible
spectrophotometry after derivatization. To avoid invasive sampling, the con-
tinuous dynamic dialysis technique [8)] was introduced; in this method the
absorbance of the dialysable drug is continuously monitored. Although
dynamic dialysis techniques have shortened the time needed for an experi-
ment to 4—6 h, any further decrease would be useful.

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B. V.
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The present paper describes an automated method for protein-binding
studies based on the principle of dynamic dialysis in conjunction with the
versatile techniques of flow injection analysis (f.i.a.). Flow-injection tech-
niques have already been used in drug-protein binding studies with a fluores-
cence probe [12], but only the percentage displacement of the probe was
estimated. In the proposed method, a conventional dialyzer unit, as used in
clinical air-segmented analyzers, with two identical compartments of 1.0-ml
capacity, is connected to an automated flow-injection analyzer. The receiving
compartment becomes the ‘‘sample loop” of the analyzer, in which carrier
solution is enclosed to receive the dialysable drug of the “protein compart-
ment” through which the protein-drug solution is continuously circulated.
Periodically, this ‘“‘sample zone” is injected into the spectrophotometric
manifold and fresh solution is enclosed in the sample loop. The drug concen-
tration in the “‘protein compartment” is changed by successive manual addi-
tions of small volumes of standard drug solution.

The technique described here, which is called hereafter flow-injection serial
dynamic dialysis, provides automation of dialysis, sampling and spectropho-
tometric determination. The features of the method are explored by a binding
study of three sulfonamides with bovine serum albumin (BSA). The manifold
is based on the classical Marshall-Bratton reaction adapted for f.i.a. [13].

EXPERIMENTAL

Apparatus and reagents

The system, shown in Fig. 1, was developed by interfacing a homemade
flow-injection photometric analyzer [14] with a conventional 4-slot dialysis
unit (Technicon). This analyzer consists of reagent (RP) and sample (SP)
peristaltic pumps, a rotating valve (RV, Rheodyne Type 50) operated with a
pneumatic two-position actuator (Rheodyne Model 5001), an appropriate
manifold of teflon tubing, a conventional photometer equipped with a flow-
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Fig. 1. Schematic diagram of the flow-injection serial dynamic dialysis system: RP, reagent
pump; SP, sample pump; RC1 and RC2, reaction coils; W, waste; RV, rotary valve.
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cell (Hellma Model 172.12; 18-l volume), a strip-chart recorder with a log-
arithmic amplifier, and a Rockwell AIM-65 microcomputer to control the
whole system.

The dialyser unit, constructed from plexiglas, has a dialysis surface of
670 mm?® with two identical chambers of 1.0-ml volume each. The two
chambers are separated by a semipermeable membrane (Cuprophan mem-
branes; Technicon) with 20-um pores, hydrated for a short time before being
placed in position. The upper chamber, connected to ports 1 and 4 of the
rotary valve (the ‘“sample loop” of the analyzer) serves as the ‘“‘receiving
chamber”. The lower chamber is connected to the sample pump which
circulates the protein-drug solution from the 50-ml cell thermostatted at
25+ 0.5°C.

The manifold for the automated determination of sulfonamides is shown
in Fig. 2. The reagent pump can be automatically stopped during dialysis to
avoid waste of the reagents. All experiments were done at constant tempera-
ture, pH, flow rates, stirring, etc.

The sulfonamides used were obtained commercially. Concentrated stock
solutions were prepared in 0.05 M sodium hydroxide at concentrations of
0.04 M for sulfamethoxazole and sulfisoxazole, and 0.050 M for sulfamethi-
zole. Bovine serum albumin (fraction V, powder; Sigma) was used to prepare
a 5 X 10® M working solution in 0.050 M phosphate buffer, pH 7.4. Analy-
tical-grade reagents were used to prepare 0.080 M HCI, 2.0 X 10 M sodium
nitrite and 0.1% (w/v) N-(1-naphthyl)ethylenediamine dihydrochloride
(NEDD). Deionized/distilled water was used.

System set-up and operation

The appropriate dialysis program is loaded in the microcomputer memory
and the operator is prompted to provide information which includes number
of measurements, dialysis, injection and mixing/washing times. Then the re-
agent pump is started, the appropriate wavelength is set on the photometer
(540 nm for sulfonamides) and the 100% transmittance and recorder baseline
are calibrated. Buffer or buffered protein solution (50.0 ml) are pipetted
into the cell and the sample pump is started. In execution of the program,
the rotating valve is turned at the injection position and the operator is

mifmin
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Fig. 2. Manifold for the determination of sulfonamides. NEDD, N-(1-naphthyl)ethylene-
diamine dihydrochloride, 0.10% (w/v); sodium nitrite, 2.0 X 10™* M; hydrochloric acid,
0.80 M. S represents the dialysate transferred by the carrier into the reagent stream. :
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prompted to add the first portion of the standard stock solution of the drug
under test, using a Hamilton microsyringe. The valve remains in this position,
during which time the carrier solution (water) flows through the receiving
chamber, for the preset mixing/washing time (1 min) in order to ensure ade-
quate mixing and transference of the protein solution. Then the computer
turns the valve to the load position during which time the receiving solution
is stopped. When the preset dialysis time is reached, the valve is turned to the
injection position and the carrier solution transfers the dialyzate to the spec-
trophotometric manifold. The absorbance peak, corresponding to the con-
centration of the dialysed drug, is recorded and its value is read by the
microcomputer. After the injection time (30 s) has elapsed, the operator is
prompted to add the next portion of the standard stock solution of the drug
and the cycle is repeated. The timing diagram of the operation is shown in
Fig. 3. During the mixing/washing time the recorder pen is inactivated by the
computer to avoid signals from the limited dialysis of the drug, because the
valve is in the injection position.

THEORY

In the absence of protein, the passage of small molecules through the
dialysis membrane follows first-order diffusion kinetics. The permeation rate
can be described by
dD;/dt = kq(Dy— D;) (1)

where D; is the instantaneous drug concentration in the receiving compart-
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—t N Time o.__J L J

‘MT' DT m 5 4 3 2 1

1min Dialysis time (mn)

Fig. 3. Timing diagram of operation of the system: MT, mixing time; DT, dialysis time;
IT, injection time.

Fig. 4. Typical dialysis profile of sulfamethoxazole (2.5 X 10~ M) for ky4 calculation.
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ment, D, is the concentration in the protein compartment and k4 is the in-
trinsic dialysis rate constant. When protein is included in the solution under-
going dialysis, small molecules bound to the protein do not diffuse. Therefore,
the rate of passage is related not to the total concentration, but to the free
or unbound concentration Dy, and the kinetics for each dialysis run is de-
scribed by dD;/dt = k4 (D¢ — D;), assuming that the dialysis rate constant is
unaffected by the presence of protein. Integration of this equation gives

D;=Dy[1—exp (—kqt)] (2)

where Dy, is the initial free drug concentration in the protein compartment
after equilibrium has been reached and before dialysis is initiated. Equation 2
actually describes the time profile of the dialysate concentration in the re-
ceiving compartment during a dialysis run. Because the protein solution has a
large volume (50 ml), in comparison with the volume of the receiving solution
(1.0 ml), D¢ remains practically constant and can be considered as equal to
D;,. Clearly, if the experimental conditions and dialysis time remain con-
stant, D, is linearly related to Dy,.

With an appropriate flow-injection manifold, regardless of the type of
detector (photometer, fluorimeter, electrochemical detector, etc), the re-
quired signal, P;, is measured as a peak, which is related to D, in a specified
concentration range. Therefore, if an appropriate dialysis time is chosen, the
signal measured, P;, is directly related to D,, over a specified range of con-
centrations. For the flow-injection analyzer used here with spectrophoto-
metric detection, a calibration graph of absorbance peaks vs. free drug
concentration is easily constructed by running a series of drug additions with
subsequent dialysis in a buffer solution in the absence of protein. When the
procedure is repeated with buffered protein solution and the absorbance
peak of each successive drug addition/dialysis is measured, the free drug con-
centration Dy, can be estimated from the calibration graph. Because the total
drug concentrations D, are known from the successive drug additions, the
binding parameters can be calculated by the well known Scatchard proce-
dures [15]. In this study a computer program in BASIC based on nonlinear
regression was used to obtain these parameters.

The experimental dialysis rate constant can easily be calculated from
Eqn. 2. First, several standard solutions of the drug studied are introduced
into the receiving compartment through ports 5 and 6 of the rotary valve
(Fig. 1). Their absorbance peaks are measured and a calibration graph, absor-
bance peak vs. D);, is constructed. Then a buffered solution of the drug is
pipetted into the cell and a special program is run which increases the dialysis
time in preset steps. Thus, the dialysis/time profile of the drug is obtained.
The k4 value can be calculated from

In [(Ds—D;)/Ds] = —kqt (3)

which is obtained from Eqn. 2 by rearrangement and logarithmic transforma-
tion. In addition, Eqn. 3 can provide the dialysis time required for a specified
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percent of dialysis (%D;), say, 10% for sink conditions: ¢ = —In [1 — (%D;,/
100)/k4]. The percent dialysis for a specified dialysis time can then be ob-
tained from

%D, = 100[1 — exp (kqt)] (4)

RESULTS AND DISCUSSION

A typical dialysis profile of a sulfonamide obtained by using the proposed
system is shown in Fig. 4. Dialysis time was increased stepwise by 1.0 min by
the computer program. The calculated dialysis rate constants for sulfisoxa-
zole, sulfamethizole and sulfamethoxazole at pH 7.4 are shown in Table 1,
along with statistical data. The excellent linearity of the plots and the preci-
sion of the results show the validity of the technique for the rapid evaluation
of dialysis rate constants. The time required for a calibration graph of three
standards and the dialysis runs (seven points) is only 20 min.

The precision of the system (dialysis and measurement) was studied by
running five tests with 2.0 X 10™ M sulfamethoxazole buffered solutions in
the presence and absence of protein. The results are shown in Table 2. The
excellent reproducibility results from the precise timing control of the
microcomputer and the stability of the flow rates of the pumps. After
30 min of dialysis, the difference in absorbance peaks was negligible, showing
that the drug concentration remained practically constant.

TABLE 1

Calculation of dialysis rate constants of sulfonamides at pH 7.4 and 25°C

Drug Concentration k4 (£8D) rd
(M) (n=5)

Sulfamethizole 4x 10% 0.095 + 0.011 0.997

Sulfamethoxazole 2.5 x 10 0.117 £ 0.011 0.990

Sulfisox azole 3x 10 0.138 + 0.018 0.991

2Correlation coefficient of Eqn. 3.

TABLE 2

Precision of the proposed system for five runs with buffered 2 x 10™ M sulfamethoxazole?

No protein With protein
Mean peak height 0.814 0.302
Standard deviation 0.011 0.003
RSD (%) 1.4 1.0

2Dijalysis time 5.0 min, injection time 0.5 min, washing time 1.0 min, Total time of dialy-
ses 32.5 min.
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In order to study the effects of ionic strength and viscosity on the dialysis,
experiments were done with standard sulfamethoxazole solutions containing
various amounts of sodium chloride and sucrose. Sucrose was chosen for
studying the effect of viscosity because it is not expected to bind sulfon-
amides and also, even if it is dialysable, it does not interfere with the analyti-
cal procedure. The results shown in Table 3 agree with the conclusions of
Meyer and Guttman [5] that increased ionic strength and viscosity do not
affect the rate of dialysis.

A typical dialysis experiment for the estimation of the binding parameters
of sulfamethizole is shown in Fig. 5. The calibration graph (absorbance peaks
vs. D) obtained for buffer solution in the absence of protein is shown along
with the dialysis runs obtained in the presence of protein (5 X 10™ M). The
statistical data for the calibration graphs are shown in Table 4. The differ-
ences in the slopes of the calibration graphs are caused by the differences of
k4 and also of the different molar absorptivities of the Bratton-Marshall reac-
tion product for each sulfonamide. The dialysis time chosen for these experi-
ments was 5 min, in order to increase the sensitivity of the measurement.
The detection limit of the determinations was then about 5 X 10 M (con-
centration corresponding to an absorbance peak equal to twice the standard
deviation of the most dilute standard). The percent dialysis (%D;) achieved
with 5-min dialysis times, ranged from 37.8 to 50% for the three sulfon-
amides, but the loss of drug from the protein compartment was only 0.8—
1.0%. Because the drug concentration is increased before each successive
dialysis, the total loss is negligible. In addition the calibration graph serves to
correct any loss of this kind. Although sink conditions were not maintained,
linear calibration plots were obtained, showing the validity of Eqn. 2.

TABLE 3

Effect of ionic strength (I) and viscosity on dialysis?

Variable Absorbance Relative
peak change
(%)
Effect of ionic strength
M)
Buffert 0.11 0.598 -
+1% NaCl 0.28 0.588 —1.7
+10% NaCl 1.82 0.591 —1.2
Effect of viscosity
Rel.
viscosity
Buffer? 1.000 0.491 —
+1% sucrose 1.026 0.498 +1.4
+10% sucrose 1.333 0.466 —5.0

2Djalysis time 3 min. PPhosphate 0.050 M, pH 7.4.
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Fig. 5. Typical dialysis experiments for a binding study of sulfamethizole. Peaks for the
calibration graph are shown as dashed lines. Protein concentration 5.0 X 10™* M; dialysis
time 5 min.

Fig. 6. Typical Scatchard plots for sulfonamide binding studies from data obtained in this
study. (a) Sulfisoxazole; (b) sulfamethizole; (¢) sulfamethoxazole. Dialysis experiments at
pH 7.4, 25°C, with 5 X 10 M protein. \/ = concentration of bound drug/total protein

concentration.

The binding parameters estimated for each sulfonamide are shown in
Table 5. The results are also presented in Fig. 6 in the form of Scatchard
plots. Sulfisoxazole and sulfamethizole can be classified as highly bound,
with affinities exceeding 5 X 10 M™, while sulfamethoxazole is moderately
bound. The parameters found were compared with literature values (Table 5);
for sulfamethoxazole, the agreement is good. For sulfamethizole and sulfis-
oxazole, the present study revealed two groups of binding sites, which have
been also reported for other sulfonamides [18]. The estimates for the secon-

TABLE 4

Calibration graphs for dialysis experiments used in sulfonamides binding studies

Drug Calibration equation Standard r2 Detection
errox limit
(M)

Sulfamethizole A = 0.021(0.012) + 2415(x71)C®  0.011 0.999 9.1x 10
Sulfamethoxazole A =0.052(+0.017) + 3858(x143)C 0.025  0.998 5.7 x 10°
Sulfisoxazole A =0.016(:0.013) + 4347(120)C  0.016  0.9992 5.1 x 107

a8ix standards. ®? Drug concentration in mol 1,
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Binding data for some sulfonamides to bovine serum albumin
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Compound Binding data? Reference
Sulfamethoxazole n=20+0.1 K=29+0.3x10®M! This study
n=29 K=1.6x10®M™* 10
Sulfamethizole n, =0.43 £ 0.06 K, =9+2x10°M" This study
n, =27+03 K,=20:05x 103 M This study
n=2.0 K=20x10*M" 16
n=29 K=52x10*M" 10
Suifisoxazole n, =0.80+0.02 K, =13+0.2x10¢M™* This study
n, =41+17 K, =5.5+28x 10® M* This study
n=2.0 K=1x10°M" 16
n=2.5 K=1.47x 10* M 17
n=29 K=9.6x10®M" 10

2n, n,, n, are the number of binding sites; K, K, and K, are the binding constants.

dary binding sites found here are close to the estimates of the single binding
sites reported by Hsu et al. [10].

In conclusion, f.i.a. brings to the study of drug-protein binding its usual
advantages of flexibility, speed, precise timing control, and automation of
the sampling and measurement processes. By developing selective analytical
methods (like the one proposed for sulfonamides) competitive binding
studies can be done quickly and precisely.
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SUMMARY

Optimum conditions for the adaptation of the spectrophotometric pyrocatechol violet
method for aluminium to a flow-injection system are described. The detection limit is
3 ug Al 17 and calibration graphs are linear up to 3 or 10 mg 1! (with 200-u1 or 10-ul
injection loops, respectively). The relative standard deviation is <2% at 0.1 mg Al 1.
Potential interferences of 40 common inorganic ions and of 20 organic substances, includ-
ing fulvic acid, are reported. With the use of conventional masking agents and predigestion
of samples with high organic content, the method is suitable for determining total alu-
minium in natural waters.

Pyrocatechol violet (PCV) was first proposed by Anton [1] as a chromo-
genic reagent for the determination of aluminium. The PCV method has
been adapted for the determination of aluminium in water [2—4] and for
use in AutoAnalyzer systems [56—7]. Pyrocatechol violet was recently com-
pared with aluminon and eriochrome cyanine R, with and without cetyltri-
methylammonium bromide, for adaptation to flow injection analysis [8].
R¢geberg and Henriksen [7] and Seip et al. [9] suggested that the PCV
method. might be applicable for adaptation to speciation procedures [10].
The main purpose of the present work was to optimize a flow-injection
method and to study the effect of likely interferences.

EXPERIMENTAL

Flow-injection equipment

The manifold is shown in Fig. 1. A Tecator-Bifok FIA05 flow-injection
analyzer was used with an Ismatec MP13 peristaltic pump and a Cecil 292
single-beam spectrophotometer. A Hellma flow-through cell (10-mm light
path, 3 mm i.d., 80 ul) was used in all the development and most of the
applications of the method. Occasionally a 20-mm light path (8 mm i.d.)
Hellma flow-through cell was used for increased sensitivity. The tubings were
made of PTFE (0.5 mm i.d.).

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B. V.
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Fig. 1. Flow-injection manifold for the determination of aluminium by pyrocatechol vio-
let: S, autosampler; W, waste; I, injection valve; D, detector (spectrophotometer); M, mix-
ing coil (length in cm); C, carrier; R,, iron-masking reagent; R,, PCV reagent; R, buffer.

Reagents and samples

The iron-masking reagent (R,, Fig. 1) is 0.5 M hydroxylammonium chlo-
ride with 10 mM 1,10-phenanthroline [2, 3]. The PCV reagent concentration
(R,) is 5 mM. Pyrocatechol violet from Sigma Chemical Company was used;
the quality of this reagent from different sources is variable. The buffer (R;)
contains 3.0 M hexamethylenetetramine with 0.20 M hydrochloric acid added
to adjust the pH to 6.1—6.2 in the final flow (17 ml 37% w/v HCl to 11 of
buffer). All reagents were stable for at least 4 weeks when stored at room
temperature. The carrier solution (C) (and all standards) were prepared in
0.10 M hydrochloric acid. The fulvic acid used was prepared by extraction
from a typical podsolic forest soil [11].

The samples were centrifuged (3000 rpm for 30 min), hydrochloric acid
was added to a final concentration of 0.10 M and the solutions were digested
with peroxodisulphate (1.0 g to 100 ml of sample, heated in Pyrex bottles
in an autoclave at 2 atm. for 30 min) before the determination of total
aluminium,

RESULTS AND DISCUSSION

Optimization of the flow-injection manifold

Pyrocatechol violet is well known as a chromogenic reagent for aluminium
[1—3]. The pH range 6.1—6.2 is optimal to minimize changes in background
and sensitivity. Hexamethylenetetramine (hexamine) is the most commonly
used buffer [2—8]. The sensitivity for aluminium was unaffected in the range
1.0—3.0 M hexamine and a 3.0 M solution was chosen [8]. Small variations
in the acidity of the samples (0.08—0.12 M HCI) then had little effect on the
sensitivity [8]. Ethylenediamine had no advantages over hexamine. Under
the recommended reaction conditions, calibration graphs were almost linear
in the range 0.010—3 mg 1! aluminium when 70- or 200-ul samples were
injected; the linear range can be extended to about 10 mg 1! by injecting
10-u1 portions. Peak heights were little affected by increasing the length of



77

the mixing coil from 3 to 12 m, but the baseline noise decreased with longer
loops; a 6-m coil was found suitable.

Figure 2 shows calibration graphs at different PCV concentrations. A PCV
concentration of 5 mM provides linear response up to about 3 mg Al 17, and
there is little to be gained by using a more concentrated reagent. Figure 3
shows the development of the aluminium/PCV complex with time at differ-
ent concentrations of PCV; the reaction time is 30 s for the manifold in
Fig. 1. As can be seen, the absorbances change rapidly around 30 s for 0.5
and 1 mM PCV but very little for 5 and 10 mM PCV. Obviously, if the lower
concentrations were used, the system would become very sensitive to changes
in reaction kinetics such as could be caused by interfering species. A high
molar excess of PCV over aluminium is also desirable in order to minimize
interference from anions which form complexes with aluminium. Figure 4
shows that the interferences from fulvic acid and from citrate are reduced by
the use of a stronger PCV reagent. With 10 mM PCV, the interference from
up to about 100 mg I carbon (from fulvic acid) is almost completely elimi-
nated, and about 5 times more citrate can be tolerated than with 1.0 mM
PCV. However, 10 mM PCV produces high background absorption (absor-
bance ca. 0.6) so that 5 mM PCV provides a suitable compromise between
suppression of interference and background absorption.

A much simpler manifold than that described in Fig. 1 would be obtained
if all reagents could be mixed into the same solution. A reagent solution con-
taining hydroxylammonium chloride (or ascorbic acid), 1,10-phenanthroline,
buffer and PCV in various proportions, pumped at 1.0 ml min™, was therefore
examined; the carrier and sample pump rates were unaltered (0.80 ml min™).
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Fig. 2. Calibration graphs for the flow-injection determination of aluminium at different
concentrations of the PCVreagent: (¢) 10 mM; (c) 5 mM; (s} 1 mM; (4) 0.5 mM; (2) 0.1 mM.

Fig. 3. Development of the aluminium/pyrocatechol violet complex at different concen-
trations of PCV (in mM). A 0.4 mg Al I sample was pumped instead of carrier, and the
curves were recorded by stopping the flow.
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Fig. 4. Interference from citrate and a fulvic acid in the determination of aluminium at
different concentrations of PCV reagent: (¢) 10 mM; (¢) 5 mM; (=) 1 mM; (a) 0.5 mM;
(2) 0.1 mM. The sample contained 1.0 mg Al 1 with increasing amounts of citrate or
fulvic acid.

The interfering effect of iron was used as a test case. With the various mixed
reagents, least iron interference was found with a reagent containing 0.5 M
ascorbic acid and 20 mM 1,10-phenanthroline in the buffer, but none of the
mixed reagents were as effective as the three reagents used separately (as in
Fig. 1). Importantly, the mixed reagents were unstable (PCV started to de-
compose after 2 h) and had to be prepared just before use.

Interferences

Main group elements and transition metals. The interference effect of
about 40 elements was studied by injection of samples containing only one
element at a time. The signal obtained was calculated relative to the signal
from aluminium standards, and an interference factor (I;) was calculated so
that the interference effect (E) could be related to the concentration of
interferent (C;): E (mg Al 1') = I;C; (mg 1™"). The I; value thus gives an ex-
pression of the selectivity of PCV for aluminium compared to other elements.
Table 1 shows that strong interference is caused by 16 of the tested species
(I¢ values > 10 X 107). To avoid significant interference (E < 0.01 mg Al 1),
the concentration of elements with I; > 10 X 107 (or >100 X 107%) must be
<1.0 (or <0.1) mg I"". This is generally the case for ground water and surface
water [12], except for iron. Iron interference can be suppressed (by R, in
Fig. 1) up to about 2 mg Fe I"!, which is sufficient for most natural waters.
The iron-masking reagent also suppressed the interference from Zn?*, Ni?*,
Cu?, Pb* and Co?* (with I; values from 5 X 107 to 20 X 107, giving a toler-
able concentration of 0.5—2 mg I™!) up to concentrations of at least 20 mg 1.

Inorganic anions. Up to 0.5 mg F 1" and 5 mg P I'! (as phosphate) can be
tolerated in this method [8]. Sulphide, sulphate, arsenate, tellurate and sili-
cate (which form complexes with aluminium [13]) did not show any inter-
ference at 10 mM and 1.0 mg Al 1™,

Organic anions. Humic and fulvic acids in water (dissolved organic carbon,
DOC) may bind aluminium and cause interference. In speciation procedures
[10], aluminium is also determined in unpretreated samples because pre-
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TABLE 1

Interference from elements in the PCV flow-injection determination of aluminium (at
pH 6.1, 581 nm). The I; values are calculated as explained in the text?

Interference factors (I} (x 107%)

0.01—0.1 0.1—1 1—10 >10°

Li*, Na*, K*, Rb", Sn?*, Cr**, La®*, Bi*, Co® Sb** (13), Zn** (13),
Mg?*, Ca?*, Sr?*, Ba**, Mn?, MnO; Mo0?" (16), Cu** (17),
H,Si0;, NO;, NH}, Ni?* (17), Pb?* (19),
H,PO;, HS", HSO; H,BO, (36), Ce* (38),
807", HSeO;, SeO?", Zr* (48), VO; (50),
TeO?", Br- In* (90), Ga® (160),

Ti* (235), Ge* (290),
Be** (300), Fe* (300)

2The interferences were studied for chloride and nitrate salts of the cations and alkali
metal salts of the anionic species. ®I; values given in parentheses. The I; values were ob-
tained without the iron masking reagent (R, Fig. 1).

treatment might dissolve colloidal polymeric aluminium hydroxides/silicates
and thereby alter the speciation. For development of speciation procedures,
the tolerable concentrations of organic compounds must be known. Some
low-molecular-weight aliphatic and aromatic carboxylic and phenolic com-
pounds were investigated to gain information on what types of functional
groups might interfere (Table 2). Strong interference is caused by citrate,
NTA and EDTA (>1 mg C 1!). Of the aromatic compounds, the strongest
interference is caused by 8-quinolinol (>8 mg C 1) and 2-hydroxybenzene-
carboxylic acid (>60 mg C I''). Additional hydroxyl group in the 3-position
increases the interference (>16 mg C 1™*). These compounds favour the for-
mation of the stable 5- or 6-membered ring structures with aluminium. Such
structures are also predominant in humic compounds [14]}. Figure 5 shows
that the interference from dissolved humic compounds in bog water occurs
at DOC >10—20 mg 17; Fig. 5 also shows that the humic compounds cause
significant background absorption (at 581 nm and pH 6.1) above 10 mg C1™.
The PCV method, as described here, can tolerate DOC <10 mg 1! without
.risks of serious underestimations of aluminium, and so it might be useful in
speciation procedures [10]. However, this aspect requires a better examina-
tion of possible reaction kinetic effects (between PCV and different labile
monomeric aluminium species) in the very rapid flow-injection system.

Application of the method

Figure 6 shows typical recorder tracings for the method; high reproduci-
bility (<2% r.s.d. at 100 ug 1), low baseline noise and high sensitivity (de-
tection limit about 3 ug I™*) are evident. The sample throughput is 100 h™
with the manifold in Fig. 1. This flow-injection method has proved to work
well in determinations of total aluminium in surface and leachate water con-
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TABLE 2

Interference effect of some aromatic and aliphatic organic compounds on the determina-
tion of aluminium by the flow-injection PCV method?

Interfering species

Tolerable concentration®

(mM) (mgC1)
Benzene-1,2,4,5-tetracarboxylic acid 10 1200
Benzene-1,2,3-tricarboxylic acid 10 1080
Benzene-1,2,4-tricarboxylic acid 10 1080
Benzene-1,2-dicarboxylic acid 10 960
Benzene-3-hydroxycarboxylic acid 10 840
Benzene-4-hydroxycarboxylic acid 10 840
Benzene-2-hydroxycarboxylic acid 0.8 60
Benzene-2,3-dihydroxycarboxylic acid 0.2 16
Benzene-1,2,3-triol 7 420
8-Quinolinol 0.08 8
Citrate 0.01 0.7
EDTA 0.01 1.2
NTA 0.02 1.4
Tartaric acid 1.0 48
Maleic acid 10 480
Oxalic acid 10 240
Pyruvic acid 10 360
Lactic acid 10 360

aThe f.i.a. manifold was as in Fig. 1 and the reagents as in the experimental section. ?The
interference effect was investigated by preparing samples containing 1.0 mg Al 1! and in-
creasing amounts of interferent until interference was found or up to 10 mM (the highest
concentration tested).

. 300 |
150+ 150
“ 0.05} 4 200
<C ° 8 lOO[”
g'oo* 5 gol || " 150 |
8 ° ° . é 60 ! ]1 b I8} !
o o . 2 40 T
5 < |
£ 50 o ® 20 i
e U 05 .9 Hi M “m”
v *° 000k ant2d W \“u |
838 o 1 o

50

100

Dissolved organic carbon (mg C U")

Fig. 5. Interference from humic compounds in bog water by the flow-injection method:
(o) the difference between aluminium found in digested and undigested samples; (e) the
background absorption from the same humic compounds at 581 nm and pH 6.1, recorded
without the PCV reagent in the manifold of Fig. 1.

Fig. 6. Typical recorder tracings for the PCV method for standards from 5 to 300 ug All™,
(A) Signals for a flow-through cell with a 20-mm light path; (B) with a 10-mm light path.
(200-ul injection loop in both cases.)
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taining 0.01—30 mg Al 1. For routine analyses of total aluminium, all
samples are digested with peroxodisulphate to prevent possible interference
from organic compounds. The need for digestion for samples containing little
DOC (<10 mg 1"!) was checked by analyzing 110 samples of leachate water
before and after digestion. A regression analysis of the data showed little dif-
ference between aluminium found in digested (Y) compared to undigested
(X) samples (Y = 1.024 X + 0.007, s, = 0.018, s, = 0.007, r = 0.997); indi-
cating that the PCV method can tolerate low concentrations of DOC (<10 mg
1) as found above.

Conclusions

Pyrocatechol violet is not a very selective chromogenic reagent for alu-
minium, as strong interferences are caused by several metals. In natural water,
however, the concentration of most interfering compounds are below critical
levels. The flow-injection method is sensitive, rapid and reproducible. When
the possible interferences are taken into account, the method can be used
with good confidence for the determination of total aluminium in natural
water.
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SUMMARY

Kinetic fluorimetric methods for the determination of histidine and histamine, both
separately and in mixtures, are described; the methods are based on the accelerating effect
of these compounds on the oxidation of 1,1,3-tricyano-2-amino-1-propene by hydrogen
peroxide in the presence of copper. A differential rate method is used for resolution of
mixtures of these compounds (10-* M level), in which synergic effects are taken into
account. The relative standard deviations for histidine and histamine are 1.4% and 2.1%,
respectively, for separate determinations but 4.0% and 3.4%, respectively, for determina-
tions of mixtures. Histamine/histidine ratios between 1:1 and 16:1 are satisfactorily re-
solved.

Histidine and histamine mixtures have usually been determined with the
use of separation techniques such as thin-layer [1—4] or paper [56—7]
chromatography or electrophoresis [ 8, 9]. Generally, when these compounds
are separated, their detection is accomplished by using o-phthalaldehyde [1],
ninhydrin [2, 4, 5, 7—9] or fluorescamine [3]. An automated analyzer [10]
incorporating an extraction step has been described for the simultaneous
assay of histidine and histamine, but this requires two fluorimeters for detec-
tion.

Kinetic non-enzymatic methods are not often used for the determination
of organic compounds of biochemical interest. Only two kinetic determina-
tions have been described for histidine. In one, histidine was determined
through its inhibitory effect on the copper catalysis of the oxidation of
luminol by hydrogen peroxide [11]. In the other, histidine activated a
mercury(II)-catalyzed reaction [12]. No Kkinetic determinations have been
described for histamine.

This paper describes a simple kinetic fluorimetric method for determina-
tion of histidine and histamine, based on the increase in fluorescence intensity
of the 1,1,3-tricyano-2-amino-1-propene/hydrogen peroxide/copper(Il)
system. The tricyano compound has been widely used in several pharma-
cological studies involving anti-thyroid action [13] or mental diseases [14],
as well as in the synthesis of ribonucleic acid [15], but its use as an analytical

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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reagent has been very limited. It has been used only in the determination of
copper in tissues, urine [16] and serum [17]. This paper describes a differ-
ential kinetic method applied to the determination of histidine and hista-
mine. The proposed method is simple, inexpensive, precise and rapid.

EXPERIMENTAL

Apparatus and reagents

All fluorimetric measurements were made on a Perkin-Elmer fluorescence
spectrophotometer, Model MPF-43A, fitted with a device for kinetic mea-
surements and l-cm quartz cells. The cell compartment was thermostatted
by circulating water. All measurements were recorded at an instrumental
sensitivity of 3, and excitation and emission slits of 6-nm spectral bandpass.
A set of fluorescent polymer samples was used daily to adjust the spectro-
fluorimeter so as to compensate for changes in source intensity.

Stock solutions of L-histidine (1 X 1072 M) and histamine dihydrochloride
(1 X 107® M) were prepared in distilled water. Standard solutions of lower
concentration were prepared daily by diluting to the appropriate volume
with distilled water. A 1,1,3-tricyano-2-amino-1-propene (TRIAP) solution
(4 X 107 M) was prepared by dissolving 26.4 mg of reagent in 50 ml of dis-
tilled water. A copper(Il) nitrate solution (10 ug Cu ml?) and a K,HPO,/
KH,PO, buffer solution (total concentration 0.1 M, pH 7.5) were also pre-
pared. All solvents and reagents were of analytical-reagent grade.

Procedures

Determination of histidine. To a 10-ml volumetric flask was added an
adequate volume of histidine sample to give a final concentration of histidine
between 2.0 X 107° and 5.5 X 10~ M. This was subsequently mixed with
0.7 ml of 0.1 M phosphate buffer (pH 7.5), 2 ml of 4 X 10 M TRIAP solu-
tion, 0.7 ml of 1.25 M hydrogen peroxide and 0.5 ml of a 10 ug ml™ copper-
(II) solution. The stop-clock was started and the solution was made up to the
mark with distilled water. A portion of the reaction mixture was immediately
transferred to a thermostatted 1.0-cm cell at 60 + 0.1°C, starting to record
the fluorescence intensity (Aox = 360, Ao, = 425 nm) against time exactly
2 min after preparing the sample. The net fluorescence intensity was obtained
by subtracting the measurements obtained for a blank solution prepared in a
similar manner but containing no histidine, Calibration graphs were obtained
by plotting the initial rate vs. histidine concentration.

Determination of histamine. The sample was prepared as described above,
but using the following reagent volumes: 1 ml of 0.1 M phosphate buffer
(pH 7.5), 1.5 ml of 4 X 10 M TRIAP solution, 0.5 ml of 1.25 M hydrogen
peroxide and 1 ml of the 10 ug ml™ copper(Il) solution. The range of hista-
mine concentration in the sample must be between 1075 and 1.25 X 10 M.
The measurements were made as described for histidine.
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Determination of mixtures. To a 10-ml volumetric flask was added an
appropriate volume of the histidine/histamine sample to give a final concen-
tration between 5 X 107 and 2 X 10~° M histidine, and between 1 X 1075
and 1 X 10 M histamine. Then, 1 ml of phosphate buffer (pH 7.5), 1.5 ml
of 4 X 10 M TRIAP solution, 1 ml of 1.25M hydrogen peroxide and 0.5 ml
of the 10 ug ml™ copper(Il) solution were added, in that order. The solution
was diluted to the mark with distilled water and the measurements were
completed as described above. Several calibration plots of reaction rate vs.
histamine concentration at different fixed amounts of histidine were recorded.
The data obtained from these were treated as indicated below.

RESULTS AND DISCUSSION

Fluorescent reaction

The oxidation product of TRIAP shows a fluorescent band at 470—
500 nm (A, = 370 nm), the greatest fluorescence intensity of which is
obtained in an acidic medium. However, the oxidation reaction is faster in a
neutral medium. In acidic media, copper(Il) acts as a catalyst in the presence
of hydrogen peroxide or other oxidants. In neutral media, hydrogen peroxide
reduces copper(llI) to copper(I), thus concealing its catalytic effect. How-
ever, when histidine or histamine is added to this last solution, a transient
fluorescence appears at 425 nm (A, = 360 nm). This is shown in Fig. 1, and
has also been observed when histidine or histamine is replaced by imidazole
or one of its derivatives. The figure also shows that the increasing fluorescence
intensity cannot be attributed to the individual action of histidine or hista-
mine because it entails the presence of copper. There are two possible
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Fig. 1. Emission spectra (A¢x = 360 nm): (1) TRIAP/H,0,/Cu®; (2) histidine/H,0,/Cu®;
(3) histamine/H,0,/Cu®*; (4) TRIAP/histidine/H,0,/Cu®; (5) TRIAP/histamine/H,0,/
Cu*. Conditions: 6 x 10* M TRIAP, 6.2 x 10> M H,0,, 2 x 10-* M histamine or histi-
dine, 1 mg 1! Cu®*; reaction time 5 min, 60°C.
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explanations for this behaviour. First, histidine and histamine could form
complexes with copper which might be responsible for the acceleration of
the oxidation of TRIAP by hydrogen peroxide; secondly, owing to the reac-
tivity of TRIAP, which has a charge-deficient carbon atom, and to the nitro-
gen of the imidazole ring, a transient condensation product might be formed
between the two compounds, its oxidation by hydrogen peroxide being
favoured by the presence of copper. This intermediate product could account
for the fluorescence emission at 425 nm.

Effect of variables

The systems were optimized by changing each variable in turn whilst keep-
ing all others constant. The optimum variables taken were those yielding the
minimum possible relative standard deviation for the initial rate measure-
ments, under conditions in which the reaction order with respect to the
species concerned was zero or near-zero.

The pH dependence of the systems was studied by using sodium hydroxide
and hydrochloric acid solutions. The reaction rate was found not to depend
on the pH over the range 7.1—7.6 for the histidine system, and over the
range 7.4—8.0 for the histamine system, whereas it decreased outside these
pH intervals (Fig. 2a). A K,HPO,/KH,PO, (pH 7.5) buffer solution was
chosen to adjust the pH of the samples, and although the reaction rate
generally decreased somewhat for both systems as the concentration of this
buffer solution increased, it remained constant for concentrations between
5X 10%and 1.2 X 1072 M.

The temperature exerted a different influence on each system. The reac-
tion rate in the histidine system was independent of temperature over the
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Fig. 2. Effect of variables on reaction rate (tg «): (a) pH; (b) temperature; (c) TRIAP
concentration; (d) hydrogen peroxide concentration. Curves: (1) histidine; (2) histamine.
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range 55—75°C, whereas there was an almost linear increase in the reaction
rate with temperature for the histamine system (Fig. 2b). A decrease in the
rate for both compounds was observed if the dielectric constant of the solu-
tion was decreased by using organic solvents such as ethanol or dimethyl-
formamide. The best results were obtained in an entirely aqueous medium.
The effect of TRIAP concentration was studied in the range 8 X 10—
1.4 X 107 M (Fig. 2¢). The reaction rate was constant above 6 X 10™* M
TRIAP for the histidine system, and above 3 X 10® M for histamine. The
variation of the rate with hydrogen peroxide concentration is shown in
Fig. 2d, from which optimum concentrations of 8.7 X 102 and 6.2 X 10> M
were chosen for the histidine and histamine systems, respectively. An increase
in the copper concentration resulted in a progressive increase in the reaction
rate for histamine, whereas it did not affect the histidine system over the
range 0.3—0.6 ug ml™*.
+ The kinetic equations suggested for the recommended procedures for these
reactions, based on the results of the above experiments, are as follows:

d[TRIAP],/dt = k,[Hd]
d[TRIAP],,/dt = k,[Cu®*]**[Hm]

where [TRIAP],, is the concentration of oxidized reagent, [Hd] and [Hm]
are the histidine and histamine concentrations, respectively, and &, and k&,
are the conditional rate constants.

Determination of histidine and histamine separately and in mixtures

The tangent method (i.e., measurement of the slope of the intensity vs.
time plot) was used to calculate the reaction rates, which were plotted as a
function of the analyte concentration. The calibration graphs for individual
determinations were linear over the ranges 2.0—5.5 X 10~ M histidine and
1.0—12.0 X 107* M histamine. The relative standard deviation (n = 10) was
1.4% for histidine and 2.1% for histamine.

Histidine/histamine mixtures cannot be resolved by the usual differential
kinetic methods owing to the similar behaviour of both analytes in the
TRIAP/hydrogen peroxide/copper(Il) system and to the synergic effects
encountered. Due to these effects, when a kinetic curve for a sample contain-
ing histidine and histamine is recorded, neither the slope nor the maximum
fluorescence intensity is the sum of the values obtained when both com-
pounds are studied separately. However, this mixture can be resolved satis-
factorily by applying a combined method based on the measurement of the
initial rate and the maximum fluorescence intensity [18].

In the calibration graphs obtained for histamine in the presence of differ-
ent concentrations of histidine (Fig. 3a), the reaction rate shows a linear vari-
ation with the histamine concentration, and also depends on the histidine
concentration, so that the slopes and intercepts of these calibration graphs
are a linear function of the histidine concentration, as shown in Fig. 3(c).
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Fig. 3. (a, b) Calibration graphs for histamine (Hm) in the presence of different histidine
(Hd) concentrations: (1) 0; (2) 5 x 1075 (8) 7.5 X 107%;(4) 10°%;(5) 1.5 X 1075;(6) 2 X
10~ M. (c, d) Calibration graphs for histidine obtained from (1) the slopes and (2) the
intercepts from (a) and (b), respectively.

Accordingly, the following equation can be established:

initial rate = v = a'[Hm] + b’

where a' = a[Hd] + ¢, b’ = b[Hd] + d and

v=a[Hd][Hm] + b[Hd] + ¢[Hm] + d (1)
Similar data are obtained from maximum fluorescence intensity data
(Fig. 3b, d):

fluorescence intensity = I; = m'[Hm] + n’

where m'= m[Hd] + p and n' = n[Hd] + q and

I = m[Hd}{Hm] + n{Hd] + p[Hm] + ¢ (2)

The terms a[Hd] [Hm] and m[Hd] [Hm] from eqns. 1 and 2 represent the
synergic effect.

The equations used for the determination of histidine/histamine mixtures
incorporated parameters obtained by a previously described method [18]
and were as follows (concentration in M, rate in m s™):

v=—8.44 X 10" [Hd][Hm] + 1.34 X 10* [Hd] + 2.23 [Hm] + 0.00
I; = 6.46 X 10° [Hd] [Hm] + 1.45 X 10° [Hd] + 6.02 [Hm] + 1.20
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TABLE 1

Analysis of histidine/histamine mixtures

Histidine (umol) Histamine (pmol) Histidine (umol) Histamine (umol)

Taken Found?® Taken Found? Taken Found? Taken Found?

20 18.5 20 20.5 10 10.4 60 59
20 18.7 30 32.6 10 9.7 70 70
15 14.6 30 28.6 5 5.1 40 40
20 20.2 60 60 5 4.9 50 59
15 15.1 60 60 5 4.7 60 63
10 111 50 44 5 5.0 80 75

2Results are the mean of three determinations.

The use of these equations allowed several histidine/histamine mixtures to
be analyzed successfully (Table 1). The relative standard deviations (n = 10)
for 20 umol of histidine and 60 umol of histamine were 4.0% and 3.4%,
respectively.
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SUMMARY

Synchronous fluorescence scanning at constant wavenumber (i.e., energy) difference
between excitation and emission brings several improvements when compared to the
classical spectrofluorimetry or to the method of synchronous wavelength scanning. When
quantitative results are required, the constant energy-difference technique should be used
whenever the difference between the excitation and emission wavelengths exceeds the dif-
ference between the wavelengths of the Rayleigh and Raman peaks. Otherwise, the tech-
nique brings only minor advantages in comparison with synchronous wavelength scanning.

In principle, it should be possible to detect decreasingly small concentra-
tions of a fluorescent compound by increasing the intensity of the excitation
source, by enlarging the slit widths of the excitation and emission mono-
chromators, or by increasing the amplification ratio of the photodetection
system. Nevertheless, below a certain concentration, which depends on the
nature of the compound and on the apparatus, many factors limit the sensi-
tivity. In many cases, the emission spectrum of a compound present only at
low concentrations can be partly distorted by the Rayleigh and Raman emis-
sions of the solvent. Such an effect can be seen in Fig. 1(a); above 515 nm,
the fluorescence signal (continuous line) is distorted by the Raman emission
(dashed line) but these two lines do not overlap; below 515 nm they do over-
lap because of the intense Rayleigh emission.

To eliminate the major effects of Rayleigh scattering at wavelengths adja-
cent to those of excitation, the synchronous excitation method can be used
for the determination of fluorescent compounds [1—3]. This technique was
introduced by Lloyd [4] for the detection of aromatic compounds and has
since been used by other authors in similar fields (see, e.g. [5]). A typical
result of using this technique can be seen in Fig. 1(b). For quantitative mea-
surements, where the fluorescence of a compound is distorted by Rayleigh
scatter and by stray reflections at the excitation wavelength, the synchronous
excitation method, in which the excitation wavelength (A.,) and emission
wavelength (X.,,) are simultaneously scanned with a constant interval between
them (¢ = A\ew — Aex), nNotably improves the quality of the measurements.
When the measurements are hampered by this type of stray light as well as
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Fig. 1. Comparison between (a) normal fluorescence spectrum and (b) synchronous wave-
length spectrum of fluorescein (20 ng 1) (temperature 20°C, pH 7). The dashed line is
the “blank” spectrum obtained prior to each scan.

by Raman scatter, synchronous excitation again improves the quality of the
measurements compared to conventional techniques, if appropriate values of
c are selected.

Inman and Winefordner [6] proposed a technique of synchronous scanning
based on a constant difference between the excitation and emission frequen-
cies. They successfully applied the method to aromatic hydrocarbons. The
purpose of the present paper is to show, in agreement with Inman and
Winefordner, that the use of this method not only allows spectral informa-
tion to be preserved when the excitation and emission spectra are resolved
but also, mainly from a quantitative point of view, allows the effect of Raman
scattering to be removed, thus improving the apparent sensitivity [7].

EXPERIMENTAL

Chemicals and instrumentation

The fluorescence compounds (Fluka puriss.) were used as received. The
solvents were of spectroscopic quality (Fluka or Merck). Water was distilled
twice from quartz apparatus.

The fluorescence spectra were obtained on a Jobin Yvon JY3 spectro-
fluorimeter or a Farrand Mk I spectrofluorimeter, to which several units
were added as shown in Fig. 2. They were as follows. The stepping motors
were 4-phase 11-PMA-005 models (Socitec Co.). Each of the motors was
mechanically coupled to a JY3 monochromator via a reduction cogwheel,
and to a helipot-type 10-turn potentiometer. A 5-V stabilized potential was
applied to this potentiometer and its output voltage was a function of the
motor position and consequently of the wavelength. The motor driving cards
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Fig. 2. Schematic diagram of the apparatus.

(8D 41007; Socitec Co.) were used to supply and to commutate the four
phases of the motors. They could work by themselves or be driven by an
external command-pulse generator; the latter mode was used. An Intel
SDK-85 card, with a 8085 microprocessor and two home-made data-acquisi-
tion circuits utilizing the user-free space of the card, were used with analog/
digital converters (ADC 1210; National Semiconductor) and an Intel 8253
programmable timer. With this unit, the output voltages of the potentiom-
eters were measured and converted into 12-bit data, the wavelengths at which
the monochromators were set were computed, the timer which produced the
pulses to drive the “excitation’ motor was programmed to scan the wave-
lengths at a chosen speed, and the command pulses driving the ‘‘emission”’
motor were generated and computed to obtain wavelength scanning such
that the difference (AL — A7l,) was kept constant.

A manual switch was added to provide the following scanning options:
“excitation’” motor only, ‘“‘emission’ motor only, or both of the motors, in
either the wavelength or the wavenumber synchronous excitation modes. To
achieve as little interference as possible between the different circuits, sepa-
rate 5-V power supplies were set up to supply the SDK-85 card, the Socitec
motor command cards and the 1210 ADCs. Another card, providing a stabi-
lized 24-V potential was built in an ordinary way to supply the stepping
motors with current.

When the operator had chosen the type of excitation, the only information
that had to be introduced into the microprocessor via the keyboard was the
scanning speed of the stepping motor coupled to the excitation monochrom-
ator. This makes this apparatus particularly easy to use.
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All the spectra reported are uncorrected from the point of view of instru-
mental response or source intensity. Correcting the spectra would lead to
changes in the relative intensities of the spectral peaks, but in no way would
this affect the conclusions. The exact relative peak intensities and Raman
intensity do not affect the principles discussed here.

RESULTS AND DISCUSSION

Qualitative analysis

Anthracene is an excellent experimental example to illustrate the use of
synchronous wavenumber excitation in qualitative analysis. In agreement
with Inman and Winefordner [6], it is possible to retain the essential form of
the conventional spectrum of this compound if a suitable initial difference
between A\, and A, is taken, and selectivity is preserved, or even improved,
because there is better resolution of peaks in the spectrum (Fig. 3). However,
when wrong conditions are selected, there may be a loss in selectivity because
of appreciable loss of maxima, as shown for pyrene in Fig. 4.

Increase of apparent sensitivity

The difference between the excitation and Raman wavenumbers is inde-
pendent of frequency; it depends only on the solvent. Because the mono-
chromators used were not linear in wavenumbers, the first step was to
conduct a computer simulation of the wavelength constant-step spectra of
cyclohexane as a function of the step size, based on the performance charac-
teristics of the Farrand Mk I spectrofluorimeter, i.e., lamp intensity, mono-

360 320 340 360 380 400 300 310 320 330340 350 360 370 380390
Aex {nm) Aex {nm)

Fig. 8. Synchronous wavenumber spectrum of anthracene (10 ng 1"!) in heptane. (Initial
excitation at 300 nm; initially ¢ = 50 nm; wavenumber interval (Av) = 4762 cm™; 4-nm
slit widths.)

Fig. 4. Synchronous wavenumber spectrum of pyrene (10 ng 1"!) in heptane. (Initial exci-
tation at 300 nm; initially, ¢ = 17.5 nm; A» = 1837 em™; 4-nm slit widths.)



95

chromator transmission and photomultiplier tube (PMT) response, which are
functions of the wavelength (or frequency).

The computed variations of the Raman emission signal at the output of
the PMT are shown in Fig. 5 for the case of a common solvent (cyclohexane)
when the wavelength synchronous excitation method is used, for several
wavelength intervals. In Fig. 5, as well as in the experimental spectrum
(Fig. 6), it can be seeun that the synchronous wavelength technique leads to a
“broad” Raman spectrum, This widening depends on the selected interval ¢
and on the widths of the slits [3]. In contrast, Fig. 7 shows the simulated
variations in the signal at the output of the PMT when wavenumber syn-
chronous excitation is used under the same experimental conditions as in
Fig. 5; the recorded signal is particularly widened. This phenomenon is most
noticeable when the energy difference between the excitation (v, ) and emis-
sion (v, ) frequencies is exactly equal to the energy of one of the vibrational
levels of the solvent, vg. When vy is different from v,, — v..,, the signal
intensity remains important but is much lower than when v, — Ve, = Vg.
This can be seen in Fig. 7 when spectrum 4 is compared to the other spectra.

In any case, for given excitation and emission wavelengths, the intensity
of the radiation (I) at the entrance of the PMT is the sum of the intensities
of the fluorescence emission (Iy) and the scattered radiation (). At low con-
centrations, it becomes necessary to subtract I, from the observed intensity
I The scattered radiation can be measured by interpolation or by recording
a “blank” spectrum with a solution free from the added fluorescent com-

A

AN,
200 300

a0 s00 Nex 200 T 3%0 360
Aax (N} X (nm}

Fig. 5. Wavelength constant-step simulated spectra of cyclohexane for different values of
interval c: (1) 20; (2) 25; (3) 30; (4) 35;(5)40;(6)45;(7) 50 nm, Intensity is in arbitrary
units.

Fig. 6. Experimental wavelength constant-step spectrum of cyclohexane. (Initial excitation
at 300 nm; ¢ = 50 nm; 5-nm slit widths.)
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Fig. 7. Wavenumber constant-step simulated spectra of cyclohexane for different values
of the wavenumber interval, av: (1) 2250; (2) 2500; (3) 2750; (4) 3000; (5) 3250;
(6) 3500; (7) 4000. Intensity is in arbitrary units.

Fig. 8. Synchronous wavenumber spectrum: (a) phenol in water (22 ng ml™); (b) “pure”
water. (Initial excitation at 240 nm; initial interval ¢ = 17.5 nm; Av = 2832 cm™; 10-nm
slit widths.)

pound. The curvature and the slope of the ‘“‘scattering” band lead to appreci-
able error when the background is assessed by a simple interpolation proce-
dure. However, when the wavenumber synchronous excitation method is
used, the scattered radiation intensity remains almost constant within the
fluorescence range, which allows reliable interpolation.

From an experimental point of view, it is especially unreliable to attempt
to measure the concentration of a product with great precision when its
maximum emission wavelength lies between the excitation and the Raman
emission wavelengths. In classical emission spectrometry, it is possible to get
rid of part of the dispersing effect by using crossed polarizers. This increases
the Iy /I, ratio but decreases the intensity of the signal at the entrance of the
PMT by a factor greater than four. It is therefore better to use synchronous
excitation techniques than classical spectrofluorimetry, especially if I, and
Iy have the same order of magnitude because the electronic noise cannot
usually then be neglected (cf. Figs. 1 or 6, for example).

Measurement of phenol concentration

It has already been shown [3] that use of the synchronous wavelength
technique lowered the detection limit for phenol although the Raman and
Rayleigh emissions interfered with its fluorescence. To increase the sensi-
tivity of the synchronous techniques (i.e., to maximize Ix /(I + Ig), in which
Iy is the intensity corresponding to the electronic noise), it can be necessary
to set A.,, away from the maximum emission wavelength, A, for phenol. In
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* Fig. 9. Synchronous wavenumber spectra of aqueous phenol solutions of different con-
centrations: (1) 17;(2) 6.5; (3) 3;(4) 0 ng ml™. (Initial excitation at 240 nm; initial intexr-
val ¢ = 15 nm; Av = 2451 ecm™;slit widths /=4 nm with 2 I < ¢.)

that case, the Raman emission intensity, I, can be lowered by a factor much
greater than the Ip(Aep)/Ir(Aey) ratio. The use of synchronous wavenumber
excitation can further increase this sensitivity because, as described above,
the baseline drift is smaller and, more importantly, it is almost linear. A com-
parison of Figs. 8 and 9 clearly illustrates this. In Fig. 8, the maximum signal
intensity was sought. This was obtained with Av = 2832 cm™ (curve a) but
at the same time the Raman emission (curve b) was such that interpolation
was made difficult. In Fig. 9, Av was set smaller (2451 cm™) which resulted
in a much weaker and almost constant baseline drift, although the electronic
hoise was much more prominent. This was due to the use of narrower mono-
chromator slits. These experimental conditions not only allowed easier inter-
polation but also somewhat increased the sensitivity. It is sufficient to
compare [g/(Ig + I;) in Fig. 8 for 22 ng ml™ phenol and in Fig. 9 (curve 3)
for 3 ng ml™.

If an initial interval is chosen such that ¢ is greater than the difference be-
tween the Raman and Rayleigh emission wavelengths, then in principle there
is no longer any major limitation on the choise of slit widths. However, as
can be seen in Fig. 10, there are distorting emissions [8], even in the case of
recently distilled water. Their occurrence implies that the fluorescence signal
is not purely that of the analyte. The method is no longer limited by the
Raman emission but by solvent impurities. Under these conditions, the
quality of the measurement is poorer than the one obtained when the step
chosen is smaller than the difference between the wavelengths of the Raman
and Rayleigh emissions.

In the experiments in which aqueous phenol solutions were used, it was
found [3] that the minimum measurable concentration was a few ng ml™. In
Fig. 9, it can be seen that the use of the synchronous wavenumber technique
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Fig. 10. Synchronous wavenumber spectrum: (a) phenol in water (22 ng 1); (b) “pure”
water. (Initial excitation at 240 nm; initial interval ¢ = 40 nm; Av = 5952 cm™; slit widths
I=10nmwith21<¢.)

allows concentrations of the same order of magnitude to be measured. How-
ever, it is worth noting that the “blank” spectrum is somewhat flatter than
when the synchronous wavelength method is used.

Conclusions

The different techniques are compared in Table 1.

The use of synchronous scanning techniques for quantitative purposes is
interesting, not only because of the possibility of obtaining narrower spectra
but also because they allow the effects of Rayleigh scatter to be removed
almost completely. If the synchronous wavelength scanning technique is
limited in its use when distorting effects are caused by Raman scattering [3],
the synchronous wavenumber scanning technique presented here can im-
prove the quality of the measurements. This method should be used when-
ever the difference between the excitation and emission wavelengths exceeds
the difference between the Raman and Rayleigh emission wavelengths. In

TABLE 1

Comparison of the different fluorescence techniques for quantitative purposes

Technique Rayleigh scatter = Raman scatter with Raman scatter with
¢ > (ARaman ~ ARayleigh) € < {(MRaman — MRayleigh)

Classical Important Possible subtraction of Measurement limited by
spectrum the Raman spectrum Rayleigh scatter

Synchronous Much less Effects partly suppresed Raman and Rayleigh
wavelength important effects suppressed®
excitation

Synchronous Much less Effects totally Raman and Rayleigh
wavenumber important suppressed? effects are suppressed®
excitation

aIn principle. PMonochromator slit widths (/) selected so that ¢ > 2 I,
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other cases, when the synchronous wavelength scanning signal is not dis-
torted, the method presented here only brings minor advantages.

The authors are grateful to the engineer in computer science, L. M.
Vincent, the senior electronic engineer, S. Joly,and the mechanic P. Pommier
for their help when setting up the apparatus.
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SUMMARY

The average degree of condensation of ethylene oxide/tert-octylphenol condensate sur-
factants can be estimated rapidly by u.v. and i.r. spectrometry. The u.v. method is based
on evaluating the specific absorptivity, a, at 275 nm in aqueous ethanol (60:40 v/v), and
inserting this value in equations obtained from previously characterized samples, relating
a to the average properties to be determined. Infrared spectrometry is applied similarly;
the average properties to be determined are related to the ratio between the band heights
at 960 and 840 em™. The relative standard deviations (n = 10) obtained for a sample of
Triton X-100 were 2% by u.v. spectrometry, and 3% by ir. spectrometry. The accuracy
was similar to that obtained by n.m.r.

Surfactants are extensively used in numerous industrial processes because
of their emulsifying, solubilizing, moistening and detergent properties [1, 2].
These compounds have also been used in analytical chemistry in order to
maintain relatively insoluble species in aqueous solution, to form stable
emulsions and to modify the microenvironment of chemical systems. In
addition, they can improve the sensitivity, selectivity or detection limit in
atomic absorption spectrometry [3], u.v./visible spectrophotometry or spec-
trofluorimetry [4]; they are also used in electroanalytical and separation
techniques {4].

The influence that the nature and degree of condensation of the surfac-
tants used have on chemical processes can differ among compounds with the
same commercial denomination from different origins, or even among differ-
ent batches of the same product from the same manufacturer. Therefore, in
order to recommend the use of a given surfactant in an analytical procedure,
it is necessary to specify some of its properties so that the results can be
reproduced.

The methods proposed in the literature are mainly focussed on the deter-
mination of surfactants by chromatographic, spectrometric and electroanaly-
tical techniques [5]. The use of n.m.r. spectrometry has been proposed for
the characterization of non-ionic surfactants, by the absolute integration of
the different types of protons in the molecule [6] and by use of an empirical
equation involving the relative integrations of lipophilic and hydrophilic

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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protons and the hydrophilic/lipophilic balance (HLB) values [7]. It has been
verified [8] that direct treatment of the n.m.r. data provides a rapid and pre-
cise method which can be generalized to compounds of the same type from
different manufacturers, in contrast to the method based on the use of empi-
rical equations. Mass spectrometry has also been used [9]. These methods
require expensive instrumentation. The availability of methods of character-
ization which are rapid and require relatively cheap instrumentation is
desirable.

Ultraviolet/visible spectrophotometry has been used [10] to determine
the average properties of ethylene oxide/nonylphenol condensates by mea-
suring the specific absorptivity a (1 g* c¢cm™) and inserting this experimental
value into equations relating a to the average properties to be determined.
Infrared spectrometry [11] has beéen used similarly, based on the relationship
between the average properties to be determined and the ratio between the
band heights at 960 and 840 cm™.

The aim of the present paper is to characterize ethylene oxide/tert-octyl-
phenyl condensate non-ionic surfactants by u.v. and i.r. spectrometry and to
compare the results with those obtained by n.m.r.

EXPERIMENTAL

Apparatus and reagents

The spectrometers used were as follows: a Perkin-Elmer R-12 n.m.r. spec-
trometer, with a magnetic field intensity of 14 092 gauss and a resolution of
0.35 Hz, equipped with a double resonance accessory; a Shimadzu 240 u.v.
spectrophotometer equipped with a graphic printer PR-1, with 1-cm quartz
cells; and a Pye-Unicam SP-2000 i.r. spectrometer, with sodium chloride cells.
The associated glassware was of standard manufacture [12].

A 3.5% (w/v) solution of tetramethylsilane (TMS) was prepared in distilled
carbon tetrachloride. Samples of ethylene oxide/tert-octylphenol condensates
from the Triton X series (X-114 and X-100) were obtained from Serva,
Panreac, Merck and Fluka.

Analysis by n.m.r.

Surfactant (500 £ 1 mg) was dissolved in an equivalent amount (ca. 8 ml)
of TMS solution and the spectrum of a portion was recorded between 0 and
10 ppm vs. TMS. The spectrum shows three groups of peaks, one at § values
of ca. 7 ppm (aromatic moiety), another between 3 and 4 ppm (ethylene
oxide protons) and the third between 0.5 and 2 ppm (tert-octyl protons).
The absolute integration of the aromatic protons was used as an internal ref-
erence to estimate the number of protons corresponding to the other peaks.

Analysis by u.v. spectrophotometry
Surfactants (0.1—0.2 g) were analysed as described previously [10].
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Analysis by i.r. spectrometry

A drop of the surfactant was placed between two sodium chloride windows
and its i.r. spectrum recorded. The ratio between the heights of the bands at
960 and 840 cm™ (h,/h,) was calculated, and this value was inserted in the
equations relating this parameter to M, £ or HLB obtained from samples pre-
viously analysed by n.m.r.

Reference method

In order to evaluate the accuracy of the methods proposed, the UNE
55-518-75 method [12] was used for the iodimetric titration of ethylene
oxide groups as described previously [10].

RESULTS AND DISCUSSION

Characterization by n.m.r. spectrometry

Table 1 shows the values and precisions obtained for the average molecular
weight (M), average degree of condensation (£) and HLB of the surfactants
studied by the recommended n.m.r. procedure. The percentages of ethylene
oxide (EO) calculated from £ and M, as given by %EO = 100 X 44.052 /M,
are also listed. These values were used to estimate the accuracy of the method
by comparison with the UNE Norme values.

Characterization by u.v. spectrophotometry

Figure 1 shows u.v. spectra of an ethylene oxide/tert-octylphenol conden-
sate of a Triton X-100 type. The band at 275 nm corresponding to the aro-
matic group was chosen as a working wavelength because it allows a wider
surfactant concentration range to be dealt with, because of its relatively low
intensity.

TABLE 1

Average properties of ethylene oxide/tert-octylphenol condensates obtained by n.m.r.
spectroscopy?

Sample N.m.r. UNE Norme

M x HLB EO(%) EO(%)

Triton X-114(1)®, Serva 580(2.7)  8.3(2.6) 13.2(0.6) 63.3(0.55) 62.6(1.3)
Triton X-114(2)P, Serva  550(0.6)  8.0(1.4) 13.3(0.8) 63.6(0.81) — —

Triton X-114, Fluka 550(0.7)  7.9(0.7) 13.1(0.9) 62.6(0.94) — —
Triton X-100, Serva 660(0.5) 10.3(2.0) 14.1(0.1) 67.9(0.08) 68.6(0.8)
Triton X-100, Fluka 660(3.9) 10.3(4.2) 14.1(1.1) 67.9(1.11) — —
Triton X-100, Panreac ~ 710(3.0) 11.3(4.0)  14.5(1.0) 70.2(1.19) — —
Triton X-100, Merck 660(1.5) 10.2(1.3) 14.3(0.3) 68.7(0.32) — —

8Relative standard deviations (%) are given in parentheses (n = 3). P Different batches of
the same product.
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Fig. 1. Ultraviolet absorption spectra of Triton X-100 at different concentrations: (1) 0.10;
(2)0.2;(3)0.3;(4) 0.4 g 17,

Fig. 2. Infrared spectra: (a) Triton X-114; (b) Triton X-100.

The number of aromatic groups in one surfactant molecule does not change
as the number of ethylene oxide molecules condensing per tert-octylphenol
molecule increases, whereas the weight of surfactant that has to be dissolved
in order to have one mole in solution increases in proportion to the number
of ethylene oxide residues. This allows the molecular weight of the surfactant
to be evaluated from the absorbance (A) at the working wavelength and from
the mass of surfactant dissolved, if the value of the molar absorptivity (¢) is
known, because M = ebc/A, where b is the path length and c is the concen-
tration in g I''. The value of the molar absorptivity can be determined for
this type of compound from pairs of A /c values, where c is again measured in
g I'!, for solutions of samples of known molecular weight. It was found that
the experimental values corresponding to each assay, for each compound and
for different degrees of dilution, provide an average value of 1520 = 40,
which is statistically similar to that found for the ethylene oxide/nonyl-
phenol condensates (1600 + 60) [10].

The determination of other properties, such as the degree of condensation
or HLB, would require a study of the variation of the specific absorptivity of
these surfactants with their average properties.

From the absorbance values found for each sample at the different dilu-
tion levels and from the concentration values in g I}, it is possible to obtain a
calibration, differing from one compound to another in the value of the
slope (specific absorptivity). The values decrease with increasing molecular
weight. Table 2 shows the values of the specific absorptivity (a) for seven
surfactant samples of the Triton X series, as well as the standard deviations
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TABLE 2
Average properties of ethylene oxide/tert-octylphenol condensates obtained by u.v. spec-
trophotometry?
Sample Ultraviolet method UNE Norme
a Mo Me xC HLBC EO(%)¢ EO(%)
Triton X-114(1)d,Serva 2.66(0.02) 570(3) 560(3) 8.1(0.1) 13.2(0.04) 63.8(0.2) 62.6(0.8)
Triton X-114(2)4, Serva 2.66(0.03) 570(6) 560(7) 8.1(0.1) 13.2(0.07) 63.6(0.3) — —
Triton X-114, Fluka 2.68(0.03) 570(5) 550(6) 7.9(0.1) 13.2(0.07) 63.3(0.3) — —
Triton X-100, Serva 2.25(0.02) 680(9) 670(9) 10.6(0.2) 14.2(0.07) 69.2(0.4) 68.6(0.6)
Triton X-100, Fluka 2.31(0.01) 660(2) 650(2) 10.2(0.1) 14.1(0.02) 68.4(0.1) — —
Triton X-100, Panreac  2.19(0.01) 690(4) 690(4) 11.0(0.1) 14.4(0.03) 70.2(0.2) — —
Triton X-100, Merck 2.25(0.01) 670(3) 670(3) 10.6(0.1) 14.2(0.03) 69.2(0.2) — —

aStandard deviations (n = 3) are given in parentheses. ® Values obtained from the molar
absorptivity (e). ®Values obtained from the empirical equations involving the specific
absorptivity (a). 9 Different batches of the same product.

corresponding to three independent assays for each compound . Least-squares
regression between a and the values obtained by n.m.r. for M, ¥ and HLB
provided the following relationships:

loga=2.92 —0.907 log M
loga =0.990 — 0.623 log x
a="T7.85—0.393 HLB

(r* = 0.96, seven points)
(r* = 0.96, seven points)
(r* = 0.98, seven points)

Comparison of the regression equations for ethylene oxide/tert-octyl-
phenol condensates with those obtained for ethylene oxide/nonylphenol
condensates shows they are the same for molecular weight and analogous for
degree of condensation. However, as would be expected, those for the HLB
are clearly different, because of the presence of different lipophilic groups.

The values of the average molecular weight, average degree of condensa-
tion and HLB were obtained by insertion of the specific absorptivity values
in the above equations. The percentage of ethylene oxide was determined
from these data, The values found are shown in Table 2.

TABLE 3

Average properties of ethylene oxide/tert-octylphenol condensates obtained by i.r. spec-
trometry

Sample h,/h, 174 x HLB EO(%)

Triton X-114(1)? Serva  0.91(0.07) 550(8) 7.9(0.2) 13.0(0.1) 63.1(0.4)
Triton X-114(2)%, Serva  0.90(0.04)  570(30)  8.3(0.6) 13.3(0.3)  64.0(1.0)
Triton X-114, Fluka 0.85(0.02)  540(9) 7.7(0.2)  13.0(0.1) 62.7(0.4)
Triton X-100, Fluka 1.01(0.03) 650(21) 10.0(0.5) 14.0(0.2) 67.7(0.9)
Triton X-100, Panreac 1.10(0.04) 750(15) 12.1(0.4) 14.8(0.1) 71.6(0.7)
Triton X-100, Merck 1.01(0.00)  650(2)  10.0(0.1) 14.0(0.0) 67.6(0.1)

38tandard deviations (n = 3) are given in parentheses, P Different lots of the same product.
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Characterization by i.r. spectrometry

Figure 2 shows a region of the ir. spectrum of ethylene oxide/tert-octyl-
phenol condensates corresponding to Triton X-100 and Triton X-114. For
these compounds, an increase in the degree of condensation produces an in-
crease in the ratio of the band height at ca. 900 cm™ (h,) to that at 800 cm™
(h,). This ratio was obtained from three spectra recorded for each surfactant
studied. Table 3 summarizes these values as well as their standard deviations.

The equations obtained for h,/h; as a function of the average molecular
weight, degree of condensation and HLB were:

log hy/h, = —2.41 + 0.858 log M (** = 0.95, six points)
log h,/h, = —0.604 + 0.608 log x (r* = 0.96, six points)
log hy/h, = —2.48 + 2.123 log HLB (r* = 0.95, six points)

These equations were obtained from the values of the average properties
determined by n.m.r. (Table 1).

The insertion of the experimental values of the k,/h; parameter, for each
of the compounds studied, in the corresponding empirical equations, allows
the values of M, *x and HLB to be obtained. Table 3 summarizes the results
found.

Comparison of the characterization methods

The different methods suggested above can be compared on the basis of
precision and accuracy, and on the time and instrumentation required. For
n.m.r. spectrometry, the relative standard deviations for three independent
analyses of a given sample were in the ranges 0.5—3% for M, 0.7—4% for %,
0.1—1% for HLB, and 0.08—1.2% for %EO. The values found for %EQO are
very similar to those obtained by using the UNE Norme, the difference being
only 1% relative. The relative standard deviations for ten independent analy-
ses of a given sample by u.v. spectrophotometry were 1.3% for M, 2% for £
and 0.5% for HLB. The accuracy, evaluated by comparison with results ob-
tained by the UNE Norme, was <2% relative. Ten analyses by i.r. spectrom-
etry gave relative standard deviations of 2% for M, 3% for £ and 0.7% for
HLB. The accuracy, estimated by comparison with the UNE Norme, was 1%
relative. These results indicate that all the methods used have similar accuracy
and precision, though i.r. spectrometry is slightly less precise.

In order to confirm the accuracy of the u.v. and i.r. results, the correlation
between these results and those obtained by n.m.r. was studied statistically
[13]. Table 4 summarizes the regression equations for the 21 values obtained
by u.v. and n.m.r. for the ZEO M, x and HLB for the different compounds
assayed, and also for the 18 values obtained by i.r. Also included are the
values of Student’s ¢, defined by t = (M — M;)/sy in which M is the slope or
intercept of the corresponding equation, M, = 1 for the slope test and 0 for
the intercept test, and s;; is the standard deviation. These t values confirm
that the intercepts are statistically zero and the slopes are equal to one,
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TABLE 4

Comparison between the values obtained by the u.v. and i.r. methods with those obtained
by n.m.r.

Technique Parameter Regression equation?® r? t, t,
y=a+ bx

U.v. EO(%) y =2.054 + 0.978x 0.90 0.130 0.092
M y =18.68 + 0.962x 0.88 0.328 0.417
X y=—0.219 + 1.034x 0.94 0.375 0.552
HLB y =0.279 + 0.98x 0.90 0.265 0.262

Lx EO(%) y =0.995 + 0.99x 0.73 0.111 0.077
M y=—59.26 + 1.101x 0.73 0.575 0.608
x y=—0.866 + 1.108x 0.74 0.567 0.662
HLB y=—1.171 + 1.084x 0.73 0.518 0.512

2y are values obtained by u.v. or i.r.; x are values obtained by n.m.r. ¢, are the Student’s ¢
experimental values for the intercept and t, for the slope; the theoretical values are 2.086
for the u.v. data and 2.11 for the i.r. data.

because the experimental ¢ values are less than the theoretical values. Thus
the u.v. and ir. data require no blank correction and do not have constant
relative errors with respect to the values found by n.m.r.

The ir. and u.v. methods, in contrast to the n.m.r. and UNE 55-518-75
Norme methods, require previously analysed samples as standards in order to
characterize other samples. They have the advantages of being equally accu-
rate and rapid and of not requiring expensive instrumentation.
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SUMMARY

Trace elements (As, Be, Cd, Co, Cr, Cu, Mn, Mo, Ni, Pb, V, Zn) in NBS 1645 (river
sediment), NBS 1646 (estuarine sediment), MESS-1 and BCSS-1 (marine sediments),
IAEA SL-1 (Lake Sediment) and IAEA Soil-5, are determined by graphite furnace atomic
absorption spectrometry with the L’vov platform. The samples (ca. 0.25 g) are dissolved
in a mixture of nitric, perchloric and hydrofluoric acids in a PTFE bomb. Results based
on direct calibration with simple aqueous solutions are in good agreement with those
obtained by the method of standard additions and with recommended values. The rela-
tive standard deviations are generally 5—10%. Chromium determinations are also
evaluated by inductively-coupled plasma/atomic emission spectrometry.

The concentration of metals in aquatic sediments is of particular impor-
tance and interest in environmental chemistry. It is generally recognized that
sediments, both suspended and bottom, constitute a potential source of
many dissolved chemical species in waters. Because near-shore marine sedi-
ments are usually composed primarily of clay minerals derived from conti-
nental weathering, along with minor amounts of other minerals, procedures

_developed for dissolution of silicate rocks are often appropriate for sediments,
although consideration must be given to the sometimes appreciable organic
content of near-shore sediments.

The dissolution of geological materials can be accomplished by numerous
techniques which fall into two general categories: fusion and acid dissolution.
Previous studies [1—4] involving trace element determinations in sediments
by atomic absorption spectrometry (a.a.s.) have favored acid digestion proce-
dures, although some problems of incomplete recovery have been encoun-
tered [5]. All these techniques are very effective in dissolving siliceous
material but they do not destroy the large quantities of organic matter
present in some silt and clay lake sediments. Several authors [6—8] have dis-
cussed the incorporation of soluble organic matter into sediments, and its
association with trace elements. The correlation between organic matter and

. trace element content of sediments is well known for several elements,

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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therefore, in the preparation of sediment samples, the important step of
destruction of organic matter must be very rigorous. Because the chemical
composition of lake and river sediments is somewhat different from inorganic
siliceous rocks, but not so different from coal fly ash, a digestion method
previously found satisfactory for fly ash was used for the present study.

Two approaches were used to evaluate the accuracy and precision of the
results obtained: a standard additions method, with injection of sample solu-
tion directly into the furnace, and a direct comparison of the integrated
signals from sediment solutions with those from a calibration graph prepared
from standards in acidified deionized water (1% nitric acid).

EXPERIMENTAL

Apparatus

A Perkin-Elmer model 5000 atomic absorption spectrometer, with
deuterium-arc background correction, a HGA-500 graphite furnace and an
AS-40 autosampler were used. Electrodeless discharge lamps operated from
an external power supply were used for arsenic, cadmium and lead. Conven-
tional hollow-cathode lamps were used for all other elements determined.
Pyrolytically-coated graphite tubes with solid pyrolytic graphite platforms
were used. Zinc in all standard materials and chromium in NBS 1645 were
determined with the same atomic absorption spectrometer, fitted with an
air/acetylene burner. The instrumental conditions conformed to those given
in the instrument manual and are summarized in Tables 1 and 2. A Perkin-
Elmer Autoclave-3, heated in a drying oven with temperature control, was
used for all pressure decompositions.

Reagents

Standard solutions were prepared from 1000 mg 1 standards for a.a.s.
(BDH Chemicals) by dilution with deionized water. Sulfuric acid (96% w/v),
perchloric acid (70% w/v), nitric acid (65% w/v) and hydrofluoric acid (40%
w/v) were Suprapur reagents (Merck). The nickel matrix-modifier solution
was prepared from the BDH atomic absorption standard solution. Magnesium
nitrate hexahydrate was of Suprapur grade (Merck); ammonium dihydrogen-
phosphate used as the matrix modifier solution for lead determinations was
an Ultrex reagent (J. T. Baker).

Procedures

Acid dissolution. About 0.25 g of sample, 4.0 m! of 65% nitric acid, 2.0 ml
of 70% perchloric acid and 4.0 ml of 40% hydrofluoric acid were placed in
the PTFE beaker of the Autoclave-3. The bomb was heated for 3—5 h at
130°C in a drying oven. After being cooled to room temperature, the con-
tents of the beaker were evaporated slowly to dryness on an aluminum
block at 200°C. After addition of 1 ml of nitric acid and 10 ml of water, the
solution was transferred to a polypropylene flask and diluted to 100 m1 with



TABLE 1

Instrumental operating conditions for a.a.s.
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Model 5000 spectrometer
Calibration mode
Integration time
Background corrector

HGA-500 graphite furnace

Step Temp.
no. (°C)

1 80

2 120

3 —a

4 —a

5 —a

6 —b

7 20
Purge gas

Sample volume
Alternative volume

Peak area
6s
Deuterium arc

Ramp time

(s)

1

10
30

1

Oc

1
1

Hold time
(s)

4
10
15

5

6

3
10

Argon, interrupted
20 ul
20 ul

2Charring and atomization temperatures for each element as in Table 2; the temperature
was the same in steps 3 and 4. P100°C higher than the temperature in step 5. “Maximum
power heating mode; ‘“‘read’’ activated at —2 s.

TABLE 2

Experimental conditions

Element A Slit Power Modifier® Temp. (°C) m,®
(nm)  (nm) (c)lrxrrent Char Atomize Direct Standard
method addition
As 193.7 0.7 8w 3 1300 2300 16+ 1 17+ 2
197.2 0.7 8 W 3 1300 2300 32+ 3 33+ 3
Be 2349 0.7 3JOmA 1 1500 2500 1.2+ 0.13 1.3:0.2
Cd 228.8 0.7 5W 2 1000 1500 041+ 0.06 0.48 + 0.09
Co 240.7 0.2 35mA 1 1400 2400 85+1 9.1:2
Cr 357.9 0.7 20mA 1 1600 2500 3.6+ 0.3 4.0+ 0.5
Cu 324.7 0.7 20mA — 1200 2300 3.8+0.2 4.1 +0.2
Mn 279.5 0.2 20mA 1 1400 2200 23+0.1 2.4+ 0.2
Mo¢ 313.3 0.7 35mA — 1800 2700 95 +1 99=:1
Ni 232.0 0.2 30mA 1 1400 2700 12+ 2 12+ 2
Pb 283.3 0.7 9w 2 750 2000 11=+1 12+ 2
ve 318.4 0.7 20mA — 1500 2700 27 + 2 27+ 3

#Modifiers were: (1) 50 ug Mg(NO,),; (2) 200 ug PO:- + 10 ug Mg(NO,),; (3) 20 ug
Ni(NO,),. bCharacteristic mass”: pg of element that produces an integrated absorbance
signal equivalent to 0.0044 absorbance X seconds; values are mean +95% confidence

limits (n = 15). ®Atomization from tube wall.
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deionized water. Blank decompositions with the same reagents, but without
a sample, were run with each set of sample decompositions. The matrix-
modifier solution was added by the AS-40 autosampler, in 10-ul portions, on
top of the sample aliquot on the platform.

When the method of standard additions was used, the standards were added
directly to the sample on the platform, and finally the matrix modifier was
dispensed onto the platform. All analyses involved dilutions in water of the
original sample solutions that varied up to 100-fold to keep the integrated
absorbance (A X s) signals in the linear calibration range. The temperature
conditions and modifiers were similar to those reported by Slavin et al. [9]
and are summarized in Table 2. Before nickel determinations, the contact
rings and surrounding areas were cleaned to remove accumulated salts {10].

Fusion procedure. About 0.25 g of sample and 0.5 g of lithium tetraborate
were placed in a 50-ml platinum crucible and thoroughly mixed. The sample/
flux mixture was fused in a muffle furnace at 1000 + 30°C for 45 min. When
fusion was complete, the cooled crucible was placed in a 100-ml beaker, a
small teflon-coated stirrer was inserted and 25 ml of 5% nitric acid was added.
The solution was heated for 15—20 min at 50—60°C, and transferred to a
100-ml polypropylene flask. The dissolution procedure was repeated with a
second aliquot of nitric acid and this solution was added to the flask, after
which the contents of the flask were adjusted to volume with deionized water.

RESULTS AND DISCUSSION

Sample dissolution

The bomb digestion method used here is similar to that previously des-
cribed [11] for organic and silica-rich sediments. Although perchloric acid
was used and the digestion temperature was increased to 150°C (the manu-
facturer’s suggested upper limit), a carbonaceous residue was observed with
some samples. A possible explanation is that when the bomb method is used
below 200°C (the normal boiling point of the 78% perchloric acid azeotrope),
the perchloric acid does not achieve its maximum oxidizing ability. In order
to ensure complete oxidation of resistant organic matter and also to remove
perchloric and hydrofluoric acid completely from the solution, the sample
was evaporated slowly to dryness. This was preferred to addition of boric
acid [3, 11] because it resulted in solutions with much lower concentrations
of dissolved solids and because perchloric acid has been shown to be respons-
ible for many interference effects in graphite-furnace a.a.s. [12, 13].

Matrix interferences

The L’vov platform seems to be capable of significantly decreasing matrix
interferences in graphite-furnace a.a.s. [12—16], and provides a definite
advantage over atomization from the tube wall in that use of the method of
standard additions is no longer necessary. In this work with sediment solu-
tions, the performance characteristics of the L’vov platform were verified by
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direct comparison of the standard additions method with direct calibration.
The “characteristic mass’’ (m,) [18] was calculated for both procedures. The
values obtained are given in Table 2. The values for arsenic are reported at
two different wavelengths (193.7 and 197.2 nm) because at the former,
aluminum produces significant non-specific absorption which is not elimi-
nated by using continuum-source background correction of matrix modifiers.
As reported previously [17], at 197.2 nm there was no spectral interference,
although at this wavelength the sensitivity is halved.

Standard samples

Table 3 lists the results obtained for the determination of As, Be, Cd, Co,
Cr, Cu, Mn, Mo, Ni, Pb, V and Zn in the NBS 1645, NBS 1646, MESS-1,
BCSS-1, IAEA SL-1 and IAEA Soil-5a standards. The results of blank mea-
surements, based on direct injection of the solution, against a calibration
graph prepared from aqueous standards, are negligible for all these elements.
The mean values (+95% confidence limits) obtained for five separate blank
determinations were: 0.21 + 0.09 ug g As; 0.028 + 0.009 ug g™ Be; 0.012 +
0.004 ug g Cd;0.10+ 0.03 ugg™ Co;0.20 + 0.08 ug g™ Cr; 0.76 + 0.09 ug
g? Cu; 0.37 £ 0.10 ug g Mn; 0.04 + 0.01 ug g™ Mo; 0.37 + 0.11 ug g~* Ni;
0.64+017ugg'Pb;0.53+0.15ugg™ V.

The data reported in Table 3 reveal good agreement (except for lead in
MESS-1 and BCSS-1) between the results obtained by the two graphite-
furnace a.a.s. procedures (direct injection and standard additions) and the
certified values, at the 95% confidence level. The data obtained for lead in
MESS-1 and BCSS-1 are systematically lower than the certified values. The
results are more consistent, for the MESS-1 standard, with those reported by
Sturgeon et al. [19].

Contrary to the report of Sturgeon et al. [19], no background-correction
problems were encountered in chromium determinations and therefore
chromium was determined by using platform atomization. Sinex et al. [20]
reported excellent chromium recoveries for SRM-1645, probably because
this sediment contains chromium in a relatively labile form [21]. This
material is from a highly polluted industrial river and is unusually high in
iron, chromium and organic material. Apparently, therefore, methods which
dissolve most of the trace metals in SRM-1645 do not necessarily achieve
similar levels of dissolution with normal estuarine sediments. For example,
McLaren et al. [22] reported low chromium results for BCSS-1 and MESS-1
and indicated that incomplete dissolution was responsible. They concluded
that certain chromium-containing minerals (e.g., chromite) are not dissolved
by nitric/perchloric/hydrofluoric acid mixtures.

In order to verify this point, three portions of standard sediments were
treated by the procedure described in this paper and by a fusion method with
lithium tetraborate [23] which had been used successfully for fly ashes. In
the solution deriving from the mixed acid digestion procedure, the chromium
content was determined by graphite-furnace a.a.s. and by inductively-coupled
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TABLE 4

Operating conditions for chromium determination by i.c.p./a.e.s.

Spectrometer Perkin-Elmer ICP/6000
Wavelength 267.716 nm
Background intervals —0.125 nm, +0.097 nm
Incident RF power 1250 W

Reflected RF power 5W

Plasma gas flow rate 151 min-!

Aucxiliary gas flow rate 0.8 1 min™*

Nebulizer gas pressure 26 psig

Viewing height 14 mm above load coil
TABLE 5

Determination of chromium (ug g™') in sediment standard reference materials using
different decomposition procedures and measurement techniques

Standard Acid procedure? Fusion procedure? Certified
A.as. Le.p. le.p. value

NBS 1645 3.08 + 0.42 3.09 + 0.26 3.10 + 0.21 2.96 + 0.28

NBS 1646 72+ 5 76 + 6 77+ 7 76 + 3

BCSS-1 118 =+ 7 121+ 10 130+ 9 123 + 14

MESS-1 66 + 2 69 = 4 73+ 2 71+ 11

IAEA SL-1 99 + 10 102+ 5 105+ 6 104 + 9

2Results are mean *95% confidence limits (n = 3).

plasma/atomic emission spectrometry (i.c.p./a.e.s.). In the solution deriving
from the fusion procedure, only the plasma technique was used. The condi-
tions for the latter measurements are summarized in Table 4. The results,
reported in Table 5, reveal good agreement between the chromium recoveries
obtained by the two measurement techniques and also between the acid
dissolution and fusion procedures. Quantitative dissolution and recovery of
chromium in all the sediments analyzed is evident, indicating that complete
dissolution of chromium-bearing minerals was achieved.

Conclusions

The results obtained for the standard samples after acid digestion are in
good agreement with the certified values and have good precision. The tech-
nique is simple and reliable. Direct calibration can be used, so that the method
of standard additions is unnecessary.
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SUMMARY

A rapid (1—2 min) non-destructive method based on electron spin resonance is de-
scribed for the determination of manganese in cadmium selenide powders suitable for
semiconductors. Measurements of the amplitude of the first-derivative curves provide
linear calibration over a wide range. Neither a low-temperature facility nor single-crystal
samples are needed. The method is useful for determining 10™*—10"'% manganese with a
relative standard deviation of about 0.03. The detection limit is 5 X 10°%. The depen-
dence of the e.s.r. signal of manganese(II) on experimental variables is discussed.

Electron spin resonance (e.s.r.) spectrometry is noted for a rare com-
bination of two advantages which are of particular importance for deter-
mining impurities in solids. On the one hand, e.s.r. signals depend on the
chemical state of the impurities to be determined to a greater extent than
those produced by other methods; the parameters of the e.s.r. spectrum
are fully governed by the oxidation state of the element and the nature of
its coordination environment. On the other hand, e.s.r. spectrometry often
enables a component in solids to be determined nondestructively, thus ensur-

| ing the maintenance of the real chemical form of the impurity up to the
moment of measuring the signal. Owing to these distinctive characteristics,
e.s.r. spectrometry can be used extensively and reliably for direct selective
determinations of specific impurity forms in solids.

The e.s.r. method can, of course, be used to determine concentrations
of paramagnetic states only, but extensive data reported recently indicate
that there are many such states in real solids [1—3]. Practically all the transi-
'tion metals exhibit paramagnetic properties in one of their valency states
(and sometimes in more). Quite unusually (from the point of view of “wet

chemistry’’), paramagnetic oxidation states are often stabilized in solids.
Some non-metals are paramagnetic in a number of solid matrixes. The
few papers in which e.s.r. spectra of solids were utilized for direct deter-

‘minations of impurity concentrations have been reviewed [4].
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The advantages of e.s.r. spectrometry mentioned above, combined with
the speed of such determinations, make it a potentially beneficial method
for the analysis and testing of semiconductor materials. There is information
[5] on its use for the determination of different oxidation states of chro-
mium in gallium arsenide. The present paper reports the e.s.r. spectrometry
determination of manganese(Il) in cadmium selenide which is a widely used
semiconductor material in optoelectronics. Manganese(II) is one of the
impurities which are difficult to extract from this material. And, in certain
instances, manganese is artificially introduced into II—VI semiconductors as
a dopant. The e.s.r. method appears to be a convenient non-destructive
method for the rapid determination of manganese(Il) content in cadmium
selenide.

EXPERIMENTAL

Equipment

A Soviet-made RE-1306 X-band spectrometer with a magnetic field
modulation frequency of 100 kHz was used with a TE,;; cavity and quartz
cylindrical ampoules of various diameters (wall thickness ca. 0.15 mm).
For low-temperature investigations, the thermal system was based on a
gaseous nitrogen stream. The g factors were evaluated with respect to 2,2-
diphenyl-1-picrylhydrazyl (DPPH), the resonance field strength being mea-
sured with a Sh1-1 instrument and a GZ-4 frequency meter. The magnetic
field scan was measured with a Mn**/MgO standard which had a hyperfine
structure constant of 86.8 Oe (Oersted).

The atomic absorption spectrometric determinations were done with an
AAS-1 flame spectrometer (Zeiss, G.D.R.).

Preparation of standard samples

Samples of cadmium selenide and selenium were of high-purity grade and
those of manganese metal were of reagent purity. Samples with different
manganese(II) contents were prepared by using manganese(1I) diselenide.

The manganese(II) diselenide was synthesized by heating a mixture of
manganese and selenium with a 50% excess of the latter in a graphitized
vacuum-sealed ampoule. The mixture was heated with an oxygen burner.
Heating was stopped when the exothermal reaction started and then the
ampoule with the sample was annealed for 20 h at 770 K. The product
was powdered and annealed again for 3 h in a vacuum quartz ampoule at
the same temperature. By this operation, the excessive selenium was distilled
off into the other part of the ampoule kept at 300 K. The manganese(II)
diselenide obtained was identified by x-ray diffraction.

A stock sample of cadmium selenide containing 1% manganese(II) was
prepared by grinding the cadmium selenide and manganese(Il) diselenide
mixture in a mortar and then annealing in a vacuum quartz ampoule for
10 h at 1270 K. This sample was used to prepare those with lower manganese
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contents down to 10™% by successive dilutions with cadmium selenide with
homogenization under the same conditions. The manganese content in the
powdered samples obtained was determined by flame atomic absorption
spectrometry after dissolution of the samples.

RESULTS AND DISCUSSION

Spectrum characteristics

In cadmium selenide single crystals which did not undergo additional
saturation with elemental selenium vapour, manganese is found in the
divalent state replacing cadmium(II) ions in the cubic crystal lattice [6].
The manganese(Il) ion has a 3 d° configuration and a ground electron state
¢S5, which is paramagnetic. The e.s.r. spectrum manganese(II) in cadmium
selenide single crystals at liquid nitrogen temperature is composed of numer-
ous lines owing to hyperfine splitting on the **Mn nuclei (I = 5/2; 100%);
six of these lines are particularly intense [7, 8].

By virtue of the isotropy of the g factor and the negligible value of the
zero-field splitting parameter, the above six-line pattern corresponding to the
[—1/2> « |1/2> transition displays a very weak angular dependence and is
easily observed both in single crystals and in powder spectra where other
line systems are smoothed over (Fig. 1). The g factor is equal to 2.008 *
0.001; the hyperfine splitting constant reflecting the strength of the man-
ganese(I11/VI) semiconductor anion bond [8,9] is 65.9 Oe (61.6 X 10™* cm™),
as the present data indicate. The narrowness of the manganese(II) spectral
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Fig. 1. The e.s.r. spectrum of manganese(1I) in the II—VI semiconductor powder at room
temperature.

Fig. 2. Dependence of the first-derivative amplitude of the manganese(II) spectrum on the
sample height in a 2-mm i.d. tube. The size of the powder particles is >0.2 mm. The middle
of the sample coincides with that of the cavity vertical axis. Microwave power 1 mW.



122

lines in powdered samples (AH,, = 9 Oe) provides simple, highly sensitive
determinations of the ion concentration.

Optimization of the conditions for determinations

Preliminary investigations of the influence of various experimental factors
on the required signal and the selection of optimal conditions are required
to achieve high accuracy and precision as well as low detection limits in
e.s.r. determinations.

Sample state and size. The weak anisotropy of the manganese(II) spec-
trum, which provides low detection limits even for powdered samples,
makes it unnecessary to keep the size of the powder particles within a nar-
row range. Once a cadmium selenide sample placed into the cavity of an
e.s.r. spectrometer consists of more than 10—15 single crystals orientated in
a random way, the e.s.r. spectrum exhibits lines which do not differ in width
from the spectral lines of much finer powders.

The considerable influence of cadmium selenide samples on the @ factor
of the cavity makes it expedient to go over from conventional 3-mm sample
tubes to 2-mm tubes. Further reduction of the diameter providing even
greater sensitivity cannot be recommended in all cases, because it sets limits
on the maximum size of the powder particles and causes difficulties for
changing samples in sample tubes.

The dependence of the signal on the height of the powdered sample
in a 2-mm sample tube (Fig. 2) is rather complicated because of large di-
electric losses of the sample. Of the two ranges of heights providing the largest
(and approximately equal) spectrum amplitudes, the first (h = 4—5 mm) is
the better for analysis because overloading the cavity with large samples
containing paramagnetic centres in high concentrations may affect the
accuracy of results [10, 11]. A 0.1 g sample accepted as a standard portion
provides a sample height of 4—6 mm in the sample tube.

The measurable influence of cadmium selenide samples on the @ factor
of the cavity requires accurate fixing of the sample tube position in the
cavity. The best signal reproducibility was achieved when the same sample
tube with a rigidly fixed collar was utilized for all samples. The collar
provided fixed orientation of the tube in the cavity with respect to both
the height and the vertical axis. The procedure used to standardize the
weight, form and position of the sample made it possible to achieve the
signal reproducibility within 3%.

The manganese(Il) spectrum in a cadmium selenide sample recorded at
120 K is only almost doubled compared to the spectrum at room tempera-
ture. Such an insignificant effect of reducing the temperature does not
justify the complication of the analytical procedure caused by the use of a
low-temperature facility. Room temperature was accepted as optimal for
analysis.

Adjacent standard. The dependence of the signal on both the ion content
and the dielectric losses of the sample appeared to be an important problem
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in the es.r. spectrometric determination of manganese(II) in cadmium
selenide (the term ‘‘dielectric” is used conditionally, meaning all SHF
power losses brought about by the interaction of the sample and the electric
component of the electromagnetic field). The effect of the fluctuations in
the sample conductivity on the results of e.s.r. spectrometry is so great that
the hypothesis of a linear correlation of the e.s.r. signal with the manganese-
(II) content in the sample was not verified by a statistical check based on
the r,, criterion.

A small crystal of diphenylpicrylhydrazyl (DPPH) glued to the bottom
of the sample tube was used as an adjacent standard to take account of the
conductivity effect. The amplitude of the DPPH spectral line which is
suitably interposed on the manganese(Il) spectrum (Fig. 1) is affected
by the cavity @ factor as much as the amplitude of the ion to be determined.
The ratio of the amplitudes does not depend on the dielectric losses of the
sample and can be accepted as a measure of the manganese(II) concentration.

Thus, the adjacent standard was used only to check the @ factor and not
as a reference material with a known content of paramagnetic centres.
Evaluation of the data available in the literature shows that correct deter-
mination of the number of paramagnetic centres by comparison with stan-
dards of different nature has several prerequisites that are difficult to fulfil.
The relative error for such an approach is rarely less than 20—30%. The
availability of cadmium selenide samples with known manganese(II) content
made it possible to avoid the use of other standards. The DPPH signal was
used only in the relative expression regardless of the absolute number of
paramagnetic molecules in the DPPH sample.

The procedure for the determination included preliminary recording of
the e.s.r. spectra of some cadmium selenide reference samples with known
manganese(II) content in the same sample tube (with an adjacent standard);
the manganese(II) content of samples of unknown composition was deter-
mined by using the same ampoule tube with the adjacent standard, on the
basis of the plotted calibration line. In this respect, the use of DPPH as a
standard is justified despite the fact that it is not identical with the analyzed
samples in several characteristics, e.g., the Curie temperature [12].

Instrumental variables. Under the conditions of a varying @ factor, the
ratio of the line amplitudes of manganese(I1) and DPPH can be a valid mea-
sure of the signal only if both amplitudes equally correspond to the SHF
power changes. As shown in Fig. 3, this condition is met over the 0—1 mW
range of incident radiation power, the upper limit of which is the optimal
value of this variable for determinations. When manganese(II) is determined
close to the detection limit (for which higher sensitivity is essential and the
requirements for accuracy are less stringent), it may prove feasible to increase
the power to 6—7 mW; this will approximately double the signal while any
error resulting from the non-uniform saturation of the sample and standard
will still not exceed 30% (Fig. 3).

The modulation amplitude of the magnetic field in modern e.s.r. spec-
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Fig. 3. Dependences of the first-derivative amplitudes of the spectra on the microwave
power (P): (o) manganese(1I); (o) DPPH. Manganese content 1 X 102%.

Fig. 4. Dependence of the first-derivative amplitudes of the spectra on the magnetic
field modulation amplitude (AH): (o) manganese(II); (¢) DPPH. Manganese content
1 X 102%; microwave power 1 mW.

trometers exhibits uncontrolled variations during operation to a lesser extent
than the SHF power in the sample;there is little information in the analytical
literature on the instability of modulation amplitudes {13]. Therefore, work
on the relation of linear dependence of manganese(I1) and DPPH amplitudes
on this factor was not considered necessary.

In contrast, when the saturation region of both curves(e.g.,to AH =14 Oe)
is reached, as shown in Fig. 4, a 10—100-fold decrease in the detection limit
can be achieved without any appreciable increase of error in the results
from the possible small uncontrolled variations of the amplitude modula-
tion. When the adjacent standard procedure is used outside the linear region
of the curve (Fig. 4), the value of the modulation amplitude, once estab-
lished, must not be altered without special preliminary investigations, be-
cause the conventional rules of signal normalization [13] are not valid in
this case.

The optimal values of the SHF radiation power, modulation phase,
time and field scanning rate constants were maintained constant throughout
the whole period of operation with only the precalibrated amplification of
the receiver being varied. When the same sample tube with a fixed adjacent
standard was used to record the spectra from samples with significantly
different manganese(II) contents, it was sometimes necessary to change the
amplification in the spectrum scanning between the DPPH and manganese
lines. In doing so, great care was taken that the time between the amplifica-
tion change and the beginning of recording of the manganese line was not
less than ten time constants.
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TABLE 1

Precision (standard deviation, s,, for n determinations) of the e.s.r. determination of
manganese(Il) in cadmium selenide

Mn content (%) 1 x10®* 5x10* 1x107° 3x10® 7x10®% 1x10®

Sy 0.051 0.024 0.025 0.048 0.018 0.005
n 6 5 3 6 6 5
TABLE 2

Results of the e.s.r. and flame atomic-absorption determination of manganese in cadmium
selenide samples (P = 0.95)

Sample Es.r. A.a.s.

no. Mn content n? mP Mn content n? m®
(X1073%) (X1072%)

1 1.23:0.17 2 13 1.24 + 0.05 6 48

2 2.81+0.14 3 12 2.83+0.10 6 48

3 7.75 £+ 0.45 2 13 7.51+0.10 6 48

2Number of replicate measurements of the signal of a sample. bNumber of points on the
calibration plot.

Analytical characteristics of the method

In the concentration range of 10™—0.1% manganese(II), the width of the
spectral lines is invariable, and the calibration plot constructed from spec-
trum amplitudes of samples with known composition is linear. Among the
samples of high-purity cadmium selenide available, none had a manganese(Il)
content of less than 1 X 10™%, but the signal/noise ratio for a sample with
this minimum content indicated that, with the use of the RE-1306 e.s.r.
spectrometer, the detection limit for manganese(II) is about 5 X 107%%.

The precision for determinations of different manganese(Il) contents
is given in Table 1.

To check the accuracy of the method, a few cadmium selenide samples
with unknown manganese content were analyzed simultaneously by the
atomic absorption and e.s.r. spectrometric methods. For e.s.r. spectrometry,
a calibration chart was constructed on the basis of signals from samples
with known metal contents. Both the reference and test samples were
synthesized under conditions that eliminated the possibility of oxidation of
manganese(II) to higher oxidation states. There is a good agreement between
the results of the analyses by the two methods (Table 2); the larger confi-
dence limits for the e.s.r. data result from fewer reference samples and,
consequently, from fewer points used to construct the calibration plot.
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Conclusions

The determination of manganese(II) in cadmium selenide is methodologi-
cally simple. It is not necessary to use a low-temperature installation or
single-crystal samples. Over a wide concentration range, it is possible to use
the simplest measure of signal intensity, i.e., the amplitude of the first-
derivative curve. The method exhibits high sensitivity; even with a rather
insensitive e.s.r. spectrometer, the detection limit is about 5 X 107%%, which
is 1.5 orders of magnitude lower than the limit provided by flame atomic-
absorption spectrometry. The e.s.r. technique allows highly sensitive deter-
minations of manganese even in very pure samples. Unlike most other
techniques, e.s.r. does not require dissolution of the sample which often
results in the release of toxic selenium-containing gases. The absence of the
dissolution stage makes the procedure rapid (1—2 min) and saves the sample.
In some cases, the capacity of the e.s.r. technique to determine only man-
ganese(ll) appears to be beneficial. It tends to be assumed that when cad-
mium selenide is saturated with elemental selenium vapour, the manganese
present in the semiconductor may be converted to higher oxidation states.
The e.s.r. technique could serve as a reliable method of determining the
degree of oxidation.

Preliminary investigations have shown that manganese(II) can also be
determined by a very similar procedure in zinc selenide and cadmium sulfide.

The authors are grateful to G. F. Telegin for the atomic absorption
analyses of the samples.
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SUMMARY

A simple flow-injection system for determination of traces of fluoride by means of
the fluoride-selective electrode is presented. A comparison of several flow-cell arrange-
ments confirmed the advantages of a wall-jet design. Systematic investigations of the
parameters affecting response times (i.e., polishing procedure, flow rate, carrier composi-
tion) established the optimal experimental conditions for measurements down to 1 ug 1™
fluoride. Calibration plots in the lower ug I"! range were neither Nernstian nor linear, but
good precision (0.5—5%) was obtained even when the potential differences for concentra-
tion steps of one decade were as small as 3 mV.,

Since the introduction of the solid-state fluoride-selective electrode by
Frant and Ross in 1966 [1], numerous papers have borne witness to its wide
applications. The outstanding features of this electrode include high selec-
tivity, stability and wide working range. The detection limit in batch proce-
dures is about 10 moll?, although the electrode responds down to 10 mol
I'" [2, 3] when ion buffers are used. However, determinations at fluoride
concentrations below 10 mol I are tedious and often suffer from poor
reproducibility.

The incorporation of the fluoride-selective electrode in continuous flow
[4—6] and flow injection systems [7—9] has immense benefits when com-
pared with stationary measurements. Manipulations are no longer prone to
subjective errors of the operator and interferences caused by displacement of
the electrode are avoided [10, 11]}. High sampling rates have been obtained
[8] and remarkable detection limits have been reported [7]. In the present
study, the performance characteristics of the fluoride electrode in flow injec-
tion analysis (f.i.a.) were systematically examined with respect to various
parameters which affect the response time. General guidelines are given for
the layout of the flow system to match required concentration ranges, with
special emphasis on trace determinations (below 100 ug 1! fluoride) and
high sample throughput. Investigations on interference problems and the
feasibility of application to environmental and biological studies will be pre-
sented in later papers.

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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EXPERIMENTAL

Apparatus

All measurements were made with Orion 96-09 combination fluoride elec-
trodes (Orion Research, Cambridge, MA). A Knick 645 pH meter (Knick,
Berlin, F.R.G.) connected to a strip-chart recorder was used to record the
electrode potential with respect to time. A variable d.c. source was connected
in parallel with the recorder input to provide an offset of up to 1.0 V and
thus allow for maximum recorder sensitivity.

The flow-injection system was built around a manual injection valve with
variable loop length. The carrier solution was propelled either by gravity
flow or by means of a peristaltic pump (Gilson Minipuls). Various flow-cell
designs (Fig. 1) were constructed and tested. The wall-jet cell (Fig. 1a) was
made from a piece of teflon in which holes were drilled to insert the fluoride
combination electrode, the inlet screw and stainless steel outlet capillary.
The distance between inlet nozzle and electrode surface can be changed by
turning the screw. The open cells (Fig. 1b—d) were simply made by fixing
the electrode and the end of the tubing with ordinary laboratory clamps.

a b

salt bridge

filter stri
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Fig. 1. Different flow-cell arrangements for flow-injection potentiometry: (a) wall-jet de-
tector with variable distance between inlet nozzle and sensing membrane; (b) cascade-
type detector; (c, d) parallel flow without and with filter strip to maintain continuous
liquid stream.
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The idea of using a small filter strip to maintain a continuous liquid stream
along the sensing crystal was taken from recent work on electrochemical
stripping analysis {12] and flow-injection potentiometry [13]. Teflon tubing
(0.5 mm i.d.) was used for interconnections.

Chemicals and solutions

Fluoride standard solutions were prepared by appropriate dilution of a1l g
I'! stock solution (Merck Titrisol) with deionized/twice-distilled water. Unless
otherwise stated, TISAB-III (Orion) was added to standards and samples to
give a 1:10 dilution as recommended by the manufacturer. Aluminium and
iron standards (1 g I, respectively) were also prepared from Merck Titrisol
solutions. The carrier solutions were (1 + 9) diluted TISAB-III, containing
varying amounts of fluoride and were deaerated before measurements by use
of a water vacuum pump. This prevents the accumulation of air bubbles at
the electrode surface when the wall-jet cell is used.

Procedure

The flow rate was adjusted to the required value by changing the height of
the reservoir (gravity flow) or by selecting the appropriate pump speed and
pumping tube (peristaltic pump). The electrode potential was recorded until
a stable baseline was obtained. For carrier fluoride concentrations in the
0.01—10 mg 1! range, this usually took less than 5 min. Further electrode
drift was found to be due to the liquid junction. Therefore, as required, the
electrode was removed and the conical diaphragm was cleaned and rinsed
with some milliliters of the electrolyte solution. At carrier fluoride concen-
trations below 10 ug I, continuous drift and baseline fluctuations were
sometimes observed, which could not be overcome by cleaning the liquid
junction.

To calibrate the electrodes under steady-state conditions, the standard
fluoride solutions were used as a carrier. The potentials were read when a
stable potential was achieved. For flow-injection measurements, the standard
solutions were injected and the transient potential change was recorded. Sub-
sequent injections were made after return to the baseline. Carry-over is thus
avoided (or controlled) provided that the injection loop is free from seepage
and the previous sample is washed out carefully. Generally, the loop was
rinsed with a fivefold loop volume of twice-distilled water and a threefold
sample volume. This was particularly necessary when very low concentrations
were measured at high carrier fluoride concentrations and when samples with
large concentration differences were analyzed.

RESULTS AND DISCUSSION

Steady-state conditions

Prior to flow-injection measurements all electrodes were calibrated in
batch and continuous-flow mode under steady-state conditions. Figure 2A
shows the results for four different electrodes. The responses are nearly
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Fig. 2. (A) Calibration plots for four different fluoride-selective electrodes in the 0.001—
1000 mg 1™ range under steady-state conditions in continuous flow. (B) Recorder trace for
steady-state calibration in a flow system in the 0.001—1 mg 1 range; the numbers on the
trace refer to ug 17 fluoride.

identical in the 1—1000 mg 1! range with slopes between 57.2 and 59.0 mV.
Below 1 mg I'!, all responses deviate from linearity in varying degrees. The
original recorder trace for a steady-state calibration under flow conditions in
the 0.001—1 mg I"?! range is shown in Fig. 2B. Electrode drift was usually less
than 1 mV h™'. In batch calibration procedures, however, the electrode
potential for the same solution measured before and after exposure of the
sensing membrane to air was sometimes found to change by more than
+2 mV. This indicates the increased precision of flow systems compared with
batch procedures [10].

Transient conditions

In flow-injection potentiometry, limited dispersion [14] is advisable
because the original composition of the sample should be measured. When
comparatively large sample volumes are injected and the distance between
the point of injection and the electrode is short, the centre of the sample
zone is not dispersed and a steady state can be reached, at least briefly, if the
response time (the time necessary to reach equilibrium potential) is shorter
than the time required for the sample zone to pass the electrode. However,
the response time of a particular electrode depends on several parameters. In
flow systems with high or medium dispersion, the response profile of the
electrode is the result of the superimposition of the concentration change
and the response-time characteristics of the electrode.

Parameters affecting response time
Generally, the response time of ion-selective electrodes is affected by the
surface condition of the membrane, the boundary layer thickness, the height
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of the concentration jump, the direction of concentration change, the sample
composition and, in flow systems, by the composition of the carrier solution.

Cell geometry. Numerous flow-through systems for potentiometry have
been described, e.g., for industrial on-line monitoring [15, 16] and continu-
ous flow measurements (AutoAnalyzer principle) [17, 18]. Detector cells of
different construction have been reported, e.g., thin-layer, tubular and flow-
through caps [16, 19]. In flow-injection potentiometry, the question of the
cell design is of special importance because small dead volumes and well-
defined hydrodynamic conditions are required. The transient signals are
much more sensitive to fluctuations in flow and irregularities in dispersion.
RuZi¢ka et al. [20] proposed a cascade-type detector which has been used in
several other investigations. However, amperometric and voltammetric studies
[21] have shown that a walljet design is favorable; the solution is spread
uniformly over the entire membrane and carry-over is minimal. The effective
cell volume depends on flow rate and distance between inlet nozzle and elec-
trode surface. It can be as small as 1 ul under normal experimental condi-
tions.

A comparison of the four cell configurations shown in Fig. 1 with respect
to response time and carry-over confirmed these findings. The baseline
stability is excellent for the wall-jet and filter strip covered thin-layer cell.
The other two designs lack stability, probably because of irregular flow con-
ditions at the membrane and the diaphragm. The rest of this work was done
with the wall-jet cell.

Surface condition. The europium-doped lanthanum fluoride sensing crystal
is sensitive to adsorption and contamination. Only clean and scratch-free
surfaces provide fast response and reproducible signals. Polishing of the
membrane was proposed by van Oort and van Eerd [22]} to achieve faster
response. Their procedure was used and proved to be beneficial, although
only minimal improvement was obtained for some electrodes. Baseline drift
and bad signal reproducibility during the first 10—30 min was, however,
observed when alumina powder was used for polishing. This is probably due
to aluminium contamination of the surface, which is only slowly removed.
The use of 0.3-um diamond paste is therefore recommended. The decreased
response time after electrode polishing remains for many working hours and
in some cases for several weeks without significant change, depending on the
sample solutions used. Therefore, the polishing procedure was only repeated
when unusually small signals were obtained.

Carrier composition. The composition of the carrier (ionic strength, pH,
viscosity) should be as similar as possible to that of the samples. Therefore,
TISAB III was used as recommended. To prevent the electrode being in a
“vacuum” when no sample is injected, appropriate fluoride concentrations
were added to the carrier solution. This is advantageous for baseline stability,
response time and wash characteristics {5] and has been used by other
workers [7, 22]. In Table 1, the peak height (mV) is given for the injection
of fluoride solutions in the 1 ug I"' to 1 mg 1™ range into a carrier containing
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TABLE 1

Influence of fluoride concentration in the carrier on response?

Fluoride Peak height (mV) with 1--1000 ug 1" F~ in carrier
injected 1 10 100 1000
(ug 17)
1 — 3.7 10.3 21.5
10 5.2 — 6.5 19.4
100 111 7.2 — 16.2
1000 39.0 35.1 34.7 -

2Flow rate 1.3 ml min™, injection volume 125 ul.

different amounts of fluoride. It is obvious that injections of samples with
concentrations above the carrier content give higher signals for the same con-
centration step compared to the reverse case. This is in agreement with earlier
findings [23]. In Fig. 3, this is demonstrated for the step between 0.1 and
1 mg 1! and vice versa. Table 2 lists the potential differences obtained for
three decadal changes in concentration depending on the carrier fluoride
concentration. These data clearly demonstrate that the highest signals are ob-
tained when the carrier concentration is at the low end of the required work-
ing range.

Injection volume. The higher the injection volume, the longer the residence
time of the sample, and so the greater the likelihood of attaining the steady-
state potential [14]. Attainment of a steady state is, of course, unnecessary
in flow-injection potentiometry and is achieved at the cost of sample through-

0.1 mg U! steady-state |
-
500 L I'mg L' steady-siate

[IO mv
0 mv

Potential

I mg U! steady- state

PR
Time Time

Fig. 3. Effect of direction of concentration change on the electrode response. Injection of
a 1 mg 1! fluoride standard into a carrier containing 0.1 mg 1" fluoride leads to about
75% of the steady-state signal, whereas in the reverse case only 25% is obtained.

Fig. 4. Influence of injection volume on signal height. Flow rate 0.5 ml min™, carrier fluo-
ride concentration 0.1 mg 1™, sample concentration 1 mg 1"!. For comparison, the steady-
state signal for 1 mg 1™ fluoride is shown on the right.
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TABLE 2

Potential difference (p.d.) for decadal concentration steps®

Concentration P.d. (mV) with 1—1000 pg 1? F~in carrier
step
1 10 100 1000
(vgl™)
1-10 5.2 3.7 3.8 2.1
10—100 5.9 7.2 6.5 3.2
100—1000 279 27.9 34.7 16.2

aFlow rate 1.3 ml min™, injection volume 125 ul.

put and higher consumption of sample and reagent volumes. Figure 4 shows
a typical recorder trace for consecutive injections of the same sample at in-
creasing volume. A 500-ul sample gives about 95% of the maximum value.
The data cannot be generalized because the situation is response time-
dependent. At low concentrations, even a 5-ml sample may not produce the
steady-state potential, whereas at concentrations above 1 mg 1™ this is usually
attained with 100—200 ul of sample volumes.

Effect of flow rate. With a constant injection volume, the residence time
of the sample is inversely proportional to the flow rate. Therefore, low flow
rates would seem most likely to produce a steady-state signal, but of course
lower flow rates also lead to increased response times (thicker boundary
layers). Again, the situation is also dependent on all the factors influencing
‘the response time (e.g., carrier fluoride concentration, concentration step
direction and height). In Fig. 5 this is demonstrated for two different elec-
trodes under different experimental conditions. In Fig. 5A, gravity flow was

A Lmin B ! min

)

0.5 0.7 1.0 1.3 3.221 17 11 0.7

Time
Fig. 5. Dependence of the signal on flow rate (given under the peaks in ml min™) for two
electrodes under different experimental conditions: (A) gravity flow, 1 mg 17 fluoride
sample, 0.1 mg I fluoride carrier, injection volume 125 ul; (B) peristaltic pump 1 mg 1
fluoride sample, 0.25 mg 1* fluoride carrier, injection volume 125 ul. The double peak in
Bat 0.7 ml min™ is due to back-diffusion of the sample, caused by pump pulsation.
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used and 125-ul samples containing 1 mg I fluoride were injected. The
carrier fluoride concentration was 0.1 mg 1. A steady decrease is observed
with increasing flow rate largely because the response time of the electrode
is not fast enough to follow the concentration change. In Fig. 5B, the signal
increases gradually up to 2.1 ml min™, which suggests that the decrease in
response time caused by a thinner boundary layer has more effect than the
shorter residence time of the sample. It can be concluded that several pro-
cesses influence the responses and their overall magnitude is a characteristic
of the particular electrode. The peak width decreases with increasing flow
rate (Fig. 5), which will be of advantage when high sample throughput is
required; this has to be weighed against the slightly worse sensitivity.

Calibration

Trojanowicz and Matuszewski [24] have discussed the limitation of linear
response in flow-injection potentiometry. Their assumptions and results are,
however, only applicable in the concentration range where the electrode be-
haves in Nernstian fashion. In the non-Nernstian concentration range (below
about 1 mg I for the fluoride electrode in the flow system), the calibration
plots are neither Nernstian nor linear but in practice there is no serious prob-
lem with curve-fitting.

All parameters influencing the response time of the electrode cause a
change in the shape of the calibration plot and can be optimized to match
the required working range. As stated above, the carrier fluoride concentra-
tion should be at the low end of the calibration curve. This requires know-
ledge of the sample concentration. It is, however, possible to calibrate the
electrode below and above the fluoride concentration of the carrier. Figure 6A
shows a recorder trace for a calibration in the 1—1000 ugl™ range and Fig. 6B
shows the corresponding calibration plot.

The reproducibility of triple injections of the same standard is better than
1% for concentrations above 100 ug I and 2—5% for lower concentrations.
The reliability of the calibration was established by successive re-injection of
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Time i L I 10 100 1000
E— 1000 Fluoride concentration (ug 4

Fig. 6. Typical recorder trace (A) and calibration plot (B) for fluoride concentrations in
the 1—1000 ug I"' range. Carrier fluoride concentration 100 ug 1, flow rate 1.0 ml min™
(gravity flow), injection volume 125 ul. The numbers on the peaks refer to ug 1 fluoride.
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Fig. 7. Triplicate injections of standards with low fluoride content (10—1 ug 1 as indi-
cated on the peaks). Carrier fluoride concentration 10 ug 1, flow rate 1.2 ml min™, injec-
tion volume 125 nl.

standard solutions during a period of 3 h; the deviation was found to be in-
significant. Excellent stability of the baseline (usually the fluctuations were
below the resolution of the pH meter, i.e., 0.1 mV) suggests that better pre-
cision would be achieved with better instrumentation.

Figure 7 shows the signals for injections of a blank solution and 1, 3, 5,
7.5 and 10 ug I'! fluoride standards, respectively. The good reproducibility
enables precise measurements to be obtained even at very low levels, Even
concentrations below the ug 1! range appear to be accessible. A critical eval-
uation of fluoride determinations at ng 1! levels and detection limits in flow-
injection potentiometry in general will be reported later.

Conclusions

Earlier findings about the application of the fluoride electrode in flow in-
jection analysis [7, 8, 22] are generally confirmed in this work. A simple
inexpensive system with outstanding features is described. Small samples
{(10—250 ul) are sufficient to determine fluoride. With 125-ul samples, down
to 1 ug I'* fluoride can be quantified according to absolute detection limits
in the picogram range. The residence time of the sample is usually below 10 s
and baseline return is obtained within 20—60 s, which enables sampling rates
of 60—180 h™ depending on the concentration. The flow-injection system is
very flexible for dealing with different concentration ranges under slightly
varied experimental conditions. The wall-jet flow-cell arrangement seems to
be particularly suitable for flow-injection potentiometry; fast response time,
minimum carry-over and good surface cleaning properties are observed. Cali-
bration plots are neither linear nor Nernstian at the low concentration range
because of the transient responses in f.i.a.

The authors express their gratitude to Jolanta Oleksy for her assistance in
the initial stage of this work and to Frank Chisela and Dieter Gawlik for
critical comments.
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SUMMARY

New copper ionselective electrodes based on chalcogenide glasses, Cu, Ag,;_xAs;, ;Se,, s,
display high copper(Il) ion sensitivity with Nernstian response in the range pCu 1—6, short
response time, high selectivity, potential stability and reproducibility. These electrodes are
10—30 times more sensitive in strongly acidic media than crystalline copper ion-selective
sensors and are superior to the copper(I) selenide electrode in selectivity and resistance to
acids and oxidation. A model is proposed to explain the ion sensitivity of these chalco-
genide glass sensors. The sensitivity depends on direct exchange of copper(Il) ions between
solution and the modified surface layer of the glass. The modified surface layer is formed
as a result of partial destruction of the glass network on soaking in solution; its atomic
density is 2.0—2.5 times less than that of the original glass. The structural defects and
hollows make fast copper(Il) ion migration within the modified surface layer possible.
Exchange sites in this layer can be formed by both disproportionation and oxidation of
copper(l) in the glass network, as well as by diffusion of copper(Il)ion from solution in
the case of glasses with low copper content, Experimental confirmation of this model is
provided by x-ray, photo-electron and scanning Auger electron spectroscopy.

Chalcogenide glasses are promising membrane materials for solid-state ion-
selective electrodes. Trachtenberg and co-workers [1, 2] were the first to
show that Fe-doped Ge,sSb,Seq, vitreous alloys are sensitive to iron(III)
ions. Vlasov and Bychkov [3] studied the electronic properties and local
environment of iron in these glasses and established that the potential-
generating process at the chalcogenide glass/solution interface was electronic
exchange between Fe?* (d°) deep donor centers on the membrane surface
and electron acceptors in solution. It was pointed out by Owen [4] that re-
versible solid-state contact to semiconducting chalcogenide glass membranes
is easy to obtain. Lead ion-selective electrodes based on silver ion-conducting
glasses, 0.6 AgAsS,/0.4 Pbl,, were investigated by Bohnke et al. [5, 6].
Vlasov et al. [7—10] showed that chalcogenide glass sensors have several
advantages compared to the corresponding crystalline ones; for example,
silver ion-selective electrodes based on Ag-As-S or Ag-As-Se glasses make it
possible to conduct direct potentiometric determinations of silver ions in
6 M nitric acid [7]. Chalcogenide glasses doped with lead iodide or sulfide
are 5—20 times more selective to cadmium ions and 10—100 times more
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stable to treatment with active oxidizing agents [8, 9]. Greater stability in
strongly acidic media and higher selectivity to alkali cations, thallium,
barium, nickel and iron(III) ions are the advantages of cadmium ion-selective
sensors based on chalcogenide glasses [10].

Copper(Il) ion-sensitive chalcogenide glass electrodes were described by
several authors. Jasinski et al. [11] found high sensitivity and selectivity for
glassy/crystalline Cu,(As,S;);—, materials. Owen [4] and Tohge et al. [12]
studied the electrode response of copper-arsenic-selenium glasses.

The aim of the study reported here was to investigate the analytical char-
acteristics of new copper ion-selective electrodes based on Cu-Ag-As-Se
glasses, as well as the processes which govern the ionic sensitivity of chalco-
genide glass sensors. Depending on copper content, Cu,Ag,s — .As3;55€375
vitreous alloys can be either narrow band non-crystalline p-type semicon-
ductors or amorphous solid electrolytes with high silver-ion conductivity
[13]. Thus, investigations of the electrode response of these membranes, as
well as of glasses with or without silver, could elucidate the role of transport
characteristics in the bulk of the membrane and the role of silver in the be-
haviour of the sensors.

EXPERIMENTAL

Glass synthesis and electrode preparation

Cu,Agys— . As3q58€3,5 alloys containing 0, 0.05, 0.1, 0.2, 0.5, 1.0, 2.0,
5.0, 10.0, 12.5,15.0, 20, 23, 24 and 25 atom% copper were prepared. Evacu-
ated (0.1—0.01 Pa) quartz ampoules containing the high-purity elements,
with a total mass of 3 g, were heated in a furnace for 8—12 h at a maximum
temperature of 1200 K. Ampoules were air-quenched, with an average cooling
rate of 5—6 K s™. The amorphous state and uniformity of the alloys were
confirmed by x-ray diffraction, infrared and scanning electron microscopy.
The glass composition was checked with an electron microprobe.

To prepare electrode membranes, discs (1—3 mm thick and 6—10 mm in
diameter) were cut from the melts. All membranes were thoroughly polished
with very fine diamond paste and sealed with epoxy resin into PVC tubes.
The inner solution was 0.05 M Cu(NO;),/0.05 M AgNO;/0.1 M KNO;, and a
silver wire was the inner reference electrode.

To prepare the all-solid-state electrode, the membrane was polished on the
outer side only and a silver layer was obtained by vacuum evaporation on the
inner side. A wire lead was attached to the latter with silver microadhesive.
Then the inner side was coated with epoxy resin and the membrane was sealed
into a PVC tube.

Fifty-two electrodes were prepared for electrochemical measurements.
Several (4—6) electrodes of each composition were studied, except for sensors
with low copper contents (0.05—2.0 atom% Cu). To compare the electrode
properties of different membrane materials, all electrochemical measurements
were taken with chalcogenide glass sensors and crystalline electrodes of two
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types: (i) the copper ion-selective electrode (Crytur 29-17) with Cu, zSe
single-crystal membrane, and (ii) the polycrystalline CuS/Ag,S sensor pre-
pared as described earlier [14].

Methods
Potentiometric measurements. The potentiometric measurements were
made with the following electrochemical cells:

KCl | | test Cu(NO;),

Ag, AgCl l sat. | KNO, | solution I glass AgNO;, Ag 0
KCl i ! test '

Ag ACCl | oo KNOs | S0 lglass Ag (11

Test solutions in the concentration range 10—10"' M were prepared by suc-
cessive tenfold dilutions of 1 M copper(II) nitrate stock solution. Solutions
with low copper concentration (107°—10"® M) were prepared, just before the
measurements, in a teflon cell by addition of known quantities of concen-
trated copper(1I) nitrate solutions to a standard volume of distilled water or
supporting electrolyte.

Selectivity coefficients were measured by the mixed solution method.
Known volumes of copper(II) nitrate test solutions were added to 100 ml of
a 1 M solution of interfering ion salt (usually nitrate). The selectivity coeffi-
cient was calculated from the equation

Kgﬁg+'Mz+ = Ccu2+/(CM2+)2/z

where cg,2+ is the copper(Il) ion concentration corresponding to the inter-
section of the interfering ion response and the response to copper(Il) ion.
Concentrations not activities were used in these calculations because all mea-
surements were taken in solutions having constant ionic strength. Selectivity
coefficients for lead and cadmium ions were measured in 0.1 and 1.0 M solu-
tions of interfering ion. K‘éﬁh'yeu was measured at pH 1; the concentration
of iron(IIl) (as nitrate) was 107, 10 or 103 M. The selectivity coefficient
Kgﬁ%n ag* Was determined by the separate solutions method.

The pH range of the electrodes was studied in solutions with constant
copper(II) nitrate concentrations and the pH was adjusted by addition of
nitric acid or potassium hydroxide. Experiments in strongly acidic media
were done with copper(Il) nitrate solutions in 1 and 3 M nitric acid.

For measurements of response times, known volumes of copper(Il) nitrate
test solution were added to a rapidly stirred solution in which the electrode
was dipped.

All measurements were made at room temperature. A magnetic stirrer was
used to stir solutions. The e.m.f. of the cells I and II was measured with a
digital voltmeter. A high input-impedance recorder was used for response-
time measurements.

Investigation of the copper valence state. E.s.r. spectra were taken in the
X-band (9.5 GHz) at room temperature and at the temperature of liquid
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nitrogen. Magnetic susceptibility was measured by Faraday’s method in the
temperature range 4.2—300 K with the help of a Setaram MGD3-12FG
instrument.

Study of membrane surface. Surfaces were investigated on just-prepared
glass specimens both before and after soaking in various aqueous solutions.
The dynamics of alterations in surface composition was studied in 0.01 and
1.0 M copper(Il) nitrate, and in 0.01 M copper(II) chloride. The specimens
were dipped in the copper(Il) ion solutions for different periods of time,
washed with distilled water, blotted dry with filter paper, and put in the
spectrometer chamber. A Hewlett-Packard 5950A ESCA instrument was
used to record photoelectron spectra. X-ray Al-K,, radiation (monochroma-
tor) was used for photoelectron emission. Electron binding energies, E,,
were evaluated with respect to the carbon 1s line (E, = 284.4 eV). Atomic
ratios were calculated by the method of Wagner [15]. Collision cross-sections
were taken from Scofield [16]. For quantitative comparison, the atomic
ratios were calculated from the most intense peak of the elements involved.

Depth profiles of the components were studied with a Riber ASC 2000
scanning Auger microprobe. Argon ions with energy 2.5 keV were used for
ion sputtering, the ion-current density being 75 uA cm™.

RESULTS

Glass-forming ability

Under the above conditions of synthesis and cooling, all alloys appeared
to be amorphous and uniform. According to the electron microprobe study,
the glass composition corresponded to original mixture composition. Some-
times, after intensive mechanical grinding and polishing, crystallites 5—20 um
in size were found in a few samples containing 2 and 5 atom% copper. Quan-
titative analysis of these crystallites with the electron microprobe showed
that they contained 80—100 atom% arsenic. Probably this is connected with
an inadequate period of synthesis, which could lead to spontaneous arsenic
crystallization because of local heating of the glass surface during intensive
mechanical treatment. The data obtained on these specimens are not discussed
in the present paper.

Electrical properties

It was shown earlier [13] that alloys containing up to 2 atom% copper are
solid electrolytes with a silver transference number of about unity. For the
glass CusAg,0As;3755€e3,5, the ionic ¢; and hole o, conductivities at room tem-
perature are comparable. Alloys containing >10 atom% copper are non-
crystalline p-type semiconductors. The dependence of the glass conductivity
at 298 K on composition is shown in Fig. 1. Small quantities of copper hinder
silver ion transport in glass and slightly increase o,. This phenomenon re-
sembles the mixed-alkali effect in oxide glasses and other ion conductors
[17, 18], but it is likely to be due to increase in density of the glass structure
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Fig. 1. Room-temperature (298 K) conductivity of Cu,Ag,;_,As,, ;Se,, s glasses: (o) ionic
conductivity o;; (®) hole conductivity op; the heavy line indicates total conductivity oy.

Fig. 2. Response of some Cu,Ag,; ,As;, ;Se,, ; glass electrodes to copper(II) nitrate in
0.3 M KNO,. Values of x (atom%) are shown on the calibration curves.

after addition of the first copper portions and corresponding decrease of
silver ion mobility. The linear dependence of log 6,55 ¥ On copper concentra-
tion x, when x > 12.5 atom% copper, is stipulated by the alteration of the
top of the valence band of semiconducting glasses. Valence-band photo-
electron spectra of the glasses [13] showed that the top of the valence band
was formed by Cu 3d states, which determined the energy gap width of the
glasses containing considerable quantities of copper, and consequently their
electronic properties.

Copper valence state in glasses

Magnetic susceptibility measurements showed that Cu,Ag,s_ ,As3;s5€3, 5
glasses are diamagnetic. In the low temperature range (T < 40 K), some de-
crease of diamagnetic susceptibility was observed which was connected with
the presence of a small quantity of paramagnetic impurities (10°—10™ atom%)
in the glasses. These results show that in the glasses studied copper is present
in the monovalent state Cu* (d*?), its 3d-level being filled up. According to e.s.r.
data, the copper(II) concentration in the glass is not more than 10'¢ atoms
em™, This means that only one copper atom per million can be divalent.
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The results of these investigations of copper valence states are in good
agreement with those of Matias [19] and Taylor et al. [20], who also con-
sider that copper in chalcogenide glasses is in the lower valence state.

Copper(Il) ion response

The electrode responses of some chalcogenide glass sensors in copper(II)
nitrate solutions with constant ionic strength (I = 0.3) are shown in Fig. 2.
Electrodes with membranes of all compositions reveal high sensitivity to
copper(11) ions. The Nernstian range of the electrode response is 107'—10° M
copper(1l) nitrate, and the detection limit is about 10”7 M. The slope S of
the electrode responses of these sensors is about 30 mV /pCu, essentially the
same as the theoretical value from the Nernst equation £ = E; + RT/2F In
acy2+. The slopes of the calibration curves of electrodes with low copper con-
tent (x < 5 atom% copper) were also Nernstian, but considerable drift of the
standard potential E, (up to 50 mV) was observed during successive calibra-
tion measurements. The electrode with the Ag,sAs;;sSes;s membrane
appeared to be copper(Il)-sensitive as well; its S value varied from 33 to
50 mV/pCu.

An unusual form of calibration curve with super-Nernstian slope in the
low concentration range was observed in solutions with high ionic strength,
I> 1.0, for sensors containing less than 10 atom% copper in their membranes
(Fig. 3). The phenomenon will be discussed in detail below.

T 1T T T T 1
CuyA925-xAS37.55€37.5

E (mv})

E (mv)

1x10* t
5s

t(s)
pCu
Fig. 3. Response of chalcogenide glass electrodes with different copper contents in solu-
tions with high ionic strength, I = 3.0. Copper content: (o) 12.5—25.0 atom% Cu; (e) 0.05—
10.0 atom% Cu.

Fig. 4. Typical response curve of a chalcogenide glass sensor (x = 12.5) for a change from
1xX10* Mto1.3 x 10°* M Cu(Il).
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The potential stability of the all-solid-state electrodes was slightly better
than that of the sensors with internal solution. Sensitivity and Nernstian
range of the electrodes of both types differed very little.

Chalcogenide glass sensors with copper content x > 10 atom% displayed
stable and reproducible responses for 3—15 months. The potential stability
of an electrode during a day was +0.02 mV h™, The average E, drift during a
year was 6 mV. The standard potentials of electrodes with the same mem-
brane composition differed by not more than +5 mV. The standard deviation of
E, did not exceed +20 mV for sensors with different membrane composition.

Analytical response times, tys, were about 10—15 s in diluted, and 8—4 s
in concentrated, copper(II) solutions. Typical response dynamics are shown
inFig. 4. It should be noted that the t45 values observed characterize not only
the electrode response itself, but also the diffusion kinetics of copper(II) ions
in the solution and stagnant layer. This means that the 45 values mentioned
depend on hydrodynamic conditions.

The sensitivity, response time and potential stability of crystalline copper
ion-selective electrodes are quite similar to those of chalcogenide glass
sensors.

Selectivity

A typical plot for the evaluation of selectivity coefficients is shown in
Fig. 5. Selectivity coefficients, K832+‘Mz+, of chalcogenide glass electrodes
(with x = 12.5—25 atom% copper) and crystalline copper(Il) sulfide/silver
sulfide and copper(I) selenide sensors, are summarized in Table 1. It can be
seen that 10°—10%-fold amounts of alkali and alkali-earth cations, and 10*—
10°-fold amounts of manganese(II), cobalt(II), nickel(II), zinc(II), lead(II)
and cadmium(II) ions do not influence the chalcogenide glass electrode
potential. The K23% , .+ value is 10°—10'°, therefore silver ions must not be
present during potentiometric determination of copper(Il) ions. Consider-
able interference of iron(III) ions was also observed. The K%3§+'Mz+ values in
Table 1 are average selectivity coefficients for chalcogenide glass sensors con-
taining 12.5—25 atom% copper in the membranes.

The selectivity of the polycrystalline CuS/Ag,S membrane electrode was
similar to that of the chalcogenide glass sensors. The single-crystal Cu, sSe
membrane electrode displayed worse selectivity for copper(Il) ions. The dif-
ference in selectivity coefficients is the most striking for calcium(II), zinc(II),
manganese(Il) and iron(III) ions. The selectivity of the crystalline electrodes
is in satisfactory agreement with earlier data [21].

The inadequate selectivity of the copper(I) selenide electrode to iron(III)
and manganese(lI) ions is probably connected with the high sensitivity of
single-crystal membranes to oxidants in solution. Permanganate can be
present in manganese(II) nitrate solutions, and manganese(II) ion can cata-
lyze oxidizing reactions [22]. Vesely [23] pointed out earlier that Crytur
copper ion-selective electrodes in very dilute copper(Il) ion solution are
sensitive to dissolved oxygen. Considerable sensitivity to oxidation is a
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Fig. 5. Selectivity of the copper(I) selenide membrane electrode () and the Cu,,As;, ;Se,, .
glass sensor (e) in 1 M manganese(II) nitrate. The selectivity coefficients obtained are
1.0 X 107® and 6.6 X 107%, respectively.

Fig. 6. Graphic comparison of the selectivity to some divalent cations of different elec-
trodes: (0) Cu, ,Se; (o) Cu,;As;, ;Se,, ;.

consequence of the high hole conductivity o, in single-crystal Cu, sSe.
Other binary copper chalcogenides are also practically metallic conductors
(0p = 10>—10* ohm™ em™ [24]). This means that potentiometric sensors
based on crystalline binary copper chalcogenides will have the same deficien-
cies as single-crystal selenide electrodes. Low sensitivity to active oxidizing
agents is, however, typical of silver-free chalcogenide glasses. The electrode
characteristics of sensors with Cu,sAs;;sSez;s and Cuy, sAgs sAS3755€37
membranes are similar despite the 70-fold increase in o, at room tempera-
ture as the copper concentration increases from 12.5 to 25 atom% (Fig. 1).
A graphic comparison of selectivity coefficients for two copper selenide
sensors (single-crystal and vitreous) is shown in Fig. 6.

Viable pH ranges

The influence of pH on electrode response in solutions with constant ionic
strength (I = 1.0) is shown in Fig. 7. Typical dependences are shown for chal-
cogenide glass, CuS/Ag,S, and Cu, gSe electrodes. It can be seen (Fig. 7A)
that the potential of the chalcogenide glass electrode does not depend on pH

|
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TABLE 1

Selectivity coefficients of chalcogenide glass electrodes (with x = 12.5—25% Cu) and
crystalline sensors

Interfering Concentration log Kg?fu'Mz»f
ion of interfering o -
ion (M) Cu-Ag-As-Se CuS-Ag,S Cu, ,Se
Li* 1.0 —6.0 - —
Na* 1.0 —5.4 - —
K* 1.0 —6.7 — —
NH; 1.0 —5.6 - —
Mg* 1.0 —6.1 - —
Ca* 1.0 —5.1 —5.1 —2.4
Sr# 1.0 —6.3 —6.1 —5.0
Ba?* 0.3 —6.2 —6.2 —5.0
Mn#* 1.0 —5.2 —5.1 -3.0
Co?* 1.0 —5.6 —5.5 —4.2
Ni? 1.0 —4.5 —4.6 —3.5
Zn%* 1.0 -~5.6 —5.4 —-3.5
Pb? 0.1 —4.5 —4.1 —3.0
1.0 —4.1 —4.2 —3.6
Cd* 0.1 —4.7 —4.3 —3.7
1.0 —5.0 —4.9 —4.0
Fe3* 10°¢ 1.0 1.2 3.3
atpH 1 10 0.6 0.4 2.2
107 0.6 0.5 1.1

at pH > 1. Increased acidity causes a monotonous decrease of electrode po-
tentials. A similar phenomenon was observed earlier for silver ion-selective
chalcogenide glass sensors [7] and may be related to changes in the liquid-
junction potential at the salt bridge electrolyte/test solution boundary as a
result of the excess of highly mobile hydrogen ions. As will be shown below,
this potential decrease in acid solutions does not affect the sensitivity of the
chalcogenide glass electrode in strongly acidic media. The potential decrease
in the alkaline range can be explained by the precipitation of copper(II)
hydroxides.

Chalcogenide glass electrodes are more stable to acids than the crystalline
copper ion-selective electrodes. The increase in potential with increased
acidity for both the crystalline electrodes (Fig. 7B and C) is probably caused
by insufficient selectivity of these sensors against hydrogen ions and by par-
tial dissolution of the membrane.

Typical responses to copper(Il) ion of chalcogenide glass and copper(II)
sulfide/silver sulfide electrodes in 1 M nitric acid are shown in Fig. 8. It can
be seen that the sensitivity of chalcogenide glass sensors in strongly acidic
media is 10—30 times greater than that of the crystalline copper ion-selective
electrodes.
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Fig. 7. Viable pH ranges for different types of electrode at copper concentrations of
107"—107 M: (A) chalcogenide glass electrodes; (B) copper(II) sulfide/silver sulfide mem-
brane electrode; (C) copper(I) selenide single-crystal electrode.

Fig. 8. Response to copper(II) in 1 M nitric acid of different electrodes: (1) copper-
(II) sulfide/silver sulfide membrane electrode; (2) Cu,;As;, ;Se,, ; glass sensor; (3)
Cu,, ;Ag,, sAs,, ;Se,, . glass sensor.

Electrode response in redox media

The redox responses of the chalcogenide glass and crystalline sensors were
studied in solutions of potassium hexacyanoferrate(II1)/(II) at pH 5 and
iron(II1)/(I1) sulfate in 0.1 M sulfuric acid. The responses were compared
with the behavior of a platinum electrode. The platinum electrode behaved
in the expected manner, whereas unstable potentials and sluggish responses
were observed with the membrane sensors, revealing small exchange currents
at the membrane/redox solution interface. Typical responses of platinum
and chalcogenide glass electrodes in hexacyanoferrate mixtures are shown in
Fig. 9. In the low redox potential range and at high total concentrations of
the redox couple (0.1 M), the potential of the membrane sensor was close to
that of the platinum electrode. The potentials of chalcogenide glass and crys-
talline electrodes were much lower than those of the platinum electrode in
solutions with higher redox potential and in solutions with only 102102 M
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Fig. 9. Typical responses to potassium hexacyanoferrate(Il)/(1II) solutions at a total con-
centration of 0.1 M: (©) platinum electrode; (o) Cu;Ag,,As,, ;Se,, , electrode.

total concentrations of the redox couple. Particularly, in iron(III)/iron(II)
solutions, the potentials of all electrodes were lower by 200—300 mV than
the equilibrium redox potential.

DISCUSSION

Characteristics of the ionic sensitivity

The principal characteristics of the behaviour of chalcogenide glass elec-
trodes are as follows. First, glasses of all compositions display a response to
copper(Il) ion, though there were both semiconductors and silver ion con-
ductors among them. Secondly, the standard potentials of electrodes of all
compositions are quite close to each other, whether or not silver is present
in the membrane. Thirdly, the slope S of the electrode response is usually
about 30 mV/pCu. Finally, from the e.s.r. and magnetic susceptibility data,
only one copper ion per million can be divalent in Cu, Agss—,AS3755€;, 5"
glasses, which have had no contact with solution.

Possible mechanisms of copper(Il) ion response
At present, there are several points of view on the sensing mechanism of
solid-state ion-selective electrodes (see, e.g., [256—28] and references therein).
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According to the most widely used model, the response of the copper(II)
ion-selective electrode is connected with the following equilibria near the
membrane surface:

CuS = Cu* + §%7;Ag,S =2 Ag* + §*

Exchange of silver ion between the membrane and the adhering layer of solu-
tion is considered to be a potential-generating process. Silver ion activity in
the adhering layer, a,,+, is determined in this case by the copper(II) ion
activity in solution, ac,2+, and the solubility products of copper sulfide,
K ,(CuS), and silver sulfide, K ,(Ag,S):

Gag = [Kso(Ag:S)acy+ /Ko (CuS)] Y2

Thus, the copper(1l) sulfide/silver sulfide membrane electrode is sensitive to
copper(Il) ion.

However, it is impossible to explain the copper(II) ion response of a copper
selenide membrane or the lead ion response of a single-crystal PbS electrode
from this point of view. Silver ion exchange on the glass/solution interface
cannot be a potential-generating process in the case of copper(Il) ion-selective
chalcogenide glass electrodes, because their electrochemical characteristics,
including standard potentials, differ very little for all membrane composi-
tions, whether they contain silver or are silver-free.

Hulanicki and Lewenstam [29] suggested a diffusion-layer model to ex-
plain the copper(lI) ion sensitivity of a chalcocite (Cu,S) membrane elec-
trode. According to this model, the electrode potential depends on the
copper(l) ion activity, a%u+, in the adhering layer:

E=E, + RT/F Inal .

Hulanicki and Lewenstam [29] took into account three contributions to the
total activity of potential-generating copper(I) ions: the activity of the analy-
tical copper(l) ions in solution near the electrode surface ac,+(A), the activity
of copper(l) ions caused by finite membrane dissolution @c,+(L), and the
activity of copper(l) ions generated by an exchange-type reaction with inter-
fering ions ac ,+(E):

a(())u" = a%u*(A) + a%\f(L) + a%u*(E)

Superscript 0 means that the copper(I) ion activity in the diffusion layer is
under consideration. The copper(Il) ion response of the chalcocite electrode
is connected with the exchange reaction, Cu,S + Cu?* = CuS + 2 Cu*, when
the principal contribution to chalcocite electrode potential is due to ac+(E)
activity.

The application of the diffusion-layer model to chalcogenide glass elec-
trodes is hindered for two reasons. First, the stability of copper(I) ions in
nitrate media is highly debatable, even if copper(I) ions were generated by the
exchange reaction near the electrode surface. Secondly, this model fails to
explain the copper(Il) ion response of the Ag,sAs;;s5€e;3,5 sensor.,
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Jasinski et al. [11] and Owen {4] put forward multi-step adsorption
models to explain the copper(Il) ion sensitivity of chalcogenide glass elec-
trodes. Preliminary soaking and electrode surface oxidation in concentrated
copper(II) ion solutions are essential components of these models. However,
according to our results and the study of Tohge et al. [12], chalcogenide
glass electrodes with polished membranes do not need any special surface
treatment, which is important in the adsorption models mentioned above.
The effect of soaking will be explained below within the framework of a
modified surface-layer model. Finally, Tohge et al. [12] suggested that the
copper(Il) ion response of copper-arsenic-selenium glasses derives from the
potential-generating reaction, Cu® + 2 e~ = Cu®, which produces metallic
copper in the surface layer of the glass. In other words, the sensing mech-
anism of chalcogenide glass electrodes is identical to that of a classical elec-
trode of the first kind [Cu®*'(aq)/Cu®(metal)]. The principal argument in
favour of this reaction is that the slope of the electrode response is about
30 mV/pCu.

However, the unstable potentials and sluggish responses of chalcogenide
glass electrodes in redox media (Fig. 9) provide evidence of the small exchange
currents of electrons (holes) at the glass/redox couple solution interface.
Thus, the stable electrode response to copper(ll) ions even at micromolar
concentrations makes it doubtful that electron exchange is a potential-
generating process for copper(Il) ion-selective chalcogenide glass electrodes.

Modified surface-layer model

It seems possible to explain the ionic sensitivity of chalcogenide glass elec-
trodes within the framework of the following model: (1) a modified surface
layer is formed at the surface of the chalcogenide glass membrane after con-
tact with solution, and the potential-generating processes, which can be
electronic or ionic exchange, proceed in this layer; (2) the most probable
potential-generating process is direct copper(Il) ion-exchange between solu-
tion and modified surface layer. The ion-sensing mechanism on the basis of
such principles can be presented as follows.

A modified surface layer is formed on the chalcogenide glass membrane
surface as a result of interaction with solution and partial destruction of the
glass network. A considerable copper(Il) ion concentration exists in the sur-
face layer, and copper(Il) ion migration is also easier in this layer. A potential-
generating process is direct copper(1l) ion-exchange between solution and
modified surface layer:

Cu®**(solution) = Cu?*(modified surface layer)
Reversibility at the modified surface layer/glass bulk interface is achieved by
Cu**(modified surface layer) = Cu*(bulk) + h*

where h* is a positive charge hole. Copper(II) ions in the surface layer are
generated as a result of two processes: (1) disproportionation of copper(I)
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ions, 2 Cu* » Cu® + Cu®, and subsequent copper metal oxidation; (2) diffu-
sion of copper(lI) ions from solution. The latter is more probable for glasses
with low copper content.

Experimental data obtained in the present investigation and also the char-
acteristics of the ionic sensitivity of lead [8, 9] and cadmium [10] ion-
selective chalcogenide glass sensors (response times in solutions with high
ionic strength, the mode of dependence of selectivity coefficients on ionic
radii of alkali.and alkali-earth cations) support the proposed model.

If the potential-generating process is copper(Il) ion-exchange between the
solution and modified surface layer of the glass, then the structure, composi-
tion and transport properties of the surface layer will be of prime importance
in the description of electrode properties. This is why chalcogenide glasses
with different bulk composition and different types of conductivity display
similar electrode properties. Certainly, the electrode response depends on the
copper bulk concentration in the glass, but on the whole, this dependence is
connected with exchange-current density at the membrane/solution interface.
The differences in exchange-current density affect the potential stability and
reproducibility as well as the electrode response in solutions with high ionic
strength (Fig. 3) and also affect the first calibration measurements taken
from freshly prepared electrodes (Fig. 10). These phenomena are easy to ex-
plain by the modified layer model.

In a concentrated solution of supporting electrolyte, the modified surface
layer is filled up by cations of this electrolyte. The equilibrium potential on
the surface layer/solution interface corresponds to this state. After the first
addition of copper(lI) ions to the test solution, these ions migrate to the
exchange sites in the glass. Because of the retarded diffusion kinetics of the
copper(1l) ions and insufficient exchange-current density of sensors with low
copper concentration in the membrane, non-equilibrium instead of equilib-
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Fig. 10. First calibration curves of just-prepared chalcogenide glass electrodes. Copper
content in membranes: (A) 5; (B) 10; (C) 12.5; (D) 25 atom% Cu. Curves: (1) first cali-
bration; (2) second calibration; (3) third calibration.
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rium potentials can be measured. The difference between equilibrium and
non-equilibrium potentials results in a super-Nernstian slope. The kinetic
character of the above phenomena is confirmed by the instability and drift
of the potential of electrodes with low copper content in this concentration
range. Further increases in the copper(II) ion concentration in solution cause
increased exchange current density, and the electrode response then attains
its usual form. It should be noted that no anomalous behaviour is observed
in solutions without constant ionic strength and in solutions with 7 < 1.0.

The difference in the dynamics of the modified layer formation affects
the first calibration measurements with freshly prepared sensors (Fig. 10).
dJasinski et al. {11] also noted super-Nernstian slopes during the first calibra-
tion measurements. We consider that the super-Nernstian response of elec-
trodes with low copper contents (Fig. 10A and B) is related primarily to
copper(ll) ion diffusion in a membrane surface layer which contains an
inadequate quantity of copper, and to disproportionation and oxidation of
copper(l) ions in the surface layer of the glass. The final formation of the
modified surface layer which governs the electrode properties is due to these
processes.

For sensors with high copper contents (x > 10 atom% copper), formation
of the modified surface layer is quite rapid, therefore the first and subse-
quent calibration curves differ very little (Fig. 10C and D). For sensors with
low copper contents, formation of the modified surface layer is siower. Prob-
ably, the response of an electrode with the Ag,sAs;,5Se;3; s membrane is un-
stable because of the surface layer; its slope was 33—50 mV/pCu.

To confirm the proposed model, some extra experiments were conducted.

Spectroscopic evidence for the proposed model

The formation of surface layers on oxide glasses has been investigated by
many authors (see, e.g., [30—33] and references therein). Chalcogenide glasses
have not been studied from this point of view. Only Voigt and Wolf [34]
showed that a modified surface layer did appear after contact of GeS, chal-
cogenide glasses with atmospheric moisture. Using i.r. spectroscopy, they
found that the glass surface became hydrated, which caused deterioration of
the optical properties.

Different spectroscopic methods were used here to verify the proposed
model of ionic sensitivity of chalcogenide glasses. The examination of the
model included two aspects. First, copper(1l) ions should appear at the glass
surface after contact with the solution. Secondly, after soaking of the glass,
the original surface composition should undergo considerable changes con-
nected with the formation of the surface layer.

Pungor et al. [35] were the first to use x-ray photo-electron spectroscopy
(x.p.s.) for investigations of the oxidation of copper(II) sulfide/silver sulfide
electrodes. It was found by x.p.s. that sulfur on the membrane surface is
present both as sulfide and as sulfate but no change in the copper valence
state was observed.
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In the present study, x.p.s. was used to establish the copper valence state
on the glass surface after soaking in various aqueous solutions and also to
investigate the membrane surface composition.

Copper 2p,,, photo-electron spectra of the glass Cu,pAgsAs;z, sSes, s are
shown in Fig. 11. It can be seen that the spectra are single peaks with full
width at half maximum (FWHM) of 1.3 + 0.1 eV. Electron-binding energies
E, (Table 2) are typical of copper-containing selenide glasses [36, 37] and
crystalline copper selenides [38]. Unfortunately, the copper valence state
cannot be determined from E, values because the chemical shifts of the
Cu 2p;,, lines in copper(l) and copper(ll) chalcogenides have almost the
same values [38, 39]. Romand et al. [38] and Ueno and Odajima [37] used
the Auger parameter a to determine the copper valence state in crystalline
and glassy chalcogenides, but it was impossible to obtain suitable x-ray-
induced Auger electron high-resolution spectra in the present work.

The data about the copper valence state were obtained from the spectra
of glasses containing oxygen impurities in the form of As,0; (Fig. 12). In
dry Cu,sAg,As;;sSe;;s glass containing oxygen, the photo-electron spec-
trum shows a single peak. The E}, value of this peak (Table 2) coincides with
the binding energies of the Cu 2p;,, lines in glasses without oxygen impurities.
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Fig. 11. The Cu 2p,,, photo-electron spectra of Cu, Ag As,, ;Se,, ; glasses: (1) dry glass;
(2) the glass after soaking in water; (3) the glass after soaking in 0.1 M copper(II) nitrate
solution.

Fig. 12. The Cu 2p,,, photo-electron spectra of Cu,,Ag As;, ;Se,, ; glass containing
As,0, impurities: (1) dry glass; (2) the glass after soaking in water; (3) the glass after
soaking in potassium permanganate solution.
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TABLE 2

Binding energies Ey, and full width at half maximum (FWHM) values of Cu 2p,,, photo-
electron peaks of copper-silver-arsenic-selenium glasses

Glass surface treatment Ey (V) FWHM (eV)
Cu;y A8y, 5 ASy 5505,
Dry 931.9 1.3
Soaked in water 932.6 1.3
Soaked in 0.01 M

copper(II) nitrate 932.2 1.4
Cu,,Ag Asy, Sey, s
Dry 932.2 1.2
Soaked in water 932.4 1.4
Soaked in 0.1 M

copper(II) nitrate 932.1 1.3
Cu,, Ag,As,, sSe,, As, O,
Dry 931.8 1.3
Soaked in water 932.1 1.5

933.7 2.5

Soaked in 0.01 M

potassium permanganate 933.5 2.8

After soaking of this glass in water, the second peak shifted to a higher E,
region (Fig. 12, curve 2). The significant width of the second line (2.5 eV)
and its £y, value (Table 2) allow the conclusion that copper(II) ions appear at
the glass surface after soaking in water. Actually, in copper oxides and ferrite
oxides, the E, values of copper(Il) ions are greater than that of copper(I)
ions by 1.1-2.7 eV [39, 40]. The widths of the x.p.s. peaks for copper(II)
ions are broader than those for copper(1) ions, because of multiplet splitting
of the paramagnetic ions [39, 40]. All copper ions on the surface of the glass
oxidized by permanganate solution (Fig. 12, curve 3) are copper(Il) ions.

The alteration of the surface composition of chalcogenide glass membranes
after soaking in various aqueous solutions was confirmed by x.p.s. The
dynamics of changes in composition of a Cuy, sAg;, sAs37sSes; s glass surface
after soaking in 0.01 M copper(Il) nitrate is shown in Fig. 13. Even short
treatment (a few minutes) in copper(II) nitrate solution leads to a consider-
able increase in the silver concentration at the membrane surface and to a
sharp fall in the arsenic content. The copper concentration within the 2—
10-nm thick surface layer (such is the usual free path of photo-electrons in
solids) decreased to half its initial value after the glass had been soaked in
copper(Il) nitrate for a day. The selenium surface concentration changed
least of all. Glasses treated with 1.0 M copper(II) nitrate and 0.01 M copper-
(II) chloride displayed similar behaviour. The formation of the modified sur-
‘face layer in water is considerably slower.

Perceptible alteration of the surface composition is not followed by
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Fig. 13. Surface composition of Cu,, ;Ag,, sAs,, ,Se,, ; glass after soaking for different
times in 0.01 M copper(Il) nitrate. The shaded areas correspond to the original glass sur-
face composition and the dashed lines correspond to bulk concentration. Arrows indicate
the surface composition of the glass after soaking in water for a week.

changes in the chemical state of glass components (copper valence state was
discussed above). The binding energies E,, of As 3d and Se 3d photoelectron
lines, which were measured for Cu;, ;Ag,, sAs;,s5€e;3,5 glass after soaking in
copper(ll) nitrate and copper(Il) chloride solutions, are given in Table 3.
These E, values are characteristic of crystalline and vitreous copper and
arsenic selenides [36—38] and remain constant during the soaking.

The depths of the modified surface layer and the profiles of glass com-
ponents are of significant interest. Preliminary information of this kind was
obtained by scanning Auger-electron spectroscopy. Depth profiles of com-
ponents in the original glass Cu;, s;Ag;, sAS3755€375, and in the same glass
after soaking in 0.01 M copper(Il) nitrate solution for two days, are shown
in Fig. 14. The concentrations of components at the dry glass surface are
practically independent of sputtering time by argon ions. The silver and
arsenic concentrations at the surface of the glass after soaking approach those
in the bulk only after 40—60 min of ion sputtering. The most significant
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1565

Binding energies E,, and FWHM values of the As 3d and Se 3d photo-electron peaks of a

Cu,, ;Ag,, ;As,, (Se,, , glass after soaking in copper(II) nitrate and chloride

Soaking time As 3d Se 3d
(s) E,, (eV) FWHM (eV) Ey, (eV) FWHM (eV)
0.01 M copper(1l) nitrate
10 41.7 1.8 53.9 2.0
1.0 x 10% 41.8 1.5 53.6 1.7
1.0 x 103 41.9 1.5 53.7 1.8
8.8 x 10 53.9 2.0
1.0 M copper(Il) nitrate
3.0 x 102 41.6 2.0 53.9 2.0
1.8 x 10° 41.7 1.6 53.8 1.8
1.3 x 104 41.8 1.7 53.9 1.9
0.01 M copper(ll) chloride
1.6 x 10? 41.8 1.7 53.9 1.9
7.6 X 102 41.8 1.8 53.8 2.0
6.6 x 10° 41.6 1.7 53.6 1.9

changes in concentration occur during the first 5~10 min of the depth profile
analysis. A compilation of data obtained for silicon, silicon dioxide, boron
nitride, aluminium and some other solids [41] made it possible to estimate
the depth of the modified surface layer for the glasses in question. It appears
that the greatest alterations in glass composition take place in the surface

layer 100—200 nm thick.

To understand the copper(Il) ion sensitivity within the framework of this
modified surface-layer model, one must take into account the essential nature
of the mechanism of the direct copper(II) ion-exchange between the solution
and the modified surface layer of the glass. This problem is closely connected
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Fig. 14. Depth profiles of components: (©) in original glass Cu,, ;Ag,, sAs;, ;Se,, s; (®) in
the same glass after soaking for 2 days in 0.01 M copper(II) nitrate.
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with copper(Il) ion migration in the surface layer. Different solid electrolytes
with high copper(I) ion conductivity are well known in solid-state ionic
studies, whereas the diffusion coefficients for copper(II) ion in solids are
significant only at high temperatures [42]. If on admits the existence of a
large number of vacancies, hollows and other structural defects and imper-
fections, however, copper(Il) ion migration is possible at room temperature.
In considering the likelihood of such migration in the modified surface layer
of the glasses studied, it should be recalled that the concentration changes
discussed above are relative concentration changes. This means that the in-
crease in the concentration of silver atoms on the surface (i.e., the number of
Ag atoms per 100 atoms of the surface) can be caused by an actual increase
in the number of silver ions on the surface, by a decrease in the other kinds
of atoms on the surface, or by both effects simultaneously. However, during
the depth profile analysis of the glass, the specimen geometry, time, counting
efficiency of Auger electrons, energy and current density of the primary
beam of monoenergetic electrons, ruster sizes, etc., were fixed. In such a
case, the ratio of the intensities of Auger signals of an element is propor-
tional to the ratio of atomic densities of this element (i.e., the number of
atoms in unit volume) [43]. Our evaluation of Auger signal intensities showed
that the density of the modified surface layer was 2.0—2.5 times less than
the atomic density of the original glass (this difference is shown schematically
in Fig. 15). The presence of such structural defects and hollows must certainly
lead to high copper(Il) ion diffusion coefficients in the modified surface
layer of the glass.

Applicability to crystalline sensors

The modified surface-layer model can be applied to crystalline ion-selective
electrodes. Siemroth and Hennig [44] found that after contact of a single-
crystal copper(I) selenide membrane with aqueous solutions, copper selenide

Original Glass Modified Surface Layer

Fig. 15. Diagram of the original glass surface composition and the modified surface layer
on the same glass after treatment with copper(Il) nitrate solution.
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of another stoichiometry is formed. Lindner et al. [45] and Harsanyi et al.
[46] noted the essential role of adsorption and direct exchange of the pri-
mary ion on the membrane surface during investigations of the response time
and detection limit of solid-state ion-selective electrodes. Chaudhari and
Cheng [47] showed, with the help of the radioisotope ?'°Pb, that adsorption
and/or exchange of lead ions occurred on the surface of a lead sulfide/silver
sulfide membrane. Later, Cheng and co-workers [48,49] used x.p.s. to study
the surface of such electrodes. Alterations of the chemical state of compon-
ents on the membrane surface after soaking in various aqueous solutions as
well as changes in the surface composition of the membrane were observed.
Vlasov et al. [50] studied bromide ion-exchange between the solution and
surface layer of a single-crystal silver bromide membrane with the help of
82Br isotope; no bromide exchange was observed for silver bromide/silver sul-
fide/arsenic sulfide glasses, which did not display bromide response.

The above data confirm the existence of modified surface layers for crys-
talline membranes and of the direct exchange of the primary ion between
solution and the modified surface layer.

The authors thank Dr. Yu. P. Kostikov and V. S. Strykanov for the x.p.s.
measurements. Dr. M. A. Kvantov for the magnetic susceptibility measure-
ments, Dr. E. A. Zhilinskaya for the e.s.r. measurements, Dr. V. S. Ivanov
for the scanning a.e.s. measurements and Dr. Yu. E. Ermolenko for the
copper(1I) sulfide/silver sulfide preparation.
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SUMMARY

Ammonia is important in atmospheric chemistry because it neutralises acidic species
and increases the pH of cloud droplets. Data on the concentration of free ammonia in the
atmosphere are sparse because it is difficult to separate free ammonia from particulate
ammonium salt aerosol. A manual method for the determination of free ammonia in air is
described based on diffusion/denuder tube separation of ammonia from ammonium salt
aerosol. When air is drawn through a tube coated with a selective absorbent (here oxalic
acid) separation is achieved because the gaseous species diffuses much more rapidly to the
tube wall than the particles. After the sampling period (usually 1—4 h, depending on the
free ammonia concentration expected), the sorbed ammonia is washed from the tube and
measured potentiometrically with an ammonia probe. The method is tested theoretically
and experimentally. The absorption efficiency of the coated tubes is ca. 90%. In samples
of room air containing 12—28 ug m-3, the standard deviation is estimated as 1.0 ug m™.
In field use, ammonia contents were in the range 0.53—5.9 ug m=>.

Ammonia is the most important naturally-occurring alkaline species
present in the atmosphere and is therefore of great importance in atmospheric
chemistry. Because of its alkalinity, it neutralises acidic species in the atmo-
sphere, e.g., sulphuric acid and nitric acid. It dissolves readily in cloud water,
increasing the pH of cloud droplets, facilitating the uptake of sulphur dioxide
and nitrogen oxides, and thereby influencing the conversion of these gaseous
species to sulphate and nitrate aerosols. Sources of ammonia in the atmo-
sphere are biological in origin and result from the natural decomposition of
organic materials, e.g., urine from animals.

It is important that the procedure for the determination of free ammonia
be able to distinguish it from the particulate ammonium salt aerosol also
present. This has been attempted previously by pre-filtration of the air sample
to remove ammonium salt aerosol with subsequent determination of free
ammonia downstream of the filter [1, 2]. Alternatively, diffusion/denuder
tubes have been used [3, 4]; these are based on the principle that when air is
drawn through a tube coated with a selective absorbent, separation is achieved
because of the much more rapid diffusion of gaseous species to the tube
walls compared with that of the particles. Free ammonia diffuses rapidly to

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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the walls of the diffusion/denuder tube and is retained, whereas ammonium
salt particles pass through unabsorbed. Filter methods do not really give an
accurate separation of free ammonia from ammonium aerosols because of
interactions on the filter [5—7]. There are three particular interaction mech-
anisms: (i) ammonia can be retained on the filter because of reaction with or
adsorption on particles on the filter; (ii) ammonium aerosol retained on the
filter may dissociate and volatilise to release free ammonia because of depar-
tures from the equilibria these particles previously held with free ammonia in
air; and (iii) ammonium salt particles can react with alkaline sea salt particles
on the filter to release free ammonia.

This paper describes a manual procedure for the determination of free
ammonia in air based on separation on a diffusion/denuder tube from
ammonium salt aerosol. The sampling time is kept to a minimum by rigid
control of conditions. The effectiveness of the method in separating free
ammonia from ammonium aerosol is tested with a laboratory-constructed
aerosol generator.

THEORY

Air is passed through a cylindrical tube coated with a selective absorbent
(here oxalic acid) and the molecules of reactive ammonia gas diffuse to the
walls according to the mathematical model first developed by Gormley and
Kennedy [8]. It is assumed that the wall collisions are inelastic. In this model

C/Cy =0.819 exp (—14.6272nDL/4F) (1)

where C is the mean concentration of ammonia in the air leaving the tube,
C, is the concentration of ammonia in the incoming air, D is the diffusion
coefficient of ammonia in air, L is the length of coated tube and F is the
flow rate.

Errors from concomitant ammonium salt aerosols may arise from two
mechanisms [{3]. In the first, free ammonia can be released from the ammo-
nium salt aerosol passing through the tube because of the departure from the
previous equilibrium of free ammonia and aerosol in ambient air, i.e., the
partial pressure of ammonia in the diffusion denuder tube will be lower than
the ambient partial pressure of ammonia because of diffusion of ammonia in
the tube to the wall. This favours decomposition of ammonium aerosol
particles to release further free ammonia. With the experimental conditions
used in this work (air flow of 21 min~ and coated tube length of 35 cm), the
residence time of a particle within the tube is as little as 0.07 s and so contri-
butions from particulate dissociation are assumed to be negligibly small.

The second mechanism involves direct deposition of particles as they pass
through the tube. For deposition to be avoided, the flow of air through the
coated part of the tube should be laminar and this is so if the Reynolds num-
ber (Re) is <2000. Laminar flow throughout the coated region of the tube is
ensured if there is an uncoated length of tubing (L') upstream of the coated



161

tube. Prandtl and Tietjens [9] have defined its length as L' > 0.05 X d X Re,
where d is the tube diameter and Re = 0dp/n, U being the mean velocity of
the air, p its density and n its dynamic viscosity. If the volumetric flow rate
F = bn(d/2)?, then Re = 4Fp/ndn. For the experimental conditions used in
this work (an air flow of 2 1 min™ and a tube diameter of 3 mm), this equa-
tion gives Re = 988. Therefore, from the definition of Prandtl and Tietjens,
the length of the uncoated tubing should be L' > 15 cm.

Particles can be deposited by gravitation and this becomes significant for
particles of >1—10 um [3], but the problem can be overcome by placing the
tubes in a vertical position. Particles can also diffuse to the tube walls because
of Brownian motion. Fuchs [10] has quoted an expression

n/ng = 2.56p*® — 1.2y — 0.177u*? (2)

where u = 7DL/F, n is the number of particles per unit volume of air deposited
on the tube wall, and n, is the number of particles per unit volume of air
entering the tube.

EXPERIMENTAL

Equipment

The diffusion/denuder tubes were made of glass (50 cm long, 3-mm i.d.).
An etch mark was made 15 cm from the end open to the atmosphere. The
remaining 35 cm was coated with the selective absorbent (see below). Before
first use, the tubes were soaked overnight in a chromic acid cleaning solution,
washed with deionized/distilled water and stored completely submerged in
deionized water in a 500-ml measuring cylinder.

The air-sampling apparatus is shown in Fig. 1. Air was drawn through the
diffusion/denuder tube by a diaphragm pump (Capex 2D; Charles Austen,
Byfleet) and the volume was measured by a gas meter (Model G4; UGI
Meters, London). The flow of air was controlled by a rotameter valve.

Ammonia measurements were made on the aqueous extracts from the
diffusion/denuder tube with a potentiometric ammonia probe (Philips IS561)
housed in a temperature-controlled cabinet at 35 + 1°C. The operation of
the ammonia probe has been adequately described by Midgley and Torrance
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Fig. 1. Apparatus for sampling free ammonia in ambient air with a diffusion/denuder tube.
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[11] and by the manufacturer. The e.m.f. was measured with a pH meter
(Beckman model 4500) attached to a chart recorder.
All chemicals were obtained from BDH Chemicals.

Procedures

The oxalic acid coating solution was prepared daily. Oxalic acid (AristaR
grade) was recrystallised from water; 0.15 g of this oxalic acid was dissolved
in 10 ml of ethanol (Spectrosol grade) and kept in a sealed container.

Before being coated, the diffusion/denuder tube was washed successively
with deionized/distilled water, methanol (AnalaR), and ethanol (Spectrosol).
The open end of the 35-cm section of the tube was placed in the 1.5% (w/v)
oxalic acid solution and, with the aid of a pipette filler, the tube was filled to
the etch mark and then allowed to drain back into the oxalic acid container.
This operation was repeated five times. The coated tube was left to drain for
20 s and then dried by pumping dry air through it for 20 s with a diaphragm
pump. Both ends of the tube were then immediately sealed with Parafilm if
the tube was to be stored. The unsealed diffusion/denuder tube was placed
in position in the sampling apparatus (Fig. 1) and sampling was commenced
at about 2 1 min™. At the end of the sampling period the tube was removed
and sealed at both ends with Parafilm if it was to be stored, and the volume
of air sampled was recorded.

The open end of the coated section of the exposed and unsealed tube was
placed in 5 ml of deionized/distilled water in a small sample vial and, with a
pipette filler, the water was drawn into the tube to the etch mark and then
allowed to drain out. This operation was repeated five times. All ammonia
measurements were made at 35°C in the temperature-controlled cabinet.
After addition of 0.5 ml of 1 mol 1! sodium hydroxide (maintained at 35°C
by storage in the cabinet) to the 5 ml of oxalic acid and ammonia washings,
the e.m.f. of the stirred solution was read after equilibrium had been attained.
The e.m.f. was compared with a previously prepared calibration curve for
ammonia standard solutions within the range 10—1000 ug 1. In all cases,
measurements were made by approaching from a solution of lower concen-
tration; for low levels of ammonia (<100 ug 17'), this should be deionized/
distilled water.

The concentration of free ammonia in air (assuming 100% absorption
efficiency) is given by C, (ug m~2) = a X 5/v, where a is the concentration
(ug17') of ammonia in the 5 ml of washing solution and v is the volume (1) of
air sampled.

RESULTS

Method development

Electrode response time. At room temperature, the ammonia probe res-
ponds very slowly to concentration changes of ammonium ion below about
200 pg 1™ and this limits the usefulness of the electrode even though there is
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sufficient sensitivity in this region for measurements to be possible. The elec-
trode assembly was therefore housed in a temperature-controlled cabinet at
35°C and all measurements were made at this temperature. Table 1 shows
the electrode response times at 20°C and 35°C. Operation at 35°C allows the
electrode to be used conveniently at levels of ammonium ion as low as 10 ug
17!, presumably because of accelerated transport of ammonia across the
membrane.

Effect of air flow rate on absorption efficiency. Theoretical percentage
absorption efficiencies (C/Cy, X 100) can be calculated from Eqn. 1 in the
theory section. In all work, the coating length, L, was 35 cm. Table 2 shows
the effect of varying sample flow rates on the theoretical absorption effi-
ciency of a coated diffusion/denuder tube; the diffusion coefficient of
ammonia in air was taken as 2.36 X 1075 m? s [12]. From these results, air
flows of 2 1 min™ were appropriate for further work.

The experimental absorption efficiency for ammonia was then evaluated
at different flow rates. Two tubes were connected in series and examined
separately after 50 1 of room air had been sampled at various flow rates.
Absorption efficiency was calculated from (lower tube concentration X 100/
lower tube + upper tube concentration). Table 2 shows that variations in
sample air flow did not affect the experimental absorption efficiency (mean
value 90.5%) significantly.

Ammonia measurements in the presence of ammonium salt particles

Particulate ammonium salt aerosol can diffuse to the diffusion/denuder
tube walls by Brownian diffusion and the theoretical absorption efficiency
can be calculated from Eqn. 2. Under the experimental conditions used here,
the second and third terms of Eqn. 2 can be ignored because their effect is
insignificant. Table 3 shows the absorption efficiencies for particles of
various sizes. Diffusion coefficients are taken from Fuchs [10]. The mass of
airborne particles tends to be in the range 0.01—4 um and so it can be con-
cluded that there is insignificant deposition of these particles by Brownian
diffusion under the present experimental conditions.

TABLE 1

Response times? of the ammonia probe at room temperature (20°C) and at 35°C

Concentration Response time (min)

-11b
change (ug17) at 20°C at 35°C
0-10 — 12
0-20 >40 10
0- 50 — 8
0- 100 — 4

2Response time is defined here as the time for the electrode to attain a steady response to
the concentration changes shown. PQ ug 1! refers to deionized water alone.
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TABLE 2

Effect of sample flow rate on the theoretical and experimental absorption efficiency of a
35-cm coated diffusion/denuder tube

Flow rate Ammonia found (ug m-?) Absorption efficiency (%)
i1
(Imin™) Upper tube Lower tube Found Theor.
0.26 1.55 16.4 91.4 -
0.34 1.98 16.1 89.0 —
1.00 — — — 99.7
1.26 1.92 21.0 91.6 —
1.42 1.54 16.4 91.4 —
1.63 2.85 22.2 88.6 —
2.00 1.92 19.2 90.9 95.4
2.50 — - — 91.6
3.00 — - — 87.7
4.00 - — — 80.3
TABLE 3

Effect of particle size on particulate deposition on the diffusion/denuder tube wall by
Brownian diffusion?

Particle size Diffusion coefficient n/n,

(um) (m?s™)

0.01 1.35x 1078 1.50 x 1072
0.1 2.21 x 107'° 9.69x 10"
1.0 1.27 x 10-1* 1.44x 107

2Ajr flow 2 1 min™!; coated length 35 cm.

To ascertain experimentally whether the presence of ammonium salt
aerosol particles interfered with the procedure for free ammonia, aerosol
particles were artificially generated from a laboratory-constructed aerosol
generator, which was a modification of that used by Slanina et al. {5]. It is
shown, with its dimensions, in Fig. 2. The concentration of ammonium par-
ticles in the air stream was calculated from the solution and air flow rates.
Ammonium sulphate was chosen because it is the predominant ammonium
salt in the atmosphere. Ammonium sulphate solution (1 ug mi? NHJ) was
passed to the nebulizer at a flow rate of 0.144 ml min™, and dispersed into
an air stream at 20 1 min™. The concentration of ammonium sulphate par-
ticles in the air stream was therefore 7.2 ug m=. The particle size of the aero-
sol was measured by sampling at the open outlet of the generator into a
particle size analyser (Royco 225). The results of seven runs of 1-min dura-
tion showed that 95% of the particles counted had a diameter <0.5 um, with
a negligible number of particles of diameter <1 um; no counts were obtained
in the 1.4—5.0 um range. Ambient ammonium salt particles are of similar
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Fig. 2. Aerosol generator. Aerosol from the ultrasonic nebulizer (Engstrom NB108) is
directed down a long glass tube where it is dried by an auxiliary flow of air from inlet A.
The air and particles are sampled at position B, where a diffusion/denuder tube is attached.
A solution of ammonium sulphate is fed to the nebulizer at a controlled rate by a peri-
staltic pump (Watson-Marlow). The volume of air into which the aerosol is dispersed is
measured by a volume meter (UGI model G4).

diameter and so the ammonium aerosol generated can be taken to be repre-
sentative of aerosol present in the atmosphere.

The determination of free ammonia in the presence of ammonium particles
was then checked experimentally. All apparatus was thoroughly cleaned
before these experiments were begun. Air was drawn and not pumped through
the ultrasonic nebulizer and generator tube, to avoid contamination from the
components of the pump. A diaphragm pump capable of sampling at 20 1
min~ was placed at position C (Fig. 2). A volume meter was also placed in
the line at this point. A solution of ammonium sulphate (1 ug ml™ ammonium
ion) was pumped to the ultrasonic nebulizer at 0.05 ml min™ and air was
drawn through the nebulizer at 15—~20 1 min~'. Coated diffusion/denuder
tubes were set up in the region of the air intake point (A) and the aerosol
generator outlet sampling point (B). For a set period of time, free ammonia
in room air was compared with the free ammonia determined in the presence
of ammonium particles. The concentration of ammonium sulphate particles
in the air was calculated as outlined above, and was typical of that found in
ambient air. The results (Table 4) show that the presence of particles has a
negligible effect on the determination of free ammonia in air.

Storage of the diffusion tubes

Tests were conducted to ascertain how long coated diffusion/denuder
tubes could be stored both before use and after exposure prior to determin-
ing ammonia.

It quickly became apparent that coated tubes very readily absorbed
ammonia when left to stand in room air without their ends being sealed. The
mechanism of absorption is not known but the effect could be quite large.
For instance, a noticeable effect was found after standing for only 10 min;
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TABLE 4

Free ammonia determination in the presence of ammonium particles

Ammonia found (ug m™) Particulate conen.
-3 +

Without particles With particles (vg m= NH])

22.25 22.45 2.89

19.61 19.45 3.92

19.94 20.15 331

when a tube was left for 2.5 h, its blank value (the ammonium concentration
in the 5 ml of washing solution) increased to 80 ug 1! compared with the
usual level of €10 ug 1™ found when ammonia was measured immediately
after coating. This effect was overcome by sealing the ends of the tube with
Parafilm; when this was done, sealed tubes could be left unexposed for at
least 4 days.

Exposed tubes, if left to stand before ammonia was determined, were
found to give increased free ammonia concentrations even when sealed at
both ends with Parafilm, compared with tubes processed immediately. Table 5
gives a selection of results obtained when exposed tubes were sealed with
Parafilm or with a rubber bung and left for varying times; for comparison, a
duplicate tube was processed immediately after exposure. The calculated
free ammonia concentration was found to increase by as much as 20% in
some instances, but there was no correlation between the time of storage and
the percentage increase in free ammonia concentration.

Performance characteristics

The performance characteristics of the proposed method were assessed. In
all cases the method as described in the procedure was followed.

A typical calibration graph for the ammonia probe electrode is shown in
Fig. 3. For best results, a fresh calibration was prepared with each batch of
samples. Between batches, the electrode was left to stand (submerged in
water) in the temperature-controlled cabinet at 35°C, where it proved to be
stable for periods up to at least 2 months. After this time, the internal filling
solution was replaced.

To estimate the absorption efficiency of the diffusion/denuder tubes, the
percentage of ammonia absorbed on coated tubes was measured by connect-
ing two tubes in series and determining ammonia in each tube separately.
Different volumes of room air were analysed on separate occasions. The
results are given in Table 6. An acceptable absorption efficiency of 88—91%
was obtained in the lower tube.

The precision of the method was estimated by sampling room air through
two tubes in parallel on 18 separate occasions. The free ammonia contents of
the air samples ranged from 12 to 28 ug m™ and the standard deviation was
estimated as 0.99 ug m3.
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TABLE 5

Effect of storage on exposed tubes when sealed with Parafilm or a rubber bung

Ammonia found (ug m™3) after different storage times?

Seal 2h 4h 8h 16 h 24 h

Parafilm 13.8/15.7(13.8%) 13.4/14.9(11.2%) — 16.9/18.7(10.7%) 15.1/17.5(15.9%)
Rubber 15.6/18.6(19.2%) 14.4/15.9(10.4%) 14.2/14.5(2.1%) 17.8/20.3(14.0%) 14.0/16.8(20.0%)

bung

3The first result in each pair (e.g., 13.8/15.7) relates to the tube processed immediately
and the second result to the stored tube. The % increase in ammonia content on storage is
given in parentheses.

Potential (mV)

=20 " P | " 1N
10 20 50 100 200 500 1000

NHg (g L)

Fig. 3. Ammonia probe calibration line.

Tube blank. 1t is important that blank diffusion/denuder tubes are included
in any series of measurements, by coating, sealing, and processing in exactly
the same way as sample tubes. In most cases, the level of ammonia found in
the 5 m! of deionized/distilled water after dissolution of the coating was
<10 ug 1™ but on occasions the levels were >10 ug17. Ion-chromatography
of 1.5% (w/v) oxalic acid solution showed ammonia contents of about
0.02 ug ml™ (or 1.3 ug g™' ammonia in the solid oxalic acid). Because no
more than 0.1 ml of the oxalic acid solution was expected to be deposited
on each tube, the contribution of ammonia from oxalic acid is no more than
0.4 ug 1™ in the 5 ml of water used to dissolve the coating and accordingly
does not contribute significantly to the blank. If high blanks (>10 ugl™ in
the 5 ml of water) are encountered, contamination is likely to be the source.
This most probably arises by diffusion of atmospheric ammonia into solution
in uncovered sample containers and, as mentioned previously, by diffusion
into the coated tubes. The determination of tube blanks serves as a means of
checking the cleanliness of working. If tube blanks prove difficult to keep
below 10 ug 1! in the 5 ml of water, the air sampling time should be increased
so that at least 100 ug 17! levels of ammonia are examined in the sample. This
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TABLE 6

Absorption efficiency of ammonia diffusion/denuder tubes

Volume sampled Ammonia found (ug m-3) Absorption
@ Upper tube Lower tube efficiency
(%)
216 1.3 9.5 88.0
206 1.7 13.1 88.5
50 1.9 19.2 90.9

means that for an ammonia concentration of 1 ug m™ in air, a sampling time
of approximately 4 h is required.

Measurements of free ammonia in air

Measurements of free ammonia in air were made in the field at four
different sites. The sampling apparatus was mounted onto a frame and
powered from a 12-V car battery. Sampling was done for approximately 1 h
at each site on a day when the weather was overcast and it had recently been
raining. Duplicate blank tubes were prepared and determined at the same
time as the samples and gave negligible ammonia concentrations. On a
previous occasion, air was sampled at CERL, both in the morning and after-

noon when the weather was warm (27°C) and sunny. Results are given in
Table 7.

DISCUSSION

The technique described, in which free ammonia is separated from parti-
culate ammonium salts in a diffusion/denuder tube, allows free ammonia to
be determined in the atmosphere at the levels expected to be encountered,
ie., 0.2—10 ug m™3. The lowest level of ammonia that can sensibly be deter-
mined potentiometrically in the 5 ml of water used to extract ammonia from
the coated tube is about 10 ug 17'. Although the electrode has sufficient
sensitivity, its very sluggish response precludes its use below this level. For
the determination of very low levels of ammonia (<1 ug m™3), it is recom-
mended that air be sampled for at least 4 h. If the levels are >1 ug m=, a 1-h
sampling time will probably be adequate.

It is very important that contamination be avoided because errors can be
quite large, especially for low ammonia concentrations and short sampling
times. If results of the highest precision are required, sampling times should
be increased accordingly.

The method was examined both theoretically and experimentally. The
experimentally derived absorption efficiencies of the diffusion/denuder tubes
were approximately 90% and this agrees well with the 95% calculated from
the mathematical model. The mathematical model also indicated that
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TABLE 7

Free ammonia concentration in air at five separate sites

Site Free ammonia Site Free ammonia
found found
(ug m3) (ug m™)
Chessington TQ1776142 0.85 CERL Leatherhead? a.m. 3.98
Morden TQ2536762  0.94 CERL Leatherhead® p.m.  3.80
Sutton TQ2556508 1.05 CERL Leatherhead® p.m. 5.89

Ranmore Common TQ1415042 0.563

aSampled on 29:11:84. The Ordnance Survey reference is given. PSampled on 18:6:1984.

interference from particulate ammonium salts should be negligible and this
was confirmed experimentally.

It is important that coated tubes are sealed with Parafilm before use. For
the best results, it is recommended that the analysis be conducted immediately.

The work was done at the Central Electricity Research Laboratories and
this paper is published by permission of the Central Electricity Generating
Board.
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SUMMARY

Two cells with ion-selective electrodes are described for industrial flow analysis, involv-
ing the flow-injection technique and continuous monitoring. The dependence of the elec-
trode signal on the experimental parameters is discussed using the determination of
cyanide as a model. It is shown that sensitive and reproducible measurements are possible
even if the industrial application requires that the measuring cell be large, provided that
the flow rate of the carrier liquid is sufficiently high. Large cell volumes are advantageous
in continuous monitoring, as the signal approaches that obtained under steady-state con-
ditions. Experiments with a calcium ion-selective electrode and with an ammonia gas probe
show that the slow response of the sensor severely limits its applicability in flow analysis.

Ore treatment plants, especially those involving hydrometallurgical pro-
cesses, as well as many other industrial enterprises, are at present extensively
automated and thus require automatic analytical control. Chemical analyzers
must work reliably under extreme conditions of dirty production lines and
must therefore be simple, robust and easy to operate. Some electrochemical
measurements are well suited for this purpose because they yield easily
treated signals (e.g., electrical conductance, voltage or current) that permit
instantaneous monitoring of a process, and feed-back control.

Ion-selective electrodes (ISEs) have been applied extensively for flow mea-
surements (see, e.g. [1—3]), both for continuous monitoring and for flow-
injection analysis (f.i.a.) [4]. However, greater attention has been paid to
laboratory analyses than to industrial measurements; the latter have been
reviewed [5].

The performance of a detector in a flowing liquid depends on the proper-
ties of the sensor itself, on the geometry of the measuring cell and on the dis-
persion of the test substance in the connecting pathways in the apparatus.
To date, cell construction, the sensor properties and solute dispersion in
tubes have mostly been studied in connection with h.p.l.c. detection [6]
and f.ia. [4]. Several models have been developed to describe dispersion

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B. V.
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phenomena quantitatively; useful surveys are available [7, 8]. In these
studies, the systems were optimized to match the models.

This paper describes an investigation of the performance of detectors with
ISEs that have been constructed for industrial applications. Therefore, the
cells and connecting tubing are larger to prevent blocking and to accommo-
date large electrodes; they consequently deviate from the conditions required
by the theoretical models. In order to provide some criteria for the construc-
tion of cells which cannot be optimized from the point of view of solute
zone dispersion and cell geometry, the dependencies of the detector signal
on the measuring conditions are studied here by using continuous monitoring
and a flow-injection system for the determination of cyanide. The results
from these model systems are applied in the construction of an automatic
on-line analyzer for waste waters from industrial cyanide extraction of gold.
To compare the results obtained with ISEs with various response rates, mea-
surements were also made with a calcium-selective electrode and an ammonia
gas probe.

EXPERIMENTAL

The measurements were made with the apparatus outlined in Fig. 1 which
consisted of a peristaltic pump (Zalimp 304, Poland), a mixing coil, a rotary
sampling valve and a potentiometric detector containing a cyanide ion-
selective electrode (Crytur, Czechoslovakia) and a saturated calomel refer-
ence electrode (Radelkis, Hungary). Silicone rubber connecting tubing
(1 mm i.d.) was used.

The rotary sampling valve (Fig. 2) is analogous to one described earlier
[9]. It consists of two PVC stators, between which an exchangeable PTFE
rotor can be turned by 180°. The diameter of the rotor channel determines
the sample volume, from tens to hundreds of microlitres. Silicone rubber
seals are placed between the rotor and the stators. The test solution flows
through one tube, the carrier liquid through the other, and the sample is
injected by rapidly turning the rotor by 180°. The increase in the pressure in
the system during turning of the rotor is compensated by the elastic stretch-

pHILS

CN™

el

I

Fig. 1. Schematic diagram of the measuring apparatus: (1) NaOH reservoir; (2) water
reservoir; (3) cyanide inlet; (4) peristaltic pump; (5) sampling valve; (6) potentiometric
detector.
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Fig. 2. The sampling valve: (A) PTFE rotor (3.8 c¢m tall, 6.0 cm o0.d.) with channels of
known volume; (B, C) stators; (1) carrier solution inlet; (2) sample inlet; (3) outlet to the
detector; (4) outlet to waste. Inlets and outlets are 1 mm i.d.

Fig. 3. The two-electrode measuring cell: (1) ISE; (2) reference electrode; (3) cell body;
(4) spacer; (5) rubber seal; (6) fixing screws. The inlet and outlet channels are of 1 mm
diameter.

ing of the walls of the silicone rubber tubes up to flow rates of ca. 5 ml
min™; at higher flow rates, a pinhole in the inlet tube for the carrier solution
suffices to relieve the pressure.

Two detector cells were used. One cell (Fig. 3) consists of two polymethyl-
methacrylate blocks with holes for an ISE and a reference electrode. The
polished faces are separated by a PTFE or silicone rubber spacer which de-
fines the working space, varying from a few tens to over 1000 microlitres,
depending on the spacer thickness. The other polymethylmethacrylate cell
(Fig. 4) contains three electrodes (two ISE’s and a reference electrode) in the
channel through which the test solution flows. The seals surrounding the
electrodes contain small holes through which air bubbles that may be formed
during the measurement can escape. The cell permits simultaneous measure-
ment of two quantities (e.g., the cyanide content and the pH) and has an
internal volume of 0.5 ml.

Measurements were made at laboratory temperature (20 + 2°C) in the
following way. Solutions of sodium hydroxide, water and potassium cyanide
were pumped through the apparatus. The sodium hydroxide solution and
water were mixed in the coil (usually 90 cm long) to adjust the pH to 11.5,
and the mixture was fed through the sampling valve into the detector as the
carrier liquid. The potassium cyanide solutions were pumped through the
other tube and 70-ul samples with cyanide concentrations of 5—50 mg 1™
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Fig. 4. The calibration graphs obtained for cyanide: (a) by the flow-injection system;
(b) by continuous monitoring.

Fig. 5. Dependence of the peak height (A) and the peak half-width (B) on the liquid flow
rate for different cell volumes: (a) 25; (b) 100; (¢) 1500.

were introduced into the carrier stream. The cell volumes studied were 25,
100 and 1500 ul. For some measurements, a calcium ion-selective electrode
(Crytur, Czechoslovakia) and an ammonia gas probe (Radelkis, Hungary)
were also used. For the preparation of the solutions used, p.a. chemicals
(Lachema, Czechoslovakia) were used as received.

RESULTS AND DISCUSSION

Solute zone dispersion and response rate

In contrast to the photometric detectors which are most often used in
checking the validity of the Taylor [10] and the tanks-in-series [4] models
or the validity of the criteria formulated by Vanderslice et al. [11], where
laminar flow can be assumed to exist from the injection port to the sensor,
the present detectors clearly involve turbulence in the relatively large cell,
and thus are more similar to the model of Pungor et al. [12] for the system
with a mixing chamber placed close to the detector cell or in the detection
space. In the connecting tubing, laminar flow can be assumed at the flow
rates and tubing diameters considered here. Therefore, convection is the pre-
dominant factor controlling the solute zone dispersion in the cell, producing
detector signal peaks with pronounced tailing (cf. Fig. 3 [8]). As would be
expected, the importance of convective dispersion increases with increasing
volume of the cell (Fig. 5). The experimental baseline-to-baseline times are
larger than the values calculated from the equation derived by Vanderslice et
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Fig. 6. Dependence of the baseline-to-baseline peak width on the sample concentration
for different cell volumes: (¢) 25; (X) 100; (o) 1500 ul.

Fig. 7. Dependence of the baseline-to-baseline peak width on the carrier flow rate for dif-
ferent cell volumes: (a) 25; (b) 100; (c¢) 1500 ul.

al. [11] for convective-diffusional dispersion and laminar flow. However, the
increasing significance of diffusional dispersion with decreasing volume of
the cell is demonstrated by the dependence of the baseline-to-baseline peak
width on the sample concentration (Fig. 6). While this peak width is inde-
pendent of the sample concentration for cell volumes of up to 100 ul, there
is a pronounced increase with increasing concentration for a cell volume of
1500 ul

The tailing of the peaks increases greatly when the flow rate decreases
below a certain value for all the detector volumes. As can be seen in Fig. 7,
this increase begins at a flow rate of ca. 3 ml min™ for a detector cell volume
of 25 ul, at ca. 6 ml min™ for a volume of 100 ul, and at a flow rate greater
than 12 ml min™ for a volume of 1500 ul.

The response rate can be expressed in terms of the time constant, defined
as the time required for the signal to attain 63.2% of its maximum value
[13]. The response volume values are then calculated by multiplying the
time constants by the volume flow rate. The time constants and the response
volumes obtained here in relation to the liquid flow rate are summarized in
Table 1. It can be seen that, at low flow rates, the response time of detector
cells with volumes of up to 100 ul is similar, while the cell with a volume of
1500 ul1 exhibits a substantially slower response. However, with increasing
flow rate, the response times of all the cells gradually become more similar.
The response volumes of the smaller cells (25 and 100 ul) are larger than the
geometric volumes, indicating that diffusion plays a role in signal control.
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TABLE 1

Time constants (k;) and response volumes (V,) in relation to the carrier flow rate for dif-
ferent volumes of the detector cell

Flow rate Detector cell volume
-1
(u1s7) 1500 41 100 ul 25 ul
ky (5) Vi (1) ky (5) Vi () ke (5) Vi (ul)
1.5 135.0 200 75.0 110 75.0 110
3.0 75.0 225 50.0 150 47.5 140
6.0 40.0 240 25.0 150 25.0 150
12.0 21.6 260 15.0 180 15.0 180
22.0 12,5 275 7.5 165 6.0 130
47.0 9.0 420 5.0 235 2.5 120
92.0 5.0 460 4.0 360 2.0 180
180.0 4.0 720 2.5 450 1.5 270

However, the response volume of the 1500-ul cell is substantially smaller
than the geometric volume; this demonstrates that the effective volume of
the cell is smaller than the geometric volume, i.e., that only part of the test
substance reaches the sensor during the residence time in the cell. The re-
sponse volumes increase with increasing flow rate from a certain value for
each detector volume; these values are ca. 1.5, 3.0 and 6.0 m! min™ for de-
tector volumes of 1500, 100 and 25 ul, respectively. This increase reflects
not only the increasing importance of diffusion in the detector signal control
with increasing flow rate, but probably also the effect of the limited response
rate of the sensor itself. On the whole, it can be concluded that higher flow
rates should be used when the detector cell volume must be large.

Calibration graphs, reproducibility and the response dependence on flow rate

The magnitude of the detector signal is affected to a certain extent by the
length of the inlet tubing. With 30 cm of tubing (1 mm i.d.) between the
sampling valve and the detector cell, the calibration plots differ for different
cell volumes because of an unstabilized concentration profile in the liquid
stream. When the length of the inlet tubing is increased to 100 cm with the
same internal diameter, the same signal is obtained for all the detector cell
volumes. The calibration graphs for the flow-injection procedure and the
continuous monitoring of cyanide are given in Fig. 8. For continuous moni
toring, the length of the inlet tubing is unimportant but the cell geometry is
decisive; large volume cells are advantageous here, as the detector response
approaches that obtained under steady-state conditions.

The detection limit, calculated as twice the standard deviation of the noise,
is 0.08 mg 1! cyanide under optimal conditions. The long-term reproduci-
bility was tested by continuous passage of the carrier liquid for several days,
with periodic injections of cyanide; the relative standard deviation (n = 50)
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Fig. 8. The three-electrode measuring cell: (1) reference electrode; (2) glass electrode;
(3) another sensing electrode; (4) fixing screws; (5) silicone rubber seal; (6) cell body.

Fig. 9. Typical signal shapes in f.i.a. for different cell volumes: (a) 25 ul; (b) 1500 ul
Conditions: 20 mg 1! cyanide, flow rate 3 ml min™, chart speed 50 s cm™, potential scale
5mV cem™,

was 2.5% for 102 M cyanide. The cyanide-selective electrode permitted con-
tinuous measurement for three weeks without electrode regeneration. Some
authors {14, 15] have recommended that a small concentration of the test
substance be added to the carrier liquid to stabilize the baseline; however,
this addition leads to a substantial decrease in the potential change in the
determination of small concentrations of cyanide and limits the measuring
sensitivity. It seems that more frequent calibration, connected with auto-
mated zeroing, is preferable.

The dependence of the peak height and half-width on the carrier flow rate
is depicted in Fig. 9. The peak half-width decreases with increasing flow rate
as expected. The peak height is virtually independent of the flow rate for
small cell volumes, whereas it increases with decreasing flow rate for the
large cell. However, this increase is not large enough to outweigh the advan-
tage of rapid response time at high flow rates.

The effect of the sensor response rate

Slow response rates of sensors can severely limit their applicability in flow
measurements. For this reason, flow measurements were also tested with a
calcium ion-selective electrode and with an ammonia gas probe, both of which
have substantially slower responses than the cyanide-selective electrode. It
was found that the sensitivity of the flow-injection system was very poor
with these electrodes and that the response in continuous monitoring was
very sluggish, especially with the gas probe. Moreover, in the determination
of calcium in the presence of magnesium [16], the electrode becomes un-
responsive because of adsorption of the organic compounds used for masking
magnesium and has to be mechanically cleaned every 30-60 min.

Conclusion
In the construction of industrial flow detectors with ISEs it is possibie to
use large cells with results comparable to those obtained with low-volume
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laboratory detectors, provided that the liquid flow rate is sufficiently high. A
large cell volume is advantageous in continuous monitoring, as the detector
response approaches that obtained under steady-state conditions. The elec-
trodes used must have fast response times if satisfactory measuring sensitivity
and reproducibility are to be attained.
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SUMMARY

An enzyme electrode for neutral lipid determination based on hydrogen ion-sensitive
field effect transistors (pH-FET’s) is described. The electrode is composed of two pH-FET’s
with an immobilized lipase membrane on one pH-FET, and a platinum wire. Triglycerides
are solubilized with 10% (v/v) Triton X-100. The electrode is used to determine tri-
glycerides over wide concentration ranges with response times of ca. 2 min. Relations
between signal and the logarithm of the concentration are linear over the ranges 100—
400 mM triacetin, 3—50 mM tributylin and 0.6—3 mM triolein. In the case of triolein, the
detection limit is 9 ug ml-" (signal/noise = 3:1). The effect of Triton X-100 on the elec-
trode response is discussed.

Much work has been done on the development of bioelectrodes which
enable organic compounds to be determined simply and rapidly for clinical,
industrial and environmental purposes. Recently, ion-sensitive field effect
transistors (ISFET’s) have received more attention as electrochemical trans-
ducers for such bioelectrodes, since Caras and Janata [1] reported a penicillin-
sensitive ISFET electrode. Several enzyme or microbial ISFET electrodes
have been reported [ 2—6]. The present authors have reported a multi-enzyme
ISFET system for glucose and urea, and showed that an inert metal can be
used as a pseudo-reference electrode instead of a liquid-containing reference
electrode such as the Ag/AgCl electrode [4, 7]. The advantages of ISFET’s
as electrochemical transducers for such electrodes have been discussed [7].

The determination of neutral lipids, triglycerides, is of clinical and indus-
trial importance. Some enzyme electrodes for neutral lipids have been
reported: a pH electrode-based enzyme electrode with an immobilized lipase
reactor [8, 9], a lipase thermistor {10] and an oxygen electrode-based
enzyme electrode by simultaneous use of lipase, glycerol dehydrogenase and
peroxidase [11]. In the study reported here, an ISFET-based enzyme elec-
trode was constructed for the determination of neutral lipids by combining a
membrane holding immobilized lipase with pH-sensitive FET’s (pH-FET’s).
The system is composed of two pH-FET’s with an immobilized lipase mem-
. brane on one of them and a platinum wire used as a pseudo-reference elec-
trode. The thin immobilized lipase membrane is formed directly on the gate

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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area of the pH-FET by a water-soluble cross-linkable polymer. The enzyme
electrode is shown to be useful for the determination of neutral lipids.

EXPERIMENTAL

Materials

Lipase (triacylglycerol acylhydrolase, E.C. 3.1.1.3, from Cendida cylin-
dracea) was obtained from Sigma Chemical Co. (595 Sigma U mg™) and also
from Boehringer Mannheim (500 IU mg™). These are designated as lipase A
and lipase B, respectively. Bovine serum albumin (BSA) was obtained from
Sigma Chemical Co. Other chemicals used were glutaraldehyde (25% solution
in water; Ishizu Pharmaceutical Co., Osaka), polyvinylpyrrolidone (PVP,
K-90, average molecular weight 360,000; Nakarai Chemicals, Kyoto) 4,4'-
diazidostilbene-2,2'-disulfonic acid, sodium salt (Kanto Chemicals, Tokyo),
and polyvinyl alcohol (PVA; Kuraray, Kurashiki, Japan). Triolein and tri-
butylin (both from Wako Chemicals, Osaka) and triacetin (Nakarai Chemicals)
were used without further purification.

Other reagents were of analytical-reagent grade. Distilled-deionized water
was used.

Electrode construction and apparatus

The method of electrode fabrication and the apparatus used for the mea-
surements were the same as in the previous paper [4]. Figure 1 shows the
structure of the pH-FET-based enzyme electrode for neutral lipids.

Immobilized-enzyme membrane. A polymer solution suitable for cross-
linking under radiation was prepared by dissolving 0.1 g of 4,4'-diazidostil-
bene-2,2'disulfonic acid (sodium salt) in 100 ml of an aqueous 10% (w/v)
PVP solution. Unless otherwise stated, 15 mg of lipase and 10 mg of BSA
were added to 200 ul of this polymer solution. The immobilized enzyme
membrane formed on the pH-FET (see Fig. 1) was prepared in a way similar
to that described previously [7]. Briefly, a small amount of lipase/BSA/
photopolymer solution was placed on one of the two pH-FET’s and the elec-
trode was spun at 3000 rpm for 2 min to make a thin membrane containing
lipase over the gate. After drying at room temperature, the membrane was
treated with u.v. radiation (Hoya UV filter, 350-W mercury lamp) for 5 min,
then with glutaraldehyde solution for 15 min at 4°C and finally with 0.1 M
glycine at 4°C. After being washed with water, the electrode was stored in
buffer solution at 4°C.

Procedure

The lipase electrode was placed in the electrode cell [4] thermostated at
30°C. Tris-maleate buffer, 10 mM or 1 mM, was used. Buffer solutions (pH
7.0) with and without triglycerides were alternately pumped into the elec-
trode cell through the water jacket [4] at certain time intervals by a peristaltic
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Fig. 1. Structure of enzyme electrode: (1) connecting; (2) epoxy resin; (3) platinum wire;
(4) pH-FET; (5) immobilized lipase membrane; (6) epoxy laminate.

pump. The water jacket was also thermostated at 30°C. The flow rate was
about 6 ml min~. Sample solutions containing triglycerides in Tris-maleate
buffer were prepared according to one of the following procedures: (1) direct
dissolution of triglycerides in the buffer, (2) emulsification of triglycerides in
the presence of 2% PV A by brief ultrasonic treatment (100 W, for 30 s twice)
[12], and (3) dissolution with 10% (v/v) Triton X-100 [10].

RESULTS AND DISCUSSION

Response of the enzyme electrode

Three triglycerides, namely triacetin, tributylin and triolein, were selected
as representative triglycerides. The solubilities of these triglycerides decrease
in the order given, being 300 mM for triacetin and 0.5 mM for tributylin,
whereas triolein is practically insoluble. The enzyme electrode for neutral
lipids was made with lipase A. Figure 2A shows a typical response curve of
the lipase electrode to 100 mM triacetin in 10 mM Tris-maleate buffer. The
baseline represents the output potential obtained for the same buffer solution
without triacetin. When a triacetin-containing sample solution is pumped
into the electrode cell, the potential begins to increase and reaches a steady-
state value within ca. 2 min. The steady-state value depends on the triacetin
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Fig. 2. (A) Typical response curve of the lipase electrode for 100 mM triacetin. Conditions:
10 mM Tris-maleate buffer, pH 7.0, 30°C. (B) Relationship between the output potential
of the electrode for 100 mM triacetin and the lipase content in the photopolymer mix-
ture (200 ul) containing BSA (10 mg). Conditions: 10 mM Tris-maleate buffer, pH 7.0,
30°C.

concentration. When the buffer is pumped again, the potential returns to its
initial level.

Figure 2B shows the influence of the amount of lipase A, added with a
constant amount of BSA to the photopolymer solution, on the magnitude of
the electrode response. The higher the lipase content, the bigger the output
potential of the electrode. However, the immobilized lipase membrane
became mechanically weak with increasing lipase content. A lipase membrane
made from a lipase/BSA/polymer solution containing more than 20 mg of
lipase per 200 ul of photopolymer solution was impractical because of its
poor mechanical strength. Therefore, in this study, the immobilized lipase
membrane was prepared with a mixture of 15 mg of lipase, 10 mg of BSA
and 200 ul of photopolymer solution.

Solubilization of triglycerides

When sample solutions were prepared by direct dissolution of triglycerides
in 10 mM Tris-maleate buffer, the electrode responded to triacetin or tri-
butylin solutions. It gave responses dependent on triacetin concentration up
to 350 mM, or tributylin concentration up to 0.5 mM, both of which are in
close agreement with the respective solubilities of the triglycerides. However,
in the case of triolein the electrode gave no response even when 1 mM Tris-
maleate buffer was used instead of 10 mM buffer. The direct dissolution of
triglycerides for sample preparation was clearly inadequate. Emulsification
of the triglycerides in the presence of PVA by sonication, which is com-
monly used to measure lipase activity [12], was therefore tested for the
preparation of triglyceride sample solutions. But this was also found not to
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be practical, because there was no response to triolein. The electrode res-
ponses to emulsified triacetin and tributylin solutions were almost the same
as those obtained for directly dissolved solutions. Presumably, immobilized
lipase can catalyze the decomposition reaction only when the triglyceride
molecules are actually dissolved in water.

Solubilization of triglycerides with Triton X-100 was used successfully in
the study on the neutral lipid enzyme thermistor [10]. When 1 mM Tris-
maleate buffer was used, the electrode responded to triolein in solutions
prepared by the dissolution of triolein in the presence of Triton X-100. The
effect of the Triton X-100 concentration on the electrode response is shown
in Fig. 3. For 0.4 mM tributylin, which is soluble in water without detergent,
there was a drastic decrease in the electrode response with increasing deter-
gent concentration. In contrast, for 0.4 mM and 2 mM triolein, which are
insoluble without detergent, the electrode responses increased from zero,
reached a maximum value and then decreased gradually. Figure 3 shows that
the sensitivity of the enzyme electrode for 2 mM triolein is about 10 times
higher with 10% Triton X-100 than with 0.5% detergent and is about doubled
for 0.4 mM triolein with 10% detergent compared to 0.5% detergent. And
the higher detergent concentration allowed a wider concentration range of
triolein to be determined by the enzyme electrode. Actually, a 0.4 mM tri-
olein solution becomes clear with more than 1% Triton X-100 and a 2 mM
triolein solution is transparent with more than 6% detergent. (Although in
the paper on the enzyme thermistor [10] it was reported that 0.5% Triton
X-100 could solubilize up to 5 mM triolein, we could not obtain clear solu-
tions containing more than 0.4 mM triolein with 0.5% Triton X-100). There-
fore, 10% Triton X-100 was used in this study.
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Fig. 3. Effect of Triton X-100 concentration on output potential: (¢) 0.4 mM tributylin
in 10 mM Tris-maleate buffer; (o) 0.4 mM triolein in 1 mM Tris-maleate buffer; (v) 2 mM
triolein in the 1 mM buffer. Conditions: pH 7.0, 30°C.

Fig. 4. Calibration curves: (e) triacetin; (o) tributylin; (v) triolein. Conditions: 1 mM Tris-
maleate buffer, 10% (v/v) Triton X-100, pH 7.0, 30°C.
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Because of the low critical micelle concentration of Triton X-100 (0.015%),
almost all detergent molecules form micelles over the detergent concentra-
tion ranges used here to evaluate the performance of the lipase electrode.
The increase in the electrode response to triolein with increasing Triton
X-100 concentration can be explained as follows: triolein molecules in deter-
gent micelles can be hydrolyzed by lipase whereas molecules undissolved in
water can not (see above); and the ratio of the former to the latter in water
increases with increasing detergent concentration. The decrease in the elec-
trode response to tributylin over the full concentration range of Triton X-100
and to triolein over the higher detergent concentration range might be
explained as follows: (1) competitive and/or uncompetitive inhibition of
lipase by the detergent molecules; (2) higher reactivity of free triglyceride
molecules in water compared to triglyceride molecules in micelles (in the
case of 0.4 mM tributylin); and (3) the decreasing diffusion coefficient of
micelles with increasing detergent concentration.

Figure 4 shows the calibration curves of the electrode for the three tri-
glycerides. In the case of triacetin and tributylin, the magnitude of the
electrode response is much less than that without Triton X-100 (data not
shown, see Fig. 3), but the concentration ranges that can be determined are
much extended in comparison with the direct dissolution method. Linear
relationships were obtained between the output potential and the logarithm
of the concentrations of triglycerides for 100—400 mM triacetin, 3—50 mM
tributylin and 0.6—3 mM triolein.

Electrode with immobilized lipase of higher activity

In order to increase the magnitude of the electrode response to triolein,
the enzyme electrode was prepared by immobilizing lipase B, which had’
about 50 times greater activity per milligram than lipase A. The same com-
position of lipase/BSA/photopolymer solution (15 mg/10 mg/200 ul) was
used. The calibration curves for this electrode are shown in Fig. 5; the sensi-
tivity of the electrode is improved 4—5 times compared with the electrode
made from lipase A. A linear relationship is obtained between the output
potential and the concentration of triolein over the range 0.05—0.6 mM, and
between the output potential and logarithm of the triolein concentration
over the range 0.6—4 mM. The detection limit for triolein was 0.05 mM (9 ug
ml™, signal/noise = 3:1). Figure 6 shows the long-term stability of the enzyme
electrode, which was checked with 3 mM triolein. Except during measure-
ments, the electrode was stored at 4°C in 1 mM Tris-maleate buffer. Figure 6
shows that the output potential decreases gradually but that the electrode
response gives 88% of the initial value after 44 days.

Optimization of the composition of the reaction mixture for the immo-
bilized lipase membrane was done, but little improvement in the electrode
sensitivity was obtained (data not shown).

In conclusion, the pH-FET-based enzyme electrode for neutral lipid deter-
mination has been shown to be feasible for clinical and industrial applications.
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Fig. 5. Calibration curves of an electrode with lipase B: (®) linear scale; (o) logarithmic
scale. Conditions: 1 mM Tris-maleate buffer, 10% Triton X-100, pH 7.0, 30°C.

Fig. 6. Long-term stability of enzyme electrode. Conditions: 3 mM triolein, 1 mM Tris-
maleate buffer, 10% Triton X-100, pH 7.0, 30°C.

By using Triton X-100, triglycerides with slight solubility can be determined
over a wide concentration range within about 2 min. The enzyme electrode
with extensively purified lipase shows higher sensitivity.
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SUMMARY

Coupling of a slice of the mesocarp of squash (Cucurbita pepo) or cucumber (Cucumis
sativus) to a Clark-type oxygen electrode allows 0.02—0.57 mmol 1 L-ascorbic acid to be
determined amperometrically. The method is based on monitoring the decrease in the
current of oxygen at an applied potential of —650 mV vs. Ag/AgCl; oxygen is consumed
in the analyte oxidation catalyzed by ascorbate oxidase in the plant tissue. One tissue
slice serves for 50—80 measurements at 30°C and pH 6. Spare slices can be stored for at
least a year in aqueous 50% glycerol without substantial loss of enzyme activity. The bio-
sensor is highly selective towards ascorbic acid with a response time of 70—90 s, the rela-
tive standard deviation being about 3%. Satisfactory results were obtained in the analysis
of some fruit juices and vitamin tablets.

Enzyme electrodes for the determination of important bio-organic sub-
stances in coloured and/or turbid samples have become of increasing interest.
The first bioselective electrode for ascorbic acid, consisting of a bipolar oxy-
gen electrode and squash ascorbate oxidase cross-linked on polyamide netting
with albumin and glutaraldehyde, proved efficient in analyzing different
kinds of fruit [1]. On the same principle of the measurement of oxygen up-
take in the biocatalytic layer, two modified sensors were developed with
cross-linked enzyme from cucumber [2] or with rat liver microsomes [3].
Isolated ascorbate oxidase was also covalently attached to a nylon net sup-
port coupled with a pO, electrode [4] or directly on the surface of a carbon
cathode impregnated with an epoxy resin [5].

All sensors based on immobilized ascorbate oxidase require highly purified
(and expensive) enzyme to function reliably. The microsomal sensor lacks
sensitivity and long-term stability [3]. The advantages of replacing another
copper-containing enzyme, mushroom polyphenol oxidase, by tissue slices
for determining phenols [6] stimulated the idea of designing an analogous
tissue-based amperometric detector for ascorbic acid which would be easily
accessible to workers without experience in enzymology. Squash tissue slices
have been used in a glutamate sensor based on a potentiometric carbon di-
oxide probe [7]; the tissue contained adequate amounts of glutamate decarb-
oxylase. Here it is shown that similar tissues also contain a high activity of

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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ascorbate oxidase and operate as a reaction layer with naturally immobilized
enzyme. Optimum conditions are described for achieving fast response as
well as linearity and maximum slope of the steady-state current vs. concen-
tration plots. Useful applications of the new biosensor are also reported.

EXPERIMENTAL

Materials

All chemicals were of analytical grade. L-Ascorbic acid was purchased
from Pharmakon (C.S.S.R.); calibration solutions containing 10 mg ml™
(57 mM) ascorbic acid in 0.5 mM EDTA were prepared daily. All solutions
were prepared with distilled, deionized water.

Yellow and green autumn squash (Cucurbita pepo) and cucumbers (Cucu-
mis sativus) were obtained from commercial sources. Longitudinal tissue
slices, 0.3-mm thick, were cut with a sledge microtome (Reichert, Austria)
from the mesocarp layer occurring in the pericarp to a depth of 2—3 mm
(Fig. 1); cutting by means of razor blade is recommended for routine work.
Slices were stored in aqueous 50% (v/v) glycerol at 4°C.

Apparatus and procedures

For construction of the biosensor, an oxygen electrode (Radiometer
E-5047) was inverted and a plant tissue slice (5 X 5 mm) was placed on its
12-um teflon membrane towards the cathode without air bubbles; the slice
was held in place by polyamide net (25 mesh mm™2, fibre thickness 60 um)
fixed by an O-ring. The biosensor was connected through a pO, analyzer
(Model DOX-81, University Olomouc) to a TZ-4100 line recorder (Labora-
torni ptistoje, Praha; scale width 250 mm, chart speed 15 mm min™).

The measurements were made at 30 + 0.1°C in a thermostatted water-
Jacketed cylindrical vessel filled with 3 ml of 0.1 M sodium/potassium phos-
phate buffer, pH 6.0, containing 0.5 mM EDTA; the buffer was equilibrated
with atmospheric oxygen for 3 min. The biosensor was placed in the vessel,
polarized to —650 mV vs. Ag/AgCl and constant magnetic stirring was started
(300 rpm); when the output current had stabilized, 2—50-ul aliquots of the
ascorbic acid standard solution and the sample solutions were successively

epicarp
mesocarp (sliced)
endocarp

Fig. 1. Cross-section.of squash (or cucumber) showing the origin of the biocatalytic layer.
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injected into the buffer at 2—3 min intervals from a Hamilton repeating dis-
penser. The amount of ascorbic acid present in the samples was calculated
from a calibration graph of the decrease in steady-state current vs. ascorbic
acid concentration. In the analysis of fruit juices stored under nitrogen gas,
correction must be made for the drop in oxygen level after injection of the
same volume of oxygen-free water.

For comparison, differential pulse polarography of ascorbic acid in fruit
juices was used. Samples were added to 10 ml of 0.1 M phosphate buffer,
pH 7.0, saturated with nitrogen. The instrumental conditions were: poten-
tial scan at 2 mV s from —250 mV to 0 mV, pulse amplitude +50 mV,
sensitivity 5 nA ¢m™, and mercury drop time 2 s.

RESULTS AND DISCUSSION

Location of ascorbate oxidase

The peel of squash or cucumber is known to be a good source of ascorbate
oxidase. To examine the maximum occurrence of the enzyme, the electrode
response to ascorbic acid was measured after longitudinal peel slices had
been fixed to the Clark oxygen cell. It was confirmed that ascorbate oxidase
occurred mostly in the mesocarp layer to a depth of about 2 mm (Fig. 2).

For the ascorbate oxidase electrode, the most suitable thickness of slice,
from either source, was 0.3 mm; thinner slices were very variable in activity,
whereas thicker slices caused longer response times. Slices from a young
cucumber (30-mm diameter) were 1.3 times more active than those from
fully grown fruits (50-mm diameter) and twice as active as slices from old,
yellowing fruits.
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Fig. 2. Variation of the slope of the calibration graph with different mesocarp slices of
green squash (1) or cucumber (2); on the x-axis, the sequence relates to 0.3-mm slices
down from the cuticle.

Fig. 3. Response of the biosensor based on squash tissue to stepwise additions of 100 ug
of ascorbic acid which increased the concentration in the measuring cell by 0.19 umol I
in each step.
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Response of biosensor to ascorbic acid

A typical recording of the decrease in the cathodic oxygen current after
addition of ascorbic acid to the pH 6 reaction medium is shown in Fig. 3.
Sensors assembled with a 0.3-mm slice of the most active mesocarp layer of
half-matured cucumber or squash exhibited a response time of 70—90 s.
Potassium cyanide (10 mM) caused a complete and irreversible loss of elec-
trode sensitivity, which proves the enzymatic character of ascorbate oxidation
in the tissue slice. The action of the copper chelating agents, sodium diethyl-
dithiocarbamate (1 mM) and 8-quinolinol (5 mM), was the same.

In the phosphate buffer, the electrode response to constant amounts of
ascorbic acid changed by only 15% within the pH range 5—8, whether the
tissue slice came from a squash or a small cucumber (Fig. 4). In this work,
the reaction medium was kept at pH 6.0 in order to prevent interference
from the non-enzymatic oxidation of polyphenol substances [1]; if citric
acid is present in the sample, the concentration of the inhibiting monoanion
is negligible.

Calibration, accuracy and reproducibility

For calibration, increments of standard 57 mM L-ascorbic acid were added
to the working buffer. The calibration curves were linear for just over one
concentration order; the lower limit of detection was 0.02 mM (signal/noise
= 5). The upper limit was 0.57 mM; with respect to the reaction stoichiometry
[8], this concentration corresponds to the concentration of dissolved oxygen
in the air-saturated buffer medium.

The relative standard deviation for ten successive measurements of 0.1 mg
of ascorbic acid with one squash slice was 2.7%; for one cucumber slice, it
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Fig. 4. Effect of pH on the slope of the calibration graph for ascorbic acid at 30°C. One
0.3-mm mesocarp slice of gherkin (1) or yellow squash (2) was used.

Fig. 5. Operation stability of a single tissue slice at 30°C and pH 6: (1) young cucumber;
(2) yellow squash. The number of repeated successive calibrations (n) each represents
7—8 additions of ascorbic acid standard solution.
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was 3.1%. The average current change was 0.362 and 0.551 nA, respectively.
Different slices from the most active layer of the same fruit can, however,
differ very significantly in their activity (Fig. 2). When slices are changed, a
new calibration is always essential. The way in which the slice is placed on
the sensitive part of the pO, electrode can also influence the sensitivity of
the biosensor. In the course of placing the same squash slice ten times, the
relative standard deviation of the slopes of the calibration graphs was 8.7%.

Selectivity and operational stability

When an amperometric oxygen cell is used, the squash tissue provides a
biosensor which is highly selective for L-ascorbic acid. At pH 6 it is quite
insensitive to different organic acids, mono- and poly-phenols, amino acids,
glucose, p-phenylenediamine, glutathione, the B vitamins, etc. Synthetic
D-isoascorbic acid and triose-reductone, though not tested, would interfere,
as in immobilized enzyme electrodes [2, 5].

The pO, electrode with a slice of cucumber or squash gave constant re-
sponse during 50 or 80 successive measurements (Fig. 5). Between measure-
ments, the sensor was stored in the working buffer at room temperature. The
lifetime of the squash tissue was confirmed to be longer by an experiment in
which the slices were incubated 7 h at 20°C with excess of ascorbic acid in
67 mM phosphate buffer, pH 6, with continual bubbling of air. With slices of
green and yellow squash, the ratios of the slopes of the calibration graphs at
the beginning and end of the experiment were 1.1 and 1.7, respectively, but
with slices from gherkin and salad cucumber, the measured ratios were 2.5
and 2.7, respectively.

For long-term storage of slices, the best preservative proved to be glycerol
or the antiseptic Merthiolate. Slices of yellow squash kept at 4°C in aqueous
50% (v/v) glycerol gave constant responses on a pO, electrode for at least a
year; in 0.1% Merthiolate, the activity of the slices decreased by 14% after
5 months, but at —24°C it was fully preserved. Squash slices were again more
stable than cucumber slices. In isotonic sodium chloride solution, the slices
quickly lost their enzyme activity.

Determination of L-ascorbic acid in actual samples

The content of ascorbic acid in pharmaceutical preparations was deter-
mined by dissolving the tablets in a known volume of water and injecting a
small amount of the solution into 8 ml of the buffer, into which the bio-
sensor had been immersed. On achieving stabilized current, a calibration
solution of ascorbic acid was added to the same buffer medium. The amount
of vitamin C in the sample was calculated from comparison of the current
changes and from the standard concentration. The obtained values were in
acceptable agreement with the content declared (Table 1).

Fruit juices pressed from ripe fruits were also analyzed. Nitrogen was
bubbled through the juices to prevent the loss of ascorbic acid. The depen-
dence of the decrease in steady-state current on standard ascorbic acid con-
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TABLE 1

Analysis of drugs containing vitamin C by means of the biosensor based on a squash-tissue
slice

Preparation Ascorbic acid content (mg/tablet)
Found Nominal
Spofavit (multivitamin) 53.3 50
Celaskon 93.0 100
Celaskon effervescens 503.9 500
O, free water (ul}
0 50 100
T T
06
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=
<
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[ :
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ascorbic acid (ug)
Fig. 6. Determination of ascorbic acid in fruit juice. Calibration plots: (1) with additions
of 50 ul of orange juice stored under nitrogen, (2) without addition of juice, (3) the de-
crease in current on addition of O,-free water. (¢) The corrected content of ascorbic acid
in the juice sample.

TABLE 2

Assay of ascorbic acid in fruit juices

Source Ascorbic acid content (mg 1) Literature
Found values [9]
Biosensor D.p.p.
Orange 523 525 300—500
Lemon 443 478 200—500
Grapefruit 476 — 240—400
Apple 58 - 18—64
Pear 40 39 33—40
Tomato 73 - 80—150

Lemon peel 573 - 520
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centration with and without the addition of a constant amount of juice is
shown in Fig. 6. The addition of a larger volume of juice kept under nitrogen
caused a drop in the oxygen concentration in the reaction medium; it was
therefore necessary to correct the measured change in current by the value
produced by the addition of an equal volume of water saturated with nitro-
gen, as indicated in Fig. 6. The corrected values of ascorbic acid were in good
agreement with the values from differential pulse polarography (d.p.p.) as
well as with literature data (Table 2).

The authors are indebted to Dr. J. Turanek for the assays of ascorbic acid
in fruits by differential pulse polarography. This paper was presented at the
10th Congress of the Czechoslovak Biochemical Society, Martin, September,
1984,

REFERENCES

1 P. Posadka and L. Macholédn, Collect. Czech. Chem. Commun,, 44 (1979) 3395,

2 K. Matsumoto, K. Yamada and Y, Osajima, Anal. Chem., 53 (1981) 1974.

3 F. Schubert, F. Scheller and D. Kirstein, Anal. Chim. Acta, 141 (1982) 15.

4 M. Mascini, M. Iannello and G. Palleschi, Anal. Chim, Acta, 146 (1983) 135.

5 T. Wasa, K. Akimoto, K. Ueda and T. Yao, Bunseki Kagaku, 33 (1984) 472,

6 L. Macholan and L. Schan&l, Bioldgia (Bratislava), 39 (1984) 1191.

7 8. Kariyama and G. A. Rechnitz, Anal. Chim, Acta, 131 (1981) 91.

8 B. G. Malmstrom, L. E. Andréasson and B. Reinhammar, in P, D. Boyer (Ed.), The
Enzymes, Vol. 12/B, Academic Press, New York, 1975, p. 507.

9 V. Sanda, in J. Fragner (Ed.), Vitaminy, jejich chemie a biochemie, Vol. 2, Academia,
Prague, 1961, p. 724.



Analytica Chimica Acta, 185 (1986) 195—200
Elsevier Science Publishers B.V., Amsterdam — Printed in The Netherlands

A MICROSENSOR FOR UREA BASED ON AN ION-SELECTIVE FIELD
EFFECT TRANSISTOR

ISAO KARBUE#*, EIICHI TAMIYA and JONATHAN M. DICKS

Research Laboratory of Resources Utilization, Tokyo Institute of Technology,
Nagatsuta, Midori-ku, Yokohama 227 (Japan)

MASAO GOTOH
Research Department, NOK Corporation, 4-3-1 Tsujidoshinmachi, Fujisawa 251 (Japan)
(Received 10th December 1985)

SUMMARY

The pH response of a pH-sensitive field-effect transistor (FET) is not affected by a
ca. 1-um thick membrane formed from y-aminopropyltriethoxysilane and glutaraldehyde
over the gate insulator by a vapor deposition method. The response between pH 5.5 and
8.5 is ca. 61 mV pH™ at 37°C in 5 mM Tris-HCI buffer. When urease is immobilized on
the membrane, the sensor gives a linear relationship between the initial rate of the output
gate voltage change and the logarithmic value of urea concentration between 16.7 and
167 mM. Determination of urea is possible within 30 s. The optimum pH is 6.0—6.5, at
37°C. The system can be used for 20 days with only slight loss of enzymatic activity.

The determination of urea in serum and other biological fluids is important
for diagnostic clinical purposes. Conventional methods for urea determination
are mostly based either on a direct color reaction [1, 2] or on the spectro-
photometric measurement of ammonia produced by the hydrolysis of urea
by urease [3]. These methods, however, involve complicated and delicate
procedures and the assay times are rather long because of the several reactions
involved. The spectrophotometric methods cannot be applied directly to
colored samples or biological fluids. Alternative systems based on electro-
chemical sensors have been developed for urea [4, 5]. These methods mainly
involve electrochemical detection of ammonia produced in the presence of
urease. Typically, a urea enzyme sensor consists of immobilized urease and
an electrochemical device such as an ion-selective electrode [6—10]. The de-
velopment of simple inexpensive assays is of importance for the determination
of urea in clinical work and miniaturization of the enzyme sensors is particu-
larly important. Caras and Janata [11] reported the development of an enzyme
field-effect transistor (FET), using an ion-selective FET as the electrochemi-
cal detector. Since then, several studies on the application of ISFETSs to
enzymatic analysis have been reported. Miyahara et al. [12] reported a pre-

3Present address: Cranfield Biotechnology Centre, Cranfield Institute of Technology,
Cranfield, Bedford MK43 0AL, Gt. Britain.

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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liminary study of an immobilized enzyme FET for urea. In this sensor, urease
was immobilized onto a cellulose triacetate membrane by reaction with glut-
araldehyde and triamine 1,8-diamino-4-aminomethyloctane. The characteris-
tics of the sensor were, however, strongly dependent on the immobilized
enzyme membrane and especially on the membrane thickness, which affected
the response time because of its.effect on diffusion. In this paper, a thin
organic membrane formed by vapor deposition is used for immobilization of
urease on an ISFET surface. The characteristics of this urea microsensor are
discussed.

EXPERIMENTAL

Materials

The main materials used were urease (E.C. 3.5.1.5, from jack beans, 3.9 U
mg™; Sigma Chemical Company), v-aminopropyltriethoxysilane (y-APTES)
and glutaraldehyde (both from Tokyo Kasei Industries), cellulose triacetate
(Eastman Kodak), dichloromethane (Kanto Chemical Company), urea
(Shudzui Hikotaro Shoten Company), and 1.8-diamino-4-aminomethyloctane
which was a gift from Asahi Kasei Industries. All other chemicals used were
of analytical grade. All solutions were prepared with distilled water.

Construction of the sensor

The ISFET device. The procedure for making the ISFET was reported by
Matsuo and Esashi [13]. After wire-bonding, the chip was fixed with epoxy
resin onto the end of a glass tube. The gate insulator of the ISFET is com-
posed of two layers; the lower is thermally grown silicon dioxide, and the
upper is silicon nitride, which is sensitive to hydrogen ions and also has a
barrier effect on ion penetration. The thickness of the silicon dioxide or
nitride layer is ca. 0.1 um.

Formation of the organic membrane over the gate insulator of the ISFET.
Before enzyme immobilization, the organic membrane was formed over the
surface of the silicon nitride by vapor deposition or by dipping. The vapor
deposition system is shown in Fig. 1. The ISFET was fixed inside a belljar

Fig. 1. Schematic diagram of the vapor deposition system for forming the thin organic
membrane: (1) tube containing monomer; (2) heater; (3) bell-jar; (4) ISFET fixed inside
the bell-jar; (5) trap; (6) vacuum pump.
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and 100 ul of v-APTES was vaporized at 80°C, 0.5 Torr for 30 min, followed
by 100 ul of aqueous 50% (w/v) glutaraldehyde solution vaporized under the
same conditions. The ISFET thus chemically modified was stored at room
temperature for ca. 24 h to complete the reaction. In the dipping method,
250 mg of cellulose triacetate was dissolved in 10 ml of dichloromethane;
200 ul of aqueous 50% (w/v) glutaraldehyde solution and 1 ml of 1,8-
diamino-4-aminomethyloctane were added, and the mixture was stirred for
30 min. The tip of the ISFET was dipped into this mixture. The device was
stored at room temperature for about 24 h to achieve cross-linking.

Immobilization of the enzyme onto the organic membrane. The tip of the
ISFET, where the organic membrane had been formed over the gate insulator
by vapor deposition or dipping, was immersed in 20 mg ml™ urease solution
at 4°C for 24 h. In this way, urease was immobilized on the surface of the
organic membrane, producing an enzyme FET.

Procedure for urea determination

The circuit diagram for measuring the gate voltage (V;) is shown in Fig. 2.
The Ag/AgCl reference electrode was placed in the same solution as the
enzyme FET. A gate voltage, V,, was applied across the reference electrode
and the source of the enzyme FET. The surface potential on the silicon
nitride insulator of the FET is affected by solution pH, with a concomitant
change in the gate voltage proportional to the change in surface potential.
Therefore, the surface potential change on the silicon nitride insulator of the
enzyme FET, caused by variation in pH, can be measured as a change in the
gate voltage. In this case, the initial voltage applied across the source and
drain was constant at 1.0 V, with a constant current of 150 uA. The gate
voltage obtained was displayed on a recorder (TOA Electronics, Model
EPR-100A). The total volume of buffer in the cell was 4.4 ml of 5 mM
Tris-HCI. The enzyme FET and reference electrode were allowed to stand in
this solution at 37°C for 10—20 min. After the gate voltage had reached a
steady value, 100-ul aliquots of urea solution were injected into the cell and
the change in V, was recorded. All solutions were thermostated at 37 + 1°C.

Fig. 2. Circuit diagram for measuring the gate voltage, Vy: (1) Ag/AgCl reference elec-
trode; (2) treated FET; (3) electrometer; (4) recorder; (5) electrochemical cell.
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RESULTS AND DISCUSSION

The response of the ISFET to 100-ul additions of 0.2 M hydrochloric acid
to the cell shown in Fig. 2 is given in Fig. 3. The response times of the
ISFET to pH change are very rapid, being less than 10 ms by oscillosope
observation. ,

Figure 4 shows the effect of the organic membrane, formed by vapor
deposition over the gate insulator, on the pH response of the ISFET. The
linear V,—pH characteristics of the ISFET with and without the membrane
are essentially the same over the pH range 5.5—8.5. The pH sensitivity was
about 61 mV pH™ at 37°C, which is substantially in agreement with Nern-
stian behavior.

Characteristics of the enzyme FET

Figure 5 shows the effect of pH on the initial rate of change of the gate
voltage, 30 s after injection of urea to give a final concentration of 167 mM.
The optimum pH for free urease is 6.5—7.5, but for immobilized urease the
greatest activity was at pH 6. This may be attributed to an alkaline micro-
environment around the immobilized urease resulting from localization of
ammonium ions. Subsequent experiments were done at 37°C and pH 6.5.

Figure 6 shows a comparison of the response curves to 167 mM urea for
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Fig. 3. Response curve of the ISFET to hydrogen ions. Arrow indicates the time at which
100 pl of 0.2 M HCI was injected into 4.4 ml of distilled water at 37°C. A Vy is the differ-
ence between the initial and response gate voltages.

Fig. 4. Effect of the thin organic membrane on the pH response of the ISFET at 37°C;
(o) ISFET without membrane; (2) ISFET with organic membrane. A Vg is the difference
between the gate voltage of the ISFET without the membrane at pH 7.0 and the gate vol-
tage measured at other pH values.
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Fig. 5. Effect of pH on the initial rate of change of the gate voltage of the enzyme FET in
167 mM urea solution. The initial rates were measured 30 s after injection of the urea
solution, at 37°C.

Fig. 6. Comparison of response curves for thin and thick organic membranes, for urea
injected into pH 6.5 buffer solution at 37°C, to give a final concentration of 167 mM:
(o) thin membrane; (2) thick membrane.

sensors with organic membranes formed by vapor deposition (giving a thin
membrane) and by dipping (giving a thick membrane). The response time
with the thin membrane was very rapid; that with the thick membrane was
very long (many minutes). It was expected that the thickness of the mem-
brane would affect the response time of the enzyme FET. The thin membrane
was estimated to be ca. 0.1 um thick and the thick membrane 100 um. The
time responses of the thin-membrane FET to urea addition were 30 s to
achieve 85% of the steady-state value, and 1 min to achieve 95%.

The initial rate of the gate voltage change 30 s after injection was plotted
against the logarithmic value of urea concentration. The calibration graph for
urea was linear over the range 16.7—167 mM, the initial rate being 2 mV min™
at the lower extreme and 13 mV min™ at the higher limit. At <16.7 mM
urea, the response could not be distinguished from that for the buffer alone.
Likewise, the responses to >167 mM urea were almost the same as that for
167 mM urea. The results indicate the possibility of determination of urea
within 30 s.

When the urea sensor was tested over a period of three weeks for 167 mM
urea, the reproducibility of measurements was within £1.5 mV min™. Be-
tween measurements, the enzyme FET was stored at 4°C. Over this period,
the sensitivity decreased by about 10%.
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SUMMARY

Vanadium (0—1 mg 17') is determined in solutions by a catalytic procedure with con-
ductometric detection. Reaction times of the bromate/iodide/ascorbic acid Landolt reac-
tion are evaluated from conductance vs. time traces, obtained with an instrument with
compensation facilities. Results are evaluated by means of calibration graphs, where the
t{0)/t(c) ratios are plotted against the concentration of vanadium. Kinetics and mech-
anism of thereactions are discussed and values for the rate coefficients as well as entropies
and enthalpies of activation are presented.

Vanadium can be determined catalytically by means of the bromate/
iodide/ascorbic acid Landolt reaction [1]. The time elapsed between the
mixing of the reagents and the appearance of the colour of iodine was deter-
mined by visual monitoring and then related, through a calibration graph, to
the concentration of vanadium, which catalyses the reaction between bromate
and iodide. The visual end-point determination, though simple, is tedious,
requires constant attention and, should it be missed, a new attempt. It is not
suitable for automation and cannot be adapted for flow-injection systems.
Observation of the end-point of such kinetic runs can be made easier by
introducing electrometric techniques. In this paper the application of con-
ductometry is described.

The advantages and disadvantages associated with conductometric moni-
toring have been discussed [2]. It was pointed out that even when modern
conductometric apparatus is used, which allows not only direct reading and
recording of conductivity but also compensation of the signal, the direct
monitoring of reaction rates is still impractical. However, when the reactions
applied involve an abrupt change in the conductivity after a predetermined
amount of reactant has been consumed (e.g., Landolt reactions), such
monitoring becomes feasible. When the method was optimized for conducto-
metric monitoring, it was found that a sharper end-point was obtained by
reducing the concentration of iodide in the reaction mixture. Otherwise, the
procedure is quite similar to that described for visual monitoring.

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.



202
EXPERIMENTAL

Reagents

Analytical-grade reagents were used whenever possible. Water twice-
distilled from a glass still was used in all solution preparation.

A vanadium stock solution (1000 mg 17 vanadium) was prepared by
dissolving 2.2963 g of ammonium metavanadate in water and diluting to 1 1.
A 10 mg 17 stock solution was obtained by appropriate dilution and working
standards (0.2—1.0 mg 17! vanadium) were obtained by appropriate dilution
of this solution.

Solution A (oxidizing) contained 0.06667 mol (11.1339 g) of potassium
bromate and 1.20 mol (252 g) of citric acid monohydrate per litre. Solution
B (reducing) contained 0.0125 mol (2.075 g) of potassium iodide, 0.0376 mol
(11.06 g) of trisodium citrate dihydrate and 0.00667 mol (1.1748 g) of
ascorbic acid per litre.

Apparatus

The conductometer used must have facilities for compensation of conduc-
tivity and linkage to a chart recorder. A Metrohm E-518 conductometer was
used with a Metrohm E-586 Labograph. A standard Metrohm EA-880 univer-
sal titration vessel (with thermostatted jacket) was used with two Metrohm
EA-211 platinized platinum sheet electrodes; these did not have protecting
glass umbrellas around them, thus allowing free circulation of the liquid.
Solutions were stirred magnetically during the kinetic runs. The cell constant
for this arrangement was 2.6 mS cm™. Daily, the cell was calibrated with
0.01 mol 1™ potassium chloride solution (with a specific conductivity of
1.4087 mS cm™ at 25°C); all signals were then measured as specific conduc-
tivities. In a typical run, the initial conductivity of 10 ml of solution A with
10 ml of water was 7.2 X 102 S cm™; on addition of 10 ml of solution B,
the conductivity increased initially by about 4 X 10* S ecm™, then fell back
near to the original level and, after a trough with a well-defined peak, began
to rise when iodine started to appear. Most of the initial conductivity was
then compensated with the appropriate control on the instrument; with a
full-scale sensitivity of 1 mS cm™ on the conductometer and a 1000-mV full
scale sensitivity on the Labograph, readings remained on-scale until the end-
point was reached. A chart speed of 50 or 100 mm min~' was usually suitable.

All solutions and the reacting mixture were thermostatted in a water bath
held at 25 + 1°C with a BTL Circon heater-circulator unit.

Procedure

The vanadium standards and the sample solution should contain 0—1 mg 1™
vanadium. Place 10.00 ml of sample or standard into the cell, add 10.00 ml
of solution A and start recording the conductivity. When the reading becomes
nearly constant, add 10.00 ml of solution B. The conductivity rises abruptly,
then falls back to near its original level. Finally, it decreases further, and
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after reaching a minimum begins to rise quickly; simultaneously, the colour
of iodine becomes visible in the cell, marking the end of the reaction time.
Monitoring is then stopped and reaction times, t(c), are evaluated from the
recorded trace as indicated in Fig. 1. Measure a blank reaction time, #(0), by
placing 10.00 ml of water in the cell. After each run, rinse the cell and elec-
trodes carefully with water, and remove all the liquid from the cell and elec-
trodes with a suction tube attached to a water pump. For very accurate work,
the vessel and electrodes should be dried before each run, but this is imprac-
tical for routine work. The results given here were obtained by emptying the
vessel by suction.

To draw the calibration graph, calculate the ¢(0)/t(c) ratios and plot these
against the concentration of vanadium. A straight line is obtained with an
intercept of 1 on the ¢(0)/t(c) axis.

RESULTS AND DISCUSSION

Analytical study

The shape of the conductometric trace (Fig. 1) can be explained from the
chemical reactions occurring during the operation. The initial changes in the
measured signal are obviously a consequence of the finite rate of mixing and
offer a very sharp reference point for the later evaluation. The decrease in
conductivity near the end-point marks the removal of conducting ions and
the appearance of iodine; this is followed by a sharp increase of conductivity
because of the release of hydronium ions. The local minimum of the conduc-
tance signal serves to mark the end of the period to be measured.

The calibration plot for the range 0—1.0 mg 1™ vanadium, with t(c) in the
range 3.66—1.29 min and #(0)/t(c) in the range 1—2.85, had a slope of
1.886 1 mg™, with intercept 1.007 and a correlation coefficient of 0.9988.
The lowest determinable concentration [3] was 0.07 mg 17!. The advantage of
using the £(0)/t(c) ratio (instead of the reciprocal reaction time) for evaluation
is that the ratios are easily reproducible whereas the reproducibilities of the

2xt07% s em™
*T‘(,O:,G_M'Gg min

stort _ -
7.23%10°S cm™

t(0}=3.66 min

>

Fig. 1. Conductometric traces and their evaluation.



204

individual #(0) and #(c) values are worse. The repeatability of time measure-
ments (with the same solutions) was better than 3 s.

An earlier detailed study of interferences [1] showed that, with the
citrate buffer used, none of the 19 common metal ions studied interfered. In
the absence of citrate (acetate buffer), molybdenum (1 mg ml™!), as well as
copper, iron and titanium (10 mg 17!) interfered seriously.

Kinetic study

For the proper understanding of a catalytic method of analysis, and in
particular to establish which parameters will affect the measured signal, it is
important to know the overall reaction stoichiometry, the mechanism, rate
coefficients and activation parameters of the uncatalysed and catalysed reac-
tions. The reaction between bromate and iodide has been studied extensively
in the past 100 years; the earliest observations were made by Ostwald [4].
Barton and Wright [5] gave a full historic account. The rate law for the
bromate/iodide reaction [5] takes the form

v =—d[BrO;]/d¢ = (ko + kp[BAT])[H"]*[BrO3] [17] (1)

where BA~ is the buffer anion. The value of k4 was found to be around 50 13
mol™ s}, while the value of k,,, depending on the nature of the buffer, was
in the range 0.25 X 10*—5.4 X 10* 1* mol™ s'. For the vanadium-catalysed
reaction, no reliable kinetic data seem to be available. As the experimental
circumstances of the Landolt reaction are quite different from those quoted
in the literature, a brief kinetic study was undertaken, limited to the experi-
mental parameters used in the quantitative procedure.

The rate coefficients. Initially, the uncatalysed reaction (i.e., in the
absence of vanadium) was investigated. If the reaction mechanism suggested
by Barton and Wright [5] with constant concentrations of hydrogen and
buffer ions is accepted, then the rate law can be simplified to

Vun = (—d[BrO3]/dt)yn = kun[BrO3] [I7] (2)

An attempt was made to evaluate k,, (and to prove that its value is really
constant). For this, the rate equation had to be integrated under the boun-
dary conditions defined by the present experiment. When the notation B =
[BrO3]o/([BrO3]o — [Asc]e) is introduced from the integrated equation, the
uncatalysed rate coefficient can be expressed as

kun = In B/[t(0)C(I7)] (3)

The concentrations marked O are the initial concentrations of bromate and
ascorbic acid, respectively; C(I) is the analytical concentration of the iodide
(which remains constant during the period of observation because of the
presence of ascorbic acid), and £(0) is the measured reaction time. Results of
experiments conducted with different initial concentrations of bromate,
iodide and ascorbic acid are shown in Table 1. The results confirm the simpli-
fied rate law defined by Eqn. 2. These results can be compared with those of
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TABLE 1

Kinetic study of the uncatalysed reaction

[BrO;], [Asc], caIr) #0) kun
(10 mol 1) (103 mol 1-?) (103 mol 1) (s) (1021 mol-* s™)
2,223 2.223 4.167 250.8 3.244
1.905 1.905 3.571 340.2 2.791
1.667 1.667 3.125 464.4 2.336
1.482 1.482 2.778 601.8 2.028
1.334 1.334 2.500 773.7 1.750
Mean 2.43
Standard deviation 0.75

Barton and Wright [5]. From Eqns. 1 and 2, k,, can be expressed as
kun = (ko + ky[BAT])[H*]? (4)

The (mean) pH of the solution during the observed period was 2.3, i.e., [H*]
= 5.012 X 107 mol 1™, and the concentration of the buffer anion [BA~] was
0.4 mol I"'. With k, = 50 and k, = 2500 (a value which is valid for an acid
strength nearest to citric acid), Eqn. 3 gives the value 2.64 X 1072 for the
uncatalysed rate constant, which is in very good agreement with the present
experimental value (2.43 X 10-?).

The catalytic action of vanadium(V), present predominantly as the dioxo-
vanadium(V) ion, can be explained through the following mechanism:

kl
BrO3 + VO; —— BrVO;
k.,
k
BrVO,s + I"——BrO; + 10+ VO;

These rate-determining steps are then followed by fast steps, with a mech-
anism identical to the fast steps in the uncatalysed reaction (see Barton and
Wright [5]). The rate of the catalysed reaction can be expressed as

Veat = ~(d[BrOs3}/dt)cay = k2[BrvOs] [17] (5)

The concentration of BrVO; is not known; but it can be estimated consider-
ing that it is low and, except at the beginning and end of the period under
investigation, constant (steady-state approximation). From the steady-state
condition,

d[BrVOs]/dt = &, [BrO;] VO3] — k_[BrVO;] — k,[BrVOs][I7] =0,
the concentration of BrVO; can be expressed as

[BrvVOs] =k, [BrO3] [VOz]/(k_, + k,[I7])
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Because of the steady-state condition, [VO3] = C(V), which is the analytical
concentration of vanadium, and k,[I"] > k_,. Thus if the notation k, is
denoted as k.,;, the rate of the catalysed reaction can be expressed as

—(d[BrO3] /dt)cat = kcat[BrO3]1C(V) (6)

The catalysed reaction cannot be examined experimentally alone, because
when vanadium is present, the uncatalysed and catalysed reactions run simul-
taneously. The overall rate has to be examined; it can be expressed as the
sum of Egns. 2 and 6:

—d[BrO3]/dt = ky,, [BrO3] C(I7) + ke[ BrO3] C(V) (7)

This rate equation can be integrated with similar boundary conditions as
applied with the uncatalysed reaction. From the integrated rate equation,
the rate coefficient of the catalysed reaction can be expressed as

keat = {[1/t(c)] In B — ky(uC(IT)}/C(V) - (8)

where t(c) is the measured reaction time in the presence of the catalyst. To
test the validity of this mechanism and kinetics, experiments were done with
different initial reactant concentrations. From the results, k.., values were
calculated through Eqn. 8 and are listed in Table 2. These values indicate
that the proposed mechanism and the corresponding kinetics are valid; within
the concentration ranges involved, the catalysed rate coefficient seems to be
more constant than the rate coefficient of the uncatalysed reaction, especially
if the first of the results in Table 2 is ignored. No comparisons can be made
as this rate coefficient does not seem to have been reported previously.

The activation parameters. In investigations of the temperature dependence
of reaction rates, it is best to determine the activation parameters for both
the uncatalysed and catalysed processes. These are defined through the
Eyring equation [6], which takes the form

TABLE 2

Kinetic study of the catalysed reaction

[BrO; ], [Asc], cI) c(v) te) ket
(10?2 mol17?) (102 moll?) (102 moll?) (107" moll?) (s) (107" I mol* s7)
2.223 2.223 4,167 0.654 87.0 4.432
1.905 1.905 3.571 0.841 81.9 3.891
1.667 1.667 3.125 0.982 75.6 3.798
1.482 1.482 2.778 1.091 714 3.734
1.334 1.334 2.500 1.178 66.6 3.806
Mean? 3.807
Standard deviation? 0.064

2Excluding the first result.
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k = (kT/h) exp (AS*/R) exp (—AH*/RT) (9)

Here ASY is the entropy and AH* the enthalpy of activation. These can be
defined for the uncatalysed and the catalysed reactions separately. In their
dimension, the mol™ refers to 1 mol of the activated complex.

To evaluate these activation parameters, kinetic runs were conducted at
different temperatures, with all the initial concentrations of the reactants
kept constant. From the results, F(T) temperature functions were calculated,
which are related to the activation parameters through the equation

F(T)=AST— AHYT (10)

The same temperature function for the uncatalysed reaction can be written
(by combining Egns. 3, 9 and 10) in the form

F(T)u = R In {[R/t(0)/C(1")/R/T] In B} (11)

The combination of Eqns. 8—10, with the definition of B, gives the tempera-
ture function for the catalysed reaction:

F(T)¢ae = R In {h/C(V)/R/TI(1/T) In B— C(IN)k,nl} (12)
where the values of the k,, rate constant have to be calculated from
ks = (RT/h) exp (ASL,/R) exp (—AHI,/RT) (13)

By plotting these F(T) functions against 1/T, straight lines are obtained, with
the intercept equalling AS* and the slope A H*,

Results from the present experiments are shown in Table 3. The values of
the parameters were calculated through linear regression; the correlation
coefficients (r) are shown in the last line and the ranges are given at the 95%

TABLE 3

Determination of the activation parameters

(h=6.626 x 10" Js; b =1.381 x 102*JK*; R =8.314 J K mol?; [Asc], = 2.228 X
107 mol 1% [BrO;], = 2.223 X 102 mol 17*; C(I") = 4.167 X 102 mol 17}; C(V) = 6.543 X
10* mol 1)

Temperature t(0) t(c) F(T)un F(T)cat
-1 -1

0 (K) (s) (s) (J K- mol™')

156.5 288.7 662.4 238.8 —281.2 —222.6

20.0 293.2 502.8 177.6 —279.1 —220.4

25.5 298.7 353.4 1194 —276.3 —217.2

30.5 303.7 243.0 80.4 —273.3 —213.8

33.5 306.7 178.2 - —270.8 -

34.5 307.7 — 58.8 — —211.1

AHY = 48.4 + 6.3 kd mol™; AHL, = 55 + 11 kJ mol~!
Sr=—113+21JK’mol’ ast =—29: 39 JK mol™
Fun=0.997; reae = 0.993
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Fig. 2. Temperature functions: (A) the uncatalysed reaction; (B) the catalysed reaction.

level of significance. The temperature functions, plotted against reciprocal
absolute temperature, are shown in Fig. 2,

It is noteworthy to mention that the enthalpy of activation of the catalysed
process is actually higher than that of the uncatalysed one; the catalysed reac-
tion becomes faster because of the higher (less negative) entropy of activation
(or the pre-exponential factor). This is of course expected when the rate-
determining step in the uncatalysed process is the encounter of two nega-
tively-charged species (bromate and iodide), while in the catalysed reaction a
positively- and a negatively-charged species (dioxovanadium(V) and bromate)
are involved. The fairly high scatter in the values of the catalysed parameters
are due to the propagation of errors, which is considerable with the compli-
cated F(T) functions each containing two logarithms.
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SUMMARY

The utility of a copper-based mercury film electrode (MFE) in cathodic stripping
voltammetry (c.s.v.) is tested by comparing the cyclic and stripping voltammograms ob-
tained with this electrode for thiocyanate, tryptophane, cysteine and benzotriazole
against those obtained with the hanging copper-amalgam drop electrode (HCADE) and
the HMDE. The cathodic stripping peaks obtained at the copper-based MFE and the
HCADE are usually narrower and higher and are located at more negative potentials than
the peaks obtained at the HMDE. Lower detection limits and better separations of adjac-
ent peaks are thus achieved, and useful peaks can be separated from the mercury waves
obtained with the conventional HMDE. The advantage of the copper-based MFE over
the HCADE is its simplicity of preparation and maintenance. Thiocyanate, tryptophane,
cysteine and benzotriazole can be determined at the copper-based MFE by c.s.v. with
detection limits of 1 X 10,1 x 10,5 x 10 and 2 x 10® mol dm™, respectively.

Cathodic stripping voltammetry (c.s.v.) which exploits the anodic accumu-
lation of sparingly soluble mercury(I) or mercury(Il) compounds on a mer-
cury electrode surface is well known in trace analysis [1, 2]. Some recent
results indicate, however, that the accumulation of copper(I) compounds on
the electrode surface may be more advantageous in some cases than ac-
cumulation of the mercury compounds. This variation of the conventional
analysis has been used for traces of penicillamine [3], cysteine and cystine
[4], penicillin [5] and thiocyanate [6]. In these methods, the appropriate
copper(I) deposits were formed by the reduction of Cu(II) ions added to the
bulk solution. Such a procedure has several disadvantages. First, the stripping
peak occurs on the Cu(ll) reduction current and this current decreases in
accordance with the Cottrell equation. This effect can make it difficult to
measure the stripping peak height precisely. Secondly, the addition of Cu(II)
ions to the bulk solution may produce some unfavourable side-reactions. In
order to eliminate these disadvantages, Bilewicz and Kublik [6, 7] proposed
that Cu(I) should be generated anodically from the hanging copper amalgam
drop electrode (HCADE). The HCADE was also used by Tanaka and Yoshida
[8] to determine cysteine by anodic stripping voltammetry.

The aim of the present work was to check whether a copper-based mercury
film electrode (MFE) could find wider uses in c.s.v. Such an electrode should

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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be easier to work with than other kinds of copper amalgam electrodes.
Copper-based MFE’s have been used previously [9—12]. The characteris-
tics of such electrodes have recently been examined in detail [13].

EXPERIMENTAL

The voltammetric curves were recorded with a three-electrode arrangement
and a Radelkis OH-105 polarograph. A saturated calomel reference electrode
(SCE) was used; all the potentials given here are referred to this electrode.
The salt bridge was filled with sodium nitrate solution. The auxiliary elec-
trode was a platinum foil with a surface area of ca. 1 cm®. The indicating
electrode was usually the copper-based MFE. The electrode was prepared as
described previously [13] and was stored in a small volume of mercury.
After storage, excess of mercury was removed by wiping with a copper foil.
This procedure usually gives a film 3—4 um thick [13], but for practical
work the thickness need not be measured. Prior to use and after prolonged
use, the electrode was conditioned [13]. For comparison, a conventional
HMDE [14] and a HCADE were used. Because the copper amalgam is not
stable [15], the concentrations of copper in the amalgam were calculated on
the basis of the Sevfik-Randles equation from the height of the dissolution
peak of copper. The value of the diffusion coefficient of copper in mercury
was taken as 1.06 X 10 cm? s [16]. In stripping experiments, the solu-
tions were stirred magnetically.

Thrice-distilled water was used to prepare solutions. The supporting elec-
trolyte and acetate, phosphate and borate buffer solutions were prepared
from reagent-grade chemicals. In most cases, 0.5 mol dm™ sodium per-
chlorate was used as supporting electrolyte. This solution was adjusted to the
required pH with dilute perchloric acid or sodium hydroxide solution, or
with the appropriate buffer. Solutions of benzotriazole, cysteine (both from
Reanal, Budapest) and tryptophane (Sigma Chemical Co.) were prepared
daily and small samples of these solutions were added by a microsyringe to
the deaerated supporting electrolyte. Argon was used for deaeration. All
experiments were done at 25 + 1°C.

RESULTS

Investigations with thiocyanate

Thiocyanate does not give a peak under c.s.v. conditions at the HMDE
[17] but traces of thiocyanate can be determined at the HCADE [6].
Figure 1A illustrates the behaviour of thiocyanate at the HMDE and at the
copper-based MFE. On both curves, the anodic peaks are nearly the same in
height whereas the cathodic branches differ markedly. The shape of the
cathodic peak obtained with the HMDE shows that this peak is diffusion-
controlled. In contrast, the peak obtained with the copper-based MFE corre-
sponds to electroreduction of the species accumulated on the electrode
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Fig. 1. Cyclic voltammetric curves obtained for 1 X 10 mol dm™ solutions: (A) thio-
cyanate; (B) tryptophane; (C) cysteine; (D) benzotriazole. Electrode: (---) HMDE; (—)
copper-based MFE. Supporting electrolyte 0.5 mol dm™ NaCiO,. pH: (ACD) 2; (B) 5.
Dotted lines were obtained in the presence of 1 X 10 mol dm™ chloride. Voltage scan
rate 1 V min™.

surface during the anodic scan. Thus, the copper-based MFE can be exploited
to determine traces of thiocyanate by c.s.v. The voltammograms obtained
for thiocyanate at the copper-based MFE and at the HCADE showed peaks
with nearly the same shape and height.

Figure 2 shows c.s. voltammograms for 1—5 X 107® moldm™ thiocyanate.
Essential data characterizing the stripping process are presented in Table 1.
Each curve shows a single, well-defined cathodic stripping peak. The calibra-
tion plot (Fig. 2) is linear up to 3 X 1077 M thiocyanate with very good cor-
relation. The plateau region at higher thiocyanate concentrations corresponds
to coverage of the electrode surface by a monolayer of copper(I) thiocyanate
[18]. Marked prolongation of the deposition time does not improve the
detection limit but decreases the linear range of the calibration plot. A dec-
rease in the deposition time increases the upper limit of the linear range.

The stripping peak of the copper(I) thiocyanate obtained at the copper-
based MFE is not affected by the addition of 0.1 mol dm™ sodium nitrate
or sulphate or 0.01 mol dm™ sodium chloride, i.e., such solutions can also
serve as supporting electrolyte. The peak height was also independent of
variations in pH within the range 1—9, regardless of the mode of pH adjust-
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Fig. 2. (1—6) Cathodic stripping curves with the copper-based MFE in 0.5 moldm™ NaClO,
(pH 2) for thiocyanate: (1) 0; (2) 1; (3) 2; (4) 3; (5) 4; (6) 5 X 10 mol dm™. (7) Cali-
bration plot. Conditions: 3 min accumulation at —0.1 V with stirring; voltage scan rate
1 V min™; electrode surface area 19.6 mm?.

Fig. 3. (1—5) Cathodic stripping curves with the copper-based MFE in 0.5 mol dm™

NaClO, (pH 5) for tryptophane: (1) 0; (2) 1; (3) 3; (4) 5; (6) 7 X 10® mol dm™. (6)
Calibration plot. Conditions as for Fig. 2.

TABLE 1

Characteristics of the cathodic stripping peaks obtained at the copper-based MFE for the
substances studied

Substance Optimum range Peak width Linear range Correl. Charge
of deposition at iy/2 of calibration coeff, needed for
-3
pH va (mV) (mol dm™) monolgyer
formation
(kC em™)
Thiocyanate 1—9 -—0.05— 46 1x 10%—=3x 1077 0.997 60
—0.20
Tryptophane 4.5—8 —0.056— 52 1Xx10%—3x 107 0.992 48
-—0.20
Cysteine 1—10 —0.04— 40 5x 10°—8 x 1077 0.998 50
—0.15
Benzotriazole 1—3 and —0.05— 40 2x 10%—2x 10% 0.9995 50
5—12 —0.20

21n acidic solution.

ment (addition of acid, base or the appropriate buffer). It should be noted
that Lundquist and Cox [19] determined phosphate by c.s.v. at a poly-
crystalline copper electrode, thus phosphate buffer seemed likely to interfere.
However, under the present experimental conditions, the use of phosphate
buffer (pH 6—8) did not produce any additional stripping peaks. In the pres-
ence of 0.1 mol dm™ chloride, the stripping peak for thiocyanate decreased
slightly but traces of thiocyanates could still be determined. Interference by
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iodide, even at equimolar concentrations, was severe because of significant
overlap of the stripping peaks of iodide and thiocyanate. The copper(I) thio-
cyanate peak is quite close to the reduction peak of lead(II) ions, but lead(II)
interfered significantly only at concentrations exceeding 5 X 10~ mol dm™,

Investigations with tryptophane

Tryptophane is neither reduced nor oxidized at mercury electrodes in
aqueous solutions [20]. The interactions between tryptophane and Cu(II)
ions have been studied polarographically by Quintin and Foglizzo [21].
Tomaszewski [22] showed that tryptophane reacts anodically with mercury
and copper amalgam electrodes giving a deposit on the electrode surface.

Figure 1B illustrates the cyclic behaviour of tryptophane at the HMDE
and at the copper-based MFE. The shape of the cathodic peaks obtained at
both electrodes suggests that the products formed during the anodic scan
accumulate on the electrode surface, i.e., both electrodes can be used for
determination of tryptophane by c.s.v. However, the cathodic peak obtained
at the copper-based MFE is significantly thinner and higher, and so more
useful analytically. Copper(1l) ions added to the bulk solution did not give
any precipitate with tryptophane; the deposit on the electrode surface prob-
ably corresponds to copper(l) tryptophane. The cathodic peak obtained at
the copper-based MFE is slightly thinner and higher than the peak obtained
at the HCADE.

Figure 3 presents c.s. voltammograms for increasing concentrations of
tryptophane and a calibration curve. The stripping peak is well defined. As
in the case of thiocyanate, a plateau is reached at concentrations exceeding
3 X 1077 M. Characteristic data for tryptophane peak are shown in Table 1.
The charge needed for the formation of a monolayer of deposit is similar to
the charge needed for the deposition of a monolayer of copper(I) thiocy-
anate; this supports the above suggestion that the anodic deposit is formed
by copper(I) not copper(Il) tryptophanate. As for thiocyanate, very long
accumulation times decrease the linear calibration range; decreased deposi-
tion times increase the upper determination limit but also the detection limit.

As in the case of thiocyanate, the stripping peak of tryptophane at the
copper-based MFE is not affected by addition of 0.1 mol dm™ sodium
nitrate or sulphate. Chloride (0.1 mol dm™) affected the peaks obtained at
the copper-based MFE slightly; under the same conditions, the peak obtained
at the HMDE was masked completely by the mercury dissolution current.
Variations in pH over the range 4.5—8 did not affect the stripping peak
height; below pH 4.5 the peak height decreased and below pH 3 the peak
disappeared completely. The stripping peak of the copper(I)-tryptophane
complex was severely distorted by the presence of thiocyanate and iodide.
The influence of lead(II) ions was similar to that described above for thio-
cyanate.
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Investigations with cysteine

Cysteine is not reduced under polarographic conditions but reacts with
the mercury electrode to form a sparingly soluble deposit [23]. The proper-
ties of this deposit were studied thoroughly by Stankowich and Bard [24],
who showed that the film consists of the mercury(Il)-cysteine complex.
Cysteine was determined by c.s.v. at the HMDE by Berge and Jeroschewski
[25]. According to Florence [2], the reproducibility of the c.s.v. results for
cysteine at mercury electrodes is poor. The accumulation of the copper(I)-
cysteine complex on the HMDE was exploited for the determination of
cysteine by Forsman [4]. Tanaka and Yoshida [8] proposed a determination
of cysteine by anodic stripping voltammetry at the HCADE.

Figure 1C shows a comparison of the cyclic voltammetric curves for
cysteine at the HMDE and the copper-based MFE. It is evident that the
latter electrode offers better conditions for the determination of cysteine by
c.s.v.; however, cyclic voltammograms for cysteine at this electrode and at
the HCADE had, in practice, the same shape.

Figure 4 shows cathodic stripping curves obtained at the copper-based
MFE for increasing cysteine concentrations, as well as calibration plots for
cysteine for the copper-based MFE and the HMDE. Data characterizing the
stripping peak of the copper(I)-cysteine complex are presented in Table 1.
At half-height, the stripping peaks obtained for the copper(I)-cysteine

4 uA
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Fig. 4. (1—5) Cathodic stripping curves obtained with the copper-based MFE in 0.5 mol
dm™ NaClO, (pH 2) for cysteine: (1) 0; (2) 0.67; (3) 1.3; (4) 2.7; (5) 6.3 X 10”7 mol
dm™, Calibration plots: (¢) HMDE; () copper-based MFE. Conditions as for Fig. 2.

Fig. 5. Cyclic voltammetric curves obtained with the copper-based MFE for 1 x 10
mol dm™ benzotriazole at different pH: (1) 1; (2) 3; (3) 5; (4) 6.5; (5) 12. Supporting
electrolyte 0.5 mol dm™ NaClO,; voltage scan rate 1 V min™.
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complex are narrower than those obtained under the same conditions for
thiocyanate and tryptophane, and also narrower and higher than the strip-
ping peak for the mercury(Il)-cysteine complex. Because of this, the slopes
of the calibration plots in Fig. 4 are different. In contrast to the plots
shown in Fig. 2 and 3, the plot obtained for cysteine is slightly more com-
plex, i.e., there was no strictly horizontal segment of the plot. Probably, in
the case of the copper(l) cysteine complex the potentials for formation of
the first and the second monolayers are quite close so that the observed
peak may contain a contribution from the formation of the second mono-
layer. The quantity of electricity passed at the point where the slope of the
plot changes is markedly smaller than the value (80 uC cm™) found by
Stankowich and Bard [24] for the mercury(II)-cysteine complex. This sup-
ports the conclusion that the copper(I)- and not copper(II)-cysteine com-
plex is formed at the copper-based MFE.

In principle, the copper(I)-cysteine film accumulated at the electrode
could be stripped either cathodically or anodically. Tanaka and Yoshida
[8], working with the HCADE (probably filled with dilute copper amal-
gam), observed the anodic stripping peak but ascribed it not to the oxidation
of the copper(I)-cysteine complex but to the conversion of the copper(ll)-
cysteine complex to the mercury(II)-cysteine complex. In the present experi-
ments with the copper-based MFE, such a peak was not observed, probably
because it was masked by the copper dissolution current.

The cathodic stripping peak of the copper(I)-cysteine complex was not
affected by sodium nitrate, sulphate or chloride (0.1 mol dm™) so that any
of these could serve as the supporting electrolyte in cysteine determinations.
Variations in pH over the range 1—10 (Table 1) had no essential effect on
the stripping peak height; the pH could be adjusted with acid or base or an
appropriate buffer. Thiocyanate, iodide, and tryptophane obviously inter-
fered severely. The harmful action of tryptophane could be eliminated by
decreasing the pH (Table 1). Cystine gives a stripping peak at nearly the same
potential as cysteine. This peak is markedly pH-dependent; the interference
of cystine is less significant in acidic than in alkaline solution.

Investigation of benzotriazole

Benzotriazole has not been determined by c.s.v. either at the HMDE or
at the copper amalgam electrodes though it forms sparingly soluble com-
pounds with copper(I) [26] and copper(Il) [26, 27] ions. Studying the
Cu(Il)/Cu(I)/Cu(Hg) system in the presence of benzotriazole by polaro-
graphic and chronocoulometric methods, Pergola et al. [28] found that the
slightly soluble copper(I)-benzotriazole complex is easily deposited on the
surface of a dropping copper amalgam electrode.

Figure 1D shows a comparison of the cyclic voltammetric curves obtained
for benzotriazole at the HMDE and at the copper-based MFE. The curves ob-
tained at the two electrodes are similar in shape but differ markedly in their
position on the potential axis. The results obtained at the HCADE were very
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similar to those obtained at the copper-based MFE. A significant advantage
of using either of these electrodes rather than the HMDE occurs in solutions
containing small amounts of chloride. As the dotted lines in Fig. 1D show,
even a little chloride (1 X 10 mol dm™) shifts the mercury dissolution cur-
rent sufficiently to mask the anodic peak corresponding to the insoluble
mercury-benzotriazole complex.

Figure 5 shows the influence of variations in pH on the shape and position
of the cyclic voltammetric curves of benzotriazole. Over the pH range 1—3,
the simple anodic/cathodic system of peaks is obtained with the cathodic
peak being significantly higher. Above pH 3, the cathodic branch becomes
complex but at pH 5.2—12 the simple system reappears. Figure 6 shows
cathodic stripping voltammograms obtained for increasing concentrations of
benzotriazole and the related calibration plot. The characteristics of the
stripping peak of the copper(I)-benzotriazole complex are shown in Table 1.
The influence of pH is complex; but over the two ranges of pH given, the
height of the stripping peak is constant, whether the pH is adjusted with
acid or base or the appropriate buffer.

The stripping peak of the copper(I)-benzotriazole complex is unaffected
by neutral salts, and affected by interferences, as described above for cys-
teine which, of course, interferes.

DISCUSSION
The most widely used type of c.s.v. exploits the anodic accumulation of

the species being determined as a deposit with the electrode material. Most
such determinations have been done with mercury electrodes, primarily
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Fig. 6. (1—6) Cathodic stripping curves obtained with the copper-based MFE in 0.5 mol
dm™ NaClO, (pH 2) for benzotriazole: (1) 0;(2) 1;(3) 2;(4) 4;(5) 8;(6) 16 X 1077 mol
dm. Conditions as for Fig. 2.
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because the voltammograms obtained with the solid polycrystalline mater-
ials are usually complex, which means that reproducibility is poor and detec-
tion limits are high. For example, Parubotchaya et al. [29] determined
thiocyanate by c.s.v. at a silver electrode and attained a detection limit of
about 1 X 10™® mo! dm™ whereas the use of the copper-based MFE offers
a detection limit as low as 1 X 10® mol dm™. Lundquist and Cox [19],
using c.s.v. with a plain copper electrode determined phosphate with a detec-
tion limit of about 1 X 1077 mol dm™.

The use of amalgam electrodes offers new possibilities for widening the
scope of c¢.s.v. An amalgam electrode maintains its fluid homogeneous sur-
face and so the stripping peaks obtained are quite simple in shape. Moreover,
when the amalgam-forming metal is less noble than mercury, the stripping
peaks occur at more negative potentials than the peaks observed at pure
mercury electrodes. As yet, this approach has been little used and the work
that has been done has been based mainly on copper amalgam electrodes.
Such electrodes can be prepared in situ by adding Cu(II) ions to the solution
under study, or by preliminary electrolytic formation of an amalgam, or
by covering a copper substrate with a mercury film.

At first sight, the first manner of preparing the copper amalgam electrode,
and consequently the deposition of a copper(l) compound on the electrode
surface, seems to be the simplest. However, under such conditions, it is neces-
sary to take into account the possibility of the occurrence of interfering
side-reactions, e.g., precipitation of the copper(II)-benzotriazole complex in
the bulk solution, which according to Curtis [27] is complete over the pH
range 7—8.5. In the case of cysteine, interference is caused by the reaction
2Cu(Il) + 4RS™ = 2RSCu(l) + RSSR (where RS™ and RSSR are cysteine
anion and cystine, respectively); this was studied in detail by Kolthoff and
Stricks [30]. At high Cu(ll) ion concentration, the copper(I)-cysteine
deposit is oxidized to cystine according to the reaction 2RSCu(l) + 2Cu(Il) =
RSSR + 4Cu(I). According to Forsman [4], cystine reacts with the copper
amalgam electrode regenerating cysteine, and this process may eliminate the
influence of the reactions mentioned above. However, the c.s.v. activity of
cystine is strongly pH-dependent and in acidic solutions the side-reactions
described above may lead to a decreased cysteine stripping peaks. In the case
of thiocyanate, interference may be caused by metathesis reactions between
mercury and copper thiocyanates [31], which proceed easily at open circuit.

The use of the HCADE or the copper-based MFE eliminates the harmful
side-reactions discussed above. However, these electrodes introduce their
own problems. The disadvantage of the HCADE lies in the fact that the
stripping peak heights depend not only on the concentration of the substance
being determined but also on the copper concentration in the amalgam.
The preparation of an amalgam with a strictly known concentration is not
easy because the amalgam is not stable with time {15]; the copper concen-
tration in the amalgam must be checked frequently. The concentration of
copper in the amalgam covering a copper substrate in the copper-based MFE
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is constant but the surfaces of all kinds of mercury film electrodes require
regular renewal. The conditioning procedure needed for the copper-based
electrode has been described {13].

This work was done as part of the Project MR-1-32 (CPBP 01.17).
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SUMMARY

A simple voltammetric method is described for the determination of traces of selenium
in gallium arsenide. Differential-pulse cathodic stripping voltammetry permits a direct
determination of selenium without preliminary enrichment or separation processes.
Selenium can be determined down to levels of 1—2 ug g™, with relative standard devia-
tions of about 10%, in <100-mg samples of gallium arsenide. Results for gallium arsenide
doped with 7—75 pg g-! selenium agree in most cases with those obtained by spectro-
photometry based on 4-chloro-o-phenylenediamine.

Extensive studies in recent years have provided sufficient evidence that
selenium has important effects on human, animal and vegetal metabolism.
The concentration range between selenium as an essential nutrient and a
toxic substance is, however, rather narrow. Uncontrolled introduction of
selenium into the environment may therefore represent a noteworthy pollu-
tion source or even a health hazard. The constantly increasing demand for
selenium by various branches of industry (e.g., for the production of parti-
cular alloys, semiconductors, thermo- and photo-elements, electronic devices,
catalysts, and additives in many industrial products) shows the need for
sensitive and reliable procedures for determining selenium in various and
often very complex matrices. An excellent survey on the relevance of selenium
in the environment with an extensive review of its determination has been
published recently by Raptis et al. [1].

Although the number of papers dealing with the determination of selenium
in very varied matrices has increased rapidly in recent years, applications of
voltammetric methods to this problem are rather few. Yet, voltammetry is
suitable for determining traces of selenium by various methods including a.c.
polarography [2], anodic stripping voltammetry (a.s.v.) with solid electrodes
such as a tubular gold electrode [3] or a rotating gold disk electrode [4],
and cathodic stripping voltammetry (c.s.v.). Differential-pulse cathodic
stripping voltammetry (d.p.c.s.v.) appears to be the most sensitive and has
been extensively applied [3—9]. Few papers, however, have been concerned
with the determination of selenium in gallium arsenide by these electro-
chemical techniques.

l 0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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An early contribution to the application of polarography to this problem
was a paper by Bush and Cornish [10], who succeeded in determining
selenium down to concentrations of about 0.005 ug g™ by linear-sweep
polarography, using 2-g samples of gallium arsenide. These authors also first
pointed out the catalytic effect of As(V) on the polarographic reduction of
Se(I1V). More recently, Kaplin and Portnyagina [11] used stripping voltam-
metry at a graphite electrode for analyzing films of Se-doped gallium arsenide;
the heights of the cathodic peaks were found to be linearly related to the
Se(IV) concentration in the range 0.05—2 uM.

Stripping voltammetry at the hanging mercury drop electrode (HMDE)
does not seem to have been applied to this determination in spite of the
encouraging results obtained with this technique by many authors in the
determination of selenium in plant materials [12], soils [5], biological
materials, rocks and soils [13], potable water [ 14}, etc. The main purpose of
the present research is to investigate the practical possibilities and advantages
of differential-pulse voltammetry (d.p.v.) and differential-pulse cathodic
stripping voltammetry at the HMDE in the determination of selenium in
selenium-doped gallium arsenide for electronic purposes.

The polarography of selenium was first studied many years ago by Schwaer
and Suchy [15], later by Lingane and Niedrach [16] and, more recently, by
Christian et al. [17]. The polarographic reduction of selenium(IV) proceeds
by a rather complex mechanism. Several waves can appear; their shape and
potential depend on many parameters such as pH, solution composition and
selenium concentration [16]. In dilute hydrochloric acid two main waves
develop. The usually accepted mechanism can be summarized by the follow-
ing electrode reactions. For the first wave at 0—0.05 V (SCE),

SeO% + 6e~+ 8H" -~ H,Se + 3H,0

H,Se + Hg —~ HgSe + 2H" + 2e~

with the net reaction

SeO3 + 4e” + 6H* + Hg -~ HgSe + 3H,0 (1)
and for the second wave at —0.54 V (SCE),

HgSe + 2H" + 2e~ - H,Se + Hg (2)

During the first process, a deposit of the sparingly soluble HgSe accumulates
on the electrode surface. This intermediate product can be removed by
cathodic stripping. The peak heights observed in this way are proportional to
the Se(IV) concentration and can be used for quantitative purposes. The
polarographic behaviour of selenium appears, even now, to be somewhat
complex and often the observations and some conclusions of different
authors disagree. Several papers have appeared dealing with fundamental
studies and applications of the cathodic stripping of selenium [6, 7, 14, 18].
Even though some features of the electrochemical process are not yet fully
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explained, the general pattern of the electrode mechanism seems to have
been accepted.

In order to establish a practical procedure allowing a sufficiently straight-
forward determination, and possibly avoiding separation and enrichment
processes, a careful preliminary investigation into the interference sources
from the matrix and, more generally, into the characteristics of the polaro-
graphic signal as a function of the main experimental conditions, was under-
taken.

EXPERIMENTAL

Apparatus and reagents

A multipurpose polarograph (Model 471; AMEL, Milan, Italy) was used.
For d.p.c.s.v., a Metrohm Model E410 HMDE or a slowly dropping (40—60 s)
conventional capillary was used. A suitable design of polarographic cell made
it possible to run the d.p.p. or d.p.c.s.v. measurements without mercury
accumulating at the bottom of the cell and so without any reaction with the
Se(IV) present in the tested solution.

For sample processing, PTFE test tubes (30 X 130 mm) were used; these
tubes were fitted with T29/32 adapters with inlet and outlet tubes for air
circulation over the processed solution. Air filtered through a Millipore mem-
brane (GSWP, 0.22-um pore size) helped to accelerate the drying process.

Measurements were made at room temperature (23 + 0.5°C). Twice-distilled
water was used for all solution preparations.

A selenium stock solution was prepared by dissolving 0.1405 g of selenium
dioxide (99%; C. Erba) in water and diluting to 100 ml (1.00 mg Se ml™).
The solution was stored in a Pyrex bottle and remained stable for at least six
months. For calibrations, working solutions with selenium contents of
1—10 ug ml™ were prepared daily.

The stock solution of copper was a standard solution for atomic absorption
(C. Erba). The stock solution (0.5% w/v) of 4-chloro-1,2-phenylenediamine
(4-C1-PDA; Aldrich Chemical Co.) was prepared in aqueous ethanol (1 + 1).
Citrate buffer was 0.07 M sodium citrate/0.33 M sodium hydroxide.

All glassware and PTFE containers were washed with warm nitric acid/
hydrochloric acid (1 + 3) and then rinsed with hot distilied water for at least
two days. The PTFE ware was stored in twice-distilled water.

Preliminary study

Choice of supporting electrolyte. Selenium was studied in various support-
ing electrolytes. Polarographic reduction of Se(IV) occurs in a wide pH range
[16, 17] and consequently various solutions have been used as the supporting
electrolyte [18, 19]. Hydrochloric acid in a fairly extended concentration
range appears to be the most used electrolyte. It permits good sensitivity and
provides a valuable resolution of the selenium peaks. However, any procedure
which will allow samples of gallium arsenide to be analyzed with the minimum
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of chemical treatments and without matrix elimination, will obviously limit
the choice of supporting electrolyte.

Procedures for dissolving gallium arsenide usually involve the use of oxi-
dizing acidic mixtures such as hydrochloric acid/nitric acid. In such a mixture,
gallium arsenide forms gallium arsenate [20] almost quantitatively:

3GaAs + 8HNO; - 3GaAsO, + 8NO + 4H,0

This gallium compound is soluble only in very acidic or very basic solutions,
with minimum solubility at about pH 3 [21]. Hydrochloric acid easily dis-
solves gallium arsenate and appears to be a suitable reagent for dissolving the
residue and for the subsequent polarographic determination.

The effect of the hydrochloric acid concentration on the polarographic
behaviour of Se(IV) was examined. Calibration curves were prepared by add-
ing suitable quantities of selenous acid to the hydrochloric acid solutions.
The results and the experimental conditions are shown in Fig. 1. One can
observe that the higher acid concentrations lessen the sensitivity but extend
the linear range towards higher concentrations of selenium. Most of the pre-
liminary experiments were done with 4 M hydrochloric acid.

There are considerable discrepancies in the available literature as regards
the range of proportionality of the peak current with the selenium concen-
tration. The distortions or splitting of the peaks probably cause the loss of
linearity of the calibration graphs. It is not easy to elucidate the mechanism
which generates this serious difficulty. Many factors such as the concentrations
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Fig. 1. Influence of hydrochloric acid concentration on the peak current of Se(IV) by
d.p.p.: (a) 4 M; (b) 2 M;(c) 1 M;(d) 0.1 M. Pulse amplitude —50 mV, scan rate 2 mV s™,
drop time 2 s.
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of selenium and of supporting electrolyte, deposition potential, electrolysis
time, interfering substances, are undoubtedly responsible for this effect,
which is not readily reproducible [18].

Interferences from the matrix. Arsenic, which constitutes 51.8% of gallium
arsenide, is potentially an important interferent and, in some conditions, can
disturb or even completely mask the Se(IV) peak. It is well known that only
As(IIT) displays a polarographic activity; indeed, arsenic(V) can be reduced
at the DME only in an exceedingly acidic medium. In the dissolution of
gallium arsenide, arsenic is oxidized to As(V), but some As(III) can form
owing to the reaction with concentrated hydrochloric acid:

H;As04 + 5HCI - AsCl; + Cl, + 4H,0

The d.c. and d.p.p. polarograms of As(III) and Se(IV) in hydrochloric
solutions are very similar (Fig. 2) and this can explain the interferences.
Because of the slowness of the reduction of As(V) to As(III), the formation
of As(III) can be greatly reduced by avoiding prolonged heating with an
excess of too concentrated hydrochloric acid. Arsenic(V) at a concentration
of 10 M, added as KH,AsO, to 4 M hydrochloric acid, does not initially
affect the background current of the differential pulse polarogram. After
about 2 h, however, this solution shows noticeable changes because of
formation of As(III), which can develop peaks at —0.24 V and —0.60 V.

Gallium arsenate dissolved in 4 M hydrochloric acid does not greatly
influence the residual d.p.p. baseline in the narrow potential range within
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Fig. 2. Direct current and differential pulse polarograms for 6 x 105 M Se(IV) and 5 X
10° M As(III) in 4 M HCI. (A, B) Selenium; (C, D) arsenic. Technique: (A, C) d.c. polar-
ography; (B, D) d.p.p. Instrumental parameters for d.p.p. as in Fig. 1.
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which the Se(IV) peak develops but the shape of the background voltam-
mogram becomes a narrower parabola, leaving less space for the development
of the selenium peak. The gallium arsenate concentration has a serious effect
on the peak height for selenium, however. Figure 3 shows this effect. The
presence of gallium arsenate also causes a positive shift of the baseline. All
these effects obviously restrict the effectiveness and accuracy of the correc-
tion of the background current in practical analytical work.

In d.p.cs.v., some different interference effects were observed. The
presence of gallium arsenate does not substantially change the baseline
obtained with pure dilute hydrochloric acid solution except for an increase
in the slope. This causes some difficulties in exact measurement of the peaks
for small selenium concentrations. When the gallium arsenate concentration
is increased, the stripping peak decreases (Fig. 4), showing just the opposite
behaviour from that obtained with d.p.p.

Differential-pulse cathodic stripping voltammetry. This technique was
used to re-examine some important experimental parameters and, especially,
to investigate the nature of possible interferences, in order to achieve a
practical procedure for determining traces of selenium in gallium arsenide.

Experiments were conducted with the HMDE and with slowly dropping
capillaries. Hydrochloric acid was chosen as the electrolyte. Its concentration
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Fig. 3. Influence of the concentration of gallium arsenate on the slopes of the calibration
plots for Se(IV) in 4 M HCI. Gallium arsenate concentration (mM): (a) 15.4; (b) 28.8;
(c) 43.4; (d) 55.5. Instrumental parameters for d.p.p. as in Fig. 1.

Fig. 4. Influence of the concentration of gallium arsenate on the heights of the cathodic
stripping peaks of Se(IV) in 0.15 M HCI with 5 ug ml-! Cu(Il). Gallium arsenate concen-
tration (mM): (a) 7.7; (b) 13.6; (¢) 22.6. Instrumental parameters: deposition time 40 s,
scan rate 10 mV s™, pulse amplitude 25 mV.
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does not appear to be a very critical parameter, but the optimum concentra-
tion was found to be in the range 0.1—1 M.

The deposition time is an important factor in stripping analysis because
the detection limit can be enhanced by protracting the electrolysis. In
cathodic stripping of selenium, however, the peak current is proportional to
the deposition time only over a limited range, depending on the selenium
concentration. This fact, first pointed out by Adeloju et al. [22], was con-
firmed under the present experimental conditions. For selenium concentra-
tions within the range 0—20 ug1™, deposition times of 40—60 s were adequate
for obtaining linear calibration graphs.

The height, potential and shape of the stripping peak of selenium can be
strongly influenced by the presence of copper, and other metals such as bis-
muth, silver and gold [7, 23] . Some authors, considering the effects of these
metals as interferences, have proposed suitable treatments for their elimina-
tion [5, 6, 22]. Others, however, have pointed out that a small copper(Il)
concentration aids in the development of the selenium peak [7, 13] and
have prescribed additions of 1—5 ug ml™ copper(Il) to the sample solution
[9, 19, 22, 24]. It was found here that addition of copper(Il) is in fact
advisable; therefore, 5 ug ml™ copper(II) was always added to the final solu-
tion before proceeding with the deposition of selenium(IV).

It is well known that the peak potential in acidic solutions is somewhat
dependent on the selenium concentration. This causes splitting of the peak
and failure of the proportionality with the concentration. This happens even
in the presence of copper. A rather high scan rate (e.g., 10—20 mV s™) reduces
the splitting of the peaks. This can probably be attributed to the somewhat
high time constants in the sampling circuitry of the AMEL Model 472
apparatus used in this work. Anyhow, at higher scan rates, the linear range
and the sensitivity improved considerably.

Prolonged contact of mercury with the solution during the procedure
caused a gradual lowering of the peak as a result of the reduction of Se(IV),
probably according to the reaction

H,SeO, + 4Hg + 4HCIl - Se + 2Hg,Cl, + 8H,0

The action of mercury on Se(IV) can be proved easily by stirring a little
mercury with the solution. In order to minimize this effect, a suitable polaro-
graphic cell was designed, with a draining tube, to remove the dropped
mercury from the cell.

Procedures

Sample treatment. To PTFE vessels containing 10—100 mg of finely
ground gallium arsenide, add 2 ml of hydrochloric acid (37.5%) and 0.5 ml
of nitric acid (65%). Evaporate the mixture to dryness in a hot aluminium
block, under a flow of filtered air. Dissolve the white residue at room tem-
perature, in the same vessel, with 2 ml of 2 M hydrochloric acid.
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Determination of selenium by d.p.c.s.v. Add 25 ml of twice-distilled water
containing 5 ug ml™ Cu(Il) (as copper chloride) to the sample solution, in
the same PTFE vessel (the base electrolyte is thus about 0.15 M in hydro-
chloric acid). Transfer an aliquot (20 ml) of the solution to the polarographic
cell and deaerate with nitrogen for 10 min. Electrolyse for 40 s at —0.380 V
(vs. SCE) while stirring, at a slowly dropping mercury electrode (the drop
time at open circuit in the same solution was 62 s). Record the cathodic
stripping voltammogram from —0.380 to —0.700 V at a scan rate of 20 mV
s™! and a pulse amplitude of —50 mV.

Add to the cell three successive 0.1-ml aliquots of 1.00 ug ml™ Se(IV)
standard solution. After every addition, the voltammogram is automatically
recorded four times, by the repeat mode provided in the Model 472 polaro-
graph. The mean of the four measured peak heights is used to calculate the
selenium content by the standard addition method.

Spectrophotometric determination of selenium in gallium arsenide. In
order to check the accuracy of the stripping method an independent spectro-
photometric procedure was used. Selenium reacts with the adjacent amine
groups of o-phenylenediamine and its 4-methyl, 4-chloro and 4-nitro deriva-
tives in acidic medium to form benzo-2,1,3-selenodiazoles [25]. The method
was modified for analyzing gallium arsenide, in order to avoid precipitation
of gallium arsenate.

Dissolve 50—100 mg of finely ground gallium arsenide with the mixed
acids, as described above, and evaporate to dryness. Add to the residue 2 m!
of 1 M hydrochloric acid and, when dissolution is complete, add 25 ml of
twice-distilled water followed by 2 ml of 0.5% (w/v) 4-chloro-o-phenylene-
diamine solution in aqueous ethanol (1 + 1). Let stand for 50—60 min.
Adjust the pH to 6—7 by adding 8 ml of citrate/sodium hydroxide buffer.
Add exactly 3 ml of toluene, extract the complex and measure the absorb-
ance at 341 nm against toluene. Prepare calibration graphs by adding suit-
able quantities of selenium to solutions obtained from selenium-free gallium
arsenide, taken through the same procedure.

RESULTS AND DISCUSSION

The described procedures were used for determining selenium in samples
of selenium-doped gallium arsenide supplied by the Istituto Materiali Speciali
(MASPEC, C.N.R., Parma, Italy). Table 1 shows good agreement with the
results obtained independently by spectrophotometry for samples 14/4,
14/5 and 14/6. It was not possible to obtain reliable results for spectrophoto-
metry for samples 14/2 and 14/3 because of lack of sensitivity; the adopted
procedure avoided any enrichment process. Analysis based on the Hall effect
gave apparently lower contents for most of the samples. This can be attri-
buted to the fact that only a fraction of the selenium present as dopant can
contribute to the electrical conductivity [26].
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TABLE 1

Analysis of real samples of gallium arsenide by different methods?

Sample D.p.c.s.v. Spectrophotometry Hall effect?

no. Se found n R.s.d. Se found n R.s.d. (Se foﬁ';d
(ugg™) S.d. (%) (ug g™) S.d. (%) HEE

14/3 7.4+ 0.7 6 10.0 — — - 0.97

14/2 7.9+0.5 8 6.5 — - — 6.1

14/5 251 8 4.0 28 + 2 7 6.0 6.1

14/4 9.9+ 04 5 4.0 9+1 4 10.0 9.7

14/6 74 + 6 10 8.0 69+ 6 12 8 9—12

2Mean results with standard and relative standard deviations and number of determina-
tions. P Results supplied by MASPEC C.N.R., Parma.

Selenium can be determined by d.p.c.s.v. in samples of gallium arsenide
not greater than 100 mg, at levels as low as 1—2 ug g™ with a relative stan-
dard deviation of about 10%. (We had no real samples with lower Se content.)
Lower concentrations would require an enrichment process, which, of course,
would make the method less useful for practical routine monitoring.

The sensitivity and the determination limits are essentially established by
the rather high baseline current at the high matrix concentration, and parti-
cularly by the difficulty of obtaining precise measurements for small peaks
on a baseline which is not very reproducible. This fundamental problem in
stripping voltammetry has been discussed by many authors [27] but no
effective solutions have so far been discovered. The d.p.p. technique does
not offer advantages overd.p.c.s.v., owing to lack of sensitivity, if enrichment
processes are to be avoided.

This work was supported by the Consiglio Nazionale delle Ricerche, under
a contract related to the Progetto Finalizzato per la Chimica Fine e Secon-
daria.
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SUMMARY

Trace levels of gallium can be quantified by linear-sweep voliammetry after absorptive
preconcentration of the gallium/solochrome violet RS chelate on the hanging mercury-
drop electrode. The interfacial and redox behaviors are evaluated by cyclic voltammetry.
The adsorbed chelate yields two distinct reduction peaks that can be utilized to quantify
gallium. The effects of preconcentration time and potential, dye concentration, bulk
concentration of gallium, and other variables on the chelate peaks are investigated. For a
2-min preconcentration time, the detection limit is 0.08 ug 1-!. With preconcentration for
60 s, calibration plots are linear for the range 0—16 ug mi~! gallium. Possible interferences
by other trace metals and surface-active organic materials are investigated. Gallium added
to samples of sea and rain water was quantified readily.

Few analytical techniques possess the sensitivity required for trace and
ultratrace quantitation of gallium [1, 2]. The utility of neutron activation
methods, which permit measurements down to the sub-ug 17 level, is re-
stricted by instrumentation cost, long exposure times or matrix interference
[1, 2]. With spectrometric techniques, such as atomic or molecular absorp-
tion or fluorescence, detection limits are substantially higher [2].

The conventional electroanalytical technique for trace quantitation of
gallium is anodic stripping voltammetry (a.s.v.) [3]. The solubility of gallium
in mercury and its reversible reduction process make a.s.v. a potentially
attractive approach for trace quantitation of this metal. However, while the
technique offers the desired sensitivity it suffers from various difficulties as
far as gallium is concerned. First, because of the negative peak potential of
gallium, its stripping response is masked by the hydrogen evolution current
when acidic solutions are used. Secondly, the accuracy of the measurement
is adversely affected by the formation of intermetallic compounds between
gallium and copper, zinc, or nickel. Indeed, the addition of gallium, as a
third ‘element, is commonly used to alleviate Cu-Zn or Ni-Zn intermetallic
problems [4]. Thirdly, the similarity of the gallium and zinc peak potentials
results in a resolution problem between these two adjacent stripping peaks.

The aim of this research was to develop an alternative stripping approach
for ultratrace quantitation of gallium. It has been shown recently that trace

0003-2670/86/%$03.50 © 1986 Elsevier Science Publishers B.V.
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and ultratrace quantities of various metals can be determined by means of
adsorptive stripping voltammetry [56]. This approach is based on the forma-
tion of a suitable surface-active metal chelate, its adsorptive preconcentration
onto the surface of the working electrode, and the voltammetric measure-
ment of the surface-bound species. Thus, low concentrations of nickel [6],
cobalt [7], vanadium [8], aluminum [9], lanthanides [10, 11], iron [12],
copper [13], zinc [14], manganese [15], and molybdenum [16], can be
determined following complexation with dimethylglyoxime [6, 7}, catechol
[8,12—14], 8-quinolinol [16], cresolphthalexon [10], or various dihydroxy-
azo dyes [9, 11, 15]. Clearly, the interfacial accumulation can extend the
scope of applications of stripping voltammetry toward many metals that
cannot be determined by conventional stripping measurements. Improve-
ments in the response for metals, e.g., copper or zinc, traditionally deter-
mined by conventional stripping voltammetry, have also been reported [13,
14]. In the present work, the interfacial accumulation of chelates of gallium
with different dihydroxyazo dyes is exploited for the trace determination of
gallium. Several dihydroxyazo dyes form discrete polarographic reduction
waves in the presence of gallium [17, 18]. The distinct reduction waves of
these chelates at the dropping mercury electrode, coupled with their surface-
active properties, allowed polarographic quantitation of gallium down to
ug ml™ levels. It is shown that the use of the hanging mercury drop electrode
permits full exploitation of the signal enhancement associated with the
adsorption of these chelates. The adsorptive approach offers certain advan-
tages over conventional a.s.v. measurements of gallium. The results of a
detailed investigation on the adsorptive stripping of gallium in the presence
of dihydroxyazo dyes are reported below.

EXPERIMENTAL

Apparatus and reagents

The equipment used to obtain the voltammograms, a PAR 264A voltam-
metric analyzer with a PAR 303 static mercury drop electrode, was described
in detail previously [9, 10]. All solutions were prepared from double-
distilled water. The gallium stock solution (1000 mg 17!) was obtained from
Aldrich. Solochrome violet RS (SVRS) and other dyes were purchased from
Aldrich; a stock solution of the dye, 1 X 10 M, was prepared daily. Sup-
porting electrolyte was acetate buffer (pH 4.8). Sea water was unfiltered
surface water collected at San Diego, CA, and stored frozen. Rain samples
were filtered by passing through a glass filter (10—15-um porosity).

Procedure

Supporting electrolyte solution (10 ml), containing 2 X 10 M of SVRS,
was pipetted into the cell, and deoxygenated with nitrogen for 8 min. The
preconcentration potential (usually —0.40 V) was applied to a fresh mercury
drop while the solution was stirred (400 rpm). After the preconcentration
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period, the stirring was stopped and after 15 s the voltammogram was
recorded by applying a negative linear potential scan. The scan was termi-
nated at —1.30 V. After background stripping voltammograms had been
obtained, aliquots of the gallium standards were introduced. Throughout this
operation, nitrogen was passed over the solution surface. Conventional a.s.v.
was preceded (in the absence of chelating dye) by deposition at a potential
negative of the reduction potential followed by a positive-going scan. All
data were obtained at room temperature.

RESULTS AND DISCUSSION

Adsorption and redox behaviors

Figure 1 shows repetitive cyclic voltammograms for 25 ug 17! gallium in
an acetate buffer (pH 4.8) solution containing 2 X 10° M SVRS. Stirring the
solution for 60 s prior to the scan (A, scan 1) results in three cathodic peaks
associated with the reduction of the adsorbed chelate (at —0.51 V and
—1.05 V) and of the adsorbed dye (at —0.41 V). Small, and irreproducible,
peaks are observed in the anodic branch. Subsequent repetitive scans yield
significantly smaller cathodic peaks, indicating rapid desorption of the chelate
and free dye from the surface. While most metal chelates of dihydroxyazo
dyes yield a single reduction step [17], two defined cathodic peaks were
observed for the gallium/SVRS chelate. This unusual behavior is in agree-
ment with that reported in polarographic studies [17, 18]. When the same
experiment was repeated after preconcentration at —0.40 V (B, scan 1), only
two cathodic peaks, caused by the reduction of the adsorbed chelate, were
observed at —0.51 V and —1.05 V. These peaks are substantially larger than
those observed after preconcentration at —0.20 V. This indicates that com-
petition by the free dye on the surface sites is minimized at —0.40 V (as dis-
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Fig. 1. Repetitive cyclic voltammograms for 25 pg 1! gallium in an acetate buffer (pH 4.8)
solution, containing 2 x 10° M SVRS, after stirring for 60 s at —0.20 V(A) and
—0.40 V(B). Scan rate 50 mV s~'. See text for detail.
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cussed below). Maximum adsorption density of the gallium/SVRS chelate was
observed after stirring for 180 s (other conditions, as in Fig. 1B). Division of
the number of coulombs transferred under these conditions, 0.41 uC, by the
conversion factor (nFA) yields a surface coverage of 7.1 X 107!! mol cm™
(n = 4). The effect of potential scan rate (v) on the peak current and poten-
tial was evaluated after the electrode had been coated with the maximum
amount of the Ga/SVRS chelate. The magnitude of the first (more positive)
chelate peak increased linearly with the scan rate over the 10—200 mV s
range tested. A log i, vs. log v plot yielded a slope of 1.05 and correlation
coefficient of 0.994. A slope of 1.0 is expected for an ideal redox couple
immobilized on an electrode surface. A negative shift in peak potential, from
—0.46 to —0.54 V, was observed when the scan rate was increased from 10
to 200 mV s7*. The resulting plot of E, vs. log v was linear, with a correlation
coefficient of 0.999.

Several other dihydroxyazo dyes were tested and yielded distinct reduc-
tion peaksin the presence of trace levels of gallium. These include eriochrome
blue black B (mordant black 3) and mordant blue 9 (in acetate buffer, pH
4.8) and eriochrome black T (in both acetate and ammonia/ammonium
chloride pH 9.4 buffers). No response for gallium was observed in the
presence of mordant brown 6, acid blue 161, or mordant black 17. Best
results, with respect to the shape and size of the chelate reduction peaks,
were obtained by using SVRS in an acetate buffer (pH 4.8) solution. Such
conditions were used throughout this study.

The adsorption of the Ga/SVRS chelate can be used as an effective pre-
concentration step, prior to the voltammetric measurement. Figure 2 shows
linear scan voltammograms for 4 ug 1™ (5.7 X 10" M) gallium, in the presence
of SVRS, after different preconcentration times. Both chelate peaks rapidly
increase with increasing preconcentration time, indicating enhanced adsorp-
tion of the chelate. For example, a 60-s preconcentration period yielded a
6.5-fold enhancement of the first peak, compared to the response without
preconcentration (Fig. 2, inset). As expected for an adsorptive preconcentra-
tion step, curvature in the response was observed (at times longer than 90 s).
Convenient quantitation of gallium at ug 17 concentrations is feasible with
short preconcentration times. Both chelate peaks can be used to obtain the
required analytical information; each can offer advantages in certain situa-
tions. While the second peak is smaller than the more positive one, it is less
prone to interferences (see below).

Other experimental conditions affecting the gallium/SVRS reduction
currents include the SVRS concentration and preconcentration potential
(Fig. 3). The magnitude of the second (negative) chelate peak increased
rapidly with the SVRS concentration, up to about 1.2 X 10 M, and then
started to level off (Fig. 3, curve a). The first chelate peak exhibited a similar
dependence (not shown). A SVRS concentration of 2 X 10° M was used in
the stripping measurements reported here. The effect of the preconcentration
potential on the height of the second chelate peak was examined over the
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Fig. 2. Linear scan voltammograms for 4 pug 1! gallium after different preconcentration
periods: (a) 0; (b) 30; (c) 60 s. Preconcentration at —0.40 V; other conditions as in Fig. 1.
The inset shows the increase of peaks 1 and 2 with preconcentration time.
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Fig. 3. Effect of SVRS concentration (a) and preconcentration potential (b) on the

gallium peak current (at —1.05 V). Gallium concentration: (a) 5; (b) 6 ug 1-'. Other con-
ditions as in Fig. 1B.

range 0.0 to —0.9 V. The peak current remained essentially the same over the
0.0 to —0.3 V region, but increased substantially with preconcentration at
—0.4 V and then decreased (Fig. 3, curve b). This profile is attributed to a
competition by the free dye on the surface sites, that occurs at potentials
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more positive than —0.4 V (as supported by cyclic voltammetry data), and to
weak adsorption of the chelate at more negative potentials (—0.5 to —0.9 V).
Careful choice of the preconcentration potential is essential also to minimize
an overlapping response associated with the preceding reduction peak of the
free dye. A potential of —0.4 V was used for preconcentration in all subse-
quent work.

Quantitative utility

Figure 4 shows the response for successive standard additions of 2 ug 1!
gallium with 60-s preconcentration. Both chelate peaks exhibit a well-defined
concentration dependence. Thus, ug 17! levels can be quantified even with
short preconcentration times. These three measurements were part of a series
of eight successive concentration increments, the results of which are also
shown in Fig. 4. The response is linear over the 0—16 ug 1™ range tested;
slopes are 19.3 and 6.4 nA 1 ug™? for the first and second chelate peaks, re-
spectively (correlation coefficients, 0.999 and 0.998). These data indicate low
surface coverage, i.e., conditions of a linear adsorption isotherm. Deviations
from linearity are expected at longer preconcentration periods, or at higher
concentrations as full surface coverage is approached. Measurements of
1 ugl? (1.43 X 1078 M) gallium were used to evaluate the detection limit of
the method; under the conditions given for Fig. 1B with a preconcentration
time of 120 s, a detection limit of 0.08 ug1™! (1.1 X 10™° M) was estimated,
based on a signal-to-noise ratio of 3.
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Fig. 4. Stripping voltammograms obtained for solutions of increasing gallium concentra-
tion: (a) 2;(b) 4; (c) 6 ug 1. Also shown are the resulting calibration plots for the first (1)
and second (2) chelate peaks over the 2—16 ugl-! range. Conditions as in Fig. 1B.
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As a result of its inherent sensitivity, the adsorptive approach compares
favorably with conventional a.s.v. for gallium. For example, Fig. 5 compares
voltammograms for 5 ug 1™ gallium, obtained at the hanging mercury drop
electrode after adsorptive and electrolytic preconcentrations for 60 s. While
both schemes permit convenient quantitation at this level, the improved
sensitivity offered by the adsorptive approach is clear. Other advantages of
the adsorptive approach are associated with interferences (see below). The
high sensitivity is accompanied by good precision, which was estimated from
a series of ten successive measurements of 5 ug 17! gallium (conditions as in
Fig. 1B). For the first and second chelate peaks, the mean currents were 79.9
and 28.8 nA, respectively, with ranges of 77 to 82 nA and 27 to 31 nA, and
relative standard deviations of 1.6 and 4.8%.

Co-existing metal ions can interfere with the determination of gallium if
they form reducible and/or adsorbable chelates with SVRS. Ions tested at
the 25 ug 17! level and found not to interfere in the determination of 5 ug 1
gallium were Bi(III), Al(III), Cu(Il), Sn(IV), Pb(II), Mn(II), Ni(II), Ca(Il),
Ba(II), and Mg(II). Additions of 25 ug I"* iron(Ill) resulted in 31% and 21%
depressions of the first and second peaks, respectively, from 5 ug 17! gallium
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S . . — .
..*.__//
-
= A
o
I 20 nA
o4 T o8 2
Potential (V)

Fig. 5. Voltammograms for 5 ug 1-! gallium: (A) by the adsorptive approach; (B) by con-
ventional a.s.v. Conditions: (A) as in Fig. 1B; (B) as in (A) except that preconcentration
at —1.35 V was followed by an anodic scan, in absence of SVRS.
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and a Fe(IIT)/SVRS peak appeared at —0.70 V. Depressions (14% and 10%
of the first and second gallium peaks, respectively) were observed in the
presence of 25 ug 1! cadmium. Additions of 25 ug 1™ mercury(II) resulted in
13% depression of the second gallium peak. Substantial (21% and 300%)
enhancements of the first gallium peak were observed after additions of
25 ug 17! indium and titanium, respectively. The unaffected second gallium
peak permits quantitation in the presence of these metals. The large Ti/SVRS
response is currently being studied for adsorptive stripping voltammetry of
titanium. Of particular significance are the effects of Cu(II), Zn(II), and
Ni(II). These ions interfere with the gallium peaks in conventional a.s.v., via
the formation of intermetallic compounds. In contrast, a ten-fold excess of
these ions had only negligible effects on the adsorptive stripping response
for 5 ug 1! gallium. In addition to the problem of intermetallic compounds,
conventional a.s.v. measurements of gallium may be subject to resolution
problems in the presence of metal ions, e.g., Zn(II), Ni(Il), with similar
redox potentials. For example, a 5-fold excess of zinc did not permit quanti-
tative measurement of 5 pg 17 gallium (under the conditions given for
Fig. 5B, except that the preconcentration potential was —1.45 V). No such
zinc interference was observed in the adsorptive approach. Additions of
nickel to the gallium solution resulted in the appearance of a new peak (at
—0.68 V) associated with the reduction of the Ni/SVRS chelate. The size of
this peak increased linearly with the nickel concentration (up to the 50 ug1™
level tested). As the gallium response is not affected by increasing nickel
concentration, simultaneous measurements of these ions are feasible.
Surface-active organic materials could interfere by competitive adsorption
on the mercury surface. Addition of gelatin (4 and 8 mg 17') to a 5 ug 1™
gallium solution (conditions as in Fig. 1B) caused 16% and 31% depressions
of the first Ga/SVRS peak, respectively. The second Ga/SVRS peak decreased
rapidly as the gelatin concentration increased, and disappeared at the 5 mg 1!
gelatin level. Conventional a.s.v. measurements are also subject to surfactant
interference [3]. Organic interferences in adsorptive stripping measurements
are commonly eliminated by u.v. irradiation [8], but this is not essential
when various real samples are concerned. For example, Fig. 6 illustrates
voltammograms for an untreated coastal sea water spiked with gallium. The
response for the original sample indicates the absence of interferences around
the second Ga/SVRS peak; the absence of a gallium response is expected
from the short (30 s) preconcentration time used, and the level (0.2 ug1™)
of gallium in sea water [19]. A small peak, possibly from the reduction of
the Ti/SVRS chelate, was observed at a potential similar to that of the first
Ga/SVRS peak (not shown). The standard additions give well-defined peaks,
similar to those found in pure solutions. The resulting calibration plot (Fig. 6)
is linear with a slope of 4.7 nA 1 ug™ and a correlation coefficient of 0.999.
In a separate experiment under the same conditions, four successive standard
additions of 2 ug 17 gallium to an untreated rain water yielded well-defined
chelate peaks; again no interference was observed around the second chelate
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Fig. 6. Standard additions of gallium to sea water (8 ml of sea water, 2 ml of acetate
buffer and 2 X 10 M SVRS). (a) Voltammogram for the sample after 30-s preconcentra-
tion at —0.40 V; (b) as (a) after addition of 4 ug 17 gallium; (c) as (b) after addition of
4 ug 1! gallium, Other conditions as in Fig. 1B. Inset is the standard addition plot for the
2—8 pg 1! range.

peak, which increased linearly with concentration giving a slope of 6.4 nAl
ug™ and a correlation coefficient of 0.996.

In conclusion, the present study describes an effective means for the
determination of trace levels of gallium. Quantitation at the ug 17! level is
feasible with short preconcentration times. The adsorptive approach offers a
useful alternative to conventional a.s.v. While most metal chelates of dihyd-
roxyazo dyes yield one reduction peak, two peaks are observed for the Ga/
SVRS chelate (each may have advantages over the other under certain
conditions). Work is continuing toward the development of new absorptive
voltammetric schemes for other metals.

This work was supported in part by the National Institutes of Health
under Grant No. GM 30913-02.
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SUMMARY

The liquid-liquid extraction of inorganic arsenite and arsenate and of methylarsonate
and dimethylarsinate is investigated by using the corresponding arsenic species labeled
with arsenic-74. The extraction systems tested are halides (chloride, bromide and iodide),
diethylammonium diethyldithiocarbamate, didodecyltin dichloride, and pyrogallol/
tetraphenylarsonium chloride. All the arsenic species were quantitatively extracted in the
iodide system; from the log D values obtained in extraction and back-extraction, they
are probably extracted as the corresponding tervalent species because of reduction with
iodide. Appropriate conditions for selective extraction of As(III), As(V) and methyl-
arsonate are described.

Arsenic occurs in nature mainly as inorganic species, including arsenite
and arsenate, and as methylated species, including methylarsonate [MeAs(V)]
and dimethylarsinate [Me,As(V)]}. To understand the behavior of these
arsenic species in nature, accurate methods for their separation and deter-
mination are necessary. The separation of inorganic and methylated arsenic
species has been investigated by using ion-exchange chromatography {1-5]
and gas chromatography [6—12] but little has been done on liquid-liquid
extraction methods.

Among such extraction systems most attention has been focused on the
inorganic species, As(III) and As(V). Arsenic(IIl) can be extracted with
halides or diethyldithiocarbamate, while As(V) can be extracted as the
heteropoly molybdoarsenic acid [13]. Recently, As(V) has been extracted
by using new reagents such as dialkyltin salts [14] and pyrogallol/
tetraphenylarsonium chloride [15].

In the present paper, the liquid-liquid extraction of As(III), As(V),
MeAs(V), and Me,As(V) is examined with various reagents including halides,
diethyldithiocarbamate, didodecyltin(IV), and pyrogallolftetraphenylarsonium
chloride.

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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EXPERIMENTAL

Preparation of radioactive arsenic species

For "*As(III), about 100 mg of high-purity arsenic(III) trioxide (available
for the semiconductor industry) was irradiated with 30—50-MeV brems-
strahlung from an electron linear accelerator at Tohoku University and
dissolved in a little 1 M sodium hydroxide. The solution was adjusted to
10 M hydrochloric acid and shaken with benzene to extract As(III), then
As(IIT) was back-extracted from benzene to 0.1 M sulfuric acid and the
solution was diluted to the required concentration of As(III) with 0.1 M
sulfuric acid.

For "As(V), irradiated arsenic(IIl) trioxide was dissolved in a little
1 M sodium hydroxide. After dilution with water, As(IIl) was oxidized to
As(V) with a large excess of 30% hydrogen peroxide by heating for 1 h, and
the solution was completely evaporated to dryness. The residue was dis-
solved in water and diluted to the required concentration of As(V).

For methylarsonate labeled with 7*As, methylarsonate was prepared by
the Meyer reaction [16] from the irradiated arsenic(III) trioxide and methy!
iodide, and then purified by ion-exchange chromatography [2]. To 90 mg of
irradiated arsenic(III) trioxide were added 0.3 ml of 10 M sodium hydroxide
and 0.15 ml of methyl iodide and the contents were stirred overnight. The
sodium salt of MeAs(V) was crystallized from the reaction mixture by
adding a little ethanol and dissolved in a small amount of an acidic aqueous
solution. The solution was passed into a cation-exchange column (Bio-Rad
AGHOW-X8, 100—200 mesh, 2.5-cm inner diameter, and 45 cm height), and
eluted with water at a flow rate of 1 ml min™, and fractions were collected.
The MeAs(V) fraction having high radioactivity was collected and diluted to
the required concentration of MeAs(V) (calculated from the radioactivity)
with water.

For dimethylarsinate labeled with 7*As, dimethylarsinate was also pre-
pared by the Meyer reaction from MeAs(III) and methyl iodide [16].
The starting material, MeAs(III), was prepared by reducing MeAs(V) with
iodide and extracting with benzene. An aqueous solution of the radio-
active MeAs(V) comprising 18 m! of 5 M sodium iodide, 18 ml of 1 M
sodium hydrogensulfite, and 36 ml of 5 M sulfuric acid was shaken with
10 ml of benzene. The benzene phase was shaken with 2 ml of 5 M sodium
hydroxide to back-extract MeAs(III). Immediately the aqueous phase was
added to 0.2 ml of methyl iodide and stirred overnight. The reaction mix-
ture was adjusted to pH 2—3 with hydrochloric acid and passed into a
cation-exchange column similar to that used above for MeAs(V). After
elution of by-products such as As(III), As(V), and MeAs(V) with water, the
main product of Me,As(V) was eluted with aqueous 1.5 M ammonia, Fur-
ther, to isolate Me,As(V) with high purity from the relatively large amounts
of reaction products and the starting chemicals, the Me,As(V) fraction
obtained was again fed into a small cation-exchange column (0.8-cm inner
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diameter, 10 cm height) and eluted with water. The Me,As(V) solution so
obtained was diluted to the required concentration of Me,As(V) with water.

Identification of labeled compounds

The labeled methyl compounds purified by ion-exchange chromatography
were further identified by paper chromatography; the developing solvent
was acetic acid/ethyl acetate/water (3:3:1). Sodium methylarsonate, used
as the reference, was synthesized in the same manner as the labeled com-
pound. The elemental composition of MeAs(V) purified by recrystallization
was found to be Na,CH;AsO;- 5H,0 by elemental analysis and measurement
of water content (found 4.6% C, 5.0% H, 33% H,O; calculated 4.4% C,
4.78% H, 32.9% H,0. Sodium dimethylarsinate (Na(CH;),AsO, 3H,0)
used as a reference for Me,As(V) was of guaranteed reagent grade. Each
species on the chromatographed paper could be detected by spraying 1 M
sodium iodide and 2 M sulfuric acid followed by heating, or by the y-activity
measurement of the chromatographed paper in the case of the labeled com-
pounds. The Ry value for each species was 0.27 + 0.04 for As(IlI), 0.51 =
0.04 for As(V), 0.79 £ 0.03 for MeAs(V), and 0.92 = 0.03 for Me,As(V).
The Ry values of the labeled MeAs(V) and Me,As(V) were consistent with
those of reference compounds.

Extractants

Didodecyltin dichloride was purified as follows. To didodecyltin di-
chloride solution in ethanol was added 1 M sodium hydroxide with stirring.
The white precipitate formed was filtered, thoroughly washed with ethanol
and water, and placed in a separatory funnel containing hexane and 11 M
hydrochloric acid. On shaking, didodecyltin dichloride was extracted. Then
it was crystallized from the hexane solution by removing most of the solvent.
Diethylammonium diethyldithiocarbamate, sodium halides, pyrogallol,
and tetraphenylarsonium chloride were of guaranteed reagent grade.

Organic solvents such as benzene, carbon tetrachloride, chloroform,
and methyl isobutyl ketone were purified in the usual manner. Other
reagents were of guaranteed grade or super-high-purity grade.

Extraction procedures

An aqueous solution which was 5 X 10 M in the radioactive arsenic
species was shaken with an equal volume of an organic solvent in the pres-
ence of an appropriate amount of an extractant for 2—60 min. Aqueous
conditions tested were 0.1—9 M sulfuric acid, 0.1—5 M perchloric acid, and
0.1 M sodium perchlorate at pH 2—11. After centrifugation, an aliquot
was pipetted from each phase and the y-activity was measured with an
Nal(T1) scintillation counter. The distribution ratio (D) of the arsenic
species was calculated from the y-activity of the two phases. If necessary,
the equilibrium pH was measured with a glass electrode just after the phase
separation. In the back-extraction procedure, the organic solution con-
taining the extracted arsenic species was shaken with a fresh aqueous solution.
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RESULTS AND DISCUSSION

Halide system

The extractability of As(IIl), As(V), MeAs(V), and Me,As(V) into ben-
zene from 1.0 M chloride, bromide, and iodide solution as a function of sul-
furic acid concentration is shown in Fig. 1. In all the halide systems, the
extraction increases with increasing acidity. This trend is similar to that
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Fig. 1. Extraction of arsenic species into benzene from sulfuric acid solutions containing
1.0 M sodium halide: (A) chloride; (B) bromide; (C) iodide. Species: (v) As(III); () As(V),
(o) MeAs(V); (v) Me,As(V). Shaking time, 2 min.
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observed in the iodide extraction of other elements such as germanium(IV),
antimony(Ill), and tin(IV) [17]. In the chloride system (Fig. 1A), the
extractability of the arsenic species increases in the order of As(V) =~
Me,As(V) < MeAs(V) < As(III). Only As(Ill) is guantitatively extracted
from 8-9 M sulfuric acid containing 1.0 M chloride, where log D reaches
2.50. It has been reported that As(III) is extracted from 10—12 M hydro-
chloric acid with a maximum value of log D of 1.26 {18]. More complete
extraction of As(III) can be attained by the addition of sulfuric acid. In the
bromide system (Fig. 1B), the extractability of the arsenic species increases
in the order of Me,As(V) < MeAs(V) < As(V) < As(IIl). The inorganic
arsenic species, As(III) and As(V), are quantitatively extracted from 7—8 M
sulfuric acid containing 1.0 M bromide.

In the iodide system (Fig. 1C), the extraction behavior is rather different
from that in the other halide systems. The extractability increases in the
order of As(Ill) = As(V) ~ Me,As(V) < MeAs(V); the log D values of As(III)
are completely consistent with those of As(V). To study the extraction with
iodide in detail, the effect of iodide concentration on the extraction from
4.0 M sulfuric acid was examined. The results are shown in Fig. 2. The log D
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Fig. 2. Effect of iodide concentration on the extraction and back-extraction of arsenic
species in the 4.0 M sulfuric acid/benzene system: (vv) As(III); (24) As(V); (c®) MeAs(V);
(om) Me, As(V). Solid symbols denote the back-extraction. Shaking time, 2 min.

Fig. 3. Effect of shaking time on the extraction and back-extraction of Me,As(V) in
iodide systems with a 4 M sulfuric acid aqueous phase: (ce) 0.20 M Nal; (24) 0.060 M Nal.
Solid symbols denote the back-extraction.
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values for As(III), As(V), and MeAs(V) increase linearly with increasing
iodide concentration, and log D obtained from the back-extraction is in
agreement with that from the forward extraction. This means that the
extraction equilibrium for these species is attained rapidly within the shaking
time of 2 min. The identical nature of the extraction behavior of As(III)
and As(V) found in Figs. 1C and 2 can be ascribed to the reduction of As(V)
to As(IIl) with iodide in the aqueous phase; probably both these species
are extracted as arsenic(IIl) triiodide. Also MeAs(V) may be reduced to
MeAs(I1I) with iodide and extracted as MeAsl,. This compound can be
synthesized by treatment of a solution of MeAs(V) and potassium iodide
with hydrochloric acid and sulfur dioxide and is known to be soluble in
organic solvents such as diethyl ether and carbon disulfide [19]. The forma-
tion of MeAs(III) is also supported by the following experimental results.
The methylarsenic species, presumed to be MeAs(III), extracted from iodide
solution into benzene was back-extracted into 5 M sulfuric acid. Then
this MeAs(III) solution was subjected to the halide extraction and the
results were compared with those in Fig. 1, in which the extraction was
done with the MeAs(V) solution. In the iodide system, the log D values were
the same as in Fig. 1C but in the chloride and bromide systems, the values
were significantly different from those in Fig. 1A and B, respectively;
the log D values for MeAs(IIl) at 5 M sulfuric acid containing 1.0 M chloride
and bromide increased by —1.30 and —1.05, respectively. However, these
differences in log D were diminished measurably when an aged aqueous solu-
tion of back-extracted MeAs(III) was used. This may be ascribed to the
gradual oxidation of MeAs(III) to MeAs(V) on standing in contact with air.
In contrast, the log D value for Me, As(V) obtained from the forward extrac-
tion was markedly different from that obtained from the back-extraction
when the concentration of iodide was less than 0.1 M. This shows that ex-
traction equilibrium was not attained with low concentrations of iodide
within the shaking time of 2 min. Hence the effect of the shaking time on
the extraction and the back-extraction of Me,As(V) was investigated. The
results are shown in Fig. 3. The log D values reach a maximum at about
10 min and then decrease gradually, whereas the log D values in the back-
extraction decrease monotonously. This decrease seems to be related to the
decreased iodide concentration in the aqueous phase; during the shaking,
iodide is oxidized gradually to iodine which is extracted into benzene. Never-
theless, the log D values obtained from the extraction and the back-extraction -
agree at prolonged shaking times, so that it appears that extraction equilibrium
can be reached under these conditions. From these phenomena, Me; As(V)
seems to be rather slowly reduced to Me, As(IIT) with iodide and extracted as
the iodide (Me,As]). The formation of this compound has been confirmed
by gas chromatography in a similar extraction system [6], where hydroiodic
acid was used.
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Diethyldithiocarbamate system

Figure 4 shows the extraction curves of the arsenic species with 1.0 X 1072
M diethylammonium diethyldithiocarbamate (DDC) in carbon tetrachloride.
Only As(Ill) is quantitatively extracted in the pH region. The other three
species are partly extracted in the acidic region and log D increases with
increasing acid concentration. The extraction of As(III) shows the reverse
trend and is similar to that generally observed in the extraction of other
metal ions with DDC [20]. Because the back-extraction curve of As(V)
against the acid concentration was almost the same as that of As(III), As(V)
was considered to be extracted as As(III) by reduction with the extractant
[21]. The extraction behavior of the methyl species, MeAs(V) and Me,As-
(V), is quite similar to that of As(V); these species may also be reduced to
the respective arsenic(IIl) species and extracted as diethyldithiocarbamate
complexes. These complexes have been synthesized by the reaction of
MeAsl, and Me;Asl with DDC and are sufficiently stable for use in gas
chromatography [7].

Didodecyltin system

Dialkyltin compounds such as dioctyltin dinitrate and dinonyltin di-
nitrate have been tested for the extraction of inorganic acids such as phos-
phate and arsenate [14]. In this work, didodecyltin dichloride (DDDT)
was used as the extractant for the present series of arsenic species. When a
benzene solution of DDDT was shaken with water, the insoluble hydroxide
was readily formed, but this was avoided by using a mixture of benzene
and methyl isobutyl ketone (1:1). Figure 5 shows the extraction curves for

log D

Fig. 4. Extraction of arsenic species with 1.0 X 10 M diethylammonium diethyldi-
thiocarbamate in carbon tetrachloride from aqueous solutions of various acidity. Species:
(v) As(III); (2) As(V); (o) MeAs(V); (o) Me, As(V). Shaking time, 5 min.
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Fig. 5. Extraction of arsenic species with 1.0 X 10 M didodecyltin(IV) dichloride in
1:1 benzene/methyl isobutyl ketone from acid solutions: (A) sulfuric acid; (B) per-
chloric acid. Shaking time, 60 min. Symbols as in Fig. 4.

the four arsenic species with 1.0 X 10> M DDDT in benzene/methyl iso-
butyl ketone solution from sulfuric acid and perchloric acid solutions. In
the sulfuric acid system (Fig. 5A), the log D values of the arsenic species
other than As(III) decreased gradually as the acidity increased, but quan-
titative extraction is not achieved under the present experimental condi-
tions. In the perchloric acid system (Fig. 5B), the log D values of arsenic
species other than As(IHI) were much higher than those in the sulfuric acid
system. Particularly, log D for As(V) and MeAs(V) reached 3.2 at 0.5 M
perchloric acid and 2.3 at 1 M perchloric acid, respectively, hence these
species can be extracted quantitatively. In the sulfuric acid system, the
arsenic acid, methylarsonic acid, and dimethylarsinic acid may compete
with sulfuric acid for complexation with didodecyltin(IV), whereas in the
perchloric acid system, there would be virtually no competition. The order
of extractability of the arsenic species is in agreement with the order of their
first acidity constants [22], ie., As(III), 107 < Me,As(V), 10%? <
MeAs(V), 1073¢ < As(V), 10%24, This suggests that the dissociated anion
of these arsenic species reacts with the organotin(IV).

Pyrogallol/tetraphenylarsonium system

Extraction of the arsenic species, As(III), As(V), MeAs(V), and Me,As-
(V) was tested from a sulfuric acid solution containing 0.20 M pyrogallol
into chloroform containing 5.0 X 10® M tetraphenylarsonium (TPA)
chloride. As shown in Fig. 6, only As(V) was quantitatively extracted
and readily separated from other species. None of the species was extracted
without TPA. Although the extracted species was not identified in the pre-
vious investigations on the extraction of As(V) with pyrogallol [15] and
catechol [23}, it is probable that As(V) forms an anionic complex with
the di- or tri-hydroxybenzene and is then extracted as an ion-pair with TPA.
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Fig. 6. Extraction of arsenic species with 0.20 M pyrogallol/5.0 X 10™ M tetraphenyl-
arsonium chloride from sulfuric acid solutions to chloroform. Shaking time, 30 min.
Symbols as in Fig. 4.

Selective extraction

In the halide and DDC systems, arsenic(III) species were selectively
extracted as complexes having arsenic(IIl) as the central element. In the
DDDT system, only arsenic(V) species were extracted. Table 1 summarizes
the extraction conditions useful for the separation of each arsenic species.
For example, As(III) can be separated quantitatively from other species both
in the chloride system and in the DDC system; As(V) is separated in the

TABLE 1

Summary of extraction conditions for the separation of arsenie species (log D)

Extractant Conditions As(III) As(V) MeAs(V) Me,As(V)
NaCPI? 7.5 M H,80, 2.1 <—3.0 —2.0 <—3.0
NaBr? 6.5 M H,S0, 2.6 2.4 —2.7 <—3.0
NaI® 1.2 M H,80, —2.0 —2.0 2.0 —0.9
Nal? 4.0 M H,50, —0.5 —0.5 2.4 —2.0
DDC® pH1.5—6.7 3.0 <—3.5 <—3.5 <—3.5
DDDT? 1.0 M HCIO, —2.0 2.8 2.3 —1.3
PG®/TPAS 2.0 M H,S0, —2.0 2.3 <—3.0 <—3.0

1.0 M. P0.05 M. ©0.01 M. 90.001 M. 0.2 M pyrogallol. {5 x 10~ M.
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pyrogallol/TPA system, and MeAs(V) is separated in the iodide system.
Therefore, the four arsenic species can be mutually separated by combining
these extraction systems.

The authors express their appreciation to Kyodo Yakuhin Co. Ltd. for
the kind supply of organotin compounds.
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SUMMARY

A sensitive and selective method is described for the simultaneous determination of
inorganic and organic mercury compounds. The mercury compounds are extracted into
toluene or chloroform with dithizone, and the dithizonates are separated by liquid chro-
matography on an ODS column. Complete resolution was obtained between methyl-,
ethyl-, phenyl- and inorganic mercury with a mobile phase of THF /methanol (2:1) with
0.05 M acetate buffer pH 4 (62 + 38), containing 50 utM EDTA. The mercury chelates
were detected spectrophotometrically at 475 nm. The detection limits were at the sub-
nanogram level. The method is applicable to human urine, tap water and tomatoes.

The toxicity and the general chemistry of mercury are known to be highly
dependent on the groups attached to the metal atom [1]. West66 [2] devel-
oped a method for organomercury speciation based on gas chromatography
(g.c.), and several variations have later been described [3, 4] . However, long
clean-up procedures are necessary, and several organomercury compounds
are thermally unstable or are strongly retained on most g.c. columns [5—7].

High-performance liquid chromatography (h.p.l.c.) has proved to be a
powerful instrumental method for the trace determination of involatile and
thermally unstable compounds. The use of h.p.l.c. for metal compounds,
especially in the form of chelates, has increased rapidly [8, 9]. Inorganic and
organic mercury compounds have been separated on ODS columns as alkyl-
dithiocarbamates [10—12]. They were detected by an u.v. spectrophotom-
eter at 254 nm. Lack of selectivity is a disadvantage of this method. Many
organic compounds absorb at the same wavelength, and some of the com-
moner metals interfere. Some workers have solved the selectivity problem by
using an element-specific detector, e.g., an atomic absorption [13—15] or
microwave-induced plasma spectrometer [16]. These approaches, however,
need expensive equipment and are often far too complicated.

The aim of this work was to find a relatively selective method, capable of
trace determinations of inorganic and organic mercury compounds, using

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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only a combination of ordinary h.p.l.c. equipment. Fairly good selectivity
can often be obtained for compounds detectable in the visible region or by
fluorescence.

Dithizone (3-mercapto-1,5-diphenylformazan; H,Dz) is known to form
stable chelates with both inorganic and most alkyl-, alkoxyalkyl- and aryl-
mercury compounds [17—19]. Inorganic mercury forms an orange-yellow
1:2 chelate of the form Hg(HDz),, with an absorbance maximum at about
490 nm and a molar absorptivity (¢) of 7.0 X 10* Imol™ cm™, when extracted
from acidic or mildly alkaline solution with excess of dithizone. Yellow 1:1
chelates of the form RHg(HDz) are formed by the mono-organomercury
compounds, under similar conditions. The wavelength of maximum absorb-
ance is about 475 nm and the molar absorptivity is about 3.3 X 10* 1 mol™
cm™. The formation of chelates with dithizone has been used for post-
column detection in the h.p.l.c. {20], g.c. and t.l.c. [21—24] of mercury
compounds. The t.l.c. separations were done on silica gel plates, but hardly
any resolution was obtained between methyl- and ethylmercury.

In this paper, separation of inorganic and organomercury chelates of dithi-
zone by reverse-phase h.p.l.c. is described and the application of the method
to real samples is reported.

EXPERIMENTAL

Reagents

All reagents were of analytical-reagent grade, obtained from commercial
sources. The standard inorganic and organic mercury solutions were made
from the chloride salts. The mercury(II) chloride solution was prepared in
0.5 M nitric acid, and the organic mercury chlorides in methanol. They were
stored in a refrigerator as 1.0 g I solutions. (All concentrations of mercury
compounds given in this paper refer to the mercury content of the com-
pound.) The purities of the mercury chlorides were checked by the given
h.p.l.c. method.

Dithizone (Merck) was either dissolved directly in toluene without any
further purification and stored as a 0.01 M solution in a refrigerator or puri-
fied by the following procedure. It was first recrystallized from chloroform
as described by Sandell and Onishi [17]; it was then chromatographed on a
glass column packed with silica gel 60 (0.040—0.063 mm; Merck) and toluene
as eluent. The concentration of the isolated fraction was determined spectro-
photometrically.

The stock ethylenediaminetetraacetic acid solution (5 mM) was made
from the disodium salt.

The chromatographic solvents were of h.p.l.c. grade (Fisons). The tetra-
hydrofuran (THF) and the toluene used for sample preparation were purified
on a glass column filled with aluminium oxide (basic, activity grade 1,
Woelm B). Quartz-distilled/deionized water was used. All aqueous solutions
used in the mobile phase were filtered through 0.45-um Millipore filters.
Helium was used for deaerating the mobile phase.
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Apparatus

The h.pl.c. equipment consisted of a Perkin-Elmer dual-pump module
(Series 2) with a Rheodyne injector (Model 7105). The detector was usually
a Perkin-Elmer LC-75 spectrophotometer but occasionally a Waters 440
filter photometer. All area calculations were done with a Milton-Roy CI-10
integrator,

Three prepacked reverse-phase columns were used in this study: (1) RP-18
Spheri-5, 5-um MPLC cartridge (Brownlee Labs.), 100 X 4.6 mm i.d.;
(2) Spherisorb ODS-2, 3-um column (Phase Separation), 150 X 4.6 mm i.d.;
(3) Nova-pak C,3, 4-um column (Waters), 150 X 3.9 mm i.d. The 50-mm guard
column was dry-packed with LC-18 40 um pellicular packing (Supelco). All
columns were of stainless steel.

Procedure

The following procedure was used for preparation of test samples.

A portion (5 ml) of 0.5 M acetate buffer, pH 4.0, was added to a centrifuge
tube. An appropriate aliquot of standard mercury solution was transferred to
the tube and 4 ml of toluene and 1 ml of 0.01 M dithizone solution were
added. The mixture was shaken on a Whirlimixer (Fison) for 3 min and
centrifuged. Usually, 2 ml of the organic phase was transferred to a sample
vessel and evaporated to dryness with a gentle stream of nitrogen. The residue
was dissolved in 2 ml of methanol. An aliquot (usually 5 ul) of this methanol
solution was injected into the chromatograph. A mixture of THF /methanol
(2:1) with 0.05 M acetate buffer, pH 4.0 (62 + 38), containing 50 uM EDTA
was normally used as the mobile phase. The wavelength control of the spec-
trophotometer was set at 475 nm. The flow rate was 1.0 ml min™ for the
Spheri-5 and Nova-pak columns, and 0.8 mI min™ for the Spherisorb column.

The peak heights were normally measured.

RESULTS AND DISCUSSION

Sample preparation

Inorganic and most of the organomercury compounds that form chelates
with dithizone can be extracted quantitatively in the pH range 1—8 [18]. In
contrast to the use of diethyldithiocarbamate as extraction reagent, no de-
composition of the organomercury compounds examined was observed with
acidic solution. A 0.5 M acetate buffer of pH 4.0 was found to give good
reproducibility. When the method was applied to real samples a lower
pH was often used because protein-bound organomercury compounds are
released more easily in hydrochloric acid solutions [25].

Manganese(1I), Fe(1I), Fe(III), Co(II) and Ni(Il) remained in the aqueous
phase after extraction at pH 4; Ag(I), Cu(1l), Zn(II), Cd(IT) and Pb(II) were
at least partly extracted into the organic phase. This is in agreement with the
results given by Sandell and Onishi [17]. However, as long as excess of dithi-
zone was present, they had no influence on the extraction of the mercury
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compounds. No peak corresponding to Cu(HDz), or the other metal chelates
could be observed within the retention volumes of the mercury compounds.

Both chloroform and toluene can be used as the extraction medium, For
most purposes, toluene was chosen because of its lower toxicity. Only small
amounts of chloroform extract could be injected directly into the chromato-
graph before asymmetric peaks were observed. The volume could be increased
somewhat with the use of toluene, but the limit of tolerance varied in both
cases from one column to anothér. With the Nova-pak column, the sample
had to be injected in methanol. Almost no change in peak shapes were seen
with methanol for injection volumes less than 25 ul.

Dithizone is known to be very sensitive to oxidants present in the solution
[17]. Several products can be formed. There was also a slow decomposition
in the mobile phase. A peak appearing between phenyl mercury and inorganic
mercury belonged to a decomposition product, which was also not stable.
Another compound was formed, which seemed to be 1,5-diphenylformazan
from mass spectrometric data. It was eluted just after dithizone (see Fig. 2).
Further examination of these products was not made. Purification of dithi-
zone prior to use is normally recommended for spectrophotometric measure-
ments [17]. The decomposition products mentioned were, however, not
affected by purification procedures. Hardly any difference was observed
between the purified and unpurified reagent when not more than 10 nmol of
dithizone was injected, which is equal to the amount given in the above pro-
cedure. With the injection of larger amounts, which is often necessary for the
trace determination of mercury compounds in real samples, small interfering
peaks appeared at maximum sensitivity. Purification of the dithizone is there-
fore recommended for trace determinations of mercury compounds.

Excess of dithizone could be removed from the sample by back-extraction
with 2% (w/v) ammoniacal solution. Many of the oxidation products will,
however, remain in the organic phase, and neither dithizone itself nor the
main decomposition products interfered with the mercury separation. Better
reproducibility was obtained when dithizone was left in the organic phase.

The dithizonate extracts of the mercury compounds could be stored at
—18°C for at least 24 h without noticeable changes, but prolonged storage
caused decomposition of the chelates.

Conditions for h.p.l.c.

While metal alkyldithiocarbamates have been separated mostly by reverse-
phase elution on apolar columns [26], silica columns have been used for
dithizonates [27—29]. Methyl-, phenyl- and inorganic mercury chelates were
separated successfully by thin-layer chromatography on silica [21, 23].
Normal-phase elution of these chelates by h.p.l.c. showed broad peaks, how-
ever, and more than one peak could often be observed for each compound.
Both unmodified and cyanopropyl-bonded silica columns were tried.

Reverse-phase elution of the mercury dithizonates on an ODS column
proved to be more successful. The aqueous part of the mobile phase had to
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be buffered, otherwise decomposition of the chelates was observed. Differ-
ent buffers could be used. Formic acid (pH 1.9), acetic acid (pH 2.9) and
acetate buffers of pH 4.0 and 4.7 all gave successful results. No difference
was seen between 0.05 and 0.1 M acetate buffers. A 0.05 M acetate buffer of
pH 4.0 was chosen as the aqueous part of the eluent.

Good separation between all four mercury dithizonates was obtained with
a mobile phase prepared from THF, methanol and acetate buffer (Figs. 1 and
2). Exclusion of THF spoiled the separation between ethyl- and phenyl-
mercury. The best conditions were obtained with 2:1 THF/methanol; with
higher THF contents, one of the decomposition products of dithizone inter-
fered. The retention volumes increased with increasing buffer content of the
mobile phase. Sufficient separation for most purposes was obtained with
35—40% (v/v) buffer.

All types of exchange and reduction reactions, including those which have
been suggested to occur between the metal parts of the chromatographic
equipment and the metal chelates [26, 30, 31], seemed to be avoided by the
addition of a little EDTA to the mobile phase. A concentration of 50 uM
EDTA was chosen in this study. It is, however, recommended to use quartz-
distilled water in the mobile phase.

The shapes of the peaks, and so the separation, depended on the amount
injected as well as on the column used. Linear calibration graphs were ob-
tained for the organomercury dithizonates with the Nova-pak column when
the peak height was plotted versus the quantity injected. In the case of inor-
ganic mercury, linearity was observed only up to about 10 ng and beyond
20 ng. A small bend was seen between these two points, giving a convex
curve. This irregularity in the graph of Hg(HDz), could be eliminated by co-
extraction of some copper(ll) ion together with the mercury compounds
(Fig. 3). The concentration of copper should be about a quarter that of
dithizone; Cu(HDz), probably acts as a dithizone source during the elution,
as a consequence of the great difference in the formation constants [32].
The detection could then not be made at wavelengths less than 475 nm,
because the general level of absorption was too high in that range.

Linear calibration graphs were not obtainable with the Spheri-5 and
Spherisorb ODS-2 columns for low concentrations when the peak heights
were measured. Nonlinearity was observed up to about 30 ng. The tail of the
peak seemed to increase with decreasing amounts injected. Because the
deviation from linearity was found to increase with increasing silanol activity
of the column, adsorption of the chelates to the residual silanol groups is
believed to occur. To examine whether or not this adsorption was followed
by decomposition, peak height and area measurements were compared. Cali-
bration graphs, prepared with respect to both peak heights and areas, were
produced for the Spherisorb column, with samples containing 40—200 ng
each of methylmercury and inorganic mercury. Excess of dithizone was
back-extracted from the sample solution. The intercept with the x-axis was
calculated in each case. The intercept value of the graphs with respect to
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peak areas was 6.9 ng for methylmercury and 15.1 ng for inorganic mercury.
These results indicate that both of the chelates decomposed somewhat
during the elution, but to a greater extent for inorganic mercury. The inter-
cepts of the graphs with respect to peak heights indicated little difference in
the degree of adsorption between the two compounds; 20.0 ng was found
for methylmercury and 19.3 ng for inorganic mercury. The standard devia-
tion was found to be about 3.2 ng for these calculations [33]. These results
suggest that the mercury atom of organomercury chelates can interact to a
greater degree with free silanol groups without decomposition. Adsorption
of inorganic mercury chelates are more often followed by decomposition.

In many procedures applied for h.p.l.c. separation of metal chelates, addi-
tion of a little free ligand to the eluent is recommended to suppress adsorp-
tion of the chelates, but free dithizone was not stable in the mobile phase, so
that this could not be done in the present work. A small but significant de-
crease of the adsorption of the mercury chelates was observed when the
excess of dithizone was not removed from the extract to be injected. Better
reproducibility was also obtained.
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Fig. 1. Effect of the THF /methanol ratio in the mobile phase on the separation of the
mercury dithizonates: (o) MeHg(HDz); (o) EtHg(HDz); (v) PhHg(HDz); (a) Hg(HDz),;
() decomposition product of dithizone. The buffer content was regulated to give a con-
stant capacity factor of ethylmercury. Conditions: Nova-pak C,; column (4 um, 150 X
3.9 mm i.d.) with guard column; THF/methanol/0.05 M acetate buffer pH 4.0/50 uM
EDTA as mobile phase (see text).

Fig. 2. Chromatogram of the different mercury dithizonates. Peaks: (1) MeHg(HDz),
(2) EtHg(HDz); (3) PhHg(HDz); (4) Hg(HDz),; (5) dithizone; (6) decomposition product
of dithizone, probably 1,5-diphenylformazan; (7) decomposition product of dithizone.
Conditions: column as for Fig. 1; eluent THF /methanol (2:1) with 0,05 M acetate buffer
pH 4.0 (62 + 38) and 50 M EDTA; flow rate 1.0 ml min™; 10 ng of each mercury com-
pound injected.
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The correlation coefficients of the calibration graphs were found to be
>0.998 in all cases. Best precision was obtained with the peak-height mea-
surements without the use of an integrator. The detection limits are often
taken as twice the noise level of the baseline but the noise will depend on the
equipment used and especially on the detector. The following detection limits
were obtained with a Perkin-Elmer LC-75 spectrophotometer at 475 nm:
0.3 ng MeHg, 0.4 ng EtHg, 0.5 ng PhHg and 0.4 ng Hg. When a Waters 440
filter photometer (436 nm) was used, the detection limits were about half
these amounts.

Application to real samples

The proposed method was applied to human urine, tap-water and tomatoes
in order to test its suitability.
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Fig. 3. Chromatogram of the different mercury dithizonates when some copper was co-
extracted with the mercury compounds. See text for further information. Chromato-
graphic conditions and peaks as for Fig. 2.

Fig. 4. Chromatogram of an extract of human urine spiked with the mercury compounds
(4.0 pg 17 each). Peaks: (1) MeHg(HDz); (2) EtHg(HDz); (3) PhHg(HDz); (4) Hg(HDz),;
(5) decomposition product of dithizone (this peak is hardly seen at 475 nm). The urine
sample was found to contain 2.1 ug 17 methylmercury and 9.2 ug1? inorganic mercury.
Chromatographic conditions as for Fig. 2.
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Human urine. The sample preparation procedure given by Bruno et al.
[23] was used, but with some variations. Aliquots (0—100 ul) of a standard
mercury solution containing 1.00 ug ml™? each of methyl-, ethyl-, phenyl-
and inorganic mercury, were added to different centrifuge tubes, each con-
taining 5 ml of urine. Each sample was then adjusted to about pH 1.0 by
addition of 250 ul of 2 M hydrochloric acid. After addition of 2 ml of
chloroform and 1 ml of toluene containing about 0.30 umol of dithizone,
the samples were shaken vigorously for at least 10 min to obtain maximum
extraction efficiency, and then centrifuged at 4000 rpm. The organic phases
were placed in sample vessels and evaporated to dryness with a gentle stream
of nitrogen. Each residue was dissolved in 250 ul of methanol and 20 ul was
injected into the chromatograph. The same chromatographic conditions as
for test samples were used. In this case, a filter photometer equipped with a
filter for around 436 nm was used as detector. Better signal-to-noise ratios
were obtained with the filter photometer.

Only one extraction was normally made because the total recovery with
only one extraction was more than 80%. A second extraction gave only
5—10% higher recovery. Recoveries were found to be highest for phenyl-
mercury and lowest for methylmercury. Better precision was obtained with
only one extraction step, probably because less dithizone was injected into
the chromatograph. A combination of chloroform and toluene was found to
give better separation between the two phases than toluene alone.

A urine sample from the author, who had obviously been exposed to
these mercury compounds during work, was examined more closely (Fig. 4).
The sample was found, by the standard addition method given above, to con-
tain 2.1 ug I methylmercury and 9.2 yg 17 inorganic mercury. The ethyl-
and phenyl-mercury contents were below the detection limit, which was
established as 1.5 ug I'. The total mercury content of this urine sample was
found to be 10.8 ug 1! by the cold-vapour atomic absorption technique.

Tap water. The samples were prepared in the same way as for urine, but
only toluene was used as extraction medium. For water with a high copper
concentration, the dithizone content had to be increased because both
copper and the mercury compounds are extracted at pH 1. The detection
then had to be made at 475 nm, because of the high background absorption.

Tomatoes. The possibility of extracting the mercury compounds directly
into toluene with dithizone, in the same way as for urine, was studied. A
simplified variation of the sample preparation procedure given by Tatton
and Wagstaffe [21] was used. Thus, 3 ml of propan-2-ol, 3 ml of water and
250 ul of 2 M hydrochloric acid were added to 1 g of homogenized tomatoes,
and the mixture was extracted with 3 ml of toluene containing 0.50 umol of
dithizone. No interfering peaks appeared in the chromatogram at 475 nm.
About the same recovery as for urine was obtained for the organomercury
compounds. The calibration graphs were found to be linear for the range
0—10 pg g mercury in the organomercury compounds. The recovery of



257

inorganic mercury was poor. For tomatoes, this extraction procedure is
therefore only suitable for the determination of organomercury compounds.

Conclusion

Reverse-phase separation of organic and inorganic mercury compounds as
their dithizonates appears to have considerable potential for the examination
of mercury compounds. No special apparatus is required except ordinary
h.p.L.c. equipment. Clean-up procedures can usually be kept to a minimum
because of the selectivity offered by this method. A simultaneous determina-
tion of both organic and inorganic mercury is often possible, in contrast to
various procedures described earlier. Of the arylmercury compounds, only
phenylmercury was incorporated in this study, but there is no reason to
believe that the proposed method is restricted to this compound. It should
be applicable to most alkyl-, aryl- and alkoxyalkyl-mercury compounds.
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SUMMARY

A self-contained module for liquid—liquid extractions is described. The module con-
tains engraved conduits for mixing of sample and reagent, an engraved segmentor, a de-
tachable extraction coil, a membrane separator, and a rinsing system for the flow cell.
The membrane in the separator is supported by a teflon-coated steel grid and can be re-
placed rapidly. The segmented stream enters at the centre of the circular membrane and
travels through an engraved, coiled channel in contact with the membrane before leaving
the membrane area at the periphery. The volume of the receptor chamber for the organic
phase is 10 ul. For a detector flow-cell volume of 8 ul, an aqueous flow rate of 2.0 ml
min~ and an organic flow rate of 1.2 ml min™', the “loss factors” caused by analyte dis-
persion are 3.2 and 1.5 for caffeine sample volumes of 40 ul and 100 ul, respectively,
compared with batch extraction. The system is also tested for extraction of anionic sur-
factants as their ion-pairs with methylene blue.

There are several reasons why the overall volumes involved in an extraction
procedure should be reduced to a few millilitres or less: organic solvents are
expensive, there are disposal problems, there are exposure risks for the tech-
nicians, and the sample supply is often limited. Manual extractions of such
small volumes are not practicable. Consequently, interest has been focussed
on mechanized extractions of small sample volumes based on the flow-
injection extraction principle first described in 1977 [1, 2]. The application
was to the extraction of aqueous caffeine samples by chloroform and subse-
quent measurement of the absorbance of caffeine in the organic phase at
275 nm. Refinements of this system have been made since then with respect
to almost every detail but the essential parts and the performance of present
systems are very similar to the system first reported. Despite the larger num-
ber of papers reporting technical improvements, there have been very few
attempts to find an overall design that would meet basic practical demands
such as short start-up time, low maintenance level, reproducible behaviour
over several days, and inherently small sample dilution characteristics. Most

0003-2670/86/%$03.50 ©® 1986 Elsevier Science Publishers B.V.
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early designs for flow-injection extraction suffer from the fact that they are
susceptible to mechanical variations. Very often, both segmentation and
separation characteristics change when a part in the system is moved or
turned. The secondary flow in a coiled tube is disrupted when its coiling
radius or its position are changed and as a consequence the mechanical forces
on sample dispersion will be altered. The complex flow pattern of flow-
injection systems for extraction, ‘‘the spaghetti syndrome”, has definitely
frightened many potential users. With the introduction of microconduits for
classical one-phase applications of flow-injection analysis (f.i.a.) [3], a simple
technique has become still simpler. The microconduits are tailormade for dif-
ferent given applications and their dimensions are comparable with those of
a credit card. One aim of this work was to see if the microconduit concept
would be applicable in the development of an extraction manifold so that
many of the current technical difficulties could be overcome. A second aim
was to develop areliable device with minimum sample dilution characteristics
which would allow extraction of microlitre sample volumes with minimal
loss of sensitivity compared with the batch extraction approach.

EXPERIMENTAL

Description of the extraction module

Figure 1 shows the flow diagram of a typical extraction system based on
f.i.a. The extraction module, framed by the broken line in Fig. 1, comprises
carrier and reagent inlets, a carrier and reagent mixing coil, an organic solvent
inlet, a segmentor, an extraction coil, a separator and a joint waste outlet.
All conduits, except for the extraction coil and the separator, are engraved in
a poly(vinyl difluoride) (PVDF) plate, 12 X 9 X 2 cm?®. The PVDF plate is
attached by six screws to a steel plate sandwiching a gasket of inert rubber to
prevent leakage. A dense synthetic rubber material was selected, to avoid
plugging of, or swelling into, the engraved channels. The cross-section of a
conduit is thus semicircular or slightly crescent-shaped. Figure 2 is a schema-
tic diagram of the extraction module. Inlet and outlet tubes were of PTFE,
and their ends were flanged and provided with inert rubber washers and poly-
propylene standard connectors. The injector and the detector are connected

Fig. 1. Flow scheme of a typical extraction system in f.i.a.: C, carrier; R, reagent; Aq,
aqueous stream to displacement bottle containing organic solvent (org); D, detector; W,
waste; S, sample; 1, mixing coil; 2, segmentor; 3, extraction coil; 4, separator; 5, joint
waste outlet. The extraction module is framed by the broken line.
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Fig. 2. Exploded view of the extraction module: C, carrier; R, reagent; Org, organic phase;
W, waste; Inj, injector; D, detector; 1, mixing conduit, aqueous phase; 2, segmentor; 3,
extraction coil; 4, separator, ‘‘donor’’ half; 5, membrane; 6, grid; 7, separator, “acceptor”
half; 8, organic phase outlet; 9, stopper, rinse system; 10, shut-off valve, rinse system.

A B

Fig. 3. Functioning of the rinsing system: (A) system in run mode; (B) system in rinse
mode. The detector flow cell and the separator are rinsed with ethanol provided from a
syringe.
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to the carrier stream as shown in Fig. 2. The carrier and the reagent streams
are merged and mixed in a 25-cm conduit, the internal volume being about
100 ul. The organic stream is supplied by a displacement bottle arrangement
(Tecator, Sweden). The geometry of the segmentation point was found to be
critical; both the size of the mixing cavity and its proximity to ‘“turbulent
points” (i.e., points at which the flow direction changes drastically) had to
be optimized so that segments of uniform size resulted.

The extraction tubing is of teflon (0.5-mm i.d., 2 m long). It is wound
round a helically coiled groove on a plastic rod. The ends of the extraction
coil are flanged and provided with spacers and rubber washers.

The separator unit and the extraction coil are situated on the top of the
PVDF body. The segmented stream enters the separator unit from below via
an engraved channel in the bottom surface of the PVDF body and further via
a perpendicularly drilled hole. Figure 2 shows an exploded view of the sepa-
rator unit. The contact area between the membrane and the segmented
donor stream is a coiled groove (4). A teflon-coated steel grid (6) prevents
the membrane (5) from expanding into the acceptor chamber for the organic
phase. The volume of the acceptor chamber is about 10 ul, with a coiled
groove similar to that shown for the donor stream. The separated organic
stream is led to a spectrophotometric flow cell and thereafter rejoins the
aqueous stream to a common waste outlet. This arrangement is necessary in
order to balance the pressure and so to diminish the risk of solvent evapora-
tion in the separator.

For convenience, a rinsing system is integrated into the module. The func-
tioning of this rinsing system is illustrated in Fig. 3. No disconnection of
tubing is necessary in order to rinse the flow cell and the membrane.

Procedure

When the system is started up, a flow of organic solvent is provided to the
system from the displacement bottle. One of the two pumps of the FIAstar
5020 unit (Tecator, Sweden) is reserved for propelling the organic flow,
whereas the other pump, propelling the carrier and the reagent, is started
when the organic flow has already entered the system. When needed, ethanol
is injected into the rinsing system to clean the flow cell from water droplets
and the membrane from impurities. The membranes used here were Fluoro-
pore 0.2—1.0 um. An 8-ul flow cell was used.

Normally, a steady baseline is obtained after a few minutes. The flow rates
of C, R and Org in Fig. 2 were typically 1.2, 0.8 and 1.2 ml min™, respec-
tively. Samples are injected into the carrier. Evaluations of peak heights are
calculated automatically and the results are displayed on the FIAstar 5020-
unit display.

For measurements of pressure drop over the membrane and flow rate
through the detector, the extraction module was replaced by two detached
separator and segmentor units of similar design. An on-line pressure sensor
was connected at different sites both before and after the separator unit. The
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pressure drop values were output to a strip-chart recorder. Also, when the
dispersion characteristics of different types of separator and segmentor were
investigated, detached units had to be used. Flow rates were measured by
using a stopwatch and a measuring cylinder.

Chemicals

Caffeine, iodine and anionic surfactants were used as test compounds. The
stock iodine solution was prepared by dissolving 0.5 g of potassium iodate
and 4 g of potassium iodide in 250 ml of distilled water; 2 ml of concentrated
hydrochloric acid was added to lower the pH. The anionic surfactants were
sodium dodecyl sulphate (m.w. 288; Merck), sodium dioctyl sulphosuccinate
(m.w, 444; Rohm and Haas), sodium decyl sulphate (m.w. 260; Merck),
sodium octyl sulphate (m.w. 232; Merck), sodium tetradecyl sulphate (m.w.
316; Eastman-Kodak) and sodium dodecyl benzosulphonate (m.w. 348;
Fluka). Aqueous stock solutions, 1 mM, were prepared and stored for a
maximum of one week. All other test solutions were prepared daily.

For the determination of the anionic surfactants, a methylene blue reagent
solution was prepared as follows: 0.05 g of methylene blue was dissolved in
about 200 ml of a pH 7 phosphate buffer in a 1-1 volumetric flask; 400 ml of
methanol was added and the solution was diluted to volume with distilled
water. This solution could be stored at room temperature and used for at
least two weeks, but it was always filtered before use. The carrier was de-
gassed distilled water.

For those experiments in which no reagent was needed, distilled water re-
placed the reagent solution. Chloroform, freon (1,1,2-trichloro-1,2,2-tri-
fluoroethane), 1,2-dichloroethane, 4-methylpentan-2-one (MIBK), toluene,
1-pentanol and iso-octane were shaken to equilibrium with distilled water
before use. All reagents and solvents were of analytical grade.

RESULTS AND DISCUSSION

Optimization of the microvolume extraction system

A fundamental question is to what extent the microvolume sample is
“diluted” during the course of an extraction in the flow-injection system.
Table 1 shows the absorbance at the peak maximum as a function of injected
sample volume for simple caffeine extractions. The batch value was obtained
by shaking conveniently large volumes of the chloroform phase and the
aqueous sample phase in proportions corresponding to the flow rates in the
flow-injection system (1.2 ml min™' organic phase and 2.0 ml min™ total
aqueous phase). The batch value was set to represent an extraction efficiency
of 100%. As expected, dilution of the sample occurs even for volumes of
200 ul, but the ‘“‘dilution loss factor” is only 1.5 for a sample volume of
100 ul. Batch extractions of such small volumes are difficult, especially if a
phase volume ratio of about 1:1 is to be preserved; the risk of significant
volume reduction by evaporation is obvious. As can be seen in Table 1, it is
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TABLE 1

Flow-injection extraction of different volumes of 0.05 M caffeine into chloroform com-
pared with batch extraction

Sample volume Absorbance at Dilution Yield

(ul) peak maximum loss factor (%)
40 0.126 3.2 31
100 0.272 1.5 67
200 0.369 1.1 90
300 0.410 1.0 100
Batch 0.408 — 1002

2Defined as 100%.

possible to achieve the same degree of extraction efficiency in the flow sys-
tem as in the batch system provided that such ‘‘large” volumes as 300 ul are
used. However, the overall performance of an extraction system based on the
flow-injection principle with respect to sample dispersion (or dilution) is best
estimated if small volumes, i.e., volumes less than 100 ul, are used. The dis-
persion process acting on sample material in the aqueous part of the system
is easily controllable [4] and will not be discussed further, even though the
principle of using engraved conduits seems to be beneficial [3].

In Table 2, two segmentors are compared, the original T-piece type [2]
and the engraved type described above; anionic surfactants served as test sub-
stances. Separator 1 (see Fig. 2) was used in both cases. As mentioned previ-
ously, the construction of the segmentor is crucial but its contribution to the

TABLE 2

Extraction of a 0.08 mM anionic surfactant solution with different types of separators
and segmentors
(Chloroform as solvent; joint waste outlet.)

Separator Separator Segmentor Absorbance Peak width?
no. inlet chamber at peak (s)
maximum
1 Coiled groove T-piece 0.491 21
(centred inlet)
1 Coiled groove Engraved 0.541 19
(centred inlet)
2 Glass T-tube Engraved 0.165 42
3 Straight groove Engraved 0.550 19
4b Conical chamber Engraved 0.296 30

(peripheral inlet)

aPeak width at 0.01 absorbance. P A restrictor (50 cm, 0.5 i.d.) was inserted between the
separator waste outlet and the merging point of outlet streams.
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total dispersion process is small. The internal volumes of the “‘aqueous sec-
tions” of the two systems were equal; despite this, the engraved design was
found to contribute less to the overall sample dispersion process. Table 2
also includes results showing that the construction of the separator is the
most critical part of the system with respect to dispersion. Separator 1 is
compared with some earlier types of separators. Separator 2 is the glass T-
separator, into which a teflon tape is inserted to attract organic phase; its
separation ability derives from the different densities and wetting properties
of the two phases [5]. Separator 3 is a groove-type membrane separator. It
consists of two PVDF halves, of which the lower half has a straight groove of
2 X 40 X 0.8 mm?® filled with a porous polyethylene material [6] ; the upper
half also has a straight groove, 2 X 40 X 0.4 mm, which is unfilled. Separator
4 is the phase separator developed by Backstrom et al. [7]; it consists of two
chambers, the lower one being cylindrical with a volume of about 10 ul and
the upper one conical with a volume of about 50 ul.

Once again, it was confirmed that membrane phase separators are superior
to separators based on the affinity/density principle. However, a more inter-
esting conclusion is that the groove inlet configuration seems to be preferable
to the chamber inlet configuration. Separator 1 has a peripherical waste out-
let. When the segmentor stream was run in the reverse direction (i.e., by
reversing the inlet and outlet ports), a peak height decrease of about 25%
was obtained. This observation could explain, at least to some extent, the
relatively low peak heights observed for separator 4. However, this last sepa-
rator required a restrictor directly after the separator waste outlet in order to
maximize the separation efficiency. A complete separation between chloro-
form and water/methanol was difficult to obtain and this may also account
for the low peak heights. The coiled groove and the straight groove separators
had similar properties with respect to sample dispersion. The disadvantage of
the straight groove separator (no. 3) is that it is inconvenient to operate;
circular membranes are more easily applied that oblong membranes.

Separation efficiency of different organic solvents

Several organic solvents were tested in the extraction module with aqueous
iodine as the test substance. The results are given in Table 3. An efficiency of
more than 85% was obtained for all solvents, which must be regarded as quite
satisfactory. For best sensitivity, the desirable separation efficiency is close
to 100%. When the two waste streams were kept separate, the separation
efficiency could easily be estimated by measuring the individual ingoing and
outgoing flow rates. For obvious reasons, the outgoing individual flow rates
could not be measured when the two waste streams were joined. The separa-
tion efficiency should be directly proportional to the peak height for con-
stant ingoing flow rates and for a constant injection volume [5]}. Thus, the
separation efficiencies given in Table 3 were estimated by relating the two
peak absorbances for each solvent; the first value obtained when the two
waste streams were detached, and the second one when they were joined.
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TABLE 3

Flow-injection extraction of iodine into different organic solvents with measurements at
510 nm

Solvent Organic flow rate Waste Absorbance at  Separation
(ml min™) streams peak max. efficiency (%)

Inlet From flow cell

Freon 106 1.01 Detached 0.379

1.06 — Joint 0.400 100
1,2-Dichloroethane 1.06 0.95 Detached 0.370

106 — Joint 0.368 90
Iso-octane 1.06 1.00 Detached 0.458

1.06 — Joint 0.420 87
Toluene 1.06 1.03 Detached 0.432

1.06 — Joint 0.408 92
Chloroform? 1.03 1.03 Detached 0.243
Chloroform? 1.03 — Joint 0.244 100

2Extraction of caffeine with measurements at 275 nm.,

4-Methylpentan-2-one cannot be used in the module because of swelling
problems of the rubber material and 1-pentanol gave problems with the sepa-
ration because water droplets penetrated the membrane.

Pressure drop measurements

According to the Hagen-Poiseuille equation, AP/L = const. nu/d?, i.e., the
pressure drop (AP) over the length (L) of a tube with uniform inner diameter
(d), should depend only on flow rate (u) and viscosity (). In a simple test,
the pressure drop was measured at constant tube length (145 cm) and diam-
eter (0.5 mm) at different flow rates of distilled water, chloroform, and a
segmented flow of these liquids (1:1, segment length 4 mm). The results are
shown in Fig. 4. The difference in slope between the aqueous and the chloro-
form phases is due to viscosity: the pressure drop ratio at a flow rate of 2 ml
min~’, for instance, was 1.70 which agrees excellently with the corresponding
viscosity ratio 1.72 at 20°C. As can be seen in Fig. 4, the pressure drop with
the segmented flow resembles that with the aqueous flow. Intuitively, one
would expect the aqueous segments to slide on the organic film shown to
exist in a segmented flow [8], but a lot of energy is undoubtedly required
for the film formation and for the intrasegment dynamics. This may account
for the pressure drop characteristics of the segmented flow. It is interesting
to note that the linear relationship between pressure drop and flow rate, as
predicted by the Hagen-Poiseuille equation, seems to hold also for the seg-
mented stream. Furthermore, the apparent viscosity of the segmented stream
was at least 1 centipoise. This is of great importance for explaining the fact
that the counter pressure in the aqueous waste stream from the separator unit
remains almost unchanged even when the separation efficiency decreases. In
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Fig. 4. Pressure drop over a PTFE coil (145 c¢m long, 0.5 mm i.4.) as a function of flow
rate: () 100% chloroform; (¢) 100% water; (¢) 1:1 chloroform/water. The inset shows
the set-up used for 1:1 chloroform/water; pressure drop measured at point P.

Fig. 5. Pressure drop as a function of a coil length at constant flow rate: () 40% (v/v)
chloroform/44% water/16% methanol; (a) 100% chloroform; (») 40% chloroform/60%
water.

a subsequent test, the pressure drop was measured for different coil lengths
by pumping pure distilled water, water/chloroform and water/chloroform/
methanol (Fig. 5). As observed previously, water and water/chloroform be-
have similarly. However, addition of methanol produced an even larger
counter pressure or, equivalently, a larger apparent viscosity. Solvating and
dissolving effects have been observed when methanol is introduced in a
chloroform/water extraction system [9]. These effects would require some
energy and so would increase the counter pressure.

A slight deviation from the linear behaviour predicted by the Hagen-
Poiseuille equation can be observed for tube lengths above 200 cm; this
might be due to nonlinearity of the sensor used for pressures above 250 mbar.
The pressure was also measured before and after the separator, and the pres-
sure drop was calculated for three different membranes with different pore
sizes (0.2, 0.5 and 1.0 um). The pressure drop was about 60 mbar in all cases;
obviously, the membrane pore size was of little importance for the pressure
drop over the separator unit.

Extraction of anionic surfactants

The determination of anionic surfactants was selected to investigate the
practical applicability of the extraction module. Distilled water was used as
carrier (C, Fig. 1) into which 0.01—0.10 mM surfactant samples were in-
jected. The methylene blue reagent contained 40% methanol and chloroform
served as the organic solvent; absorbances were measured at 660 nm [9].



268

Table 4 shows the results for sodium dodecyl sulphate (SDS), which was
used as the main reference substance. The decreased yield obtained for SDS
compared with caffeine (Table 1) can be explained by the decreased separa-
tion efficiency caused by the third component, methanol. The separation
efficiency was estimated to be about 60% by comparing measurements with
separate waste streams and measurements with joint waste streams. The use
of separate waste streams did not change the separation efficiency signifi-
cantly but irregular behaviour was frequently observed because of evapora-
tion of the organic phase.

In Table 5, comparative results are given for the six anionic surfactants
‘tested. An injection volume of 40 ul was used throughout. Sodium dodecyl
sulphate served as the reference substance. The absorbance at the peak maxi-
mum obtained for SDS was defined at 100, as was the absorbance obtained
by batch extraction in which analogous phase-volume proportions were used.
The dilution loss factor was calculated as 6.5, which means that the flow-
injection procedure with only 40 ul of the sample was a factor of 6.5 less

TABLE 4

Comparison between flow-injection and batch extractions of SDS and the effect of differ-
ent injected volumes

Injected Peak height (absorbance) Dilution Yield
volume (ul) 0.01 mM 0.02 mM loss factor (%)
40 0.071 0.138 6.5 15.4
100 0.153 0.298 3.0 33.3
200 0.244 0.480 1.9 52.9
300 0.282 0.552 1.6 61.0
Batch 0.462 0.906 1.0 1002

2Defined as 100%.

TABLE 5

Comparison between flow-injection and batch extractions of 0.02—0.1 mM anionic sur-
factant samples with SDS as standard

Sample? Normalized absorbance
Flow Batch Flow/batch

Dodecy! sulphate 100P 100b 1.0

Dioctyl sulphosuccinate 79 93 0.85

Decyl sulphate 105 102 1.03

Octyl sulphate 73 76 0.96
Tetradecyl sulphate 95 94 1.01
Dodecyl benzosulphonate 82 83 0.99

2 All as sodium salts. PDefined as 100; see text.
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sensitive than the batch procedure. If it is assumed that this factor is constant
for all anionic surfactants tested, then SDS can be taken as a common stan-
dard for the flow-injection method, provided that the different extractabili-
ties observed in the batch experiment are accounted for. As can be seen in
Table 5, this is true for all the surfactants tested except sodium dioctyl sul-
phosuccinate. This surfactant has a branched structure and two sulphonic
groups instead of one; the lower yield obtained is probably due to incom-
plete extraction during the short residence time in the system.

Conclusions

The new extraction module with integrated conduits is capable of meeting
the high demands of routine use. The start-up time was typically of the order
of 3—5 min and the relative standard deviation was less than 1% for iodine
extractions. Its reliability was tested over 14 days, by running a daily test
cycle comprising start-up, extraction of twenty iodine samples, and closing
down. No change of membrane was required and no malfunction occurred
during this test period.

The separation efficiency was at least 85% for various solvents used in
single combination with water. When a third liquid (e.g., methanol) was
introduced, the separation efficiency dropped to about 60% and the counter
pressure in the system increased considerably. When the separated organic
phase rejoined the aqueous phase after the detector flow cell before passing
to waste, the performance of the extraction system was greatly improved.
The detection limit for chloroform extractions of anionic surfactants was
found to be 0.1 uM, using methylene blue as ion pair forming species and
methanol in the reagent solution to improve the extractability. Compared
with batch extraction, there is some loss of sensitivity with the flow module;
the loss factor is 1.5—7, depending to a great extent on the sample volume
injected. A range of routine extraction methods based on ion-pair formation
and subsequent detection of the chromophore in the organic phase is cur-
rently being adapted to the extraction module.

The authors are indebted to Prof. F. Ingman and Dr. L. Nord for valuable
discussions.
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SUMMARY

The chelating ion-exchanger Cellex-P, a cellulose phosphate ester, is shown to be effec-
tive for the preconcentration of Cu, Ni, Mn, Cd, Zn and Pb from water. The pH of the
sample is not critical within the approximate range 5—8. The collected ions can be eluted
efficiently in 10—25 ml of 1 M nitric acid from 2—16.5-cm columns of resin. Common
salts present in natural waters do not interfere. Cellex-P is used for the preconcentration
and determination of the metal ions in potable water by graphite-furnace atomic absorp-
tion spectrometry.

The detection limits of the most frequently used instrumental methods are
inadequate for determining various trace transition elements simultaneously
in natural waters and particularly in potable waters. The preconcentration of
metals from waters is therefore important. Co-precipitation, liquid-liquid
extraction, sorption and chelating ion-exchange are the most frequently used
preconcentration methods [1—4]. Preconcentration of trace metals on a
chelating ion-exchanger is normally done with Chelex-100, an iminodiacetic
chelating resin, although Ca-Chelex-100 is unsuitable for the preconcentration
of lead from tap waters [2].

In recent investigations in this laboratory on the behaviour of different
ion-exchange resins, it was found that the commercial chelating ion-exchanger
Cellex-P, a dibasic phosphate ester of cellulose, is very suitable for the pre-
concentration of trace metal ions. Its properties include great selectivity for
metal ions and excellent kinetics of the ion-exchange processes which allows
rapid preconcentration from large volumes of water samples. In this paper,
it is shown that Cellex-P is efficient for the preconcentration of not only
lead but also Cu, Ni, Zn, Cd and Mn from water. Very high preconcentration
factors were possible at high flow rates. Atomic absorption spectrometry
(a.a.s.) with electrothermal atomization was used to quantify the metals
after elution.
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EXPERIMENTAL

Reagents and apparatus

Metal stock standard solutions (1000 mg 1, for atomic absorption; Merck)
were diluted as required. All other chemicals were analytical-grade reagents.
Twice-distilled water was used. All laboratory glassware and polyethylene
bottles were thoroughly cleaned by soaking in (1 + 9) nitric acid and then
rinsing with twice-distilled water.

Cellex-P was used in the hydrogen form (BioRad Laboratories). It was
equilibrated and regenerated as recommended by BioRad. The exchange
capacity found was 0.94 meq g!.

A Beckman model 1272 atomic absorption spectrometer was used with a
Pye-Unicam GRM-1268 graphite furnace. The conditions used for the various
elements were those recommended by the manufacturers. The pH of solu-
tions was measured with an Elpo model N-517 pH meter and a combined
glass/calomel electrode (Radiometer). The glass exchange columns (20 cm
high, 0.8 cm inner diameter) had a Rotaflo tap at the bottom. In all the pre-
liminary column experiments, the bed heights were 2 cm, corresponding to
0.20 g of dry Cellex-P; larger columns were used for applied work. The flow
rate was regulated with a peristaltic pump.

Procedures

Retention of metal ions as a function of pH. Aqueous solutions (1.0 1),
containing the metal ion under study (0.1 mg I'!) and adjusted to the required
pH, were passed at a flow rate of 7—8 ml min™ through the column. Retained
metal ions were eluted with 25 ml of 1 M nitric acid and quantified by a.a.s.
The percentage recoveries are shown in Fig. 1; they are similar to those found
by batch methods [5].

Determination of breakthrough capacity. A 0.5 mg ! solution of lead(1I)
at pH 3.1 or a 0.1 mg 1! solution of copper(Il) at pH 4.4 was passed through
the column. The flow rate was 13.6 ml min™ for lead and 7.6 ml min™ for
copper. The breakthrough point is taken as the position at which ¢/c, = 0.1
where c, is the concentration added and c¢ is the concentration found in the
eluate (Fig. 2).

Analysis of tap water. Tap water of pH 7.1 (2.0 1) was passed through a
column containing 2.0 g of Cellex-P (bed height 16.5 cm, column diameter
10 mm) at a flow rate of 8 ml min., The concentrated metal ions were
eluted with 25 ml of 1 M nitric acid and quantified by a.a.s.

RESULTS AND DISCUSSION

The above experiments confirmed the great efficiency of Cellex-P for the
preconcentration of Pb, Zn, Mn, Cu, Cd and Ni ions. These metal ions are
the most frequently determined in all kinds of waters. A column of resin
only 2 cm high (0.20 g of resin) sufficed for quantitative recovery of these
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Fig. 1. Effect of pH on the retention of metal ions on the Cellex-P ion-exchanger.
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Fig. 2. Breakthrough curves: (1) lead; (2) copper. See text for details.

metal ions at the 0.1 mg 1™ level from 1 1 of solution. The amount of Cellex-P
and the diameter of the column were examined in order to provide quantita-
tive recovery of all these metal ions at the highest possible flow rate. The
maximum flow rate giving quantitative recovery was 15.5 ml min™?. The
preconcentration factor obtained for these metal ions was 100. Higher fac-
tors can be obtained if the volume of the aqueous sample is larger.



274

The breakthrough capacity under the given operating conditions was eval-
uated for lead and copper (Fig. 2). The breakthrough curve for lead is quite
sharp, which indicates that the rate of the exchange process is favourable
under such operating conditions. At the breakthrough point (c/c, = 0.1),
10 1 of aqueous lead solution had passed through the column. The break-
through curve for copper is less sharp (even at the lower flow rate of 7.6 ml
min~?!) but the efficiency of the resin bed is still good. The shapes of the two
curves confirm the earlier conclusion that Cellex-P is efficient for preconcen-
tration of metal ions [5].

The influence of pH in the range 2—10 on the retention of metal ions was
examined for column operation. The results (Fig. 1) showed that the recovery
was almost 100% over a wide pH range so all the cations studied could be
preconcentrated effectively at the normal pH of natural waters. Table 1
shows the retention of different mixtures of metal ions at various pH values.
The resuits confirm the high efficiency of Cellex-P for the recovery of metal
ions. After collection of metal ions on Cellex-P, the elution characteristics
were examined. The percentage elutions with different volumes of 1 M and
2 M nitric acid are listed in Table 2. The optimum amount was 15 mlof 1 M
nitric acid. These conditions guarantee high preconcentration factors. The
application of higher acidities is not desirable for a.a.s.

Before the Cellex-P resin was tested for the preconcentration of metal ions
in natural waters, the influence of substances which might be present in
large amounts was investigated. Table 3 lists the retention of Cu, Mn, Zn, Pb,
Cd and Ni as a function of the concentration of seven common salts. Lead
was affected by high concentration of hydrogencarbonate or acetate. The

TABLE 1

Recoveries of metal ions from mixtures at different pH values?

Mixture pH Mean recovery Mixture pH Mean recovery
(%) (%)

Cu 5.5 99115 Pb 5.5 979:25
Pb 993+1.1 Zn 98.2+1.6
Ni 98.7 + 1.8 Ni 99.0:14

Cd 99.1+1.3
Cu 7.5 989+ 1.7 Cu 98.9=+ 1.4
Zn 99.0+2.0 Mn 98420
Pb 98.8:1.2

Zn 7.5 98.3+1.6
Cu 6.0 985+ 1.3 Cd 980+ 1.1
Pb 99115 Mn 97.5+2.4
Cd 99.0:1.1 Cu 989+1.4
Zn 98.4 £ 3.0 Pb 99.9:1.7

aMixtures of metal ions (each at 0.1 mg 1) in 1 1 of solution were passed through a
column at 6 ml min; retained metal ions were eluted with 25 ml of 1 M nitric acid. Each
result is the mean of 5 runs with standard deviation,
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TABLE 2

Recovery of metal ions from Cellex-P with different concentrations and volumes of nitric
acid?

Nitric acid Recovery (%)
Molarity Volume Cu Pb Ni Mn Cd Zn
(ml)
1 5 95 81 89 94 96 96
10 98 98 95 96 98 99
15 99 99 98 98 99 99
2 5 97 87 90 97 97 97
8 98 95 95 98 99 98
10 99 99 98 98 99 99

2Solutions containing all the metal ions (each at 0.1 mg 1) at pH 5 were passed through
the column. Elution was as specified,.

TABLE 3

Influence of salts on the retention of metal ions2

Salt Amount Recovery (%)
added Cu Ni Pb Mn Zn cd
(mg1™)
NaCl 100 99 99 98 7 99 99
500 99 98 98 99 98 99
1000 99 97 99 99 99 98
Na,S0, 100 99 928 99 98 98 99
500 95 99 99 98 98 97
NaNO, 100 99 91 98 98 99 99
Na,CO, 100 99 94 97 98 929 98
KHCO, 50 98 97 97 97 99 99
200 96 96 82 99 97 96
Na
acetate 10 99 98 96 98 99 99
100 98 97 84 96 98 98
NaK
tartrate 10 99 98 99 95 99 99
100 99 99 98 94 99 98

2In each test, the salt was added to the mixture of metal ions (each at 0.1 mg 1) at pH 6.
Elution was done with 25 ml of 1 M nitric acid.
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TABLE 4

Influence of calcium nitrate on the retention of metal ions

Cellex-P2 Calcium Recovery (%)

(®) cone. Cu Ni Pb Zn cd Mn
(mg1?)

0.2 5 60 21 99 43 51 52
10 57 12 98 21 32 39

1.0 10 87 64 99 99 95 98

1.2 10 99 74 99 98 99 98

1.5 10 929 97 99 99 99 99

2.0 30 94 66 99 94 97 79

20ther conditions as for Table 3.

TABLE 5

Determination of metal ions in tap water by a.a.s. after preconcentration on Cellex-P2

Metal Cu Ni Mn Zn Pb Cd
Conc. (ugl?) 2.3:0.20 0.78:0.13 21.1:2.2 67.6+4.6 3.1:0.34> 1.5:0.30

2Results are the mean and range (95% confidence limit) of 5 separate determinations,
bDetermination of lead by anodic stripping voltammetry (6-min preconcentration at
—0.8 V vs. SCE) gave a result of 3.2 + 0.35 ug 1.

effect of calcium nitrate on the retention of metal ions on Cellex-P depended
on the size of the resin bed (Table 4). Quantitative recovery of Cu, Pb, Zn
and Cd required a bed height of 16.5 cm (2.0 g of Cellex-P) when the column
diameter was 10.5 mm. To obtain quantitative retention of nickel and man-
ganese, a longer column of Cellex-P was sometimes necessary. Although the
presence of calcium ions in the sample can prevent quantitative recovery of
these metal ions, calcium itself is not bound quantitatively by Cellex-P; with
the sample containing 30 mg of calcium only 5% was retained. This behaviour
of calcium is very convenient for the determination of metal ions by a.a.s.
The amount of calcium present in the eluate with nitric acid does not cause
spectral interferences.

In most of the experiments, metal ions were added at 0.1 mg 1™ concen-
trations. Quantitative recoveries were also possible when the concentration
of each metal ion was 0.05 or 0.01 mg I''. Thus the method is applicable
over a reasonably wide concentration range.

The method was adopted for the preconcentration and determination of
Pb, Zn, Cd and Cu in tap water which was found to contain about 30 mg 1™
calcium. The recommended procedure is given under Experimental. The
results are presented in Table 5. Without the preliminary preconcentration,
the determination of these metal ions is impossible.

The efficiency of Cellex-P for the preconcentration of metal ions is not
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only similar to that of other chelating resins recommended for such precon-
centrations but is better in some respects. The kinetics of the ion-exchange
processes is much better which means that high flow rates can be used to
achieve rapid preconcentration of metal ions.

REFERENCES

1 M. C. Genaro, C. Balocchi, E. Campi, E. Mentasti and R. Argua, Anal. Chim. Acta, 151
(1983) 339.

2 S. J. De Mora and R. M. Harrison, Anal. Chim. Acta, 153 (1983) 307.

3 G. Reggers and R. Van Grieken, Fresenius Z. Anal. Chem., 317 (1984) 520.

4 L. M. Cabezon, Talanta, 31 (1984) 597.

5 K. Brajter and I. Miazek, Fresenius Z. Anal. Chem., 315 (1983) 121,



Analytica Chimica Acta, 185 (1986) 279—285
Elsevier Science Publishers B.V., Amsterdam — Printed in The Netherlands

SYNTHESE UND EXTRAKTIONSEIGENSCHAFTEN VON
2-(SYM-DIBENZO-14-KRONE-4-OXY)ESSIGSAURE BZW.
-n-HEXANSAURE

E. UHLEMANN®* und H. GEYER

Padagogische Hochschule “Karl Liebknecht”, DDR-1500 Potsdam (Deutsche
Demokratische Republik)

K. GLOE und P, MUHL

Akademie der Wissenschaften der DDR, Zentralinstitut fiir Festkorperphysik und
Werkstofforschung, DDR-8027 Dresden (Deutsche Demokratische Republik)

(Eingegangen den 10. Oktober 1985)

SUMMARY

(Synthesis and extraction behaviour of 2-(sym-dibenzo-14-crown-4-oxy)-acetic and
-hexanoic acid)

An improved synthesis for carboxylic acid derivatives of dibenzo-14-crown-4 using
sodium amide is described. The reagents were studied for the extraction of alkali and
alkaline earth metal ions, The dependence of the metal distribution on pH and ligand con-
centration is used to evaluate the composition of the extracted species. 2-(sym-Dibenzo-
14-crown-4-oxy)hexanoic acid is a very good extractant for alkaline earth metal ions but
is also of interest for lithium.

ZUSAMMENFASSUNG

Eine verbesserte Synthese fiir Carbonsiurederivate von Dibenzo-14-krone-4 unter Ver-
wendung von Natriumamid wird beschrieben. Die Extraktion von Alkali- und Erdalkali-
ionen mit diesen Substanzen wurde untersucht. Aus der Abhingigkeit der Metallverteilung
von pH und Ligandkonzentration konnte die Zusammensetzung der extrahierten Spezies
ermittelt werden. 2-(sym-Dibenzo-14-krone-4-oxy)hexansiure ist ein sehr gutes Extrak-
tionsmittel fiir Erdalkali-ionen, ist aber auch fiir Lithium von Interesse.

Die hervorragende Eigenschaft von Kronenethern ist ihr Komplexbildungs-
vermogen fiir Alkali- und Erdalkali-ionen. Der Einsatz als Extraktionsmittel
wird aber dadurch eingeschrinkt, daf3 die Extraktion des Kronenether-Metall-
Komplexes vom gleichzeitigen Ubergang der Anionen in die organische Phase
abhingig ist. Fiir die Anionen von Mineralsduren wird dieser Phaseniibergang
wegen ihrer intensiven Hydratation stark behindert. Eine Moglichkeit, diese
Schwierigkeit zu umgehen, bieten ionisierbare Kronenether, die das erforder-
liche Gegenion selbst enthalten. Zu dieser Gruppe von Liganden gehoren die
Kronenethercarbonsiuren.

Grundlegende Arbeiten zur Synthese, zum Extraktionsverhalten und zum
Einsatz von Kronenethercarbonsduren als carrier in Flussigmembransystemen

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.



280

wurden von Bartsch und Mitarbeitern [1—11] hauptsichlich an Dibenzo-
kronenetheroxycarbonsiuren unterschiedlicher HohlraumgréBe, Lipophilie
und Substitution durchgefiihrt. Diese Verbindungen stellen Derivate ent-
sprechender sym-Hydroxydibenzokronenether dar. Lipophile Dicarbon-
sduren des Kronenethers 18-Krone-6 wurden hinsichtlich ihres Einsatzes als
carrier untersucht [12—14]. Es liegt auch eine Strukturanalyse fiir den
Lithiumkomplex mit 2-(sym-Dibenzo-14-krone-4-oxy)essigsdure vor [15].
Extraktionsuntersuchungen mit Dibenzo-14-krone-4-oxycarbonsauren wurden
bisher nur bei Vorliegen eines hohen Metall-ionen-Uberschusses bzw. im
komplexen Salzgemisch vorgenommen [4—9]. Deshalb verfolgte die vor-
liegende Untersuchung das Ziel, die Extraktionsparameter unter Bedingungen
zu bestimmen, die neben Aussagen zur Extraktionseffektivitat exakte Infor-
mationen iiber die Zusammensetzung der extrahierten Komplexe zulassen.
Bei der Synthese von Kronenethercarbonsauren wurde mit Erfolg Natrium-
amid als Kondensationsmittel eingesetzt.

EXPERIMENTELLES

Synthese von Kronenethercarbonsduren

2-(sym-Dibenzo-14-krone-4-oxy Jessigsqure. In einem 250-ml Dreihals-
kolben, ausgeriistet mit Riihrer, RiickfluBkiihler, Trockenrohr, Tropftrichter
und Gaseinleitungsrohr, werden unter Reinststickstoff 2,8 g (0,072 mol)
feinpulverisiertes Natriumamid in 100 ml peroxid- und wasser-freiem Tetra-
hydrofuran suspendiert. Dazu gibt man innerhalb von 30 min 3,8 g (0,012 mol)
des Hydroxykronenethers, gelost in 30 ml Tetrahydrofuran. Dann ist noch
fiir weitere 3 h zu ruhren. Die Reaktionsmischung wird kurz auf Siedetem-
peratur erhitzt, dann auf Zimmertemperatur abgekiihlt, und es werden in
einer dreistiindigen Periode 3,4 g (0,024 mol) Bromessigsiaure, geldst in
30 ml Tetrahydrofuran, zugegeben. Danach wird der Kolbeninhalt fiir
weitere 4 h unter Stickstoff bei Zimmertemperatur kriftig geriihrt. Nach Be-
endigung der Reaktion dampft man das Losungsmittel im Vakuumrotations-
verdampfer ab und versetzt den festen Riickstand vorsichtig mit Wasser, um
Uberschiissiges Natriumamid zu zerstoren. Zu der entstehenden stark basi-
schen wiBrigen Losung wird nun Dichlormethan gegeben. Dabei fallt an der
Phasengrenze ein feinkristalliner, farbloser Niederschlag aus, der abgetrennt
und mehrfach mit Wasser gewaschen wird. Die so gereinigten Kristalle schiit-
telt man mit einer Mischung von Chloroform und verdiinnter Salzsdure. Dabei
geht der Feststoff vollstindig in die organische Phase. Die Chloroformphase
wird abgetrennt, mit Wasser gewaschen und nach dem Trocknen iiber Magne-
siumsulfat im Vakuum eingedampft. [Farbloses Pulver, Schmp. 138—140°C
(Lit. 140—141°C {15]), Ausbeute 75%, MM = 374.]

2-(sym-Dibenzo-14-krone-4-oxy)-n-hexansaure. Die Synthese erfolgt wie
oben beschrieben unter Verwendung von a-Brom-n-hexansiure. Nach Ver-
dampfung des Losungsmittels Tetrahydrofuran wird das Reaktionsprodukt
unter Kithlung mit Wasser versetzt und die entstandene 6lige Suspension zur
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Beseitigung des unumgesetzten Kronenethers zweimal mit 50 ml Cyclohexan
extrahiert. AnschlieBend versetzt man die wiBrige Suspension bis zur sauren
Reaktion mit 2 M Salzsdure. Dabei entsteht ein brauner Feststoff, der abge-
trennt, mehrmals mit Wasser gewaschen und schlieBlich in Dichlormethan
gelost wird. Diese LOsung ist nochmals mit Salzsdure zu schiitteln und mit
Wasser bis zur neutralen Reaktion zu waschen. Man trocknet iiber Magne-
siumsulfat und dampft im Vakuum ein. Der Riickstand wird in Dichlor-
methan gelost und fraktioniert mit Petrolether gefillt. Das Reaktionsprodukt
schmilzt oberhalb 50°C ohne scharfen Schmelzpunkt. [Ausbeute 70%,
MM = 430.]

Fliissig-Fliissig-Extraktion

Die pH-Abhingigkeit der Extraktion wurde unter den folgenden Beding-
ungen untersucht: (a) fiir Li*, Mg?*, Ca* und Ba™, cjf = 10™* M, ¢, = 102 M;
(b) fiir Na*, K*, Rb* und Sr**, ¢}y = 10* M, ¢;, = 103 M.

Die Bedingungen fiir die Untersuchungen zur Abhingigkeit der Extraktion
von der Ligandkonzentration waren fiir Li*, Na*, Rb*, Mg?", Ca®** und Sr**:
(¢) e =10% M, ¢, = 5 X 10°—102 M, Gleichgewichts-pH-Wert = 8,1. Als
Metallsalze kamen die entsprechenden Nitrate (a) bzw. Chloride (b, ¢) zum
Einsatz. Als organische Phase diente Chloroform. Weiterhin galt V.:V, =
1:1, Schiittelzeit t = 30 min und 7 = 20°C. Die Einstellung des pH-Wertes
wurde bei (a) mit Tetramethylammoniumhydroxid, bei (b) und (c) mit Tri-
ethanolamin/Salzsaure vorgenommen,

Die Bestimmung des Metallgehaltes in der wiirigen Phase erfolgte fiar Li
flammenemmissionsspektralphotometrisch und fuar Mg, Ca, Ba flammen-
absorptionsspektralphotometrisch. Zur Absicherung der Ergebnisse wurde
beiallen Versuchsreihen stichpunktartig auch der Metallgehalt der organischen
Phase nach Riickextraction mit 0,1 M Salzsidure bestimmt. Fiir Na, K, Rb
und Sr erfolgte die Bestimmung der Verteilungsverhiltnisse auf radiometri-
schem Wege.

ERGEBNISSE UND DISKUSSION

2-(sym-Dibenzo-14-krone-4-oxy )essigsiure

Fiir dieses Extraktionsmittel ist die pH-Abhéngigkeit der Extraktion von
Li*, Mg? und Ca? in Abb. 1 dargestellt. Bemerkenswert ist die beachtliche
Extraktion von Li* bei pH ~ 7.

Die Abnahme der Konzentration des Lithiums in der organischen Phase
bei hoheren pH-Werten sollte eine Folge der bei ungeniigend lipophilen,
ionisierbaren Kronenethern beobachteten hohen Wasserloslichkeit sowohl
des entstehenden Metallkomplexes als auch des unter basischen Beding-
ungen ausschlieBlich vorliegenden Kronenethercarbonsidureanions sein [5].
Die Erdalkalimetalle werden von der Kronenetheressigsiure insbesondere
bei hohen pH-Werten besser als Lithium extrahiert.

Besonders auffillig ist das Extraktionsverhalten des Liganden gegeniiber
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Abb. 1. pH-Abhingigkeit der Extraktion mit 2-(sym-Dibenzo-14-krone-4-oxy )essigsaure:
(@) Ca?*; (a) Mg?*; (X) Li*. Exp. Bedingungen entsprechend (a). '

Abb. 2. Lg D/pH-Darstellung der Extraktion mit 2-(sym-Dibenzo-14-krone-4-oxy )essig-
sdure: (e) Ca**; (w) Sr?**; (x) Li*; (2) Na*; (¢v) Rb*, Exp. Bedingungen entsprechend (a) fiir
Ca**und Li* bzw. (b) fiir Sr**, Na*und Rb*.

Magnesium. Hier wurde bis zum pH-Wert 11,5 keine Veridnderung der Magne-
siumkonzentration in der Wirigen Phase gefunden. Erst bei einem pH-Wert
von 12 sank der Magnesiumgehalt der wi3rigen Phase fast augenblicklich auf
Null. Dieser sprunghafte Ubergang des Magnesiums in die organische Phase
wird auf die Bildung eines kolloiden Systems zwischen Mg(OH), und dem
Extraktionsmittel zuriickgefiihrt [16].

In Abb. 2 ist das Verteilungsverhiltnis Dy in Abhidngigkeit vom Gleichge-
wichts-pH-Wert der wiBrigen Phase fiir Li*, Na*, Rb*, Ca* und Sr** darge-
stellt. Der Anstieg der Geraden ist dabei fiir Li* ca. 1, fiir Ca®*, Sr**, Rb* und
Na* aber nur ca. 0,5. Dieses Ergebnis deutet im Falle von Li* auf die aufgrund
der GroBenverhiltnisse (di;+ = 0,12 nm, dys.krone-sa = 0,12—0,15 nm) erwar-
tete Komplexzusammensetzung von 1:1 hin. Die geringeren Werte fiir Ca®**,
Sr?*, Rb* und Na* sind offensichtlich eine Folge der bereits diskutierten
Loslichkeitsverhéltnisse in wiBriger Losung insbesondere bei pH-Werten >7.
Das bestitigen Ergebnisse von Extraktionsuntersuchungen fiir Ca**, Sr*,
Rb*, Na* und Li* beikonstantem pH-Wert und wechselnder Ligandkonzentra-
tion. Wie Abb. 3 zeigt, ergibt sich der Anstieg fiir Li* zu ~1 und korreliert
damit mit der pH-Abhingigkeit und der Rontgenstrukturanalyse des kristal-
linen Komplexes, liber die Bartsch u.a. berichtet haben [15}. Fiir die grog-
eren Metallionen Na*, Rb*, Ca®" und Sr** beobachtet man demgegeniiber
einen Anstieg von ~2, so da entsprechend den GrdBenverhiltnissen von
Kationen- zu Hohlraumdurchmesser 2:1-Komplexe mit Sandwich-struktur
gebildet werden.
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Abb. 3. Abhingigkeit des Verteilungsverhaltnisses von der Ligandkonzentration fiir
2-(sym-Dibenzo-14-krone-4-oxy )essigsdure: (¢) Ca?*; (m) Sr?*; (x) Li*; () Na*; (o) Rb*.
Exp. Bedingungen entsprechend (c).

Extraktion mit 2-(sym-Dibenzo-14-krone-4-oxy )hexansaure

Die Abhingigkeit der Extraktion fiir Ba**, Ca?*, Mg?* und Li*vom pH-Wert
ist in Abb. 4 wiedergegeben. Die lg D/pH-Darstellungen zeigen die Abb. 5
und 6. Im Vergleich zum Essigsdurederivat des Kronenethers zeigt die
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Abb. 4. pH-Abhangigkeit der Extraktion mit 2-(sym-Dibenzo-14-krone-4-oxy)hexansaure:
(4) Mg?*; (e) Ca*; (n) Ba®*; (x) Li*. Exp. Bedingungen entsprechend (a).

Abb. 5. Lg D/pH-Darstellung der Extraktion von Erdalkali-ionen mit 2-{sym-Dibenzo-14-
krone-4-oxy)hexansdure: (4) Mg?*; (o) Ca?*; () Sr?*. Exp. Bedingungen entsprechend (a)
fiir Mg** und Ca** bzw. (b) fiir Sr**.
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Abb. 6. Lg D/pH-Darstellung der Extraktion von Alkali-ionen mit 2-(sym-Dibenzo-14-
krone-4-oxy)hexansdure: (x) Li*; (2) Na*; (o) K*; (o) Rb*. Exp. Bedingungen entsprechend
(a) fiir Li* bzw. (b) fiir Na*, K*und Rb*.

Abb, 7. Abhiangigkeit des Verteilungsverhiltnisses von der Ligandkonzentration fiir
2-(sym-Dibenzo-14-krone-4-oxy)hexansiure: (x) Li*; (2) Na*; (o) K*; (o) Rb*; () Mg**;
(») Sr**, Exp. Bedingungen entsprechend (c).

n-Hexansiureverbindung eine deutliche Erhohung der Extraktionsfidhigkeit.
Dies ist in erster Linie durch die erheblich gesteigerte Lipophilie des Liganden
sowohl in neutraler als auch ionisierter Form begriindet. Auffallig ist weiter-
hin die deutliche Bevorzugung der Extraktion von Erdalkali-ionen im Ver-
gleich zu den Alkali-ionen. Fiir erstere kann in allen Fillen bei entsprechender
Wahl der Bedingungen eine quantitative Extraktion erreicht werden. Systeme,
die den neutralen Kronenether bzw. eine langkettige Carbonsiure allein oder
im Gemisch enthalten, zeigen unter analogen Bedingungen kein derartig
gutes Extraktionsvermogen. Bemerkenswert ist auch die relativ hohe Extra-
hierbarkeit des Li* von ca. 40% bei pH =8 (¢, = 1072 M).

Die graphische slope-Analyse der Kurven im lg D/pH-Diagramm (Abb. 5
und 6) zeigt, daB im Falle von Ca® und Sr** jeweils zwei Wasserstoffionen
pro Metallion, bei Na*, K* und Rb* aber jeweils eines ausgetauscht werden.
Die Zusammensetzung der exfrahierten Komplexe ergibt sich entsprechend
Abb. 7 aus den Anstiegen der Geraden im lg D/lg c¢;-Diagramm fiir alle
untersuchten Metallionen mit Ausnahme von Li* zu 2:1 fiir das Verhiltnis
Ligand:Metallion. Die Ausbildung von 2:1-Komplexen ist eine allgemein beo-
bachtete Erscheinung bei derartigen Komplexbildnern, wenn der Metallion-
endurchmesser groBer als der Durchmesser des Kronenetherhohlraumes ist.
Allerdings miissen im vorliegenden Fall die 2:1-Komplexe der Alkalimetal-
lionen offensichtlich aus einem ionisierten und einem neutralen Kronen-
ethermolekiil aufgebaut sein, wihrend im Falle der Erdalkaliionen zwei
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Kronenethercarboxylatanionen im gebildeten Komplex vorliegen miissen
(vgl. Abb. 6 und 7). Dabei fiihrt die Bindung der Erdalkalimetallionen an
zwei Carboxylationen zu einem wesentlichen Anwachsen der Komplex-
stabilitit [18]. Damit diirften die strukturellen Unterschiede, die sich fiir
Alkali- und Erdalkali-metallionen ergeben, die Ursache fiir die relativ groen
Unterschiede in der Extrahierbarkeit sein.

Fiir Li* ergibt sich erwartungsgema® die Bildung einer 1:1-Verbindung. Die
Selektivitdtsreihen Ba?* > Ca?* > Sr** > Mg? und Na* > K* > Li* > Rb*
stimmen mit den fiir dhnliche Verbindungen erhaltenen Ergebnisse liberein
[17]. Aufgrund der unterschiedlichen Komplexzusammensetzungen der
extrahierten Metallkomplexe (1:1 bzw. 2:1) hingen die Selektivitdtsunter-
schiede entscheidend von den gewihlten experimentellen Bedingungen
(pH-Wert, Konzentration des Extraktionsmittels) ab.

Herrn Dr. M. Raab, Akademie der Wissenschaften der DDR, Zentralinstitut
fiir Erndhrung, Potsdam-Rehbrilicke danken wir fiir die Durchfiihrung von
AAS-Bestimmungen,
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SUMMARY

A fluorimetric method is described for the determination of glycerol, 1,2-propanediol
and triglycerides in serum by high-performance liquid chromatography with an on-line
post-column reactor containing immobilized glycerol dehydrogenase. Before separation,
triglycerides are cleaved with lipase and esterase. The polyhydrie alcohols are separated
from each other on a Finepak SIL C,, (10 um) column with water as eluent. The NADH
produced from the enzymatic reaction is monitored by fluorimetry. Calibration curves
are linear between 0.01 mM and 1.0 mM for glycerol or 2.0 mM for 1,2-propanediol. The
method gave satisfactory results for control sera.

Triglyceride determinations are important in clinical diagnosis, so that
reliable, selctive and economic methods are in demand. Determinations have
been based on enzymatic hydrolysis with lipase, followed by the enzymatic
determination of glycerol! with glycerol kinase, pyruvate kinase and lactate
dehydrogenase, or glycerol kinase and glycerol-3-phosphate dehydrogenase
[1—5]. The enzymes are expensive.

Although there are many methods that utilize glycerol dehydrogenase
(E.C. 1.1.1.6) for glycerol determinations [6—10], the enzyme suffers from
lack of selectivity; it oxidizes not only glycerol (1,2,3-propanetriol) but also
1,2-ethanediol, 1,2-propanediol and 1,2-butanediol. In practice, the plasma
of patients receiving continual therapy contains large amounts of 1,2-pro-
panediol, which is widely used in the pharmaceutical industry as a solvent
for drugs in intravenous and oral dosages and as a stabilizer for vitamins.
From a practical point of view, the polyhydric alcohols must be separated
from each other prior to the enzymatic determinations.

Mixtures of polyhydric alcohols have been separated by high-performance
liquid chromatography (h.p.l.c.) on ion-exchange or reversed-phase columns

2Present address: Department of Research and Development, Hakubakumai Co. Ltd.,
Masuho-cho 400-05, Japan.
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and detected by refractometry. Although a combination of h.p.l.c. and an
immobilized enzyme reactor necessarily causes additional band broadening,
the additional selectivity provided by the post-column reaction tends to off-
set the loss in resolution. Glycerol dehydrogenase has been immobilized onto
the inner surface of nylon tubing and used as a reactor for triglyceride deter-
minations in a continuous-flow system {11, 12]. Open-tubular reactors are,
however, unsuitable for the post-column reactor [13], and packed-bed
reactors are better for keeping the resolution as intact as possible.

In this paper, glycerol dehydrogenase is covalently bound to alkylamine
on polystyrene beads by the glutaraldehyde immobilization method. The
immobilized enzyme column is used for the on-line detection of chromatog-
raphically separated polyhydric alcohols. Nicotinamide adenine dinucleo-
tide (NADH), which is generated in the enzymatic reaction, is monitored in a
flow-through fluorimetric detector, which provides high sensitivity. The
h.p.l.c. system is applied to the assays of glycerol, 1,2-propanediol and tri-
glycerides in serum. Triglycerides were first hydrolysed with lipase and
esterase.

EXPERIMENTAL

Chemicals

All chemicals were of analytical grade. Chloromethylated polystyrene
beads (Bio-Beads S-X1, 200—400 mesh, 1.25 meq g™') were purchased
from Bio-Rad Laboratories, Richmond, CA; 1,8-diamino-4-aminomethyl-
octane from Asahi Kasei, Osaka; NAD (grade I) from Boehringer Mannheim;
glycerol dehydrogenase (52.8 U mg™ of solid, Cellulomonas sp.) from
Toyobo, Osaka; Lipase (2940 U mg™ of protein) and esterase (160 U mg™
of protein) from Sigma Chemical Co. Phosphate buffer (K,HPO,/NaH,PO,,
0.01 M, pH 7.0) and carbonate buffer (NaHCO;/K,CO;, 0.1 M, pH 10.0)
were prepared. The NAD solution (10 mM) was prepared daily in the phos-
phate buffer. Glycerol, 1,2-ethanediol, 1,2-propanediol, 1,2-butanediol, and
Tween-20 were obtained from Nakarai Chemicals, Kyoto.

Preparation of the immobilized enzyme column reactor

Chloromethylated polystyrene beads (10 g) were left to swell in 200 ml of
benzene and then 10 ml of 1,8-diamino-4-aminomethyloctane was added.
After refluxing with stirring for 10 h, the beads were filtered on a Biichner
funnel, and washed successively with 50 ml of benzene, 100 ml of methanol,
100 ml of (1 + 100) hydrochloric acid and 200 ml of water. A stainless-steel
column (250 mm X 4.0 mm) was fitted with a stainless-steel filter (3 um) at
the bottom and a packing column at the top, and then filled with the phos-
phate buffer. The aminoalkylated beads were slurried for 10 min in an ultra-
sonic bath and poured into the packing column, which was connected to a
pump. For 1 h, the phosphate buffer was pumped through the column,
maintaining a pressure of 50 kg cm™ and a temperature of 40°C. The packing
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column was disconnected, fitted with a stainless-steel filter (10 um) and
connected to the h.p.l.c. pump. Glutaraldehyde (2.5%) in the phosphate
buffer (60 ml) was pumped through the column for 2 h at a flow rate of
0.5 ml min™ at 30°C, followed by water for 5 h at a flow rate of 1.0 ml min™.
Enzyme solution (30 ml) which contained 10 mg of glycerol dehydrogenase
in the phosphate buffer was circulated through the column at 20°C. The
temperature of the enzyme solution in the reservoir was kept at 4°C through-
out the immobilization procedure. The column was washed with the NAD
solution.

Apparatus

The h.p.l.c. apparatus and the immobilized enzyme column reactor are
shown in Fig. 1. The h.p.l.c. apparatus consisted of a reciprocating pump,
BIP 1 (JASCO, Tokyo) and a sampling valve, KHP U1-130 (Kyowa Seimitsu,
Tokyo) with a 100-ul loop. A 100-ul aliquot of the sample solution was
injected onto a column (500 X 4.6 mm) of Finepak SIL C;5 (10 um; JASCO)
with a guard column (30 X 4 mm) containing Shodex ODS (5 um) with
water as mobile phase (1.0 ml min™). The analytical column temperature
was ambient. The detection system consisted of a four-way connector, a
reactor and a Hitachi fluorescence spectrophotometer, 650-10S, fitted with
a flow cell (volume 18 ul). The NAD solution and the carbonate buffer
(pH 10.0) were added via a double-plunger pump, KHU-W-52 (Kyowa
Seimitsu), both at flow rates of 0.5 ml min™. The reactor was thermostated
at 40+ 0.2°C. The fluorimeter was operated at A, = 348 nm and A ., = 465 nm.
All tubing used was made of stainless-steel (0.25 mm i.d. X 1/16-in. o.d.).

Mobile phase pump

1.0 Sampling valve

Guard column

Moin column

Buffer pump Reactor ~ Fluorimeter

0.5
> Waste
L T
| [ 1

0.5 \ Thermostat

\

Fig. 1. Schematic diagram of the system. The numbers on the lines are flow rates in
ml min™. Mobile phase, water; buffer, NaHCO,/K,CO,, 0.1 M, pH 10.0; NAD solution,
10 mM in phosphate buffer (0.01 M, pH 7.0). See text for further detail.

i i Four-way connector
NAD solution pump
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Procedures

Determination of glycerol and 1,2-propanediol. Sample serum (1.0 ml)
was diluted with the phosphate buffer (1.0 ml) and an aliquot was injected
onto the column. Calibration graphs were obtained by plotting concentration
of glycerol or 1,2-propanediol against peak height.

Determination of triglycerides. To 1.0 ml of sample serum were added
3.0 ml of the phosphate buffer, 1.0 ml of lipase, 0.2 g of esterase and 0.5 ml
of Tween 20. The mixture was incubated for 15 min at 30°C. The super-
natant liquid was withdrawn from the suspension with a syringe through a
column guard (pore size 0.45 um). An aliquot of the solution was injected
onto the column. The concentration of triglycerides was calculated from the
calibration graph for glycerol.

After all the measurements, the system was washed with the phosphate
buffer and the column reactor was kept at room temperature.

RESULTS AND DISCUSSION

Characterization of the immobilized enzyme column reactor

The effect of pH on the enzymatic reaction for glycerol as substrate was
studied in carbonate buffers in the range 9.0—11.0 for both free and immo-
bilized enzymes. The free enzyme was examined by using an enzyme solu-
tion (10 U ml™), prepared by dissolving the enzyme in the NAD solution,
and a reaction tube (PTFE, 50 cm X 1.0 mm i.d.) instead of the column
reactor. Figure 2A shows the pH-dependence of the activity of the free and
immobilized enzymes. The optimum pH for the free enzyme was 9.0 and
immobilization shifted the maximum to pH 10.0. Carbonate buffers giving
pH 10.0 were examined under similar conditions, The buffers which were
prepared from only sodium salts or potassium salts did not give stable
results and the activity of the immobilized enzyme was gradually reduced.
Buffers containing NaHCO;/K,CO; or Na,CO;/KHCO; gave satisfactory
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Fig. 2. Effect of pH (A) and temperature (B) on the apparent activity of free and immobi-
lized glycerol dehydrogenase: (o) free enzyme; (o) immobilized enzyme.
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results. These results may indicate that the activating effect of K* on the
enzymatic reaction compensates for the inhibitory effect of Na* [14].

The effect of temperature was examined in a similar manner to the pH
effect. The free and immobilized enzymes showed maximal activity at
35—40°C and 40—50°C, respectively (Fig. 2B).

The effect of flow rate was examined as follows. The eluent (water) was
pumped at a flow rate of 1.0 ml min? and the flow rate of the carbonate
buffer was varied together with that of the NAD solution. The results
(Fig. 3) show that the maximum peak height (relative fluorescence intensity)
was at a flow rate of 2.0 ml min™, while greater peak area was obtained
at lower flow rates. The decrease in peak height at low flow rates can be
explained by peak broadening.

The selectivity of the immobilized enzyme was examined over 60 days.
The results are listed in Table 1. The enzyme showed slow reaction with
1,3-butanediol and 2,3-butanediol, and no reaction with 1,3-propanediol or
1,4-butanediol. Great variation in activity arose mainly during the first five
days after the preparation of the immobilized enzyme column, and subse-
quently, the activity for glycerol decreased gradually. But 50% of the activity
still remained even after 60 days. When stored at 4°C in the presence of
phosphate buffer (K,HPO,/NaH,PO,, 0.1 M, pH 7.0) in column form, the
immobilized enzyme was stable for at least 3 months.

A large excess of NAD favoured the oxidation reactions; 10 mM NAD was
chosen because of its high price.

-
1)
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IIr

Relative fluorescence intensity
@
<
Fluorescence intensity

Relative peak area

R "
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Flow rate /ml min”} Retention time /min

Fig. 3. Effect of flow rate on the peak height and peak area.

Fig. 4. Separation of a mixture of polyhydric alcohols. Sample, 100 ul; mobile phase,
water at 1.0 ml min™; buffer, NaHCO,/K,CO, solution (0.1 M, pH 10.0) at 0.5 ml min™;
NAD solution, 10 mM in phosphate buffer at 0.5 ml min™; separation column, 500 mm X
4.6 mm i.d., Finepak SIL C,,. Peaks: (I)glycerol; (II) 1,2-ethanediol; (III) 1,2-propanediol;
(IV) 1,2-butanediol.
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TABLE 1

Selectivity of the immobilized glycerol dehydrogenase

Day Relative activity®
Glycerol 1,2-Propanediol 1,2-Butanediol 1,2-Ethanediol
1 100 91 83 15
2 100 93 86 15
3 85 100 91 14
4 78 100 93 10
5 75 100 97 9
6 73 100 100 9
10 70 100 100 9
20 65 100 100 9
30 63 100 100 9
40 60 100 100 9
50 53 96 100 9
60 52 94 100 9

2The peak based on the most active substrate in each day was taken as 100.

Separation

The h.p.l.c. separation of glycerol, 1,2-ethanediol, 1,2-propanediol and
1,2-butanediol was studied with the immobilized enzyme column reactor.
Mixtures of polyhydric alcohols have been separated by h.p.l.c. on an
aminopropyl column, with water/acetonitrile (1:5) as mobile phase [15].
The use of an organic solvent was unsuitable here because 10% acetonitrile
destroyed the immobilized enzyme. Although high resolution was obtained
with an ion-exchange column (Shodex Ionpak CH-801, 600 mm X 8.0 mm
i.d.) with water at 1.0 ml min™ as eluent, the retention times of the different
compounds were affected by changes in the concentrations of ions in the
sample. The mixture was well resolved on a Finepake SIL C,;3 (10 um;
500 mm X 4.6 mm i.d.) column, as shown in Fig. 4. The separation param-
eters of the compounds are listed in Table 2.

TABLE 2

Separation parameters for polyhydric alochols

Polyhydric alochols Retention Capacity Resolution Separation
time factor factor
(min) (k") (a)

Glycerol 9.2 0.25

1,2-Ethanedio! 10.2 0.36 1.00 1.44

1,2-Propanediol 13.0 0.71 1.87 1.97

1,2-Butanediol 21.4 1.93 3.36 2.72




293
TABLE 3

Results for glycerol, 1,2-propanediol and triglycerides in control sera®

Compound Mean found Relative standard deviation (%)b Certified
(mM) Within day Day-to-day value (mM)
Glycerol 0.21 3.5 4.0 0.21
1,2-Propanediot® 40 2.3 2.4 4.0
Triglycerides 1.50 3.8 3.9 1.54

aPrecinorm S, lot 21-611, for glycerol and Precilip, lot 1.375, for triglycerides. bp =10,
¢1,2-Propanediol was added to the Precinorm S.

Calibration graphs were prepared for glycerol, 1,2-propanediol and 1,2-
butanediol, covering the range 0.01- 5.0 mM. The upper limits were lowered
with decreasing activity of the immobilized enzyme, owing to the downward
curvature of the plots. The calibration graphs for glycerol, 1,2-propanediol
and 1,2-butanediol were linear up to 1.0 mM, 2.0 mM and 2.0 mM, respecti-
vely. The plot of peak height against concentration of the compounds was
linear and passed through the origin.

Application

Table 3 lists the results obtained by the h.p.l.c. analysis of a control
serum for the determination of free glycerol and 1,2-propanediol. The serum
used Precinorm S from Boehringer Mannheim. 1,2-Propanediol was added to
the serum. Table 3 also includes results for the determination of triglycerides
in a Precilip control serum from Boehringer Mannheim. All these results agree
well with the certified values and are reproducible.

Conclusion

Glycerol dehydrogenase immobilized on polystyrene beads provides a
highly active enzyme column reactor. The stability of the enzyme to changes
in temperature and pH in storage is enhanced by the immobilization. Band
broadening in the column reactor is minimized by the close packing of the
beads in the stainless-steel column, which has excellent mechanical features.
The use of the post-column reactor in h.p.l.c. provides a selective, reliable
and fairly economic method for the determination of glycerol, 1,2-propane-
diol and triglycerides.
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SUMMARY

Crown ether dyes with pendent anionic side-arms were synthesized for extraction-
spectrophotometry of alkali and alkaline earth metal ions. Dramatic changes in metal
selectivity were obtained simply by changing the nature of the anionic side-arm on the
same crown ether skeleton. A structure/metal selectivity relationship is discussed in detail
in terms of ‘‘chelate’’ and ‘‘intramolecular ion-pair’’ formation. Small metal cations (high
charge density) are preferred in the extraction by a erown ether reagent with a charge-
localized anionic side-arm through the formation of a ‘‘chelate’. Large metal cations (low
charge density) are preferred in the extraction by reagents with a charge-delocalized
anionic side-arm through the formation of an “intramolecular ion-pair”. Steric restrictions
imposed by the side-arm on the metal ion approaching the crown ether are also an impor-
tant factor in controlling the selectivity of these reagents.

Numerous studies have been devoted to the understanding of complex
stability and metal selectivity of crown ethers since their discovery in 1967
[1]. Recently, crown ether derivatives with extra coordination sites, typically
ethereal or anionic groups, on the periphery of the macrocycles have been
introduced in attempts to increase metal selectivity and/or complex stability
in analytical and separation chemistry as well as in biological membrane-
related research [2—9].

In the course of studies in the development of spectrophotometric reagents
for alkali metals, various crown ethers substituted with anionic groups have
been studied for the liquid-liquid extraction of alkali metal ions. Anionic
groups were found to produce quite different effects on the metal selectivity
depending on their chemical nature and the location of their introduction.
The concepts of chelation and intramolecular ion-pairing have been suggested
in order to explain some of the peculiar metal extraction selectivities exhibi-
ted by such crown ether derivatives [2—4].

However, the concepts of chelation and intramolecular ion-pairing, which
concern the mode of interaction between the crown ether—bound metal
cation and the anionic side-arm of the crown ether, have remained rather

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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vague and have not been founded on an experimentally firm basis. Some
authors have shown that introduction of anionic groups can lead not to
enhancement but to diminution of the metal-complexing selectivity of
crown ethers [5, 7]. This seems to oppose the idea that the selectivity of
metal complexation (or extraction) can be improved by suitable positioning
of the anionic side-arm on crown ethers.

In the present paper, several new crown ether derivatives are introduced in
order to clarify and refine the above-mentioned concepts, which are extended
to intramolecular ‘‘contact’” and ‘‘solvent-separated’ ion-pairs as well as to
“normal’’ and ‘‘sterically rigid’’ chelates. It is shown that extraction-spectro-
photometric reagents with dramatically different metal selectivity can be ob-
tained simply by changing the nature of the anionic side-arm on the same
crown-ether skeleton.

EXPERIMENTAL

Evaluation of acidity and metal extraction constants

The crown ether reagent (3—10 mg) was weighed and dissolved in 20 ml
of dioxane. The solution was diluted to 100 ml with water containing a pH
buffer. The final solution contained 4 X 10~ M each of tartaric acid, 2-(mor-
pholino)ethanesulfonic acid (MES), N-[tris(hydroxymethyl)methyl]glycine
and boric acid in addition to 1 X 10™ M crown ether reagent. Aqueous
0.2 M tetramethylammonium hydroxide (TMAH) was then added dropwise
to the solution to obtain the required pH. The absorption spectrum of the
solution was then measured.

To evaluate the metal extraction constants, equal volumes (10 ml) of a
1,2-dichloroethane solution of the crown ether reagent and an aqueous pH-
buffered solution of the metal salt were equilibrated on a mechanical shaker
for 20 min at 25°C. The aqueous solution contained either 0.1 M alkali metal
chloride or 1 X 10”2 M alkaline earth metal nitrate. The pH was controlled
with MES, boric acid and TMAH as outlined above for the measurement of
acidity constants. After centrifugation for 10 min, the absorption spectrum
of the organic phase was measured in a 1-cm standard quartz cell. Extraction
constants were calculated conventionally as outlined previously [10].

Synthesis of crown ether reagent

o-Nitrobenzylbromide. o-Nitrotoluene (73 mmol) and N-bromosuccinimide
(73 mmol) were refluxed for 12 h in carbon tetrachloride in the presence of
a small amount of benzoyl peroxide as radical initiator. The reaction mixture
was then concentrated under reduced pressure and passed through a silica-gel
column. The fraction which eluted with hexane was collected. The product
was a 1:1 mixture of o-nitrotoluene and the desired o-nitrobenzyl bromide,
as revealed by n.m.r. spectra. [Yellow liquid; yield 50%. 'H-n.m.r. (CDCl,,
chemical shift from internal TMS): §(ppm) = 7.1—8.0 (m, Ar—H), 4.8 (s,
Ar—CH,), 2.6 (s, methyl H).]
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N-(2-Nitrobenzyl)-monoaza-15-crown-5. Monoaza-15-crown-5 (4.56 mmol),
o-nitrobenzyl bromide (4.56 mmol) and triethylamine (18.2 mmol) were
mixed and stirred in 10 ml of tetrahydrofuran (THF) for 24 h at room tem-
perature. After removal of THF and triethylamine under reduced pressure,
the residue was taken up in chloroform and washed with aqueous tartaric
acid solution. The organic phase was concentrated and subjected to silica-gel
column chromatography. [Yellow viscous oil; yield 98%. 'H-n.m.r. (CDCl;):
6 = 17.2—17.9 (4H, m, Ar—H), 3.9 (2H, s, Ar—CH,), 3.5—3.8 (16H, m, CH,0),
2.4—2.9 (4H, t, J = 6 Hz, CH,N).]

N-(2-Aminobenzyl)-monoaza-15-crown-5 [11]. N-(2-Nitrobenzyl)-mono-
aza-15-crown-5 (4.46 mmol), iron(III) chloride hexahydrate (100 mg) and
activated charcoal were mixed and refluxed in methanol for 10 min under
nitrogen. Hydrazine monohydrate (0.01 mol) was then added to the mixture
over a period of 10 min. After refluxing for 6 h, the reaction mixture was
filtered. The filtrate was concentrated under reduced pressure. [Yellow vis-
cous oil; yield 95%. 'H-n.m.r. (CDCl;): § = 6.5—8.0 (4H, m, Ar—H), 4.1 (2H,
s, Ar—CH,), 3.56—3.8 (16H, m, CH,), 2.7—2.6 (4H, t, J = 6 Hz, NCH,).]

N-(2-picrylaminobenzyl)-monoaza-15-crown-5 (compound 1). N-(2-Amino-
benzyl)-monoaza-15-crown-5 (4.24 mmol) and picryl chloride (4.46 mmol)
were mixed and stirred in 10 ml of methanol for 20 min at room tempera-
ture. Then, sodium hydrogencarbonate (1 g) was added in small portions,
and stirring was continued for 2 h at room temperature [12]. The reaction
mixture was then concentrated, and an aqueous tartaric acid solution was
added to make the mixture slightly acidic (pH 5—4). The mixture was ex-
tracted with chloroform, and the desired product in the chloroform solution
was purified by silica-gel column chromatography followed by recrystalliza-
tion from cyclohexane. [Orange crystals; yield 48%. !N-n.m.r. (CDCl;): § =
9.0 (2H, s, picryl H), 6.5—7.5 (4H, m, Ar—H), 3.9 (2H, s, Ar—CH,), 3.5—
3.8 (16H, m, CH,0), 2.8—3.1 (4H, t, J = 8 Hz, NCH,). Found: 51.7% C,
5.55% H, 13.0% N. Calculated for C,;H,sN;O,,: 51.6% C, 5.5% H, 13.1%
N.]

N,N-Bis(2-nitrobenzyl)-diaza-15-crown-5. The compound was synthesized
analogously to N-(2-nitrobenzyl)-monoaza-15-crown-5. [Yellow viscous oil;
yield 74%. 'H-n.m.r. (CDCl;): § = 7.1—7.9 (8H, m, Ar—H), 4.0 (4H, s,
Ar—CH,), 3.4—3.7 (16H, m, CH,0), 2.7—3.0 (8H, t, J = 8 Hz, NCH,).]

N,N-Bis(2-aminobenzyl)-diaza-15-crown-5. The compound was synthe-
sized analogously to N-(2-aminobenzyl)-monoaza-15-crown-5. [White solid;
yield 96%. 'H-n.m.r. (CDCl;): § = 6.5—8.0 (8H, m, Ar—H), 4.1 (4H, s,
ArCH,), 3.5—4.0 (12H, m, CH,0), 2.7—3.1 (8H, m, NCH,).]

N,N-Bis(2-picrylaminobenzyl)-diaza-15-crown-5 (compound 2). The com-
pound was synthesized analogously to reagent 1. [Orange crystals; yield 30%.
'H-nm.r. (CDCL;): 6 = 9.0 (4H, s, picryl H), 6.7—7.4 (8H, m, Ar—H), 4.0
(4H, s, Ar—CH,), 3.6—3.9 (12H, m, CH,0), 2.8—3.2 (8H, m, NCH,). Found:
46.15% C, 4.1% H, 14.3% N. Calculated for C;sH;sN;00;5° 0.9 CHCl;:
14.26% C, 4.1% H, 14.6% N.]
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N,N-Bis(2-nitrobenzyl)-diaza-18-crown-6. The compound was synthesized
analogously to N-(2-nitrobenzyl)-monoaza-15-crown-5. [Yellow viscous oil;
yield 96%. 'Hn.m.r. (CDCl;): 6 = 7.1-7.9 (8H, m, Ar—-H), 4.0 (4H, s,
Ar—CH,), 3.4—3.7 (16H, t, J = 6 Hz, CH,0), 2.7-3.0 (8H, t, J = 8 Hz,
NCH,).]

N,N-Bis(2-picrylaminobenzyl)-diaza-18-crown-6 (compound 3). The com-
pound was synthesized analogously to N-(2-picrylaminobenzyl)-monoaza-
15-crown 5 (compound 1). [Orange crystals; m.p. 207—207.7°C; yield 32%.
'H-n.m.r. (CDCl;): § = 9.0 (4H, s, picryl H), 6.7—7.4 (8H, m, Ar—H), 4.0
(4H, s, Ar—CH,), 3.6—3.9 (16H, t, J= 6 Hz, CH,0), 2.9 3.2 (8H, t, J= 8 Hz,
NCH,;). Found: 48.5% C, 4.7% H, 14.5% N. Calculated for C3;sH4,N,;0 6 -
0.5 CHCl;: 48.5% C, 4.5% H, 14.7% N.]

RESULTS AND DISCUSSION

Synthesis of crown ether reagents

The structural formulae of the crown ether derivatives (crown ether re-
agents) prepared here are shown below along with analogous compounds
reported in the literature. The route for the synthesis of reagent 1 is as
follows:
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Monoaza-15-crown-5 was condensed with o-nitrobenzyl bromide to lead to
N-(o-nitrobenzyl)monoaza-15-crown-5, which was then reduced to an aro-
matic primary amine. The reaction of the amine with picryl chloride gave
reagent 1. Reagents 2 and 3 were synthesized via a similar synthetic route by
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starting from diazacrown ethers, i.e., diaza-crown ether [2.1] (Kryptofix
21; Merck) and diaza-crown ether [2.2].

(03
CHa H2Br ” Y 0y CHz&o OJ
NOz o Noz "og @NOz
—= _._—>
/o“ ¢ 0\
xO el
NaHa-H20 NH2 Plc[ylchlondeE @NH Pec
FeClz6H,0 é NaHCOs

Extraction study and acidity constants

The extraction of alkali and alkaline earth metal ions was examined in a
similar manner to that described before [3] in water/1,2-dichloroethane
systems. The acidity constants were obtained in water containing 20% (v/v)
dioxane at 25°C. The metal extraction and the acidity equilibrium constants
are defined in Egqns. 1—3 for reagent 1 (HL stands for 1), and in Eqn. 4 for
reagents 2 and 3 (H,L' stands for 2 and 3). The subscripts a and o denote the
aqueous and organic solutions, respectively.

HL*=H*+HL : K,, =[H'][HL]/[H,L"] (1)
HL=H*+L : K, =[H"][L"]/[HL] (2)
(HL), + (M"), = (ML), + (H"), : K¢y = [ML],[H"],/[HL]o[M"],  (3)
(HoL'), + (M*), = (ML), + 2(H"), : Koy

= [ML], [H"]3/[H, L] [M* ], (4)

The acidity constants for reagents 1, 4, 5, 6 and 7 are listed in Table 1.
The acidity constants of reagents 2 and 3 were not obtained because of the
limited solubility of these reagents in aqueous dioxane. Because the crown

TABLE 1

Acidity® and alkali-metal extraction constants® of crown ether reagents (25°C)

Crown —logK,, —logK, —logK., Selectivity®

cther Li Na K Li/K Li/Na  Na/K
1 5.55 10.2 11.80 8.90 10.10 0.020 0.0013 16

44 5.79 9.69 9.15 9.76 10.4¢ 13 4.0 3.3
5d 8.97 11.37 8.99 9.30 10.99 100 2.0 50

6d 7.51 9.80 8.40 9.20 0.25 0.04 6.3
7d 71 7.41 6.1 0.1 2.0 0.05

2In 20% (v/v) dioxane-water. PWater/1,2-dichloroethane. For typical experimental condi-
tions, see Fig. 1. “Ratio of extraction constants. 4Quoted from the literature for com-
pound 4 [13], compound 5 {4], compound 6 [14] and compound 7 [9]. ®re-examined.
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ethers reported here showed a distinct color change on dissociation of
protons, the constants were readily obtained by standard spectrophoto-
metric measurements.

The distribution of the reagent between water and 1,2-dichloroethane
strongly favors the organic solution. Figure 1 shows typical spectra of the
organic phase when an alkali metal ion was extracted with crown ether
reagent 1 in organic solution,

Table 1 summarizes the equilibrium constants obtained in this work for
the extraction of alkali metal ions by compound 1. Some related constants
are quoted from the literature for other crown ether derivatives. The averaged
extraction constants K., (in —log unit) for Li*, Na*, and K* extractions are
about the same among reagents 1 (10.3), 4 (9.6), and 5 (9.8). The corre-
sponding averaged constants for reagents 6 (9.1) and 7 (6.9) are lower, indi-
cating that the extraction of metal ion takes place at lower pH. This reflects
the fact that reagents 1, 4, and 5 contain a basic amino nitrogen in the
crown ether ring, and the ammonium proton must be dissociated for the
metal ions to bind with the crown ether [3].

“Chelate” formation and alkali metal selectivity

With regard to the metal selectivity of these crown ethers, reagent 4 shows
poor extraction selectivity between the alkali metal ions. The structure of
the reagent, as revealed by inspection of CPK space-filling models, allows the
formation of a six-membered chelate ring which comprises an amino nitro-
gen, a methylene carbon, two aromatic carbons, a phenolate oxygen and the
metal ion in the crown ether. The anionic side-arm, the o-hydroxybenzyl
group, is rather flexible and provides no appreciable size-limiting effect (cf.

1.8

Absorbance
o
O

1

400 500
Wavelength (nm)

Fig. 1. Spectra of compound 1 for extraction of sodium ion at pH 8 and pH 12. 1,2-
Dichloroethane (10 ml) containing 1 X 10™® M compound 1 was equilibrated at various
pH with 10 ml of aqueous solution containing 0.01 M NaCl at 25°C.



301

reagent 5) on the metal ions coming into the crown ether ring. Thus, the
situation is similar to the case of classical metal chelates of aliphatic ligands
(“normal chelate’’); the metal-complexing selectivity is governed by the
stability of the coordinate bond between the phenolate oxygen and the metal
ion (as well as by the stability of the bond between the amino nitrogen and
the metal). This factor favors the extraction of lithium. The extractability,
however, is also governed by the ease of dehydration of the metal ion and by
the size-selectivity of crown ethers. This factor favors the extraction of K*
over Li*. The metal-extraction selectivity exhibited by reagent 4 in Table 1
obviously reflects a compromise between these two factors.

Reagent 6 also provides rather poor metal-extraction selectivity. The dif-
ference between the highest extraction constant (for Na®) and the lowest
(for Li*) is 1.40 (log unit), compared with the corresponding differences of
0.7 for reagents 4 and 1.3 for reagent 7. Formally, reagent 6 forms an eight-
membered ring chelate when the phenolate oxygen on the side-arm coordi-
nates to the metal ion in the crown ether ring. In the classical concept of
chelates, eight-membered rings are unstable, and it is probable that the struc-
ture of the extracted metal complex assumes the character of an intramolec-
ular ion-pair [14]. Some water molecules may remain in the coordination
sphere of the metal and assist (or mediate) the interaction of phenolate oxy-
gen and metal. Therefore, the metal complexes formed in the extraction by
reagent 6 could be described as ‘“loose’” chelates or intramolecular ion-pairs
with some intervention from water molecules. It has been mentioned before
[3, 14] that a subtle change in the nature of such “loose chelate’ complexes
can lead to a considerable alteration of metal-extraction selectivity.

In contrast to compound 6, reagent 5 forms a five-membered metal
chelate from the phenolate side-arm and the metal in the crown ether. In-
spection of molecular models indicates that this chelate ring is very rigid and
sterically much more confined than is the case for the six-membered metal
chelates from reagent 4. The size-selectivity of the crown ether (15-crown-5)
seems to also be enhanced by the presence of a capping phenolate oxygen
which protrudes close to the center of the cavity of the crown ether [4].
This situation defines ‘‘rigid chelate” formation in the extracted alkali metal
complexes. The extraction of potassium by compound 5 is considerably de-
pressed, as exemplified by the Na/K selectivity of 50 as compared with the
corresponding value of 1.3 for reagent 4; both reagents have the same crown
ether skeleton (monoaza-15-crown-5) with a cavity size which fits the size of
sodium ion. However, the extraction of both Li* and Na* is promoted. The
enhancement of the lithium extraction is due to the favorable coordination
interaction (i.e., stable chelate formation), while the enhanced extraction of
sodium is due to both favorable coordination interaction and favorable cavity
size of the crown ether ring.

The consideration of metal-extraction selectivity according to the classical
concept of chelate ion is summarized in Fig. 2, which is obviously a very
simplified model. A detailed comparison of the metal-extraction constants
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(a) (b) (c)
Fig. 2. Schematic representation of the structure of the extracted alkali metal complexes:

(a) loose chelate (reagent 6); (b) normal chelate (reagent 4); (¢) sterically-confined, rigid
chelate (reagent 5).

would have to take into consideration such factors as the detailed conforma-
tion of the anionic side-arm and the basicity of the chelate-forming func-
tional groups [3].

Intramolecular ‘‘ion-pair’ complex and selectivity for alkali metals

Reagent 7 favors the extraction of potassium because the delocalized
anionic charge on the picryl group stabilizes the extracted complex as an
ion-pair structure rather than a chelate {9]. However, the picrylamino
group in reagent 7 is quite flexible and can assume various configurations
around the crown ether. Also, the anionic dipole of the o-nitro group can
come close to the metal ion, providing some coordination interaction to the
Li* or Na* held in the crown ether ring; this might account for the decreased
selectivity for potassium (against Na* and Li*) exhibited by reagent 7 com-
pared with picrylamino-substituted benzo-crown-ethers [10]. The crown ether
reagent 8 forms intramolecular ion-pair complexes [10, 15, 16] showing a
K/Na selectivity (ratio of extraction constants) of more than 10? (for a
benzo-18-crown-6 derivative with n = 2 in structure 8) and a Li/K selectivity
of more than 10* (for a benzo-15-crown-5 derivative with n = 1 in structure
8). Therefore, the structures of the alkali metal complexes formed with com-
pound 7 are considered to be somewhere between the two extreme structural
possibilities of intramolecular ion-pair complex, i.e., a ‘“‘solvent-separated”
ion-pair and a “‘contact’ ion-pair. An example of the former is obviously the
extraction of metals by reagent 8. The latter is discussed below for reagent 1.

The extraction behavior of reagent 1 towards alkali metal ions is charac-
terized by a relatively high selectivity for sodium ion and low selectivity for
lithium ion. The Na/K selectivity of 16 is very unusual, and is unprecedented
in picrylamino-substituted crown ether extractants. The pK,, value, corre-
sponding to the dissociation of picrylamino-proton, is also unusual. The
acidity constant (pK,) of this type of diarylamine (arylpicrylamine) is usually
10—11 in aqueous solution (and in aqueous solution containing 5—10% di-
oxane), as has been reported for reagent 8 [10, 15, 16]. The observed value
of 5.55 for compound 1 is unusually low. There are no electronic factors
conceivable for producing such an effect and the factor must be stereo-
chemical.
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A CPK space-filling model of compound 1 in the H,L"* form indicated that
the molecule is extremely congested around those two nitrogen atoms un-
related to nitro groups. Proton dissociation from the picryl group somewhat
releases the strain, but the conformational freedom of the side-arm is still
very limited. If the crown ether-bound metal ion is to interact effectively
with the anionic picrylamino group, the aromatic nucleus of the picryl group
must stack in parallel with the crown ether ring (in its planar conformation).
The metal complex in this conformation may be defined as an intramolecular
“contact ion pair”’, because the metal ion in the crown ether is forced to
interact directly with the delocalized anionic charge in the side-arm if the
structural picture presented above is followed rigorously. The abnormalities
surrounding the acidity constants and metal extractions for reagent 1 might
be attributed to the steric congestion associated with the introduction of the
picrylamino group; the rigid capping of the 15-crown-5 ring by the planar
picrylamino group could be a major factor contributing to the high selectivity
for sodium ion; there may be no room for the potassium ion to nest in the
15-crown-b ring.

Figure 3 outlines the schematic structures of the intramolecular ion-pair
complexes that can exist in organic solution. These pictures are simplified
and are only qualitative, as is the case for Fig. 2. The term ‘‘chelate” means
implicitly that there is a o-bond type of interaction between the metal and a
particular coordinating atom of the anionic side-arm. The exact nature of
this o-bond interaction, whether electrostatic or covalent, is not of major
concern at present. Similarly, the term ‘“‘ion-pair’’ means that there is only
electrostatic interaction between the positive bulk charge (of the crown
ether-bound metal ion) and the negative bulk charge of the functional group
in the side-arm; no specific atom—atom interaction is implicated. In this
sense, the concept of chelate applies mainly to anionic groups of relatively
high basicity (localized anionic charge with low acidity constant of the con-
jugate acid). In contrast, the concept of intramolecular ion-pair applies to
complexes in which anionic groups have low basicity (high acidity constant
of the conjugate acids) or an inherently delocalized charge. The two concepts
do not contradict or exclude each other; they may overlap or even cross over
in some cases. For example, reagent 9, because of the peculiar orientation of
its phenolic side-arm, shows a Na/K selectivity of 0.59 [3]; the metal com-
plex of 9, therefore, may be described either as an intramolecular ion-pair
(partly solvent-separated ion-pair; type b, Fig. 3) [3] or as a chelate (loose
chelate; type a, Fig. 2).

Jo
e )

(a) (b) (c)
Fig. 3. Schematic representation of the structure of extracted alkali metal complexes as

“intramolecular ion-pair”” complexes: (a) ‘‘solvent-separated’ (reagent 9); (b) “‘partly
solvent-separated (or partly contact)” (reagent 7); (¢) “contact’ (reagent 1).
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It is noteworthy that the difference in lithium selectivity is quite striking
between reagents 1 and 5. While reagent 5 favors the extraction of lithium
by a factor of 100 over the least extractable potassium, reagent 1 extracts
lithium least, with a factor of only 0.0013 compared to the most favored
sodium ion. Both reagents are based on the same monoaza-15-crown-5 skele-
ton. Therefore, this extraordinary difference in metal selectivity can only be
due to the difference in the nature of the anionic side-arm.

Extraction of alkaline-earth metal ions

Another example of the dramatic effect of the anionic side-arm on extrac-
tion selectivity is found in the extraction of alkaline earth metals by reagent
3. Table 2 summarizes the extraction constants. Calcium is three hundred
times more extractable than barium when reagent 10 is used as extractant
[19]. When reagent 3 is used, calcium is 10° times less extractable than
barium. Therefore, the selectivity ratio between the two reagents is more
than 3 X 107 for the extraction of Ca®* and Ba®'. This enormous difference
in metal selectivity is again caused solely by the difference in the nature of
the side-arm, because the crown ether macrocycles are the same in both
reagents.

The phenolic side-arm in reagent 10 most probably forms a six-membered
chelate with the crown ether-bound metal ion in a similar manner to that
depicted in Fig. 2b. This type of interaction helps to stabilize the calcium
complex, because coordination is most effective with calcium which has the
highest charge density among the three alkaline earth metals discussed.
Reagent 3 would formally form a similar six-membered chelate if the anionic
picrylamino group could coordinate to metal ions through its amino nitrogen.
However, as has been shown with reagent 1, the charge in the picrylamino
group is delocalized over the entire aromatic nucleus and the three nitro
groups, and steric congestion strongly inhibits direct interaction (or coordi-
nation) of the nitrogen with metal ions. Steric hindrance on coordination of
the anionic amino nitrogen has been documented with structurally-related,
but even less hindered, sulfonamide ligands in their complexation and extrac-
tion of metal ions [15, 16]. These effects lead to stabilization of the ion-pair

TABLE 2

Extraction of alkaline earth metal ions by crown ether reagents (25°C)?

Crown —log Ky

ether Mg Ca St Ba
2 20 20 19.4 19.6
3 20 20 20 15.0

10P 16 12.5 13.5 15.1

2Water/1,2-dichloroethane. Experimental conditions are similar to those for Fig. 1.
bCited from [19].
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rather than the chelate in organic solution. Barium ion has a lower charge
density than calcium ion, and therefore is more favorable for ion-pair com-
plex formation. Moreover, its ionic diameter fits the size of diaza-18-crown-6
macrocycle. Both factors contribute to the enhanced extractability of barium
by reagent 3. '

Interestingly, neither reagent 2 nor 3 showed any ability to extract transi-
tion and post-transition metal ions such as Cu®* and Zn?*. This is in distinct
contrast with the behavior of reagent 10 or its smaller-crown ether analog,
both of which possess rather high extraction ability for these metal ions
[17]. Obviously, the anionic picrylamino group cannot interact effectively
with these metal ions which are stabilized only by forming strong coordinate
bonds in spatially defined configurations.

Conclusion

The complex chemistry of alkali metal ions in solution has recently been
largely concerned with the use of crown ethers as ligands. Much information
has been derived from measurements of complex stability in homogeneous
solution as well as metal extraction in a liquid-liquid heterogeneous system.
Most of these studies have been limited to only standard or neutral crown
ethers. There have been few systematic physicochemical studies on the alkali
metal complexes formed from anionic ligands, especially as related to liquid-
liquid extraction. The present study shows that the concepts of “chelate”
and “intramolecular ion-pair’’ are useful in understanding the structure/metal
selectivity relationship exhibited by crown ether-based anionic (proton-
dissociable) extraction reagents. An immediate outcome of this approach is
that it gives some guiding principles for the development of extraction-
spectrophotometric reagents specific to each of the alkali and alkaline earth
metal ions. These concepts, though not yet rigorous from a physicochemical
point of view, are also expected to help in giving a basic picture for describ-
ing the structures of alkali and alkaline earth metal complexes in organic
solution.
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SUMMARY

Cadmium is determined by activation analysis with fast neutrons, obtained by irradia-
tion of a thick beryllium target with 14.5-MeV deuterons. Cadmium-111m, formed via
the ''2Cd(n, 2n)''*™Cd and *'*Cd(n, n')!'*™Cd reactions, is separated by liquid—liquid ex-
traction with zinc diethyldithiocarbamate in chloroform and measured with a Ge(Li) v-
spectrometer. For low concentrations, cadmium is precipitated as cadmium ammonium
phosphate after the extraction. NBS and BCR reference materials were analyzed: for con-
centrations between 3 and 500 ug g™, the relative standard deviation ranges from 5 to 3%.
The results obtained for sewage sludge are compared with those obtained by reactor neu-
tron activation analysis.

As cadmium is a very toxic pollutant, its determination in environmental
samples (e.g., airborne particulate matter) is of great practical interest. This
holds also for materials such as sewage sludges, where the cadmium concen-
tration must be known in order to estimate the risk of soil and water pollu-
tion when these materials are used as fertilizers.

Atomic absorption spectrometry, inductively-coupled plasma/atomic
emission spectrometry (i.c.p./a.e.s.), isotope-dilution mass spectrometry,
emission spectrometry, anodic stripping voltammetry, photon activation and
reactor neutron activation analysis are currently used for the determination
of cadmium in environmental materials. In a recent round-robin organized
by BCR, results for cadmium in the ash from a city waste incineration plant
ranged from 410 to 570 ug g™, illustrating that, even at high concentrations,
the determination of cadmium is a difficult task.

The determination of cadmium by activation analysis with fast neutrons,
produced by irradiation of a thick beryllium target with 14.5-MeV deu-
terons, is described. The ''2Cd(n, 2n)!!'™Cd (threshold energy, 9.5 MeV) and
"1Cd(n, n)''"™Cd (@ = 0) reactions are free from nuclear interferences under
these conditions [1]. Cadmium-111m has a 48.6-min half-life and emits
245-keV vy-rays. Reactor neutron activation analysis uses the '**Cd(n, vy)'!*Cd
reaction (t,,, = 2.224 d) [2—4].

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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EXPERIMENTAL

Samples, standards and irradiation

Four types of materials were analyzed: urban particulate matter (NBS/
SRM 1648), Moroccan phosphate rock (BCR/CRM 32), city waste incinera-
tion ash (BCR/CRM 176) and sewage sludge (BCR/CRM 144). For each
analysis, about 0.2 g of urban particulate matter, 1 g of phosphate rock,
0.5 g of city waste incineration ash and 0.8 g of sewage sludge were used.
The powders were packed in aluminium foil and compacted at the bottom of
a cylindrical polyethylene container (12-mm internal diameter).

As a standard, 0.2 g of cadmium oxide (U.C.B., pro analysi) was used.

The irradiation set-up has been described by Esprit et al. [1]. The 1-mm
thick beryllium target was irradiated with a 20—40-uA beam of 14.5-MeV
deuterons. The samples and the standards were irradiated separately, placed
directly behind the target holder. The irradiations lasted 5 min for the stan-
dards and between 20 and 60 min for the samples, depending on the cadmium
concentration.

Aluminium foils (50 um thick, 12-mm diameter) were placed on both
sides of the samples and the standards. The total **Na activity (¢,,, = 15.03 h;
E, = 1.369 MeV) from 2’Al(n, a)**Na, corrected for decay and for the differ-
ent irradiation times and weights of the aluminium foils, was used to norma-
lize to the same neutron flux. Because the standard is thinner than the
sample, this is only accurate if the neutron flux varies linearly over the sample
height. Figure 1 shows the **Na activity in 12-mm diameter aluminium foils
placed at different distances from the target in a polyethylene container, Up
to 10 mm from the target holder, the activity varies linearly with the dis-
tance; so, if the sample is less than 9 mm thick, the normalization procedure
is accurate. The thickness of the samples ranged from 2—3 mm for urban
particulate matter to 8 mm for the sludges.

Radiochemical separation

The main y-ray peaks in a Ge(Li) y-ray spectrum of an irradiated sample
(sludge) are from %*Na (¢,,, = 15.03 h) produced by 2’Al(n, «)**Na, **Mn
(t;,, = 2.576 h) produced by *¢Fe(n, p)**Mn, 2'Mg (t,,, = 9.46 min) pro-
duced by *’Al(n, p)*"Mg, 2°Al (t,,, = 6.6 min) produced by ?°Si(n, p)**Al
and *'Ar (t,,, = 1.83 h) from *'K(n, p)*'Ar. The high matrix activity masks
the 1''™Cd peaks, so that a chemical separation of '''™Cd is required.

The radiochemical separation is adapted from the procedure of Wyttenbach
and Bajo [5]. Cadmium is separated from acidic solution by liquid—liquid
extraction with zinc diethyldithiocarbamate [Zn(DDC),] in chloroform, and
back-extracted into 2 M hydrochloric acid. For concentrations below 30 ug
g', cadmium is precipitated as cadmium ammonium phosphate monohydrate
after the extraction, to increase the detection efficiency.

The Zn(DDC), is prepared by mixing aqueous equinormal solutions of
sodium diethyldithiocarbamate and zinc nitrate. The Zn(DDC), precipitate
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Fig. 1. Neutron flux as a function of the distance from the target holder.

is dissolved in chloroform and recrystallized by addition of ethanol and evap-
oration of the chloroform [5].

The procedure for the chemical separation is as follows. After irradiation,
transfer the sample to a nickel crucible and mix with 5.5 g of sodium carbon-
ate, 2.5 g of sodium hydroxide and 2 g of sodium nitrate. Heat over a Bunsen
burner until fusion is complete. Dissolve the melt in 30 ml of 14 M nitric
acid and wash the crucible with water. Add 0.5 mg of cadmium nitrate. Filter
off the silicic acid formed. Dilute the filtrate to 150 ml and adjust the pH to
1.5—2 with ammonia. Extract twice successively by shaking the solution
mechanically for 3 min with 30 ml of 0.005 M Zn(DDC), in chloroform and
collect the organic phases. Back-extract cadmium twice into 20 ml of 2 M
hydrochloric acid (2 min each). Transfer the total aqueous phase to a poly-
ethylene vial for counting.

For low concentrations, dissolve 200 mg of cadmium oxide in the hydro-
chloric acid solution, neutralize and heat to 80°C. Add 20 ml of 1 M di-
ammonium hydrogenphosphate and filter off the cadmium ammonium
phosphate on a glass filter covered with a membrane filter (0.8 um pore
size). Figure 2 shows a Ge(Li) y-ray spectrum of the cadmium ammonium
phosphate for phosphate rock.

For the sludge, after the liquid—liquid extraction, the 245-keV peak of
1mCq is superimposed on a high Compton-continuum, mainly from **Mn
(ti,» = 2.576 h; E, = 847 keV) and ?*Na (¢,,, = 15.03 h; E,, = 1369 keV)
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Fig. 2. The Ge(Li) y-ray spectrum of the precipitated cadmium ammonium phosphate for
phosphate rock, BCR 32. Irradiation time 60 min; beam intensity 20 pA; waiting time
65 min; measuring time 100 min.

formed from iron and aluminium, respectively. Adding sodium carbonate
carrier avoids coprecipitation of **Na with the cadmium ammonium phos-
phate. In order to avoid precipitation of manganese as its ammonium phos-
phate, manganese is separated as manganese dioxide [6]: add 200 mg of
cadmium oxide, 30 mg of manganese nitrate and 10 ml of 0.1 M ammonium
peroxodisulphate, neutralize, heat to oxidize manganese(II) and filter off the
manganese dioxide. Precipitate and filter off cadmium ammonium phosphate.

Yield of the chemical separation

The conditions for quantitative extraction of cadmium were studied by
tracer experiments with ''°Cd (¢,,, = 2.224 d; E, = 528 keV), produced by
irradiation of cadmium nitrate in a nuclear reactor. For solutions containing
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up to 1 mg of cadmium, one extraction at pH 2 yielded more than 97% ex-
traction, when the solutions were shaken for at least 1 min.

The total yield of the chemical separation was evaluated by adding ''*Cd
to an inactive sample before the separation. The yield calculated from the
15Cd activity before and after the separation was 100.2% with a standard
deviation of 1.3% (5 experiments) for a typical fly ash, and 99.8% with a
standard deviation of 0.6% (2 experiments) for the sludge, indicating quanti-
tative recovery.

Measurements

The Ge(Li) detector used had a relative detection efficiency of 20% and
an energy resolution of 2.1 keV FWHM at 1.332 MeV. A 50-Hz pulser was
used to correct for dead-time losses and pulse pile-up. The detector was
coupled to a Canberra S40 multichannel analyzer, interfaced to a VAX 11/
780 VMS computer. The samples were measured in polyethylene bottles or
in glass filter crucibles, centred in a polyethylene ring.

Measurements of the samples started 40—70 min after the end of the
irradiation, with measuring times ranging from 20 to 100 min. The standards
were measured for 10 min, three hours after the irradiation, after dissolution
in 40 ml of 2 M hydrochloric acid or in a glass filter crucible after precipita-
tion of cadmium ammonium phosphate. The 245-keV peak of '''™Cd in
the standards and the samples and the 1369-keV peak of **Na in the flux
monitors were measured.

A correction factor was applied for differences between the glass filter
crucibles. The factor was established by irradiating a cadmium foil (100 pm
thick) and measuring it in all the crucibles. The correction factors were eval-
uated with a precision better than 1% and varied from 0.936 to 1.000 for the
245-keV peak.

RESULTS AND DISCUSSION

Table 1 gives the results for the certified reference materials tested. For
concentrations between 3 and 500 ug g™, the experimental standard deviation
ranges from 5 to 3%. For the NBS urban particulate matter, the results agree
with the certified value and with the 70 ug g (standard deviation 6 ug g™)
obtained by Greenberg [7] using thermal neutron activation analysis. For
the BCR Moroccan phosphate rock, the extraction was followed by precipi-
tation; the result is again in good agreement with the certified value.

Figure 3 summarizes the results of a round-robin organized by BCR for
the certification of cadmium in city waste incineration ash. Each result is the
mean of 4 or 5 determinations, the error bars corresponding to two standard
deviations. The present result is in excellent agreement with the certified
value (Table 1).

Reactor neutron activation analysis was also used for the sewage sludge
(BCR/CRM 144). '5Cd was separated by the procedure described; ¢*Cu
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TABLE 1

Results for certified reference materials

Sample Cadmium content (ug g™)

Found? s % n Certified
NBS/SRM 1648P 70.5 2.5 3.5 3 75+ 7
BCR/CRM 32°¢ 21.39 0.62 2.9 4 20.8 + 0.7
BCR/CRM 1764 475 14 3.0 4 470 + 9
BCR/CRM 144°¢ 2.89 0.15 5.2 5 3.41 £ 0.25

2Mean value found, with standard deviation, relative standard deviation and number of
determinations. ®Urban particulate matter. °Moroccan phosphate rock. 4City waste incin-
eration ash. ®Sewage sludge.

(ty2 = 12.7 h, 8*) was afterwards extracted with antimony(III) diethyldithio-
carbamate in chloroform and the aqueous phase was measured with a Ge(Li)
y-ray spectrometer. Tracer experiments showed that this chemical separation
of cadmium was quantitative. The result obtained, 2.72 ug g with a standard
deviation of 0.11 ug g (5 determinations), is in excellent agreement with
the result obtained by fast neutron activation analysis (Table 1). These results
are somewhat lower than the certified value which was derived from the
results obtained by atomic absorption spectrometry, d.c.p. and i.c.p./a.e.s.,
isotope-dilution mass spectrometry, differential-pulse anodic stripping volt-
ammetry, and thermal and fast neutron activation analysis. The results
described in this paper were included in the calculation of the certified value.
A possible explanation of the low results obtained by activation analysis with
fast and thermal neutrons is that activation analysis is free from reagent
blanks. Analysis in this laboratory by i.c.p./a.e.s. with particular attention to
avoiding systematic errors from blanks and contamination [8] yielded
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Fig. 3. Results of the BCR round-robin for cadmium in the city waste incineration ash.
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2.62 pg g™ with a standard deviation of 0.07 ug g (5 determinations), in
good agreement with our activation results.

Under the conditions mentioned, with a 1-h irradiation at 40 pA, a 1-h
waiting time and a 100-min measuring time, the detection limit Ly, calcu-
lated as described by Currie [9] was 0.12 ug g™.

Conclusion

The method permits an accurate and relatively rapid determination of cad-
mium. The chemical separation of '''™(Cd is applicable to different kinds of
materials. Although the method is less sensitive than thermal neutron activa-
tion analysis, it has the advantage of being much faster.

We acknowledge Dr. K. Strijckmans for interesting discussions, and the
NFWO and IIKW for financial support. C. Vandecasteele is a senior research
associate of the National Fund for Scientific Research.
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DESCRIPTION OF AN AXIALLY-DISPERSED PLUG FLOW MODEL FOR
THE FLOW PATTERN IN ELEMENTS OF FLUID SYSTEMS
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Geliért tér 4, H-1502 Budapest XI (Hungary)

(Received 31st December 1985)

Summary. The Laplace transforms of the output signals from a three-sectional system
(i.e., fore-section, investigated vessel and after-section), in which the sections have differ-
ent diameters, are described for s-function, rectangular and arbitrary input signals by using
the axially-dispersed plug flow model. Equations for the mean residence time and the
variance of the response of the system are reported. The results could be used to evaluate
the axial dispersion coefficient in flow analysis or process systems, for system modelling
and optimization.

The rapid development of flow techniques requires a better understanding
of the transport processes in different apparatus so that mathematical model-
ling and optimization can be improved. Among the concepts of chemical
engineering which are applied to such problems, three types of hydraulic
model are important for describing flow patterns in fluid systems; these are
the tanks-in-series, combined, and dispersion models [1]. The last type
appears to be closer to the real physical nature of fluid flow, in systems
which consist mainly of tubular elements, than the first two types. The most
widely applicable of the dispersion models is the axially-dispersed plug flow
model, which is mathematically simple in comparison with other representa-
tives of this group. The only parameter included in this model is the axial
dispersion coefficient which is analogous to the molecular dispersion coef-
ficient from Fick’s laws:

dc/ot = (D, 0°c/dx?) —u dc/dx + S (1)

(Symbols are defined in Table 1.) Generally there are no theoretical expres-
sions for the calculation of the axial dispersion coefficient and the stimulus/
response technique [1] developed for engineering purposes remains the only
method for its determination. In this technique, the coefficient is calculated
from a mathematical description of the stimulus (i.e., the input signal, which
is simply a tracer introduced into the fluid system) and the response (i.e., the
output signal recorded as the tracer leaves the vessel investigated). This can
be done either by curve fitting or by using previously found relationships be-
tween the moments of the tracer response curve and the unknown parameter.

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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TABLE 1

Symbols and definitions?®

c Tracer concentration (kmol m™)

M = [f¢ ve dt]/V;. Integral average tracer concentration in the test section
(kmol m™)

C = ¢/cy. Dimensionless concentration

(o} Laplace transform of C

d Diameter of test section (m)

Dy, Axial dispersion coefficient (m? s™)

L =Xm — Xo. Length of the test section (m)

p Laplace complex variable

P = uL/Dy,. Peclet number

Q = [p/(vP) + 0.25]"*

S Source term (kmol m™ s™)

t Time (s)

u Linear flow rate (m s™)

v Volumetric flow rate (m® s™)

\A = (m/4)[(xXy —Xe)dp + xedi —x,d%]. Volume of the test section (m?)

v = (w/4)Ld?. Volume of the test section if the diameter is constant (m?)

x Axial position (m)

X = x/L. Dimensionless axial position

Y =WV

5(9) Dimensionless Dirac delta function

0 = tv/V,. Dimensionless time

p(m nth moment of the tracer curve about the origin

u® = f¢ C9de. Mean of the tracer curve

o? = fo C(6 — pf1))?dd. Variance of the tracer curve

AuM) Difference in means of the tracer curve at the two measurement points

Ag? Difference in variance of the tracer curve at the two measurement points

v(8) Input signal at point X,

) Laplace transform of y(6)

3Subscripts a and b refer to the fore-section and after-section, respectively (Fig. 1); sub-
script e refers to the end of the investigated vessel; subscripts o and m refer to the begin-
ning and end of the test section, respectively; subscript r refers to the investigated vessel.

Usually, analytical solutions of the model are impossible because their
Laplace transforms are too complicated; curve fitting can thus be achieved
only by numerical methods. The second option of determining the unknown
parameter is more easily done because the moments of the tracer response
curve can be calculated directly from the Laplace transform of the solution
of the model, as was shown by van der Laan [2]:
pm = limo(—l)"d"ém/dp" (2)

p—
Levenspiel and Smith [3] derived such equations for the case of a perfect
8-function input of the tracer and a doubly infinite system. Van der Laan
[2] extended this treatment for finite vessels by introducing fore- and after-
sections with their own dispersion characteristics (Fig. 1) and using the
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Fig. 1. Scheme of a three-sectional flow system: (1) fore-section; (2) investigated vessel;
(3) after-section.

boundary conditions of Wehner and Wilhelm [4]. Aris {5], corrected by
Bischoff [6], generalized this approach for the case in which the mathe-
matical description of the input signal or its Laplace transform is unknown,
by introducing two measurement points, one before the investigated vessel
and the other inside or after it. Later, this idea was developed by Levenspiel
and Bischoff [1, 7].

The equations derived in the above-mentioned papers are limited to three-
sectional systems, all three with equal diameters. This fact considerably de-
creases their applicability in both chemical engineering and flow analysis
because the investigated vessels often have diameters different from those of
the other two sections (e.g., connecting tubes or special reactors). This more
general case is covered by the equations described below.

Theoretical equations

A three-sectional system with the measurement point situated in the after-
section and the injection point in the fore-section will be considered (Fig. 1).
Its mathematical description consists of the following set of partial differen-
tial equations in dimensionless quantities and variables:

9C, ,  3Ca _ 7, 3C,

QRS = -_ <
30 e ox P, ox Y ¥ (0)8(X —X,) (X<0) (3)
3C,  oC, v, 3°C,
+y— ——=—= <X <
20 Tox B oaxz 0 O<X<Xc) (4)
6Cb aCb Yo asz
—_— 2 2 = <
% " ox b ax2 0 (Xe < X) (6)

The corresponding initial and boundary conditions are
C.(X,0) =Ci(X,0)=Cu(X,0)=0
C,(07,6)=C,(0%,9)

1 26,(07,6) 1 3C,(0%,0)

C.(07,0) — = C,(0*,60) —
2(07,6) P, 0X C:(07, 6) P, oX
Ci(Xe, 0) = Ch(X2, 0)
N 1 3C, (X3, 6) 1 3Cy(X?, 6)
gy — — —rer S + = IXbl%ey 7/
Ci(X3,0) — =537 = Co(XE, 0) — - =2

and C, (—, #) and Cy (%, 8) must be finite.
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The solution of Eqns. 3—5 in the Laplace domain for X = X, is
Co(Xm) = C = V() {2Qx exp [—Pa(1/2 — Q)Xo + Po(1/2 — @)

(Xm —Xe) + P(1/2 — Q,)X]}/B (6)
where
B=(Q.+ @ )(Q:+ Q) — (@ — Q,)(Q; — Q) exp (—2P,Q, X,)

Usually ¢(8) is considered to be a §-function or a rectangular function,
and the corresponding Laplace transforms are

v(O)=8(8); v(p)=1 (7)
60 ={glosm s T = [1—exp (~p)lIp (8)

The equations obtained for the mean residence time and the variance of
the output signal are as follows.
For the §-function input (Eqn. 7):

X, — 1 1
#1(111) =§+m_é _2{_0 4 — 9
Vr Yo Ya YaPa YuPo
, X,  Xgn—X. X, 3 3 2 2
Om =255 +2—— T4 7p2 D2 2p2
7rPr 7be 7aPa 7aPa 7be 7rPr 7aPa7rPr
2 (1—a)(1—0b)
+2 —P, 10
o PoreP, apr P (ThXe) (19

where @ = v, P, /v,P, and b = vy, P, [y, Py,.
For the rectangular input (Eqn. 8):

Xe Xo—Xe Xo 1 1 'k

(1) = 2e

S EEN RN (11
m Y Yo Ya YaPa  MPo 2 )

0!2n=2_)2£9_+2Xm2_'Xe _2)2{0 + 232+ 232_ ;22+ 2

71-Pr 7be 7aPa ’YaPa 7be ’)’rPr 'yaPa»err
2 (1—a)(1—b)

+ 2 —p 42 19
Yo P V:P v2P? exp (—P,X.) + k*/12 (12)

Quite often either the input signal or its Laplace transform is not known.
In this case, the system should include two measurement points [1, 5—7].
This can be done if the injection is done upstream of the point X = X, which
becomes the first measurement point. The second point is at X = X, as in
the above derivations. Such a system will be described by Eqns. 3—5, but in
Eqgn. 3, the right-hand side will become zero because no tracer is introduced
there. Also, the boundary condition that C,(—», 6) be finite must be changed
to C,(X,, 0) = C,(8), where C,(8) is the tracer curve recorded at X = X .
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The Laplace domain solution of these equations at X = X, will be
Cr = Co4Q,Q; exp [Py(1/2 — Qu)( X — X.)]1/D (13)
where
D =(Q, + @) {(@: — Q) exp [Po(1/2 + @)X, — Pr(1/2 + Q:)X.]

(@ + Qp) exp [P(1/2 — @)X, — P (1/2 — Q,)X.]}

—(Q — Q) {(Qr — Qp) exp [Py(1/2 — Q,)X, — Pr(1/2 + Q)X ]

+ (@ + @) exp [P(1/2 + @)X, — P (1/2 —Q,)X. 1}

The differences in the mean and in the variance of the tracer response
curve at the two measurement points are
X X 1—a 1—b%
A a) -, _,0)_Cm -2 4 1—exp(P.X -
M Mm Mo Yo Y 'YrPr [ p ( a 0)] 7rPr
[1_exp (PaXo—‘PrXe)] (14)

1
Ao? =0l —q2= +?F{—2+2a—5a2+2b+3b2
r-r

Ve Py
+2(1 =) Pe [(Xe/7r) — (Xm/10)] + 2(1 —a) (7 PrXo/7a)
+4(1 —a)[(nPeXo/va) —1 —a) exp (P X,) + 41 —0){1+ b
— 1P [(Xo/7a) = (Xe/7:)1} exp (PaX, — P, X.) + (1 — b)? exp [2(P. X,
—P.X.)] + (1 —a)’ exp (2P, X,) + 2(1 —a)(1 — b)[1 —exp (2P, X,)]
exp (—P.X.)} (15)

It can be seen that systems which have sections with equal diameters are a
special case of the models proposed above; the coefficients v,, v, and v, be-
come equal to unity.
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Summary. The fluorescing sensor is based on the change in fluorescence intensity of a
buffered pH indicator solution entrapped in silicone rubber. Exposure to ammonia
increases the pH of the trapped solution; this increases the fluorescence intensity, which
is monitored via an optical fibre bundle. Ammonium chloride in 0.001 M sodium hydrox-
ide, or the indicators themselves, can serve as buffers. Effects of sensor preparation and
buffer composition on response time, reversibility and sensitivity are discussed.

Continuous determination of ammonia in gaseous or liquid samples is
nowadays done almost exclusively with the help of potentiometric ammonia
electrodes. In view of the increasing concern for environmental quality, but
also for the purpose of continuous sensing in bioreactors and biological
samples, ammonia electrodes have found widespread application. Although
the principle of such ammonia sensors is well known and various types are
commercially available, their design and performance have been improved in
recent years, mainly as a result of contributions by Mascini and Cremisini
[1] as well as Meyerhoff and co-workers [2, 3]. Both the response time and
the reversibility have been improved considerably. Ammonia electrodes have
also been applied in combination with flow-injection systems [4]. Apart
from direct sensing of ammonia, the electrodes have also been used as trans-
ducers for monitoring enzymatic reactions during which ammonia is released
or consumed. The determination of urea which, by catalytic action of urease,
is hydrolyzed to give ammonia and carbon dioxide is a representative example
[4]. Finally, ammonia electrodes can also be exploited for monitoring the
binding of antigens to antibodies [5]. Despite the utility of present-day
electrochemical ammonia sensors, they have some disadvantages: (a) they do
not lend themselves to miniaturization; (b) it is not easy to sterilize them;
(c) their performance can be affected by surface potentials, resulting in drift-
ing signals; and (d) as in other potentiometric methods, a reference electrode
is required along with its troublesome liquid—liquid junction.

Some of these disadvantages can be avoided by using optical methods,
ideally in combination with fibre optics. Fibre-optic methods for the deter-
mination of ammonia have already been reported. Thus, David et al. [6] des-
cribed a probe consisting of a fibre light guide covered with a solution of

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.



322

ninhydrin in polyvinylpyrrolidone, which becomes violet on contact with
ammonia and so attenuates the light transversing the fibre. Because the
ninhydrin reaction is irreversible, the sensor is also irreversible. Moreover, it
is suitable only for gaseous samples because the cover is water-soluble. A
related working principle has been described by Smock et al. [7]. A reversible
ammonia sensor has been reported [8] that exploits the spectral changes of
an ammonia-sensitive oxazine dye deposited on the surface of an optical
fibre. Colour changes from red to blue (and reverse) are monitored via the
attenuation of the evanescent wave [9], i.e., the fraction of the electromag-
netic wave that evanesces into the optically less dense phase at the moment
of total reflection at the interface between fibre and dye.

In continuation of earlier work on fluorescing sensors [10, 11], a new
sensor is described here for ammonia. It is based on the pH changes of a
polymer-entrapped buffer system attached to the distal end of a fibre and in
contact with an ammonia-containing sample. Changes in pH are followed
with an added pH indicator via an optical fibre. In contrast to former types
of sensor, it is applicable to both gaseous and liquid samples.

Experimental

Chemicals. A stock 0.01 M solution of ammonium chloride was prepared
in distilled water and diluted to the appropriate molarity with water and
0.1 M sodium hydroxide (to release free ammonia). The solutions were stored
in well-stoppered flasks to prevent vapourization of ammonia. Fresh solu-
tions were prepared weekly.

The indicators used were acridine orange (excitation and emission maxima
at 480 and 540 nm, respectively), 1-hydroxypyren-3,6,8-trisulphonate (HPTS,
460/520 nm), and 1-naphthol-4-sulphonate (360/440 nm). They were ob-
tained from Fluka or Eastman-Kodak and used as received.

The following aqueous solutions were used for preparation of the suspen-
sions in silicone rubber that served as sensing layers: (a) 1 mM acridine
orange hydrochloride in 0.01 M ammonium chloride; (b) a 0.1% (w/v) solu-
tion of 1-hydroxynaphthalene-4-sulphonic acid sodium salt in water, adjusted
to pH 8.2—8.4 with 0.01 M sodium hydroxide; (c) 0.1% and 1% (w/v) solu-
tions of HPTS in water, adjusted to pH 7.1 with 0.01 M sodium hydroxide.

Preparation of the sensing membranes. A portion (27.0 g) of a vinyl-
terminated polydimethylsiloxane (silicone polymer PS-443; Petrarch Systems,
Bristol, PA 19007) and 0.0195 g of chloroplatinic acid (PC-075; Petrarch)
were carefully mixed. A second mixture, consisting of 0.1 g of PS-925 (poly-
vinylmethylsiloxane) and 9.9 g of PS-443 (as above) was also prepared. Then
19.95 g of the first mixture, 0.05 g of the second mixture, and 4.0 ml of the
aqueous indicator solution were emulsified for 5 min in a mechanical emulsify-
ing machine (Turrax).

A portion (0.9 g) of the white emulsion and 0.1 g of product PS-123 (a
hydrogen-donating dimethylsiloxane polymer that causes polymerization)
were intimately mixed and rapidly smeared onto a glass platelet to give a
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film 50 £ 10 um thick. Polymerization occurs within 10 min at room tem-
perature. The resulting layers were tested for their sensing properties. They
were either directly irradiated with the excitation beam of the fluorimeter,
or attached to the distal end of the fibre. All experiments were done and all
samples were stored in a room thermostatted to 23 + 1°C.

A second type of silicone rubber membrane was obtained from Silgel
601A and 601B (two silicone prepolymers which can be cured thermally;
Wacker Chemie, Burghausen, W. Germany). A mixture of 9.0 g of 601A and
1.0 g of 601B was emulsified with 2 ml of a 0.1% solution of 1-naphthol-4-
sulphonate in water/glycerol (9:1, v/v), the pH of which was adjusted to 8.4.
It is essential not to allow the mixture to become warm in the Turrax emul-
sifier; once thermal curing has started, it is difficult to detach the mixture. A
ca. 100-um thick film was then produced on several glass slides. Curing was
achieved by immersing the slides in water at 50—55°C for 30 min. Milky-
white sensor spots were obtained that were attached, within the fluorimeter,
to the flow-through cell.

Optical arrangement. This is shown schematically in Fig. 1. Light from a
250-W xenon light source (LS) was passed through a monochromator (M;) to
isolate the 460-nm line for HPTS, or the 360-nm line for the naphtholsul-
phonate. The radiation was then focussed with lens L, onto the sensing layer
within the fluorimeter or into a bifurcated fibre-optic light guide (F) made
of poly(methyl methacrylate) or quartz (both from Moritex Corp., Tokyo).
Both consisted of ca. 70 fibre strands per bundle, with an internal diameter
of ca. 6 mm at the common end. The plastic fibres (1.5 m long) were used
for excitation of the acridine orange and HPTS-based sensors, and the quartz
fibres for the naphtholsulphonate-based sensors. Because of the shortness of
the quartz fibres, light attenuation in the ultraviolet range was negligible.
The end of the fibre was covered with a sensing membrane (8), prepared as
described above. The sensor head was inserted into a flow-through chamber
through which sample solutions containing definite amounts of ammonia
were pumped at a rate of ca. 15 ml min™, using a peristaltic pump.

LS M, Ly F
® —- = —+)— s
A — |Z<—¢<—
PMT M, L,
— [ oc
£ A/D I
[r

Fig. 1. Schematic diagram of the experimental arrangement of the ammonia fluorescence
sensor. See text for detail.
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Fluorescence was collected by the second fibre bundle and guided to a
photomultiplier tube (PMT) after passing the emission monochromator (M,)
and lens L,. The signal was amplified in an electronic circuit (E), digitized in
A/D, stored in a desk computer (DC; HP 9815A) and/or sent to an X-Y
recorder (R; HP 7225A). Most of the optical components were parts of an
Aminco SPF-500 spectrofluorimeter.

In some experiments, the flow-through cell covered with the sensing layer
was placed within the fluorimeter so that there was no need for fibres. The
sensing layers were placed in the focus of the excitation beam. The data
obtained were practically the same.

Results

Choice of buffer composition and indicator. Initial experiments were done
with ammonium chloride as the internal buffer system. When 1 mM acridine
orange in 0.01 M ammonium chloride was used without added sodium
hydroxide, the sensor responded rapidly to ammonia, but the changes were
not reversible, probably because of the low pH (ca. 5.80). The strong fluores-
cence intensity of the sensing layer after exposure to ammonia could be
reduced only by treatment with 0.01 M hydrochloric acid for 30 min.

However, when the pH of the solution was increased to 8.23 by applying
a more alkaline filling solution (10 mM naphtholsulphonate in 0.01 M NH,CI
plus 0.001 M NaOH), a slow but reversible change in fluorescence intensity
was observed. Curve 1 in Fig. 2 shows how the fluorescence changes as the
ammonia concentration of the sample is varied.

Instead of ammonium chloride, the indicator itself may serve as a buffer.
1-Hydroxypyren-3,6,8-trisulphonate (HPTS) and the naphtholsulphonate
were chosen because they are readily soluble in water, with pK, values of 7.3
and 8.3, respectively. Solutions (0.3%) were prepared and adjusted to various

relative fluorescence

time (min)

Fig. 2. Typical response of the ammonia sensors based on silicone rubber-entrapped
indicator solutions. Curves: (1) 1l-naphthol-4-sulphonate in ammonia buffer (0.01 M
NH,Cl in 1 mM NaOH); (2) 0.3% naphtholsulphonate in water, adjusted to pH 8.2.
Starting with water, the sensing membranes were exposed to the following ammonia solu-
tions: (A) 0.1 mM; (B) 0.5 mM; (C) 1 mM. Washing was done with pure water (D) and
0.1 M hydrochloric acid (E).
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pH values between 7.1 and 8.7. While the HPTS-based sensors showed either
poor reversibility (at pH < 8), or poor signal changes (at pH > 8), the naph-
tholsulphonate-based sensor displayed promising properties. Curve 2 in
Fig. 2 shows the response of this kind of sensing layer to various concentra-
tions of ammonia in water. The relative signal change is smaller than that
shown in curve 1 and the response time is distinctly slower.

Response. Response times were typically 2—5 min. They are affected by
various factors. The first is the size of the water droplets in the silicone
sensing layer; experience is needed to produce identically responding mem-
branes. Qualitatively, the response time became slower as the size of the
water droplets increased, i.e., the shorter the prepolymer was mechanically
emulsified. Hand-mixed polymer membranes gave extremely slow responses.
Another factor that influences the response time is the thickness of the sens-
ing layer. A 100-um membrane was found to respond at about a third of the
rate for a 50-um membrane. Finally, an increase in buffer concentration
decreased the response times.

No differences were found in the relative signal changes of the sensors
prepared from the Petrarch and Silgel polymers. Because the former material
allowed a much finer emulsion to be produced, its response time was much
faster than that of the Silgel polymer.

Reversibility. Sensors with indicator filling solutions at pH values below
7.0 were found not to be reversible. Even when the sensor was exposed to
0.01 M hydrochloric acid, the low signal that was observed initially was
never reached again. Good reversibility was observed at pH values above 8.0.
But, though it would seem that even higher pH would improve reversibility,
the increasing interference from carbon dioxide (which lowers the pH) sets a
limit. Thus, the choice of pH will always be a compromise between ideal
reversibility and interference by acidic gases. Again, the sensing layers pre-
pared from the Petrarch silicone rubber had distinctly quicker response times
than the Silgel membranes.

Under water, the membranes recovered more slowly than they responded
to ammonia-containing solutions. Recoveries usually took 2—5 times longer
than responses. This could be significantly accelerated by washing with
0.01 M hydrochloric acid and water (Fig. 2, curve 1).

Sensitivity and detection limits. Sensors with an ammonium chloride
buffer of pH 5 as a filling solution showed high sensitivity, with detection
limits of 10 M ammonia and less, but were not reversible. At the present
stage of development, a detection limit of 10° M ammonia seems to be a
reasonable value for fully reversible sensors. The signal-to-noise ratio is ca. 30
at 10 M ammonia.

Sensitivity is governed to some extent by the buffer capacity. The higher
the capacity, the lower the relative changes in pH and so the wider the
dynamic response range. Sensitivity will, of course, also be governed by the
pK, of the indicator. Ideally, the pK, should be in the range of the pH of the
filling solution after exposure to ammonia.
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Interferences. Acidic gases known [1, 12, 13] to interfere with gas-sensing
electrodes were found to interfere here as well. The strongest effects were
observed with sulphur dioxide and nitrous oxide. The influence of carbon
dioxide increases with the pH of the filling solution. A change from nitrogen-
saturated water to air-saturated water did not affect the signal from sensors
with internal buffers at pH 8.2—8.4. Thus, the effect of 0.2 Torr CO,
remains negligible, and oxygen does not act as a dynamic quencher. Acetic
acid (0.1% in water) interferes strongly with all kinds of sensors having filling
solutions at =>pH 6.

Discussion

The ammonia sensor described above is based on the changes of fluores-
cence intensity of a buffer system entrapped in a polymer. Silicone rubber
was selected as the polymer because its permeability for ammonia is excellent.
Unlike the gas-sensing electrodes and the optical CO, sensor [14], in which
the buffer solutions are separated from the sample solution by a gas-permeable
membrane (e.g., PTFE), the buffered indicator solution is trapped as a fine
emulsion in an ammonia-permeable polymer. This is possible because there is
no need for direct contact between the fibre optic and filling solution, which
is in striking contrast to electrochemical sensors.

Two types of silicone polymer were tested. Sensors prepared from the
Petrarch material showed faster responses in both directions. The Silgel
polymer is unsuitable for the preparation of very fine emulsions because it
tends to cure on prolonged vortexing; and it does not form even films on glass.

Two kinds of buffer were used. The 0.01 M ammonium chloride/0.001 M
sodium hydroxide is the buffer normally used with the potentiometric
sensors [1—4]. The indicator itself at high concentration can also serve as a
buffer. The indicators were chosen to have pK, values slightly below the pK,
of ammonia (9.3) and to be highly fluorescent, with good water solubility
and spectral data suitable for use with plastic fibre optics which are unsuitable
for near-u.v. radiation.

Acridine orange has good spectral properties (the excitation and emission
maxima are in the visible range) but it is not very soluble in water and so
cannot serve as the buffer. The relatively poor solubility in water also causes
rather poor signal intensities from the ca. 50-um sensing layers. Glycerol (or
polyethylene glycol) was added to prevent water from evaporating from the
sensing layer; this produced a more concentrated filling solution and so an
increase in signal intensity. HPTS has good spectral properties, but its pK,
value (7.3) is too low compared to the pH values of the filling solution after
exposure to ammonia; the relative signal changes remain poor. The naph-
tholsulphonate buffer system showed the best results; its pK, of 8.3 makes it
suitable as both indicator and buffer. The only disadvantage is that u.v.
excitation is needed. More suitable indicators are being sought.

The response time of the sensor (2—6 min) is comparable to that of most
electrochemical sensors. A much smaller sensor layer, e.g., attached to the
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tip of a single fibre, might improve the response times. The layers used in
this work had an area of ca. 20 mm?. An interesting idea is to use an air gap
between the sample and filling solution [4, 15]; this prevents any contact
between sample and the inner solution and gives improved response times.
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HYDROCHLORIDE BY FLOW INJECTION ANALYSIS
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(Received 15th December 1985)

Summary. A direct, simple and rapid flow-injection method is described for determining
buprenorphine hydrochloride (10*—10* M) based on its chemiluminescent oxidation
with potassium permanganate in polyphosphoric acid. The limit of detectionis 1 X 10° M
(0.5 pmol per injection) and the log-log calibration is linear up to 1 X 10 M; the r.s.d. is
0.7% for a 10 ug ml* solution (n = 10). The method is directly applicable to aqueous
solutions of tablets containing the drug (0.2 mg/tablet).

Buprenorphine [I; 5a, 7a(s)-17-(cyclopropylmethyl)-a-(1,1-dimethylethyl)-
4,5-epoxy-18,19-dihydro- 3-hydroxy-6-methoxy-a-methyl-6,14-ethenemor-
phinan-7-methanol] is an oripavine derived from the opium alkaloid thebaine
[1]. It is a potent, long-acting drug and has both narcotic antagonist and

partial agonist properties. It produces typical morphine-like subjective
effects and meiosis but these effects are of slower onset and longer dura-
tion than those of morphine. Therefore, it has been suggested as a mainten-
ance drug in the treatment of opiate addiction [2].

Methods for determining drugs such as morphine and morphine-like
derivatives in biological fluids are very important in forensic science and
clinical chemistry. Conventional methods for their determination in biologi-
cal samples include thin-layer and gas-liquid chromatography, u.v.-visible
spectrophotometry, spectrofluorimetry and radioimmunoassay [3].

Abbott and co-workers [4, 5] found that down to 1 fmol of morphine
could be determined by oxidation with potassium permanganate in an
acidic medium to give chemiluminescence, which was monitored in a flow-
injection system. A similar method has been developed for buprenorphine,
and is described in this communication.

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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Experimental

Reagents. Polyphosphoric acid (essentially tetraphosphoric acid; general-
purpose reagent) and AnalaR potassium permanganate were supplied by
BDH Chemicals. Buprenorphine hydrochloride was donated by Reckitt and
Colman, Pharmaceutical Division, Hull. Deionized water was used through-
out. A stock solution of 0.5 M polyphosphoric acid was prepared by dis-
solving 8.6585 g of the concentrated acid in 100 ml of water.

Flow system and apparatus. The flow-injection manifold for chemi-
luminescence detection is shown in Fig. 1. An aqueous solution of poly-
phosphoric acid acting as a carrier stream for buprenorphine was supplied
through R,, and the potassium permanganate solution through R,. The
sample was injected into the acidic stream from a 52-ul teflon rotary valve
injector (Rheodyne RH-5020). The streams were propelled by an Ismatec
Mini-S-840 peristaltic pump and mixed at a perspex T-piece. All tubing was
0.9 mm id. The flow cell was a coil made of glass tubing (2.3 mm i.d.,
34 cm long), spiralled to a diameter of 25 mm and backed by a mirror
for maximum light reflection to the photomultiplier tube (PMT) [6, 7].
The PMT was a semi-transparent end-window type (EMI No. 9844B) powered
by a stabilized EHT power supply (up to 1500 V) [6, 7]. The signal from
the PMT was fed to a chart recorder, and the peak height was measured.

Optimization of conditions. The polyphosphoric acid and potassium
permanganate concentrations, the total flow rate and the effect of the
tube length between the injection port and the T-piece, all of which affect
the intensity of the chemiluminescence signal, were investigated. The effect
of different polyphosphoric acid concentrations is shown in Fig. 2; the
greatest response was obtained in ca. 0.05 M polyphosphoric acid, compared
to 0.1 M for morphine [4]. The potassium permanganate concentration
must be controlled carefully, because too much oxidant causes excessive
oxidation of such narcotic agents [8], while too little produces smaller
chemiluminescent signals. The greatest peak height was obtained with
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Fig. 1. Flow-injection manifold for buprenorphine determination: R,, carrier stream;
R,, oxidant stream; P, pump; S, injection valve; W, waste; T, perspex T-piece; F, coiled
flow cell; D, detector; R, chart recorder; L, light-tight box.
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Fig. 2. Effect of polyphosphoric acid concentration on the peak height for 1 X 10 M
buprenorphine hydrochloride, with 1 X 10* M permanganate as oxidant.

Fig. 3. Effect of potassium permanganate concentration on the signal from 1 X 10" M
buprenorphine hydrochloride, with 0.05 M polyphosphoric acid as carrier.

1 X 10° M permanganate, but 1 X 10™* M gave only slightly less sensitivity
for 1 X 10 M drug (Fig. 3).

The intensity increased with increasing flow rate. As the total flow rate
(the flow rate was the same in both channels) was increased from 1 to 10
m! min™, the peak height increased almost linearly (Fig. 4A). To establish
the effect of sample dispersion on the buprenorphine signal, the distance
between the injection valve and T-piece was varied. As shown in Fig. 4B,
the longer the distance, the smaller the peak height, but the peak became
wider, as would be expected from the increased dispersion. Therefore, the
best distance, as used in this work, was 24 cm, the smallest practical dis-
tance. At a flow rate of 10.0 ml min™ with a 24-cm distance, however,
the r.s.d. (n = 5) for the determination of 5.2 ug ml™ buprenorphine was
3.1%, compared to 2.0% at 5 ml min™, and 1.8% at 4.6 ml min!; a flow
rate of 4.6 ml min™ (2.3 ml min™ in each channel) is recommended because
of the greater precision and economy in the use of reagents. The recom-
mended conditions for the determination of buprenorphine hydrochloride
are, therefore, 0.05 M polyphosphoric acid, 1 X 10° M permanganate, a
total flow rate of 4.6 ml min™ and a tube length of 24 cm between the
injection valve and the detector.

Results and discussion

A log-log calibration graph obtained under the above conditions was
linear over the range 1 X 10®—1 X 10™ M buprenorphine with a slope of
0.80, compared with a slope of 0.67 for morphine {4]. Above 1 X 10 M,
the slope decreased, because the permanganate concentration became a
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Fig. 4. Effects of total flow rate and tube length on the signal from 1 X 10-* M buprenor-
phine. HCI, with 1 X 10 M permanganate as oxidant and 0.05 M polyphosphoric acid
as carrier: (A) flow rate with a tube length of 24 em; (B) tube length with a flow rate of
5 ml min™.

limiting factor. The mean relative standard deviation was 1.5% for 1—5
ug ml™? buprenorphine hydrochloride, and for ten replicate injections of
10 ug ml™, was 0.7%, as shown in Table 1. The limit of detection (twice the
blank noise) was 1 X 10® M (5 ng ml™?). This corresponds to 5 X 10™3 mol
(0.25 ng) per injection. The time needed for triplicate measurements of
5.0 ug ml™ was less than 1 min.

The chemiluminescent oxidation of buprenorphine, like that of morphine,
is very rapid, reaching maximum intensity in less than 1 s. This is confirmed
by the effect of flow rate on the signal. The signal increases as the flow rate
increases up to a total flow rate of 10 m min™, at which rate the sample
takes 8.4 s to pass from the T-piece to the exit of the coiled cell. Thus more

TABLE 1

Short-range calibration results for buprenorphine hydrochloride

Conc. Signal height S.d. R.s.d.
(ug ml?) (mV) (mV)* (%)*
1 128 2.9 2.3
2 233 2.9 1.2
3 327 2.9 0.9
4 397 6.0 1.5
5 493 7.0 1.4
10 1500 11k 0.7P

2For 3 replicate injections. PFor 10 replicate injections,
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of the initial emission is monitored than at lower flow rates. Even at the
maximum flow rate investigated, most of the chemiluminescence had ceased
by the time the sample reached the exit of the flow cell.

The method was evaluated by determining buprenorphine hydrochloride
in a sample of Temgesic Sublingual tablets (Reckitt and Colman), which
contained ca. 0.2 mg of buprenorphine hydrochloride per 60-mg tablet.
Standard addition and direct calibration methods were used. Standards of
0.0, 2.0, 4.0 and 6.0 ug mI? in 25-ml solutions were prepared from pure
buprenorphine hydrochloride. A similar set of standards was also prepared,
which each contained 5.0 ml of a tablet solution containing ca. 2 ug ml™!
buprenorphine hydrochloride. Direct calibration gave a mean result of 3.9
ug ml™ for triplicate injections of a solution prepared from a tablet dissolved
in 50 ml of water, amounting to 0.195 mg of buprenorphine hydrochloride
in a tablet. The standard addition graph was parallel to the normal linear
calibration graph, and gave a value of 0.22 mg per tablet.

The method can therefore be applied directly to solutions prepared from
tablets containing buprenorphine without further treatment. Undoubtedly,
it is also sufficiently sensitive to be used for post-column detection of
buprenorphine after h.p.l.c. separation, as has been done for morphine
[5] and could thus be applied to the detection of traces of buprenorphine in
body fluids.
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TRIFLUOROACETIC ANHYDRIDE
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Summary. The reaction of 1-(2-chloroethyl)-3-(trans-4-methylcyclohexyl)-1-nitrosourea
(methyl-CCNU) with trifluoroacetic anhydride is reported. Gas-liquid chromatography of
the resulting trifluoroacety!l derivative is applied to determine methyl-CCNU in plasma
with a limit of detection of 1.5 ug mi™!.

Several approaches to the determination of the anti-cancer drug methyl-
CCNU (I) have been reported and the problems have been discussed [1—3].
One of the methods was based on the denitrosation of methyl-CCNU with
peroxyacetic acid and subsequent gas-liquid chromatographic determination
of the resulting urea (II) as the trifluoroacetyl derivative (III). As discussed
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1
earlier, a drawback of this method is that it lacks selectivity for the intact
drug because acidic denitrosation of methyl-CCNU may occur in the gastric
medium.

During an investigation into the possible presence of the denitrosated
derivative of methyl-CCNU (II) in the urine of a patient treated with the
drug, an attempt was made to determine methyl-CCNU in urine both before
and after treatment of the urine with peroxyacetic acid; the difference be-
tween the results should account for any intact methyl-CCNU present in the
urine. However, no measurable difference was found between the two deter-
minations, which indicated either the absence of the intact drug in the urine
sample or that methyl-CCNU reacted with trifluoroacetic anhydride to yield
1-(-chloroethyl)-1-trifluoroacetyl-3(trans-4-methylcyclohexyl)urea (III), the

8Present address: Department of Chemistry, University of Ibadan, Ibadan, Nigeria.

0003-2670/86/$03.50 ©® 1986 Elsevier Science Publishers B.V.
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same derivative as obtained on reaction of denitrosated methyl-CCNU with
trifluoroacetic anhydride [2]. Methyl-CCNU was therefore treated with tri-
fluoroacetic anhydride to examine the latter possibility. This report describes
a simple gas-liquid chromatographic method for methyl-CCNU in plasma,
based on the finding that methyl-CCNU reacts with trifluoroacetic anhydride
to give the same derivative as described earlier for denitrosated methyl-CCNU

(2].

Experimental

Reagents and equipment. The methyl-CCNU was provided by Ciba-Geigy.
N,N-Dimethylaniline (reagent grade; BDH Chemicals) was used as received.

The Perkin-Elmer F11 gas chromatograph used was fitted with a flame
ionisation detector and a glass column (2 m long, 2 mm i.d.) packed with
20% (w/w) Apiezon-L on Gas-Chrom W (80—100 mesh) and operated at an
oven temperature of 185°C and injector temperature of 224°C, with a nitro-
gen carrier gas flow rate of 31 ml min™.

Reaction of methyl-CCNU with trifluoroacetic anhydride. Methyl-CCNU
(100 mg) was dissolved in 2 ml of trifluoroacetic anhydride and the mixture
was kept at room temperature for 1 h and then in a water bath at 45°C for
5 min. A yellow semi-solid was obtained on evaporation of excess of tri-
fluoroacetic anhydride under dry nitrogen. A first attempt to recrystallise
the product was unsuccessful. The reaction procedure was repeated and the
yellow semi-solid was examined directly by high-resolution mass spectrom-
etry.

Preparation of calibration graphs for methyl-CCNU in plasma. A solution
of methyl-CCNU in methanol (500 ug mi™?) was prepared by dissolving
50 mg of the drug in methanol in a 10-ml volumetric flask. A capillary pipette
was used to transfer 0.01 to 0.1-ml aliquots of this solution to five glass-
stoppered test tubes. Drug-free, ice-cooled blood plasma (2 ml) was added to
each test tube to give concentrations of the drug in plasma equivalent to
2.5—25 ug ml™. After addition of 4 ml of redistilled ether, the plasma solu-
tions were extracted by agitating on a vortex mixer for 2 min, the aqueous
layers were removed and a little anhydrous sodium sulphate was added to
the ether extracts to dry them. The extracts were decanted into a series of
narrow-ended test tubes and evaporated to dryness under a stream of dry
nitrogen.

Trifluoroacetic anhydride (0.2 ml) was added to the residue in each test
tube, and the mixtures were kept at room temperature for 1 h and heated
for 5 min in a water bath at 45°C. Excess of reagent was removed under dry
nitrogen and the residues were reconstituted in 20—30 ul of dichloromethane.
The dichloromethane solutions were allowed to evaporate to dryness in a
water bath at 45°C and the residues were redissolved in 5 ul of a 25 yg ml™
solution of N,N-dimethylaniline in dichloromethane. A 3-ul aliquot of each
solution was injected into the chromatograph in turn, with the chromato-
graphic conditions as stated above. A graph of the peak height ratio of the
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trifluoroacetyl derivative to dimethylaniline vs. concentration of methyl-
CCNU was constructed.

Preparation of calibration graphs for methyl-CCNU in ether. A 500 ug mI™?
solution of methyl-CCNU was prepared by dissolving 50 mg of the drug in
ether in a 10-ml volumetric flask. Aliquots (0.01—0.1 m}) of the solution were
placed in narrow-ended test tubes and 4.0 ml of ether was added to each. The
solutions were evaporated to dryness, and the trifluoroacetate derivative was
isolated and injected for chromatography as described above.

Results and discussion

Determination of methyl-CCNU by direct reaction with trifluoroacetic
anhydride. A yellow semi-solid was obtained on evaporation of a solution of
methyl-CCNU in trifluoroacetic anhydride. Examination of the product by
gas chromatography revealed the presence of a compound which had the
same retention time as the trifluoroacetyl derivative of denitrosated methyl-
CCNU, as reported earlier [2]. The product was also examined by high-
resolution mass spectrometry, which revealed the presence of both unchanged
methyl-CCNU and the trifluoroacetyl derivative of methyl-CCNU (III).

Although there has been no previous report of the reaction of nitrosoureas
with trifluoroacetic anhydride, the closely related N-nitrosamines have been
reacted with fluorinated anhydrides in the presence of pyridine as catalyst,
and the structure of the products identified [4—6]. The structures reported
for these derivatives show no evidence for denitrosation of the nitrosamines
by the anhydrides. Cleavage of the N-nitroso bond by trifluoroacetic anhy-
dride, as reported here, may be peculiar to a nitrosourea as distinct from
nitrosamines.

The yield of the reaction between methyl-CCNU and trifluoroacetic anhy-
dride was calculated to be 14.5 + 3.0%, by comparison of the peak-height
ratios obtained for ethereal solutions of the drug (Table 1) and those obtained
when the pure denitrosated urea was treated with the reagent as reported
earlier [2], because the latter reaction was quantitative. An attempt to im-
prove this low yield by conducting the reaction in a chloroform solution of
trifluoroacetic anhydride and heating the mixture on a water bath (60°C for
30 min) was not successful, the methyl-CCNU being recovered unchanged.
No attempt was made to use pyridine to catalyze the reaction because of the
known extreme instability of methyl-CCNU to base.

Gas chromatography of the trifluoroacetyl derivative was found to be
applicable to the determination of methyl-CCNU after its extraction from
plasma and subsequent reaction with trifluoroacetic anhydride. A typical
chromatogram obtained by treatment of a plasma extract is shown in Fig. 1.

Linear calibration graphs were obtained when standard solutions of the
drug extracted from plasma and made up in ether were examined (Table 1).
A comparison of the regression equation for plasma and ether standards
shows the recovery of the drug from plasma to be 83%, a result which is con-
sistent with earlier reports [2, 3].
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TABLE 1

Calibration results for methyl-CCNU extracted from plasma and dissolved directly in
ether

Methyl-CCNU taken Peak-height ratio of derivative to
(ug ml) dimethylaniline?
Plasma® Ether®
2.5 0.22(27) 0.16
5.0 0.42(21) 0.40
10.0 0.82(18) 0.66
15.0 0.97(8) 1.12
20.0 1.20(9) 1.76
25.0 2.23(5) 2.16

2Each value is the mean of 4 separate determinations for plasma, and 2 for ether. The
relative standard deviations (%) are shown in parentheses. P Regression equation: y =
0.079(+x0.010)x — 0.033(+0.153) where y is the peak-height ratio and x is the concentra-
tion of methyl-CCNU in pg ml™. Standard error = 0.231. ®Regression equation: y =
0.095x — 0.162.
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Fig. 1. Gas chromatogram of 1-(g-chloroethyl)-1-N-trifluoroacetyl-344-methylcyciohexyl)-
urea from the reaction of a plasma extract of methyl-CCNU with trifluoroacetic anhydride:
(1) solvent front; (2) 1-B-chloroethyl)-1-N-trifluoroacetyl-3-(4-methylcyclohexyl)urea;
(3) N,N-dimethylaniline (standard).

Pt
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A detection limit (20) of 1.5 ug ml™ was found for the complete method,
a relatively high value which may be accounted for by the low yield of the
derivatisation reaction. The method is, however, simple and moderately fast;
it will be of use when, for example, toxic levels of methyl-CCNU have to be
measured and simplicity and speed become paramount requirements. Greater
sensitivity may also be achieved if an electron-capture detector is used.
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SPECTROPHOTOMETRIC DETERMINATION OF OXALIC ACID IN
PRESENCE OF GLYOXYLIC ACID AND CHLORIDE
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Laboratoire de Chimie Organique Analytique (UA CNRS 321), Université Scientifique et
Médicale de Grenoble, B.P. 68, 38402 Saint Martin d’Héres Cedex (France)

(Received 8th October 1985)

Summary. Glyoxylic acid gives a yellow 1:1 complex, [Fe—CHOCOO1}* with iron(III).
The dissociation constant, measured by two spectrophotometric methods, is K = 9.7 =
1 mol 17*. Oxalic acid gives two complexes with iron(III) which absorb in the same range
around 400 nm. With appropriate precautions and corrections, oxalic acid concentrations
of about 10-'—10-2 M can be determined in the presence of glyoxylic acid and chloride.

In the course of an investigation of the synthesis of glyoxylic acid by elec-
trochemical oxidation of glyoxal, it was observed that oxalic acid is always
present, resulting from a further oxidation of glyoxylic acid [1]. The reac-
tions can be written:

CHOCHO — 2e” + H,0 - CHOCOOH + 2H" 1)
CHOCOOH — 2e~ + H,0 -~ COOHCOOH + 2H"* (2)
COOHCOOH — 2e~ - 2CO, + 2H* (3)

As the glyoxal is incompletely oxidized at the end of electrolysis, which
could result from a Kolbe reaction on glyoxylic acid, the solution contains
frequently three or more products (residual glyoxal, glyoxylic acid, oxalic
acid and sometimes formic acid) in addition to the supporting electrolyte.
These by-products are formed because none of them is oxidized at a well
defined potential in an aqueous medium on different anode materials [1].

In order to follow the progress of the reaction, it is necessary to determine
the concentrations of each of the constituents with good precision several
times during the electrolysis. The concentrations of glyoxal and glyoxylic
acid can be measured by polarography [1], which needs only a small volume
of solution (50—500 ul). The determination of oxalic acid causes a particular
problem. The pure acid is easy to titrate with a strong base, but the method
is not useful here because other acidic species present have pK, values close
to those of the oxalic acid, and because free protons are formed during the
electrolysis (reactions 1—3): oxalic acid (pK, = 1.28 and 4.19) glyoxylic acid
(pK, = 3.32) and sometimes formic acid (pK, = 3.75) which can be obtained
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in some conditions from the reaction:
CHOCHO — 2e” + 2H,0 - 2HCOOH + 2H* (4)

The precipitation of calcium oxalate, whether followed by gravimetry or
another procedure is complicated here by the presence of glyoxylic acid
giving also poorly soluble calcium salt. All these methods are time-consuming
and need samples of 10—20 ml to obtain reproducible results.

Some years ago, Szetey et al. [2] proposed an interesting spectrophoto-
metric determination of oxalic acid based on the formation of the iron(III)
complex [Fe—C,0,]*. This method would be simple if oxalate were the
only species giving a complex with iron, but some experiments showed that
there were interferences. The purpose of this communication is to show the
existence of a complex between glyoxylic acid and iron(III), and to describe
how this spectrophotometric technique can be used to determine oxalic acid
in presence of glyoxylic acid. The method is designed for use with chloride
solutions which are frequently used as the supporting electrolyte [1].

Experimental

Spectra were recorded on a Beckman Acta III-C spectrophotometer with
cells of 1-cm pathlength. Stock solutions of oxalic acid (Prolabo) and of
iron(III) perchlorate (Fluka) were standardized, respectively, with sodium
hydroxide and by atomic absorption spectrometry. All the dilutions were
made with 1 M perchloric acid in deionized/twice-distilled water.

Procedure. The sample solution (100 ul) and 5 ml of 5 X 107 M iron(IIl)
perchlorate in 1 M perchloric acid are placed in a 10-ml flask. The volume is
adjusted to 10 ml with the acid solution. The spectrum is quickly recorded
against a solution of 2.5 X 107 M iron(III) perchlorate in the reference cell.
Absorbances at 400 nm are used routinely.

Results and discussion

Although formic acid gives no complex with iron(IIl), glyoxylic acid
interferes in the determination of oxalic acid by spectrophotometry. The
errors are positive or negative, depending on the experimental conditions, by
comparison with prepared solutions of the two acids. Several attempts to
find the reasons for these errors led to the following conclusions. In aqueous
1 M perchloric acid, the yellow complex obtained by adding iron(III) perch-
lorate to a solution of oxalic acid shows only a continuum increasing from
480 nm to 360 mm (Fig. 1, curve 4); the latter wavelength corresponds to
the absorption of iron(III) perchlorate itself (curve 2). The complex is stable
for several hours only in absolute darkness. Exposed to daylight, its colour
vanishes within a few hours, depending on the lighting of the room. Thus in
all cases, the measurements must be made as soon as the complex is prepared.
Although there is some absorption by iron(Ill) at 420 nm, measurements are
possible even at slightly lower wavelengths if the reference cell contains iron
perchlorate at the same concentration as the sample cell. The addition of
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Fig. 1. Absorption of the different species and complexes in 1 M perchloric acid (1-cm
cells; 1 N HCIO, reference): (1) 10 M CHOCOOH; (2) 5 X 107* M iron(III) perchlorate;
(3) 5 X 10-2 MCHOCOOH/5 X 10-? M iron(I1I) perchlorate; (4) 5 X 10> M COOHCOOH/
5 X 10-? M iron(III) perchlorate.

Fig. 2. Influence of the concentration of glyoxylic acid on the absorption of solutions
containing different concentrations of oxalic acid: (1) 0;(2) 6.6 X 1072 M; (3)1.32 x 10,
Conditions: 5 x 107> M iron(III) perchlorate, 400 nm, 1-cm cells,

glyoxal does not alter the colour of the complex, when the dilution factor is
considered [2]. No change in absorbance is observed when pure glyoxal is
mixed with an iron(III) solution, so it can be concluded that no complex is
formed. However, the colour of the yellow solution increases when glyoxylic
acid is added to a solution of the iron(11I)/oxalic acid complex (Fig. 2, curves
2, 3) or to an iron(III) solution alone (Fig. 2, curve 1). This new complex
absorbs in the same range as the oxalic acid complex (Fig. 1, curve 3), which
causes large errors in the determination of oxalic acid, as oxalic acid is 6—10
times less concentrated than glyoxylic acid in the solution obtained from
electrolysis of glyoxal [1].

The iron(Ill)/glyoxylic acid complex. The increased absorbance is not
caused by traces of oxalic acid in glyoxylic acid; this was confirmed by
liquid chromatography with an Aminex ion-exclusion column (HPX-87H,
Bio-Rad). Moreover, the behaviour of the two complexes is different (Fig. 3)
when their absorptions are compared by the continuous variations method
[3]. For oxalic acid, the shape of the curve, indicates a 2:1 complex [4, 5]
but the composition at the maximum and the inflection suggest rather a
mixture of 1:1 and 1:2 complexes. In contrast, curves 1, 2 and 3 related to
glyoxylic acid indicate the formation of only a 1:1 complex; the maximum
is obtained for equimolar concentrations of the two constituents and there is
no change in slope on either side of the maximum [4, 5]. The reaction is
therefore

CHOCOOH + Fe3 - [Fe—CHOCOO]* + H*
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Fig. 3. Application of the continuous variations method to the different complexes of
iron with oxalic and glyoxylic acid. Initial concentrations: (1—3) [Fe(III})] = [COOHCHO]
= 107 M; (4) [Fe(Ill)] = [COOHCOOH] = 1.5 x 107 M. Wavelength: (1) 410 nm;
(2) 400 nm; (3) 390 nm; (4) 400 nm (1-cm cells).

For this complex, the molar absorptivities (in 1 mol™ em™) measured at
different wavelengths are 4.60 at 390 nm, 3.44 at 400 nm, and 2.72 at
410 nm.

Dissociation constant of the [Fe—CHOCOQ]?* complex in 1 M perchloric
acid. The dissociation constant, defined by K = [Fe**'] [CHOCOOH]/{Fe—
CHOCOO]?* was evaluated from the continuous-variations plots using
different concentrations of both constituents [3]. However, the low absor-
bances and the broad peaks do not allow very precise values of K to be
achieved. Accordingly, K was also calculated by the method of dilution [6],
i.e., measurement of the concentration of the complex (by spectrophoto-
metry) at different concentrations of its constituents. If a substance disociates,
and C, and C, are its concentrations in two solutions with C, < C,and V=
C,/C, (dilution factor), it is easy to demonstrate [6] that K = C,(1 — F)?/F,
where F is the undissociated fraction of the substance in the undiluted solu-
tion C; and can be expressed as

F=r/[V(r—1DI{(V—1) = [(V—= 1) = (r — )(V*r™ = 1)]}"

where r is the ratio of the undissociated substance, here the complex, in the
more concentrated solution to that in the less concentrated solution. This
ratio is measured by spectrophotometry and corresponds to the ratio of the
absorbances of the two solutions because glyoxylic acid is transparent and
the small absorbance of iron(III) is cancelled by using an iron(III) solution in
the reference cell.

The two methods are not precise. The average of all the measurements
(Tables 1 and 2) gives a value of K = 9.7 = 1, all the concentrations being
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TABLE 1

Determination of K by the continuous variations method (20°C)

A (nm) Fe* (M) CHOCOOH (M) x K (mol 1)
400 0.101 0.05 0.440 11.1

390 0.101 0.05 0.447 9.8
TABLE 2

Determination of K by the dilution method (20°C)

A(nm) V Absorbance K (moll') A (nm) V Absorbance K (mol1-')

400 1 0.233 — 390 1 0.296 —
1.33 0.147 9.3 1.33 0.180 8.6
2 0.075 10.3 2 0.094 9.3

expressed in mol 1. Like the oxalic acid complex, this complex is not stable.
On exposure to daylight, its absorbance decreases by about 30% of its initial
value within 4 h. Thus the absorption curves have to be recorded within a
few minutes after preparation of the complexes.

Influence of the chloride ion. The yields of the electrosyntheses of gly-
oxylic acid are improved when the medium contains chloride as the anion in
the supporting electrolyte [1]. Thus, another difficulty is caused by the
yellow chloroferrate(III) complex. As the system becomes even more com-
plicated if glyoxylic acid and chloride are present simultaneously, two series
of experiments were conducted in a 1 M perchloric acid medium with
different concentrations of oxalic acid; the evolution of the absorbance was
monitored during the addition of known amounts of chloride or glyoxylic
acid. The concentration ranges studied were those normally present during
the electrolyses, i.e., 0.3—1% (w/w) oxalic acid, 2—10% glyoxylic acid and
1—4% chloride. The solutions were diluted ten times before the spectra were
recorded. Iron(Ill) was always in large excess and the absorbance of oxalic
acid at 400 nm increased linearly with the concentration of chloride and
glyoxylic acid, following the equation Absorbance (corrected) = Absorbance
(measured) — 0.34x — 0.01y, where x and y are respectively the amounts
(by weight) of chloride and glyoxylic acid in the solution. This corrected
absorbance value is then compared with a calibration curve obtained for
oxalic acid alone in the iron(IIl) solution. Under such conditions, 100 ul
suffices for the determination of the oxalic acid and the results are precise
within 4% by comparison with standard solutions.

Under the experimental conditions used, oxalic acid cannot be determined
by liquid chromatography on an Aminex HPX-87H column with 102 M
sulphuric acid as eluent. Chloride must be avoided in the column, and the
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retention times of nitric and perchloric acids, which are possible electrolytes
in the oxidation of glyoxal, are the same as that of oxalic acid.

We thank la Société Frangaise Hoechst for financial support.
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ION-SELECTIVITY OF PLASTICIZERS IN POLY(VINYL CHLORIDE)
MEMBRANE ELECTRODES

SOLFRID BUQEN, JOHANNES DALE and WALTER LUND#*
Department of Chemistry, University of Oslo, Box 1033, 0315 Oslo (Norway)
(Received 4th December 1985)

Summary. Electrode membranes were prepared which contained only PVC and a plasti-
cizer. The plasticizers studied were tris(2-ethylhexyl)phosphate, 2-nitrophenyl octyl ether
and bis(1-butylpentyl)adipate. The response and selectivity of these ligand-free PVC
electrodes towards alkali and alkaline earth cations are reported.

During an investigation of the possible use of various crown ethers as iono-
phores in poly(vinyl chloride) (PVC) membrane electrodes, the predominating
effect of the plasticizer became apparent. It was found that the PVC-plasti-
cized membranes exhibited a near-Nernstian response to alkali metals, even
in the absence of any specific ionophore. The response and selectivity of the
membranes were governed by the plasticizer used.

Relatively little has been reported concerning the behaviour of ligand-free
PVC membranes. In connection with the evaluation of various ionophores,
Simon and co-workers have evaluated the selectivity coefficients log K&y and
log Kl;/?;.x for ligand-free membranes plasticized with 2-nitrophenyl’ octyl
ether [1, 2], and log K;‘)‘R x for a membrane plasticized with bis(1-butyl-
pentyl)adipate [3]. Further, a Nernstian response to hydrophobic organic
cations has been noted for a membrane plasticized with dioctylphthalate [4].
In this communication, the response of ligand-free PVC membranes towards
alkali and alkaline earth metal ions is reported. Three of the commonly used
plasticizers were studied; these were tris(2-ethylhexyl)phosphate (TEHP),
2-nitrophenyl octyl ether (NPOE) and bis(1-butylpentyl)adipate (BBPA).

Experimental

Electrodes. The composition of the membranes was 33% PVC and 67%
plasticizer (TEHP, NPOE or BBPA). The membranes were prepared by dis-
solving 180 mg of PVC and 360 mg of the plasticizer in 3 ml of tetrahydro-
furan. Only ISE-reagents from Fluka were used. The solution was poured
into a Petri dish (diameter 4 cm), and the solvent was evaporated at room
temperature.

A disk (8-mm diameter) was cut from the PVC membrane and incorporated
into a home-made electrode. The electrode body was made from a 1-ml dis-
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posable syringe (Gillette), which was equipped with a teflon ring to fasten
the membrane. The diameter of the exposed part of the membrane was
2 mm. The syringe piston was replaced by a shielded wire, with a tip of silver.
This served as the inner reference electrode, in combination with an inner
filling solution of 0.01 M of the appropriate alkali metal chloride. The elec-
trodes were conditioned by soaking in a 1 M alkali metal chloride solution
for 24 h. The external reference electrode was of the sleeve type, Orion 9001
(Ag/AgCl), with 900001 filling solution. A salt bridge, consisting of 0.1 M
ammonium nitrate in agar gel was used in conjunction with this electrode.
Measurements. The e.m.f. measurements were made at 25.0°C, with an
Orion Research model 811 pH meter. Calibration plots were obtained by
dilution of 0.1 M solutions of the appropriate alkali metal chlorides. The
selectivity coefficients were determined by the separate solutions method.

Results and discussion

From Fig. 1, it can be seen that the PVC membranes respond in a Nernstian
fashion to alkali metal ions. The TEHP-plasticized membrane, when used as a
lithium electrode, exhibited a slope of 54 mV/pCy, for concentrations be-
tween 107! and 10~ M of lithium chloride. When the NPOE-plasticized mem-
brane was used as a potassium electrode, a slope of 43 mV /pCy was observed
in the same concentration region. A 45 mV/pCy; slope was obtained for the
BBPA-plasticized membrane used as a sodium electrode, but only for concen-
trations between 107! and 1072 M.
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Fig. 1. E.m.f. response of the ligand-free PVC membranes to alkali metals in solution. The
metal ion and plasticizer are indicated on each curve.

Fig. 2. Selectivity coefficients of the ligand-free PVC membranes. The plasticizer and the
reference cation are indicated at the bottom of the figure.
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The selectivity coefficients obtained with these membranes are shown in
Fig. 2. The reference cations are indicated at the bottom of the figure. Thus,
the values in the first column refer to the coefficient log K} , those in the
second column to log Ki%t,, and so on. Accordingly, the BBPA and TEHP
membranes were conditioned with sodium and lithium chloride, respectively,
whereas the NPOE membrane was examined in the lithium, potassium and
magnesium modes. The log Ki’,f;x values obtained for the NPOE-plasticized
membrane compare reasonably well with the results of Erne et al. [2].

The above results illustrate that the plasticizer, in addition to its proper
function, also partly behaves as an ionophore, and thus competes with the
ionophore which is usually added to such membranes. Although the behaviour
of these ligand-free membranes differs from that expected of a good electrode,
the same will be true for many new ionophores that are examined. Hence, to
assess the effect of a new ionophore, the response and selectivity of the
plasticizer must always be considered carefully. Of course, the advantages of
using a good ionophore in addition to the plasticizer are easily recognized.
Such an ionophore improves both the Nernstian response and the selectivity
of the membrane very significantly. Further, the ligand-free membranes
show a poorer reproducibility and a more marked drift than more conven-
tional electrodes.
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COATED-WIRE ION-SELECTIVE ELECTRODE FOR THE
DETERMINATION OF GOLD(III)

J. A, ORTUNO, T. PEREZ RUIZ and C. SANCHEZ-PEDRENO*
Department of Analytical Chemistry, University of Murcia, 30071-Murcia (Spain)
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Summary. A coated-wire gold(III)-selective electrode based on the 1,2,4,6-tetraphenyl-
pyridinium tetrachloroaurate(IIl) ion-pair is described. The response is Nernstian in the
gold concentration range 102—3 x 107° (slope 59.0 mV /pAu). Of the 22 ions tested, only
the interference of thallium(III) is important. The electrode is applied to the determina-
tion of gold in an Ag-Pd-Au alloy with satisfactory results.

Coated-wire electrodes containing, as electroactive materials, negatively
charged halide and pseudohalide complexes of the metal ions to be deter-
mined have been reported. Iron [1], copper [2], mercury [3], zinc [4] and
bismuth [5] have been measured as their chloro complexes, and cobalt [6]
as its tetrathiocyanatocobaltate(Il) complex. The ion-pair complexes formed
by these complex anions with Aliquat-336S [1—5] and benzalkonium [6]
were incorporated into a poly(vinyl chloride) (PVC) matrix for coating a
metal wire electrode.

The formation and extraction of an ion-pair of tetrachloroaurate(Ill) with
1,2,4,6-tetraphenylpyridinium has been reported recently [7]. The high ex-
tractability and good selectivity of this ion-pair suggested its application as
an electroactive material in coated-wire electrodes. The selectivity of these
sensors depends on the extractability of the ion-pair involved. In this com-
munication, an electrode for the selective determination of gold(III) is
reported.

Experimental

Reagents and apparatus. Wherever possible, analytical-reagent grade chem-
icals were used. Synthesis of 1,2,4,6-tetraphenylpyridinium perchlorate
(TPPP) was as before [7]. A gold(III) standard solution (0.01 M) was pre-
pared by dissolving tetrachloroauric acid in 0.1 M hydrochloric acid and
standardized by the iodimetric method with thiosulphate [8].

Potentials were measured at room temperature with a Philips PW9415 ion-
selective meter against a Philips R-44/2-SD/1 calomel double-junction refer-
ence electrode. Magnetic stirring was used.

Electrode preparation and use. The electroactive material was prepared by
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adding 0.0968 g of TPPP dissolved in 3 ml of acetone to 80 mlof 2.5X 10> M
gold(III) solution in 1.4 M hydrochloric acid. The mixture was stirred for 1 h;
then the precipitate was filtered off, washed with distilled water and dried at
105°C.

Two different electrodes were made by varying the composition of coat-
ings on the electrode in the following manner. For electrode A, PVC (0.1 g),
dibutyl phthalate (0.2 g) and electroactive material (0.01 g) were dissolved in
3 ml of tetrahydrofuran. A platinum wire (about 2 cm long, 1.0-mm diameter)
sealed into the end of a glass tube and soldered on to a shielded cable, was
dipped in this solution fifteen times and the solvent was evaporated with an
air drier after each immersion. A membrane film was formed on the platinum
surface and the electrode was allowed to set overnight. For electrode B, PVC
(0.1 g), dibutyl phthalate (0.1 g) and electroactive material (0.01 g) were dis-
solved in 3 ml of tetrahydrofuran and the process was completed as described
for electrode A.

The electrodes were immersed in a hydrochloric acid solution of the same
concentration as the standards, with constant stirring, until they gave a con-
stant potential value (about 1 h). The responses of the electrodes to 1072—
1077 M gold(III) were studied for solutions with hydrochloric acid concentra-
tions varying from 0.1 to 1.0 M.

The electrodes were stored dry and immersed in hydrochloric acid solu-
tion as above, before each series of measurements.

Results and discussion

Response range and effect of hydrochloric acid concentration. Figure 1
shows the response characteristics of electrodes A and B to gold(III) concen-
trations of 102—107 M at various hydrochloric acid concentrations. The
electrode was transferred from low to high gold(III) concentrations. The
length of the linear portion of the calibration curve was found to depend on
the hydrochloric acid concentration. The linear portion was shorter for 1 M
hydrochloric acid for both electrodes. In 0.1 M hydrochloric acid, electrode
A gave a linear relationship between potential and the logarithmic gold(III)
concentration in the range 3 X 102—10° M (slope = —58.8 mV/log [Au],
correlation coefficient = 0.9999), and electrode B behaved similarly in the
range 1072—3 X 10 M (slope = —59.0 mV/log [Au], correlation coefficient
= 0.9999). All subsequent solutions were prepared in 0.1 M hydrochloric
acid.

Response time and reproducibility. Uemasu and Umezawa [9] suggested
that response times of ion-selective electrodes be defined as the time necessary
to achieve a specified rate of potential change. This definition was discussed
in a recent review [10]. According to these authors, it is possible to find a
time t (At, AE) when the size of the potential change becomes at most AE
during time At. Response times for electrode A and B are shown in Table 1.
As reported by Catrall et al. [11], the response time increased with a de-
crease in the amount of plasticizer.
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Fig. 1. Calibration curves for electrode A (curves 1—4) and electrode B (curves 5 and 6) in
solutions containing different concentrations of hydrochloric acid: (1) 0.1 M; (2) 0.25 M;
(3)0.6 M;(4)1 M;(5)0.1 M;(6)1 M.

TABLE 1

Response times of gold(III) electrodes prepared by the two methods

Au(IIT) t(1,0.1)% (min)

concentration step Electrode A Electrode B
107 > 10* M 1 2.5

10 - 10° M 0.5 L5

105 - 10 M 0.5 1.5

10* > 10° M 0.25 0.25

102 - 102 M 0.25 0.25

8t (At, AE): At, min; AE, mV.

Potential drifts have often been observed in coated-wire electrodes; they
depend on the proportion of plasticizer in the coating. Reducing the plasti-
cizer level from about 65% (electrode A) to about 50% (electrode B) signifi-
cantly reduced the potential drifts. A compromise must be reached between
reproducibility and response time. The advantage of increased reproducibility
found for electrode B offsets the disadvantage of its longer response at low
concentrations, and therefore electrode B was selected.
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TABLE 2

Selectivity coefficients for different ions

K39t Ion
10- NO;, CI°

5 X 107 SO, Ag*, Mn™, Ni**, Pb**, Cu®, Zn*, Cd*, Cr*, In*, Ga*, As(V)
2 x 10 ClO;, Hg?*, Fe®
5x 10 P4
2% 10 Bi**
5X 10 P(IV)
107 Sh(V)
0.80 TI**

The potential for an individual standard gold(III) solution could be repro-
duced, for consecutive measurements, to within +0.1 mV. The slope of the
calibration graph remained practically the same for a period of two weeks,
and then began to decrease slowly. The detection limit of the electrode [12]
was 9 X 1077 M.

Interferences. The effect of interferences of other ions was evaluated by
measuring selectivity coefficients, K3%";, by the mixed solution technique.
The results presented in Table 2 show good selectivity. Thallium(III) causes
the largest interference,

Analytical applications. The utility of the new gold(III)-selective electrode
was checked by using it for the determination of gold in a silver-palladium-
gold alloy for dental prosthesis. The sample was dissolved in aqua regia; the
solution was evaporated almost to dryness, transferred with water to a cali-
brated flask of appropriate volume, and diluted to the mark with a hydro-
chloric acid solution to give a final concentration of 0.1 M. The gold(III)
concentration was evaluated by direct potentiometry, from a calibration
graph prepared with gold(III) standard solutions. The average value of three
determinations was 3.05% gold (standard deviation 0.05), in agreement with
the 3.0% gold certified by Sociedad Espanola de Metales Preciosos, S.A.
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Summary. Orthophosphate in turbid natural waters exists in dissolved and adsorbed forms.
Phosphate adsorbed on suspended matter in turbid waters is difficult to determine spec-
trophotometrically. In the voltammetric method, the peak current is related to the reoxi-
dation of the molybdophosphate complex at a glassy-carbon electrode. This allows the
determination of dissolved and adsorbed phosphate at micromolar levels in natural waters,
especially turbid waters, with good precision and accuracy.

Spectrophotometric methods for the determination of phosphate in
natural waters have been widely used (see, e.g., [1, 2]). High sensitivity and
good precision are possible for natural waters containing small amounts of
suspended matters. In natural waters with high turbidity, however, the absor-
bance of the suspended matter (i.e., turbidity) must be measured and a cor-
rection applied for the turbidity. It is very difficult to measure accurately
the absorbance of turbidity because the values can be scattered. Although
the amount of suspended matter can be decreased by filtration, the phosphate
concentration in the filtrate also decreases considerably. Thus it is difficult
to measure phosphate concentrations accurately in very turbid waters. No
method seems to have been reported for the determination of both dissolved
and adsorbed phosphate in natural waters.

Fogg et al. [3] and Fogg and Bsebsu [4] showed that the molybdophos-
phate complex is reduced on a stationary glassy-carbon electrode and that
the reoxidation current of the reduced complex can be used to determine
phosphate in an aqueous solution. Here the applicability of this method to
natural waters is examined and adsorbed phosphate is also determined. The
results by the voltammetric method are compared with those obtained by
spectrophotometry [2].

0003-2670/86/$03.50 ©® 1986 Elsevier Science Publishers B.V.
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Experimental

Mixed reagent. Dissolve 1.5 g of sodium molybdate and 1.5 g of tartaric
acid in 45 ml of water and add 5 ml of concentrated hydrochloric acid. The
mixed solution is discarded after three days when it becomes brown.

All other reagents were of analytical-reagent grade.

A Yanako Voltammetric Analyzer P-1000 was used with a glassy-carbon
electrode (GC-P2, 3-mm diameter), a platinum wire as counter electrode and
a saturated calomel electrode as reference electrode. Sweep rate, pulse ampli-
tude and pulse interval were 5 mV s!, 50 mV and 0.1 s, respectively. The
glassy-carbon electrode was cleaned by ultrasonic treatment in methanolic
1 M sodium hydroxide before use.

Procedure. The sample solution (20 ml), 27 ml of acetone and 3 ml of the
mixed reagent were poured into a 50-ml volumetric flask, and the mixture
was diluted to the mark with water. The solution was transferred to a vol-
tammetric cell and stirred for 10 min. A differential-pulse voltammogram
was recorded between 0 and +0.5 V. The concentration of phosphate was
determined by a standard addition method.

Results and discussion

Optimum conditions, The phosphate solution for initial tests was 2.5 uM
in distilled water. The effect of acetone was first examined. Although the
peak current decreased with increasing amounts of acetone, constant values
were obtained with more than 25 ml of acetone. When the amount of mixed
reagent added was varied from 1 ml to 10 ml, the peak current remained
constant at about 48 nA. Although Fogg et al. [3] used 10 ml of the reagent,
3 ml of the reagent was found to be enough to prevent the interference of
silicate, even when 750 uM silicate was present in the waters. A certain stand-
ing time is needed after the reagent has been added. For standing times of
>9 min, the peak currents of the molybdophosphate complex remained
constant.

The reproducibility of the method was tested for river and sea waters. The
relative standard deviations for five determinations were 4.2% for 2.5 uM
phosphate in sea water, and 5.1% for 1 uM phosphate in river water.

Comparison with the spectrophotometric method. Marine sediment, which
had been soaked in 1 M sulfuric acid to remove phosphate, was added to a
CSK standard solution (1 and 2 uM phosphate). The known phosphate con-
centration in the solution including a large amount of sediment was deter-
mined by both the spectrophotometric and voltammetric methods. The
absorbances of the blue complexes including turbidity and those of only
the turbidity without color development were measured as described by
Strickland and Parsons [2]. Table 1 shows that all the absorbances were con-
siderably scattered; the phosphate concentrations found spectrophotometri-
cally were 0.46 and 1.49 uM for 1.00 and 2.00 uM phosphate actually present,
respectively. In contrast, the voltammetric method gave good accuracy and
precision (Table 1).
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TABLE 1

Measurement of phosphate in a CSK standard solution containing a large amount of sedi-
ment?

Phosphate present Absorbance Phosphate found
(M) (uM)
Spectrophotometry

ob 0.216 = 0.052 -

1 0.258 = 0.038 0.46 £ 0.70

2 0.351+0.036 1.49 £ 0.71
Voltammetry

1 — 0.97 £ 0.05

2 - 1,93 £ 0.27

aThe values were calculated from 6 determinations at the 95% confidence limit. ® Turbidity
only was measured.

Phosphate concentrations in waters containing various amounts of sus-
pended matter, were determined by both methods (Fig. 1). When the absor-
bance of the suspended matter was below 0.01, all values were almost on a
1:1 line. When the absorbance of the suspended matter was above 0.01, the
values obtained spectrophotometrically were significantly lower than those
obtained by the voltammetric method (cf. Table 1).

2.0+

n
PO~ (M)

T

PO43_(/_LM) Spectrophotometry

PO;;"(/,LM) Voltammetry Salinity (%ee)

Fig. 1. Comparison of the voltammetric and spectrophotometric methods. The solid line
shows the 1:1 relationship. Absorbance of turbidity: (o) <0.01; (e) >0.01.

Fig. 2. Phosphate measured vs. salinity: (o) voltammetry; (o) spectrophotometry; (2) phos-
phate in the filtrate (spectrophotometry).
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Measurement of phosphate in an estuary. The phosphate concentrations
measured by both methods were plotted against salinity (Fig. 2). The values
obtained by the voltammetric method are on a dilution line, whereas those
obtained by the spectrophotometric method are below that line, especially
at low salinity. When phosphate in filtrates (0.45-um pore size) was deter-
mined spectrophotometrically, the values were significantly lower. The most
plausible reason is that a major portion of the phosphate in water containing
large amounts of suspended matter is adsorbed on the suspended matter and
is then removed when the water is filtered. The curve correspondong to the
spectrophotometric data (Fig. 2) is considered to show adsorption of phos-
phate on marine sediment or assimilation of phosphate by phytoplankton.
While phosphate in a red tide outbreak estuary is completely assimilated by
phytoplankton [5], phosphate in an estuary having normal primary produc-
tion is only adsorbed on the suspended matter. Figure 2 indicates that phos-
phate measured by the spectrophotometric method is in dissolved and
adsorbed forms.

We thank Prof. T. R. Parsons of University of British Columbia for reading
the manuscript.
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Summary. The use of a hanging electrolyte drop electrode is examined for the determina-
tion of nitrate, perchlorate and iodide. A three-electrode system was used with a polaro-
graphic analyzer. Crystal violet dicarbollylcobaltate(III) electrolyte in the nitrobenzene
phase and magnesium sulphate in the aqueous phase with a Pb/PbSO, reference electrode
made it possible to increase the viable potential range. For nitrate, the peak current/con-
centration relation was linear over the range 0—5 X 10™° M, and nitrate in potable water
was easily determined.

Electrolysis at the interface between two immiscible electrolyte solutions
has been exploited for analytical purposes [1] and a simple three-electrode
system with a hanging electrolyte drop electrode (HEDE) has been described
[2]; the reference electrode in the aqueous phase also functioned as the
counter electrode. Micromolar concentrations of some cations were deter-
mined by differential-pulse stripping voltammetry (d.p.s.v.). For the determi-
nation of anions, it was necessary to find suitable electrolytes for increasing
the potential range.

Experimental

In the assembly of the HEDE [2], an electromagnetic valve was used
instead of a calibrated microsyringe; this made it possible to control the drop
volume and drop fall in a better defined way. The latter was achieved with
an electromagnet-driven scythe-shaped knife across the tip of capillary. The
whole system works similarly to a static mercury electrode. This three-elec-
trode system was connected to a PA-3 polarographic analyzer (Laboratorni
pristroje, Prague), which was modified by positive feedback for automatic
IR-drop compensation. Differential pulse voltammetry (d.p.v.) was done with
a pulse amplitude of 50 mV 100 ms™ and a polarization rate of 10 mV s™.

Analytical-grade chemicals (Fluka) were used for the preparation of the
electrolyte solutions in distilled nitrobenzene. Tetraphenylarsonium dicar-
bollylcobaltate(III) (TPAsDCC) [DCC = 3,3-commo-bis(undecahydro-1,2-
dicarba-3-cobalta-closo-dodecarborate)] or crystal violet-DCC (CVDCC) were
precipitated from a solution of DCC~, which was prepared by K. Base

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V .
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(Institute of Inorganic Chemistry, CSAV, Prague). The electrolyte solutions
were prepared in twice-distilled water from analytical-grade magnesium
chloride or sulphate (Lachema, Brno).

The reference electrodes were Ag/AgCl or Pb/PbSO,; the latter will be de-
scribed in a later paper.

Results and discussion

Figure 1 shows the d.p. voltammograms of perchlorate in the aqueous
phase for two electrochemical systems with different base electrolytes. The
first system (curve a, Fig. 1) is

Ag/AgCl 2.5 mM MgCl,{5 mM TPAsDCC 1|5 mM TPAsCI | AgCl/Ag (I)
RE 1, CE 1| (water) (nitrobenzene) (water) RE 2
CE21

where reference electrode RE 1 also acts as counter electrode CE 1 (CE 2 is
the counter electrode in the nitrobenzene phase). The potential difference of
this system is defined by

E\ = orp1(Ag) — vrpa(Ag) = AL%0rE1 + ANp — ANpTpas — AREvrE:
+ (R, +R,) 1)

where A% o = o(w) — p(n) is the potential difference between the aqueous
test solution and the formal potential for the tetraphenylarsonium cation in
the reference electrode for the nitrobenzene phase; the potential difference
in this system is well established because TPAs* cation is dissolved in both
phases. In the second system (curve b, Fig. 1),

Pb/PbSO, | 5 mM MgS0O, | 5 mM CVDCC 2.5 mM MgCl, | AgCl/Ag (1I)
RE 1, CE 1| water nitrobenzene water RE 2
CE 21

(023 1 06k
T :
o4 “zoar

o2k 1 oef {

]
0585 T065 045 575 O-0ss 065 025 075
Potential (V) Potential (V)

Fig. 1. Differential pulse voltammograms of 2 x 10" M NaClO, in the aqueous phase:
(a) in cell I; (b) in cell II.

Fig. 2. Differential pulse voltammograms: (1) base electrolyte; (2) 2 x 10 M sodium
nitrate; (3) 2 X 10 M lithium iodide; (4) 2 X 10™* M sodium perchlorate in water. The base
electrolytes were 5 mM CVDCC in nitrobenzene and 5 mM MgSO, in water. Starting
potential, —0.23 V.
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there is no common ion at this reference interface. Nevertheless, because the
current flowing through the reference electrode is negligible, the equilibrium
conditions are maintained and the potential difference is constant. The po-
tential difference, E,, is now

E, = ore:1(Pb) — ¢vrE2(A8) = Al\)avb‘PRE] + AJ¢ — AR ¢RrE2 — Aevg«PREz
+I(R,, + R,) (2)

Comparison of both potential values in Fig. 1 indicates that the value of
A¥ ogrps is —89 mV, which is a mixed potential difference for CV* and Mg?*,
and DCC™ and CI7, partitioned between the aqueous and nitrobenzene phases
in the reference electrode RE2. The final term in Eqns. 1 and 2 represents
the contribution of the electrolyte resistance in the aqueous (R ) and nitro-
benzene (R, ) phases.

Figure 2 shows the d.p.v. peaks for nitrate, iodide and perchlorate. The
difference in potentials of the nitrate and perchlorate peaks is —180 mV and
that of the iodide and perchlorate peaks is —92 mV; these values are in rea-
sonable agreement with the published values —173 mV [3] and 110 mV [4],
which were obtained at a stationary interface. The d.p.v. peaks for nitrate in
the range 2 X 10%—5 X 10° M are shown in Fig. 3. The dependence of the
peak current on concentration is linear over this range. The determination of
nitrite is more difficult at the HEDE because the free energy of transfer of

f i T
7
T T T
06 —
3 .
2 —_
<
c04r H432r .
5 -
© o
15
O
0.2 —~ I+ ~
L 4 I/
0 {
0 { 1 1 0 ] L T
-085 -0.75 -0.65 -0.93 -0.83 -073
Potential (V) Potential (V)

Fig. 3. Concentration dependence for sodium nitrate. Curves: (0) base electrolyte; (1—7)
2, 6,10, 20, 30, 40 and 50 X 107 M, respectively. Base electrolytes as for Fig. 2; starting
potential, —0.62 V.

Fig. 4. Voltammograms: (0) base electrolyte; (1) 5 x 10 M sodium nitrite; (2) 1 X
10™* M sodium nitrite in water. Base electrolytes as for Fig. 2. Dashed curves 1’ and 2’
have been corrected for the base electrolyte current.
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nitrite from water to nitrobenzene is high. Voltammograms for 5 X 107 and
1 X 10™ M nitrite in water are shown in Fig. 4. Because the peak is close to
the transfer of the base electrolyte ions CV* and sulphate, subtraction of the
base electrolyte current is difficult and the peak potential shifts with concen-
tration.

As an example of the use of HEDE in the analysis of a real sample, the
determination of nitrate in potable water was tested. The voltammogram was
recorded for the base electrolyte (cf. curve 0, Fig. 3). Addition of 0.2 ml of
potable water to the 5 ml of aqueous electrolyte produced a voltammogram
very similar to curve 4 (Fig. 3), and a standard addition of 0.2 ml of 5 X
10® M nitrate produced a voltammogram the same as curve 6. From these
data, and the linear relationship between peak current and concentration,
the nitrate content in the sample of potable water was 5 X 10™* M (ca.
9.5 mg 1™"). The advantage of this procedure is that it retains the features of
voltammetric methods without requiring deaeration of samples.
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Summary. The influence of various surfactants on the simultaneous determination of
tin(IV) and lead(II) by differential-pulse stripping voltammetry at a hanging mercury
drop electrode in an acidic medium is reported. With addition of Pluronic-F68 or Brij-78,
the tin wave disappears, while the lead wave is not affected. With a deposition time of
1 min at —0.8 V vs. Ag/AgCl, 107 M concentrations of each ion can be determined if the
Sn/Pb ratio is < 3.

Anodic stripping voltammetry (a.s.v.) is well suited to the trace determina-
tion of certain metal ions but interferences often occur, which can hamper
the simultaneous determination of these elements. In particular, the separa-
tion of tin and lead is difficult. Indeed, tin(IV) shows a great tendency to-
wards hydrolysis and polymerization. In acidic media, hydrolysis can be
suppressed but the lead and tin peaks then overlap [1, 2]. This problem has
been solved by introducing a separation step prior to the a.s.v. [3, 4], by
selective complexation of one of the metals [5, 6], by separation of the
peaks with a suitable supporting electrolyte such as 1 M ammonium iodide/
0.5 M hydrochloric acid {7}, or more recently, by the addition of acetyltri-
methylammonium bromide [8].

The aim of the present work was to study the inhibitory effects of several
surfactants in order to establish the best working conditions for the simul-
taneous determination of tin and lead in acidic media, by masking the tin
wave with a surface-active species.

Experimental

A Princeton Applied Research (PAR) model 174A polarographic analyzer
was coupled with a Sefram TRP XY recorder. The reference was an Ag/AgCl/
saturated potassium chloride electrode, to which all potentials mentioned are
referred. The working electrodes were a dropping mercury electrode (DME
PAR model 303) for current/potential curves, and a hanging mercury drop
electrode (HMDE; Metrohm E-410) with a drop size corresponding to 7 divi-
sions of the micrometer for a.s.v. The auxiliary electrode was a platinum
wire. For the differential pulse stripping mode, the pulse modulation was
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25 mV, the scan rate 2 mV s and the pulse repetition time 0.5 s. Solutions
were stirred during the deposition period and the stirrer was switched off
30 s before the stripping step.

The stock tin(IV) solution was tin(IV) chloride in hydrochloric acid solu-
tion (Merck). Further dilution was done just before use with 1.2 M hydro-
chloric acid. Standard lead(II) solutions were prepared from lead nitrate
(analytical grade).

The following polyoxyethylene surfactants were used: Brij-35 [C;;H;;-
(OCH,CH,),3,0H], Brij-72 [C,,H,s(0CH,CH,),OH], Brij-78 [C,sH;,(OCH,-
CH,),0H], and Pluronic-F68 [OH(OCH,CH,),(OCHCH,),(OCH,CH,),OH].

Water was deionized and distilled in glass.

Results and discussion

Surface-active properties of surfactants. Surface-active compounds are
known to adsorb at the electrode/solution interface and this can modify the
behaviour of electroactive species in polarography and in anodic stripping
voltammetry (a.s.v.). A common method of obtaining information about
surfactant adsorption at electrodes is to record electrocapillary curves; the
interfacial tension of any mercury/solution interface varies with the elec-
trode potential and presents a maximum at the zero charge point [2, 9].
Generally, surfactants decrease the interfacial tension and so lower the elec-
trocapillary curve in the potential range where they adsorb [10]. Anionic
surfactants adsorb preferentially at positive potentials, cationic surfactants
at negative potentials and non-ionic surfactants over almost the whole poten-
tial range. Non-ionic surfactants such as Pluronic-F68, under the conditions
of a.c. polarography, show between the positive and negative tensammetric
peaks a depression of surface tension over a wide range of potentials (0.1—
1.8 V) [11], which corresponds to the potential range of adsorption. Un-
charged surfactants were examined here because the potential range where
their adsorption is the strongest corresponds to the reduction of tin and lead.
Moreover, ionic surfactants are often unsuitable because they may cause pre-
cipitation with the medium and, even if they are adsorbed, their influence on
electrode processes is generally less important {12].

A polyoxypropylene—polyoxyethylene copolymer (Pluronic-F68) and a
series of polyoxyethylene ethers (Brij) were examined in this work.

Effects of various surfactants on the tin and lead reduction processes. A
typical d.c. polarogram obtained at a DME in a solution containing 5 X
10* M tin(IV) is shown in Fig. 1A. The first wave is ill-defined around
—0.40 V, which corresponds to the reduction of tin(IV) to tin(iI); the
second wave, at —0.52 V, corresponds to the reduction of tin(II) to tin
amalgam. Under exactly the same conditions lead(1l) behaves as expected
(Fig. 1B); the half-wave potential for its reduction to the amalgam is —0.52 V.
Because the two waves evolve at the same potential (—0.52 V), peak overlap
is observed in a.s.v. when both metal ions are present.

When a surfactant (Pluronic) is added to the same solution, its adsorption
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Fig. 1. D.c. polarographic waves in 1.2 M HCi/0.5 M Na,SO,: (A) 5 X 10* M Sn(IV),
(B) 5 X 10 M Pb(II). Curves: (1) without Pluronic-F68; (2) with 5 X 10~ M Pluronic-Fé8.

has different effects on the electrochemical reduction of the two ions.
Pluronic-F68 has practically no influence on the shape and potential of the
Pb(II)/Pb(Hg) wave. In contrast, the effect on tin is great; the first wave
seems to be better defined but adsorption becomes important when the cur-
rent corresponding to the second wave begins to increase. When the surfac-
tant concentration is large enough, the current decreases quite sharply, with
a minimal value at —0.8 V. The current increases again from —1.0 V but it is
difficult to say if this corresponds to the Sn(II)/Sn(Hg) step, with a potential
shift, because the wave is overlapped by the cathodic limit, The minimum
observed on tin voltammetric curves, in the presence of surfactant, suggests
that there is some inhibition in a.s.v.

In differential-pulse (d.p.) a.s.v., the tin and lead stripping peaks occur at
essentially the same potential (Fig. 2), but the tin signal can be completely
suppressed by addition of a surfactant (Table 1) and proper selection of the
deposition potential. The potential chosen corresponds to the minimum ob-
served on the diffusion current plateau, i.e., —0.8 V. However, the stripping
peaks were practically unaffected by the electrolysis potential, within the
range —0.65 V to —0.85 V.

Pluronic-F68 and Brij-78 give the same effect (Table 1), whereas tin inhi-
bition is less distinct with Brij-35; Brij-72 and Brij-30 were not sufficiently
soluble to be effective. The inhibitory effect is maximal when the concentra-
tion of added surfactant is large enough (5 X 10™ M for Pluronic-F68 or 2 X
10™ M for Brij-78). According to Koryta [13], that corresponds to full cover-
age of the mercury by the adsorbate. It has been observed with Pluronic-F68
[11] and sodium dodecylsulfate [14] that the optimum concentration
corresponds approximately to the critical micelle concentration [15].
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Fig. 2. Simultaneous determination of Sn(IV) and Pb(Il) by d.p.a.s.v. at the HMDE in
1.2 M HCl1/0.5 M Na,SO, (deposition potential —0.8 V; scan rate 2 mV s™; pulse height
25 mV). (A) Curves obtained without Pluronic: (1) blank; (2) unknown solution contain-
ing Sn(IV) and Pb(II); (3)—(6) increasing added amounts of Sn(IV) to obtain 1, 2, 3 and
4 x 107" M. (B) Curves obtained with Pluronic (5 X 10 M): (7) same as (6) with Pluronic
added; (8)—(11) increasing added amounts of Pbh(1I) to obtain 1, 2, 3 and 4 x 107 M.
(C) Corresponding regression lines for standard additions of Sn (¢) and Pb (o).

TABLE 1

Influence of various surfactants on the stripping peaks for 5 x 10~ M tin or lead in 1.2 M
HCl1/0.5 M Na,SO,2

Surfactant Amount Peak height (uA)

added

(M) Sn Pb
Pluronic-F68 — 1.22 2.36

5x 10 0 1.26
Brij-78 — 1.22 2

2 x10% 0 1.26
Brij-35 - 1.4 2.1

2x 10 0.4 1.7

2Electrolysis time 1 min, pulse amplitude 25 mV, deposition potential —0.8 V. Residual
currents are subtracted.
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The influence of the surface-active species also depended on the nature of
the supporting electrolyte. The best results were obtained with sodium sul-
fate [11]. In the concentration range studied (1—7 X 1077 M Sn(IV) or
Pb(II)), the relationship between the peak current and the concentration was
linear whether or not surfactant was present. The average ratio between the
slopes of the plots with and without surfactant vs. concentration was about
0.05 for tin and 0.30 for lead. In the case of tin(IV), the peak was not com-
pletely removed, because the blank originated principally from traces of lead
contained in the water. For this reason, improvement in the detection limit
was difficult to attain. The linearity of the plots means that the extent of
inhibition is independent of the metal ion concentration within reasonable
ranges.

Analytical procedures for tin(IV) and lead(II) by a.s.v. Acidified solutions
containing both metal ions were pre-electrolyzed at —0.8 V for 1 min prior
to the recording of the stripping curve. Standard aliquots of tin(IV) solution
were added and the cycle was repeated. The heights of the stripping peaks
were measured, representing the total concentration of tin and lead. Surfac-
tant was then added in order to suppress the tin signal. The lead concentra-
tion was evaluated by standard additions of lead(II) and the appropriate
calculated peak height was subtracted from the total peak height to obtain
the tin concentration. Three standard additions were sufficient and satisfac-
tory regression lines were obtained. Such an experiment is shown in Fig. 2.
Several experiments were done with different lead/tin ratios. The results are
summarized in Table 2. At higher tin/lead ratios (e.g., 3:1) measurement of
the lead peak height was significantly less accurate because the tin peak was
incompletely masked.

The sensitivity of the proposed method is poorer than that available with
conventional stripping methods because of the surfactant adsorption. In
conclusion, the inhibitory effect of a well chosen surfactant can be useful for
simultaneous determinations of low concentrations of the two elements,
without preliminary separation.

TABLE 2

Results for simultaneous determination of lead and tin in various mixtures?

Solution Found®

Pb (x 107 M) Sn (x 10" M)

x R.s.d. x R.s.d.
Pb (1 x 1077 M)/Sn (1 X 1077 M) 0.96 0.10 1.16 0.19
Pb (2 X 10~ M)/Sn (1 x 10~ M) 2.15 0.09 0.96 0.20
Pb (3 X 10 M)/Sn (3 X 10~ M) 2.9 0.13 2.86 0.21
Pb (2 X 1077 M)/Sn (6 x 1077 M) 2.6 0.23 4.9 0.32

20perating conditions as for Table 1, PMean (£) and relative standard deviation for 5
separate determinations.
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Summary. Porous glass is a more efficient adsorbent than Amberlite XAD-2 resin for vola-
tile polychlorobiphenyls (PCB) in the atmospheric vapour phase. The adsorption efficien-
cies for individual PCB congeners are compared by analysis of the extracts by capillary
gas chromatography (electron-capture detection); individual congeners are used as refer-
ence compounds. Efficiencies for some di-, tri- and tetra-chloro congeners are between
1.7 and 7 times higher for porous glass than for XAD-2 resin; values for penta-, hexa- and
hepta-chloro congeners are very similar. The calculated ‘“‘total’’ PCB (as the sum of indi-
vidual congeners) was about four times higher for porous glass, because of the contribu-
tion from congeners with low chlorine numbers. Commercial mixtures may not reflect
the real composition of PCB mixtures in the atmosphere.

It is generally accepted that the atmosphere provides an important route
for the transport of polychlorinated biphenyls (PCB) from the continents to
the oceans [1—3]. In remote areas, atmospheric deposition may even be the
main source [4,5]. Accurate knowledge of concentrations in the atmosphere
are required for estimations of fluxes, mass balances and residence times
[6, 7]. Reported values for total PCB are in the low ng m™ range. Thus,
large volumes of air (of the order of tens to hundreds of m?) have to be pro-
cessed to obtain sufficient material for the analyses.

In the most commonly applied collection methods, air is pumped through
a glass-fiber filter to retain particles; the filter is backed up by a solid adsor-
bent to extract the fraction present in the (operationally defined) vapour
phase. There is at present no generally accepted method of analysis for
atmospheric PCB because of the following technical and analytical problems
[8]. It is uncertain, for each compound, to what extent the phase separation
defined above reflects the actual vapour/particulate partitioning in the
atmosphere. The vapour phase is commonly considered to be the dominant
phase. This conclusion is based on experimental data [1—3, 8, 9] as well as
on theoretical considerations [10]. Small particles passing through the filter
may be trapped by the adsorbent; this uncertainty will remain until better
methods have been developed. The second problem relates to the variable
collection efficiency of the common solid adsorbents; several authors have

0003-2670/86/$03.50 © 1986 Elsevier Science Publishers B.V.
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observed that, particularly, the most volatile PCB fraction is not collected
efficiently by polyurethane foam plugs [2, 11, 12] or XAD-2 resin [8, 13]
in high-volume sampling systems.

The third problem is the lack of uniformity in the methods of analysis and
reporting format for PCB, in both the qualitative and quantitative sense. This
is caused by the complexity of the PCB mixtures in environmental samples,
the inadequacy of existing methods to unravel these compositions in all their
detail, and the diversity of the various attempts to solve the problem by sim-
plifying assumptions. In all cases, quantitative estimates of PCB in atmos-
pheric samples have been presented in terms of commercial mixture equiva-
lents, usually on the basis of packed column chromatography, but in some
recent cases on the basis of capillary column chromatography. This approach
obviously produces inaccurate results if the compositions of the sample and
reference materials are different, as is usually the case [14—16].

Several low-molecular weight (di- and tri-chloro) PCB congeners have been
detected in sea water at appreciable concentrations [15, 16]. In order to be
able to relate these findings with data on atmospheric concentration and
deposition, an adsorbent with better adsorption characteristics for these
compounds in atmospheric samples than the materials currently available
[8] was sought. Porous glass was found to be a good choice. Its efficiency
was compared with that of XAD-2 resin by application of the individual
PCB congener approach. In this way, ambiguities associated with the use of
commercial mixtures as reference materials were minimized. Also, this
approach was studied to see how much it could help to improve understand-
ing of the behaviour of specific PCB congeners in the atmosphere.

Experimental

Porous glass was obtained from Serva (Heidelberg, F.R.G.). It has the fol-
lowing characteristics: mesh size 20/80; mean pore diameter 19 X 10™° cm;
pore volume 0.71 cm?® g™?; surface area 9.2 m? g™!. It was pre-extracted with
dichloromethane and baked at 250°C in a muffle furnace for 36 h. Amberlite
XAD-2 was successively extracted with methanol, acetonitrile, acetone and
dichloromethane. Each extraction was continued for 12 h in a Soxhlet ex-
tractor. The material was not allowed to get dry. Glass-fiber filters (7-cm
diameter, Whatman GF/F) were pre-extracted with dichloromethane and
baked at 400°C in a muffle furnace for 36 h. Filters were mounted in stain-
less steel (SS) holders with SS rain shelters and were backed up by the re-
spective adsorbent, packed into a 2.2 X 20 cm SS column.

Air was pulled through the system in several experiments for 1—5 days
(15—75 m® at 10 dm® min™). Samples were collected on top of Kiel light-
house, which is located in Kiel Bight (Western Baltic), some 25 km north of
the city of Kiel. For each sample collected, a blank collection, without pump,
was conducted at the same time with an identical system placed at a distance
of 50 cm. This resulted in the appearance of some peaks, which were absent
in the system prior to this procedure (Fig. 1b, A).

The penetration of PCB vapours and the adsorption capacity of porous
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glass was tested by drawing 100 m? of filtered air through two columns in
series. The front column was filled with porous glass; the second column was
filled with porous glass or XAD-2, in parallel experiments. In another experi-
ment, XAD-2 was used without the back-up trap, for comparison with various
recent experiments with XAD-2 [8, 13]. After sampling, the columns were
extracted with 100 cm® of dichloromethane pumped into the column from
below, in order to prevent the formation of air bubbles in the column. The
extracts were concentrated under vacuum at low temperature (<3°C) to ca.
100 ul, and then separated by silica-gel column chromatography into three
fractions of increasing polarity. The first fraction (eluted with n-hexane)
contained the PCBs. The fractions were analyzed by fused silica capillary gas
chromatography (g.c.) with an electron-capture detector. Peaks were identi-
fied and quantified by using individual PCB congeners as reference com-
pounds [17].

The suitability of solvents was checked by the g.c. method after concen-
tration from 250 ml to 100 ul until a proper batch was obtained. Otherwise,
n-hexane was distilled in a 1.5-m still, after treatment with concentrated sul-
furic acid and chromatography on an alumina column, and then checked by
the g.c. method after concentration,

Results and discussion

The chromatograms from the front porous-glass traps used in the different
experiments were indistinguishable. One is represented together with the
blank of porous glass in Fig. 1(a). The back-up columns in these experiments
(i.e., porous glass or XAD-2) did not contain any component at concentra-
tion levels above the respective blank levels; and the levels remained below
ca. 5% of the levels for the front trap. Thus, porous glass is an efficient
adsorbent for the components collected almost completely on the front trap.

A chromatogram from the XAD-2 trap, used without the back-up trap, is
also shown in Fig. 1. It has been demonstrated that XAD-2 resin is an effi-
cient adsorbent for PCB fractions with relatively high degrees of chlorination
[13, 19]. If it is assumed that these results obtained with packed columns
can be extrapolated to a model involving individual congeners with relatively
high chlorine numbers, then congener no. 138 (which is a hexachloro-
biphenyl present to a significant extent in both commercial mixtures and in
environmental samples [16, 17]) can be taken as a reference compound to
estimate the collection efficiency of other congeners.

Duinker and Hillebrand [17] identified and quantified those PCB con-
geners in the chromatograms which were well separated from other com-
pounds on a SE-54 fused silica capillary column and which were also available
in sufficiently pure form for qualitative and quantitative reference purposes.
For these congeners, the relative concentrations with respect to congener
no. 138 were calculated for both porous glass and XAD-2 (Table 1). The
adsorption efficiencies for the dichloro- and trichloro-biphenyls are between
3 and 7, and for three tetrachloro congeners (nos. 41, 44 and 61) between
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Fig. 1. Temperature-programmed gas chromatograms with an electron-capture detector
on a fusedsilica (0.15-um) SE-54 capillary column (0.20 mm i.d.) for atmospheric vapour-
phase PCB fractions. (a) Adsorption on porous glass (B); (b) adsorption on XAD-2 resin
(B). Chromatograms A are the relevant blank determinations (see Experimental section).
Peaks are identified by numbers representing individual congeners according to IUPAC
rules [18]. Chromatographic conditions as reported earlier [17]. H is a hexachloro-
benzene.

1.7 and 7, times higher for porous glass than for XAD-2. For one tetrachloro
congener (no. 52), the two pentachloro, the two hexachloro and the two
heptachloro congeners, the efficiencies for the two adsorbents were found to
be very similar. Thus, porous glass is a considerably more efficient adsorbent
material for several volatile PCB congeners than XAD-2.

Doskey and Andren [13] introduced XAD-2 as an adsorbent for atmos-
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TABLE 1

Ratio (F;) of the concentrations (C) of PCB congener (i) and congener no. 138 in the
vapour phase (pg m™?), determined by adsorption on porous glass and on XAD-2 in a high-
volume sampling system?

PCB Structure F;=C;/C,,
congener, 1 Porous XAD-2
glass
18 2,256 1.9 0.6
15 4,4’ 1.4 0.5
24 2,3,6 0.7 0.1
26 2,3,5 1.4 0.3
52 2,2,5,5 2.2 2.1
44 2,2,8,5 1.7 1.0
41 2,2,3,4 3.3 0.5
61 2,3,4,5, 2.3 0.6
101 2,2',4,5,5 2.3 1.9
118 2,3,4,4,5 1.0 0.7
153 2,2',4,4',5, 5 0.8 0.8
138 2,2,3,4,4',5 1 1
187 2,2,3,4,5,5,6 0.2 0.2
180 2,2,3,4,4', 5,5 0.4 0.2

aThe congeners are identified by their systematic IUPAC numbering system [18] and the
position of the chlorine atoms in the biphenyl molecular framework.

pheric PCBs. They tested the efficiency for congener no. 52. The present
results suggest that their results can be used as a model for congeners with
chlorine number >4, but lower efficiencies than for congener no. 52 were
found for several other tetrachloro- and for all trichloro- and dichloro-
biphenyls in the atmospheric samples.

The individual congener approach thus shows considerable differences in
trapping efficiencies for the various congeners. These differences may be less
clear when commercial mixtures are used as reference materials to evaluate
sample chromatograms. This can explain, at least partly, the qualitative and
quantitative variations reported in the literature, which are caused by the
usually different peak patterns of the chromatograms obtained for samples
and commercial mixtures. These differences are more obvious in capillary
column than in packed column chromatograms, in which several peaks
merge. For example, although practically all the peaks in the chromatogram
of the vapour phase shown in Fig. 1 have a corresponding peak in Clophen-
A30 (or in the equivalent Aroclor mixture of similar overall chlorine con-
tent), this mixture has a different composition [17]. Thus, it is a less suitable
reference material for evaluating the PCB mixture in samples. Depending on
the peak (or combination of peaks) selected for comparison, various quanti-
tative results, differing by several 100%, could have been obtained. This
aspect will be considered in more detail in a later paper.
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The occurrence of commercial mixtures with a lower degree of chlorina-
tion (i.e., Aroclor 1242) than corresponds to the usually reported commercial
mixtures with a medium or high degree of chlorination (Aroclor 1248 and
1254) in the atmosphere has been reported before [3, 9,19, 20]. The present
findings suggest that even more volatile PCB fractions than those correspond-
ing to the composition of Aroclor 1242 are important in the atmosphere.
Unless their contributions are taken into account, the total PCB in the
atmosphere will be seriously underestimated. For instance, for the sample
used to produce Fig. 1, the summed contribution of the individual congeners,
corresponding to the chromatographic region where the peaks of Clophen-
A30 elute, was 200 pg m™, whereas the summed contribution of the con-
geners corresponding to Clophen-A60 was 50 pg m™. The underestimation
can be avoided by determining individual congeners in combination with
efficient adsorbent material for these volatile compounds. Information on
individual congeners is also important for evaluating air/water exchange and
other processes more accurately than has been possible with commercial
mixtures as reference materials [8, 21, 22]. The assignment of g.c. peaks to
individual PCB congeners has been made on the basis of detailed analyses of
commercial mixtures by g.c. with electron-capture detection and by g.c./m.s.
[17], with the aid of 102 individual congeners as reference compounds. It is
not impossible that some details will have to be modified in the future, in
the light of the chromatographic data for all 209 congeners made available
recently [23]. Considerable experimental work is needed in this respect,
however.

Porous glass seems to be an appropriate material for use in parallel with
other materials like Florisil [24], polyurethane foam plugs [2, 11], XAD-2
resin [13] and Tenax [20] for extracting PCB present in the vapour phase in
high-volume sampling systems. No carry-over between samplings was found
with porous glass. It is chemically and thermally stable and ideal blanks (for
g.c. of an eluate after concentration from 500 ml to 100 ul) are easily ob-
tainable, in contrast to present findings for XAD-2, despite many consecutive
extractions with various pure solvents, of various polarities, over longer time
periods (Fig. 1). Such problems were also reported by Hollod and Eisenreich
[19] despite earlier reports [13].
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Summary. Small amounts of formaldehyde dimethylhydrazone (FDMH) present as im-
purity in unsymmetrical dimethylhydrazine (UDMH) give a yellow color (A .« = 456 nm)
on heating with excess of sulphuric acid; the detection limit is 50 ug ml™ FDMH. Differ-
ences in the basicity of the two compounds in anhydrous acetic acid and in methanol
are used to determine the two compounds in mixtures containing »5% (w/w) FDMH.

1,1-Dimethylhydrazine, (CH;),NNH,, more commonly known as un-
symmetrical dimethylhydrazine (UDMH), is primarily used as a liquid
propellant in rockets. Its purity requirement is above 98.0% (w/w) [1].
Commercially, it is prepared by chloramination of ammonia or by Hofmann
degradation of 1,1-dimethylurea [2, 3]. Unsymmetrical DMH is easily
oxidized by various reagents, including those used in the above processes.
Methylene dimethylhydrazine (CH;),NN:CH,, usually known as FDMH (form-
aldehyde dimethylhydrazone), is the major product of oxidation [4,5]. Various
methods have been suggested for the removal of FDMH to obtain UDMH of
the required purity [6]. It is, therefore, necessary to have methods for the
detection of FDMH at frequent intervals, during the process of its removal.

Quantitative methods for determining UDMH include redox titration with
potassium iodate and acid-base titration with perchloric acid in anhydrous
acetic acid [7—9]. However, these methods cannot distinguish between
UDMH and FDMH. Gas chromatography is the recommended method of
determining UDMH because it can effectively separate FDMH and other
impurities such as water, ammonia and dimethylamine [1]. But the process
liquor cannot be injected directly into a gas chromatograph because it con-
tains large quantities of dissolved alkali and water. In this communication, a
simple qualitative colour test is presented for the detection of FDMH as well as
a simple chemical method for determining FDMH in UDMH/FDMH mixtures.

Experimental
Procedure for colour development. To 10 ml of a process solution of
UDMH (ca. 3%), add diluted (1 + 9) sulphuric acid slowly to neutralize



378

and then 5 ml in excess. Cover the beaker with a watch glass and heat over a
boiling water bath, or in an air oven kept at 100—105°C, for 20 min. A yellow
colour indicates the presence of FDMH in the sample.

Quantitative procedure. Weigh accurately about 2 g of UDMH/FDMH
mixture into a 100-ml volumetric flask containing 50 m! of cold anhydrous
acetic acid and dilute to volume with anhydrous acetic acid. Titrate a suitable
aliquot (20 ml) with 0.1 M perchloric acid in anhydrous acetic acid using
methyl violet (1% solution) as indicator [8]. The volume of acid needed is
a measure of total hydrazines because of the levelling effect of acetic acid.
(The potassium iodate method [7, 9] can also be used to determine the total
hydrazines.) In the second step, weigh accurately about 2 g of the UDMH/
FDMH mixture into a 100-ml volumetric flask containing methanol and
dilute to volume with methanol. Titrate a suitable aliquot (20 ml) with
methanolic 0.1 M hydrochloric acid using bromocresol green (1% solution)
as indicator. This titration gives a measure of the UDMH alone.

Results and discussion

Colour test for FDMH. Both FDMH and UDMH are colourless liquids.
When heated with excess of acid, pure UDMH does not give any colour;
but UDMH containing FDMH as impurity gives a yellow colour, the intensity
of which decreases with decreasing FDMH concentration. The development
of colour is independent of the quantity of acid. However, an excess of
about 5 ml of diluted (1 + 9) acid for 10 ml of process liquid was found to
be satisfactory.

The spectrum of the coloured solution showed a broad absorption band
around 450 nm; from the derivative spectrum, the wavelength of maximum
absorption was 456 nm. In order to optimize the heating time and the acid
to be used, the colour was developed with mineral acids or acetic acid for
different intervals of time. The results obtained are summarized in Table 1,
which shows that sulphuric acid gives the best colour at around 100°C;
below 100°C, the colour development was slow. Initially, the value of this
absorbance depends on the heating time upto about 20 min. Once developed,
the colour is stable for hours.

TABLE 1

Effect of acid and heating time on colour development from 1.6 mg ml”* FDMH

Acid used? Absorbance at 456 nm for different heating times (min)

5 10 20 30
Sulphuric 0.362 0.381 0.390 0.390
Hydrochloric 0.341 0.352 0.360 0.360
Nitric 0.331 0.340 0.345 0.345
Acetic 0.340 0.356 0.360 0.361

2A 5-ml excess of diluted (1 + 9) acid was used.
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TABLE 2

Effect of concentration of FDMH on absorbance

FDMH conc. (mg ml™) 0.30 0.50 1.00 2.00 3.00
Absorbance (456 nm) 0.12 0.15 0.20 0.54 0.98

In order to establish the linearity of the absorbance versus concentration
relationship, the colour was developed with solutions containing different
concentrations of FDMH; the other ingredients were in approximately the
same concentrations as in the process liquor. The results (Table 2) indicate
that the absorbance is not linear with concentration and, therefore, this
colour test cannot be proposed as a quantitative method at this stage. The
method is an excellent means of detecting FDMH in concentrations as low
as 50 ug ml™, which gives a clear yellow solution with an absorbance of
about 0.004. The coloured species is not extractable in common solvents.
Under an inert atmosphere (nitrogen blanket), a process liquor containing
as much as 3.0 mg ml™ FDMH did not produce a colour which implies that
the colour is due to oxidation products of FDMH. Efforts are in progress to
establish the nature of the species.

Determination of FDMH in UDMH/FDMH mixtures. In non-aqueous
titrations with perchloric acid in anhydrous acetic acid, both UDMH and
FDMH have the same basicity because of the levelling effect of acetic acid
[7, 8]. The titration with iodate [7, 9] also gives the total hydrazines only.
In methanolic medium, only UDMH is a strong enough base to be titrated
with methanolic hydrochloric acid; FDMH is too weak. The difference, in
terms of equivalents, between the two titration methods gives the concentra-
tion of FDMH alone because both of them react as monovalent bases.

To establish the validity of the above procedure, two field samples as well
as one synthetic standard were analysed for FDMH and UDMH by the
proposed method and by gas chromatography (g.c.) [1]. The results are
given in Table 3. The suggested method has a precision and accuracy com-

TABLE 3

Comparison of chemical and g.c. results for FDMH/UDMH mixtures

Field sample Synthetic mixture
1 5 (90:10)

UDMH FDMH UDMH FDMH UDMH FDMH

Chemical 94.4 5.7 88.9 10.8 98.9 9.7
method 94.3 5.7 88.8 10.9 90.1 9.5
94.4 5.8 88.9 10.9 90.1 9.7

G.c. 94.0 5.5 88.9 10.6 89.5 10.2
94.0 5.5 88.6 10.9 89.4 10.1

94.0 5.4 88.8 10.8 89.5 10.1
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parable with those of g.c. and can be recommended for pure UDMH/FDMH
mixtures containing not less than 5% (w/w) FDMH. The method must,
however, be checked against g.c. for non-specific impurities in field samples
of uncertain composition.

We thank Mr. M. R. Kurup and Dr. K. V. C. Rao for their encouragement.
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