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Seagoing method for the determination of chromium(I1I)
and total chromium in sea water by electron-capture
detection gas chromatography

Robert K. Mugo and Kristin J. Orians
Departments of Chemistry and Oceanography, University of British Columbia, Vancouver, British Columbia V6T 1Y6 (Canada)
(Received 7th May 1992)

Abstract

A seagoing method for the determination of Cr(III) and total chromium in sea water is presented. The method
employs electron-capture detection of the volatile trifluoroacetylacetone derivative of Cr(III) formed via solvent
extraction with toluene; total chromium is determined as Cr(III) after reduction. Detection limits at sea are 0.062 and
0.255 nM for Cr(I1I) and total chromium, respectively. Accuracy for total chromium was verified by the analysis of
standard reference materials from the National Research Council of Canada. The procedure has a precision of 1.3%
at 4.7 nM total chromium, and has been applied to stored samples in the laboratory in addition to its use at sea.

Keywords: Gas chromatography; Chromium; Electron-capture detection; Sea water; Solvent extraction; Waters

A variety of factors controls the distribution of
trace metals in sea water including the oxidation
state of the metal, which can influence input and
removal processes in the ocean. Chromium exists
in sea water in two different oxidation states,
Cr(III) and Cr{(VI). The marine geochemistry of
chromium is not very well understood, partly be-
cause the two chromium oxidation states are
characterized by different chemical behaviour and
are difficult to analyze accurately without inter-
conversion during sample processing. Thermody-
namic calculations predict that in oxygenated nat-
ural waters chromium should exist almost exclu-
sively as Cr(VI) with the predicted species being
chromate, CrO2~, and Cr(III) existing as the
aquahydroxy species, Cr(OH); (H,0), [1]. How-
ever, the ratio of Cr(III) to Cr(VI) in natural
waters has been found to vary from 0.02 to 0.99
[2]. It was suggested that this variation and con-

Correspondence to: R.K. Mugo, Departments of Chemistry
and Oceanography, University of British Columbia, 2036 Main
Mall, Vancouver, British Columbia V6T 1Y6 (Canada).

tradiction with theory might be due to the in situ
precipitation of chromate only, with strontium or
barium sulphate [3]. Cranston and Murray [4],
however, have pointed out that speciation changes
during sample handling, which vary depending on
the technique used to determine the chromium
species, might be responsible for these discrepan-
cies.

The oxidation of Cr(II) to Cr(VI) in natural
waters is known to be slow, with a reported
half-life of several weeks [5). Early and Cannon
[6] have attributed this to the kinetic inertness of
aquated Cr(III) species. Various workers (cf.
Johnson and Xyla [7]) have investigated the role
of various manganese oxides as possible oxidants
and have found that these phases are faster oxi-
dants for Cr(III) than is O,. Oxygen alone leads
to oxidation half-lives of almost two years. The
increased rate observed in natural waters, there-
fore, suggests that manganese oxides, or possibly
other mineral oxides, are likely to play an impor-
tant role in the environmental oxidation of Cr(III).
Other factors which may influence the rate of

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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oxidation of Cr(III) to Cr(VI) were investigated
by Pettine et al. [8], using H,O, in NaCl and the
major sea salts at pH 8 and 25°C. They also
looked at the effect of aging the Cr(III) solutions
before oxidation. An increase in the borate con-
centration was found to increase the oxidation
rate while aging decreased the rate.

A method that allows the determination of
both chromium species as quickly as possible
after sample collection, has great potential in
allowing the factors controlling the marine geo-
chemistry of this element to be studied. Currently
most methods for the determination of trace met-
als in sea water involve an initial sample collec-
tion step, followed by preservation or at times by
some preliminary sample preparation step (e.g.
preconcentration) on board ship. The bulk of the
sample-handling procedure plus the analysis,
however, are still carried out in a shore-based
laboratory sometimes long after the initial sample
collection step. As pointed out by Measures and
Edmond [9], the ability to do shipboard determi-
nations also offers the important advantage of
contamination control which is critical for accu-
rate trace metal determinations. In cases where
the element of interest can exist in more than one
oxidation state, as does chromium, and where
oxidation state interconversion can occur rela-
tively easily during handling or storage, the im-
portance of doing determinations at sea cannot
be overemphasized.

Electron-capture detection gas chromatogra-
phy (GC-ECD) of metal chelates has been ap-
plied to the determination of metals in various
matrices and has shown advantages over other
methods in terms of sensitivity [10] and a reduc-
tion in the sample preparation procedure [9]. The
compact size, general insensitivity to motion and
vibrations on board ships, and the relatively low
cost of the instrument make it ideal for use at
sea. The electron-capture detector is highly sensi-
tive to fluorinated metal chelates provided they
are volatile enough to be chromatographed. The
initial problems associated with the gas chro-
matography of metal chelates had mainly to do
with finding suitable ligands [11]. The ligand used
in this study, 1,1,1-trifluoroacetylacetone (HTFA),
has been employed in studies dealing with the
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determination of chromium in various matrices.
Chromium was measured in biological samples
[10,12] and in lunar samples [13]. Its application
to natural waters include the determination in
sea water of beryllium [9] and aluminium [14]. Its
use for the determination of chromium in natural
waters has been confined to total chromium in
stored samples often with long reaction times and
considerably higher sample volume requirements
[15,16]; none of the methods has been adapted
for use at sea.

This study was therefore aimed at the develop-
ment of an accurate and rapid GC shipboard
technique for the determination of Cr(III) and
total chromium in sea water, which would allow
the analysis of these two chromium species dur-
ing oceanographic cruises. Such a technique al-
lows collection of data on the distribution of
chromium redox species in various oceanographic
environments and thus allows for the elucidation
of the factors responsible for the marine geo-
chemistry of this element.

EXPERIMENTAL

Materials and reagents

Chelating agent. 1,1,1-Trifluoroacetylacetone
(HTFA) (Aldrich, Milwaukee, WI) was purified
by distillation at atmospheric pressure in a Per-
fluoroalkoxy (PFA) still as described by Measures
and Edmond [9].

Internal standard. 2,6-Dichlorobiphenyl
(Chemical Service, Westchester, PA) was used as
obtained without further purification.

Solvent. Toluene (BDH, ACS or Omnisolve
grade) was purified by distillation 2-3 times
through a 4 ft. X 1.5 in. glass still. The distillate
was monitored for extraneous peaks by injection
into the gas chromatograph. The redistilled
toluene was spiked with the internal standard at a
concentration of approximately 100 ng ml™!.
Acetone (BDH, ACS grade) was used untreated
for rinsing the PFA reaction bottles and the
separatory funnel during the extraction proce-
dure.

Buffer. Doubly quartz-distilled acetic acid
(Seastar Chemicals, Sidney, BC) diluted with
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deionized water to give approximately 10%
CH,COOH and 1 M NaAc-HAc were used for
pH adjustments. A solution of 1 M NaAc-HAc
was prepared from analytical-reagent grade
sodium acetate (BDH), which had been recrystal-
lized once to remove trace amounts of chromium
and other metal contaminants present. An alter-
nate cleaning procedure for the sodium acetate
involved treating the impure sodium acetate
buffer solution in the same way as the sea-water
samples and using the redistilled HTFA ligand to
scavenge any chromium present. Both procedures
were equally effective in producing NaAc which
was clean enough for use in this study. The
recrystallization procedure was chosen for all
subsequent work as it was less time consuming.

Reducing agent. Sodium sulphite (BDH, ACS
grade) solution (1 M), used for the reduction of
Cr(VD) to Cr(IIl), was cleaned via extraction with
the redistilled HTFA. This was done by adjusting
the pH of the solution to approximately 6 with
doubly distilled acetic acid followed by solvent
extraction with toluene in a similar manner to the
samples (described below). The solution was
rinsed several times with the redistilled toluene
to ensure that all the HTFA had been removed.

Water. Deionized water was obtained from a
Barnstead Nanopure Series 630 deionization sys-
tem.

Chromium standards. Certified atomic absorp-
tion standards for Cr(III) and Cr(VI) (Aldrich,
Milwaukee, WI) were used to prepare appropri-
ate extraction standards. Solutions of 1000 ug
ml~! Cr(Ill) in 1 wt.% HCI and 1000 pg ml~!
Cr(VI), as an ammonium dichromate solution in
water, were diluted with deionized water to ap-
propriate concentration ranges for use in this
study. The optimization procedures for both the
gas chromatographic and the solvent extraction
steps were monitored on the basis of chromium
recoveries obtained by the analysis of chromium
trifluoroacetylacetonate [Cr(TFA),] synthesized
as described by Fay and Piper [17].

Apparatus

A Hewlett-Packard 5890 Series II gas chro-
matograph equipped with a 555.0 MBq %*Ni elec-
tron-capture detector was used in this study. The
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GC-ECD apparatus was run in the split mode
with a split ratio of approximately 10:1. A J&W
Scientific DB 210 15 m X 0.25 mm o.d. capillary
column with a 0.5-um film thickness was used.
The carrier gas, ultra high purity (UHP)-grade
nitrogen, was purified further by passing it
through a molecular-sieve trap and a hydrocar-
bon trap. The detector makeup gas, UHP-grade
nitrogen, was purified via a heated carrier gas
trap and an indicating oxygen trap. Data handling
from the GC runs was performed on an on-line
Hewlett-Packard personal computer equipped
with HP-Chemstation 3365 software.

pH measurements were performed using an
Orion SA 520 pH meter equipped with a 91-02
general-purpose combination electrode. Shaking
was accomplished with a Burrell Model 75 wrist
action shaker. A Samsung MW2570UC home
microwave oven was employed to speed up the
chromium extractions. A make-shift PFA separa-
tory funnel for the extractions was constructed as
described by Measures and Edmond for alu-
minium [14].

Sea-water samples

Chromium determinations in the laboratory
were conducted on two kinds of stored sea-water
samples: (i) samples that had been acidified after
collection and (ii) sea-water samples that had
been frozen immediately after collection without
acidification.

Sea-water samples from the central North At-
lantic, near Bermuda, were collected using 5-1
Niskin bottles (General Oceanics) mounted on a
stainless steel hydrowire, by E.A Boyle and col-
leagues from the Massachusetts Institute of Tech-
nology. The samples were filtered then acidified
to pH 2 + 0.1 and stored in acid-leached polyeth-
ylene bottles. Under these conditions all the
chromium is reduced to Cr(III) within 24 h [18],
and only total chromium can be determined after
adjusting the sample pH to the extraction pH
(6.0 + 0.2) with the NaAc-HAc buffer.

Sea-water samples that had been frozen imme-
diately after collection were collected in the
Northeast Pacific Ocean (approximately 30 km
off Nootka Sound, 49°N, 127°W) using 30-1 Go-Flo
bottles (General Oceanics) mounted on a Kevlar®



4

line. The samples were filtered then stored in
acid-cleaned polyethylene bottles and frozen im-
mediately on board ship. Analyses of Cr(IIT) and
total chromium were subsequently performed on
these samples in the laboratory.

Chromium determinations at sea during an
oceanographic cruise were performed on sea-
water samples collected using either 10- or 30-1
Go-Flo bottles mounted on a Kevlar® line.

Processing

Sample processing in the laboratory took place
in a filtered-air environment within a laminar
flow bench in an effort to reduce possible con-
tamination from the surroundings. The extrac-
tions were carried out in PFA PFA bottles. Be-
fore their first use, these 60-ml bottles and the
PFA separatory funnel were leached in 4 M hy-
drochloric acid at 60°C for three days followed by
a dilute doubly distilled HNO; (approximately
1%) leach for about a week. During usual labora-
tory runs the PFA reaction bottles and separatory
funnel were cleaned between extractions by rins-
ing three times with approximately 5-10 ml ace-
tone.

A portable high-efficiency particle air (HEPA)
filter cabinet was used at sea to reduce possible
contamination from the ship environment.

General procedure

Chromium(III). Sea-water samples (15 ml) for
Cr(III) determination are measured accurately
into the reaction bottles using an adjustable 10-ml
Eppendorf pipet. The pH is adjusted from the
natural sea water pH of 7.5-8.3 to the extraction
pH of 6.0 + 0.2 with 20 ul 10% quartz-distilled
CH,;COOH, 100 ul of the purified ligand are
then added, followed by the addition of 1 ml
toluene. The bottles are shaken manually for 5 s
to ensure mixing of the various reagents, then
placed in the microwave and heated four at a
time for 3 min. To reduce pressure build-up
inside the bottles during microwave heating, bot-
tles are partially deflated by squeezing the walls
prior to capping, allowing room for expansion.
The bottles are removed from the microwave and
shaken for 5 s and then returned for another 3
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min at the same power level. At the end of this
period the sample temperatures are 65-70°C.
During cooling, samples are shaken for 10 min
on the mechanical wrist action shaker, fully cooled
to room temperature, then carefully transferred
to the PFA make-shift separatory funnel where
the aqueous layer is separated and discarded.
The organic layer is shaken for 10 s with 1 ml of
deionized water to help preventing the formation
of emulsions from calcium and magnesium hy-
droxides which can occur when NaOH is added
in the next step. The layers are allowed to sepa-
rate and the organic layer is then shaken for 20 s
with 1 ml of 1 M NaOH. This washing step with
base is critical as it destroys the excess ligand
which would oversaturate the detector if not re-
moved. After separation the organic layer is rinsed
two times with a total of 2 ml of deionized water
to remove traces of NaOH. The extract is then

‘transferred to a clean glass vial with a PFA-lined

cap (once chelate formation is complete and the
excess ligand has been removed, the organic ex-
tracts are virtually immune from any chromium
contamination; contact with glassware is there-
fore not a problem at this stage). The extracted
sample is ready for injection into the gas chro-
matograph at this stage or it can be stored at
room conditions for 1-2 days. For long-term stor-
age, the extracts are stored in the freezer at
—15°C and are stable for several weeks. Cr(III)
standards are treated in the same manner.

Total chromium. The reaction between the lig-
and, 1,1,1-trifluoroacetylacetone, and chromium
is specific for Cr(IIl); for total chromium deter-
mination it is necessary to convert Cr(VI) to the
reduced state before chelation can occur. For
samples stored frozen and unacidified, 20 ul of

TABLE 1

Gas chromatographic conditions for the analysis of chromium
as Cr(TFA),

Injection port temperature 200°C
Oven temperature 130°C
Detector temperature 350°C
Column head pressure 15 psi
Hydrogen carrier gas flow-rate 2.6 ml min !
Nitrogen makeup gas flow-rate 49 ml min !
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the 10% CH,;COOH and 200 ul of the 1 M
sodium sulphite reducing agent are added to 15
ml of thawed sample. In samples which have been
stored acidified at pH 2, Cr(VI) is reduced within
24 h and thus no reducing agent is added. These
samples are brought to the extraction pH by the
addition of 2 ml (for each 15 ml of sample) of the
1 M NaAc-HAc buffer. In both cases the sam-
ples are then treated in a similar manner as
described for the Cr(III) samples above.

RESULTS AND DISCUSSION

Optimization

Gas chromatography. The GC conditions were
selected to ensure the highest possible sensitivity
of the electron-capture detector for the Cr(TFA),
chelate, as well as good resolution and reasonable
retention times for the peaks of interest. Table 1
shows the optimized parameters used for all
quantitative work. A typical chromatogram is
shown in Fig. 1. Chromium elutes as two peaks
for the trans and cis isomers of the Cr(TFA),
chelate. Quantitative determinations were per-

Intensity (x| 0%

Time (min)

Fig. 1. Typical chromatogram of a chromium determination in
sea water. Cr(TFA); elutes as two well resolved peaks with
retention times of 2.681 and 3.351 min. The peak with the
shorter retention time is assigned to the trans isomer (less
polar and therefore less interaction with the polar stationary
phase). The internal standard, 2,6-dichlorobiphenyl, has a
retention time of 2.042 min; the peak with retention time
1.572 min corresponds to the ATFA); chelate formed from
the reaction of the element in sea water with the ligand
(identified by comparison with the results of analysis of the
pure chelate); other peaks are not yet identified. GC condi-
tions as in text.
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Fig. 2. Total chromium recovery as a function of (a) pH and
(b) ligand volume. Samples were 15 ml of sea water, spiked
with chromium and allowed to equilibrate for several days.
Each point is the mean of two replicate analyses. All other
conditions are as in the general procedure.

formed by summing up the areas of the two
peaks.

Extraction conditions. The chromium complex-
ation and solvent extraction procedure was opti-
mized with respect to the pH, the ligand concen-
tration, and the temperature / reaction time.

The highest recovery of chromium was
achieved at pH range 5.6—6.5 (Fig. 2a). In general
use the samples were adjusted to pH 6.0 + 0.2.

The extraction of chromium is dependent on
the amount of ligand added. At constant pH,
reaction time and temperature, the extraction
efficiency increased with ligand volume in the
range 20-80 wl but was independent of ligand
volume at higher levels (Fig. 2b). Hamm et al. [19]
observed that in solutions containing the hexa-
aqua Cr(III) ion and organic acid anions, the
reaction rate and the pH effect were independent
of the nature of the anion present or its concen-
tration so long as an excess was maintained, due
to the slow chromium complexation kinetics. A
volume of 100 w1 of the pure ligand was used for
all extractions in this study, and this was suffi-
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Fig. 3. Total chromium recovery as a function of (a) shaking
time at room temperature and (b) shaking time after mi-
crowave irradiation. Samples were 15 ml of sea water, spiked
with chromium and allowed to equilibrate for several days.
Each point is the mean of two replicate analyses. All other
conditions are as in the text.

cient for recovery of all the chromium in a 15-ml
sample plus any added spikes during the opti-
mization procedure.

The complexation kinetics of Cr(III) with
HTFA are very slow at room conditions. Initial
attempts to obtain quantitative extraction of
chromium by reaction with the ligand at room
conditions showed that at least 3—4 h shaking
time were required. Figure 3a shows the percent-
age extraction efficiency of chromium as a func-
tion of shaking time at room temperature. Lovett
and Lee [15] have reported a room temperature
shaking time of at least 2 h for chromium concen-
trations below 10 ug ml~! with the ligand in
great excess (0.164 M in benzene) in order to
obtain maximum chromium extraction. Measures
[20] estimates 87% chromium recovery using 15
ml sea-water samples after shaking at room tem-
perature for 2 h using 100 ul of HTFA.

In order to reduce the reaction time needed
for quantitative extraction of chromium, it was
necessary to increase the temperature of the re-
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action mixture. A microwave oven was chosen for
this purpose and resulted in excellent recoveries
of chromium being obtained (100 + 4%) in a short
time. Moreover, the reaction time and the power
level could be controlled precisely thus allowing
for good reproducibility. As can be seen in Fig.
3b, chromium recovery was quantitative after the
microwave procedure followed by 10 min or less
of shaking the sample on the wrist action shaker.

Analytical figures of merit

The precision of the technique was evaluated
by performing replicate total chromium analyses
on a stored acidified sea-water sample. Six repli-
cate analyses gave a relative standard deviation of
1.3% at 4.7 nM.

Absolute recovery studies of both Cr(I1I) and
Cr(VI) spikes added to sea water were performed
by spiking known amounts of the two chromium
species into sea-water samples and then subject-
ing the samples to the full extraction procedure
after allowing equilibration for 2-3 days. Two
replicates for each sample were analyzed and as
shown in Table 2, excellent recoveries of both
species were achieved.

The excellent recovery of both chromium
species shows that reduction of Cr(VI) to Cr(III)
and the extraction procedure are both quantita-
tive. Without reduction, however, Cr(VI)-spiked
sea-water samples (stored frozen) show no de-
tectable increase in signal. This verifies that

TABLE 2

Recovery of chromium spikes from sea-water samples ?

Initial Spike Chromium Total Recov-
total chromium species chromium ery
chromium added added recove- (%)
(M) (nM) red ®

(nM)
4.70+0.08 2.15 Cr(II1) 6.62+0.19 97
4.70+0.08 4.31 Cr(11D) 8.99+0.04 100
470+0.08 3.85 Cr(VD) 8.62+0.21 101
470+0.08 7.69 Cr(VD) 123+003 99

2 Samples were 15-ml aliquots of sea water collected at 49°N
127°W in the North Pacific Ocean (see text for details).
b Mean of two replicates.
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chromium reduction during sample handling is
insignificant.

The accuracy of the technique was assessed by
the analysis of chromium in trace metal sea-water
reference standards from the National Research
Council of Canada. Two reference sea-water
samples, the Nearshore Seawater Reference Ma-
terial (CASS-2) and the Open Ocean Seawater
Reference Material (NASS-3) were analyzed for
total dissolved chromium using the technique de-
veloped in this study. The results are shown in
Table 3.

The good agreement between the certified val-
ues for the reference materials and the values
obtained by this technique to the samples provide
proof for the accuracy of the method.

The limit of detection was estimated by the
replicate analysis at sea for Cr(III) and total
dissolved chromium in deionized water (n =6 in
each case) using the procedure developed here.
Detection limits (3s) for Cr(III) and total
chromium of 0.062 and 0.255 nM, respectively,
were obtained.

Determinations at sea

Shipboard determination of Cr(III) and total
chromium in the North Pacific were performed
on board the C.S.S. “Endeavour” at two stations,
P20 (Station “Papa”, 50°00'N, 145°00'W) and
P26 (49°34’N, 138°40’W) in October 1991. Cr(III)
and total chromium analysis was completed for
each station within 8 h after collection. Figure 4a
and b shows the chromium concentration versus
depth profiles at the two stations.

Analysis of filtered and unfiltered sea-water
samples for chromium was carried out. Samples
were filtered using 0.4-um Nucleopore polycar-
bonate membrane filters, in an acid-cleaned fil-

TABLE 3

Accuracy of chromium determination on sea-water samples

Sea-water Chromium (nM)

sample Found ? Certified
CASS-2 2.331+0.068 2.327+0.308
NASS-3 3.333+0.011 3.365+0.192

4 Mean of 7 replicates.
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Fig. 4. Concentrations versus depth profiles. (m) Cr(III), (®)
Cr(VD) and () total chromium concentrations at (a) Station
P26 (“PAPA”, 50°00’'N, 145°00'W,) and (b) Station P20
(49°34’'N, 138°40’W). Determinations were performed on
board the C.S.S. “Endeavour”. (c). (¥) Dissolved silicate,
given for comparison, at station P26 (50°00'N, 145°00'W,
same as “PAPA” [21]) and (v) in the central north Atlantic
Ocean (26°20°N, 33°40’W). (d): (a) Total chromium in the
central north Atlantic Ocean (26°20’N, 33°40’W), from stored
acidified samples.

tration unit hooked up to a vacuum pump. Filtra-
tion had no effect on the chromium content of
the samples indicating that either particulate
chromium concentration in the samples was neg-
ligible, undetectable by this technique, or that the
particles were so small that they passed through
the filters.

Chromium depth distribution

Shipboard determination of chromium at the
two stations revealed that the Cr(III) concentra-
tion at both stations was very low and was gener-
ally at or below the detection limit of 0.06 nM.
Total chromium, on the other hand, was consid-
erably higher at 2.3-4.3 nM. These results agree
with the prediction from theoretical calculations,
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Cr(VI) was the dominant chromium species at
these stations (> 95% of total chromium). The
profiles show a slight surface depletion with a
modest increase at depth, suggesting that
chromium may be a nutrient-type (bio-inter-
mediate) element.

It has been suggested [5,18] that the depth
distribution of total chromium in both the At-
lantic and Pacific Ocean is similar to that of
silicate in these ocean basins, and that chromium,
like silicate, might be involved in a deep regener-
ation cycle. Figure 4c¢ shows the silicate distribu-
tion at Station “Papa” [21] obtained in 1987.
Whereas silicate is nearly depleted in the upper
waters, total chromium still has a significant sur-
face concentration. Moreover, the slight increase
in the concentration of chromium with depth
does not in any way match the increase in silicate
concentrations with depth. Analysis of stored
sea-water samples from the central North At-
lantic for total chromium (Fig. 4d) has not pro-
duced profiles similar to those of silica (Fig. 4c)
either. The claim that chromium has a sea-water
distribution similar to that of silica remains largely
unsubstantiated.

The explanation for the increase in total
chromium with depth is still unclear, as the mech-
anism of uptake of chromate (CrO;~) by opal,
CaCOj; or organic matter has not been well es-
tablished. Mayer and Schick [22] in their study of
the removal of Cr(VI) from estuarine waters by
model and natural substrates reported a removal
dependence on sediment concentrations and
salinity. They suggested a possible reductive ad-
sorption mechanism. Naturally occurring levels of
phosphate and silicate showed negligible effects
on chromate removal.

The solubility control of Cr(III) in natural wa-
ters is not very well understood. Three candidates
for this role have been suggested, and include
Cr(OH), (s), chromite (FeCr,0,) and the mixed
hydroxide (Cr, Fe, _,) (OH); (s) [5,8]. In addition
Cr(I1D) is reported to bind strongly to particles
and organic material [23,24], which may be re-
sponsible for the low dissolved concentrations
observed. The role of organic ligands in Cr(III)
speciation and the formation of polynuclear
species are not well understood.
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The frozen samples collected off Nootka Sound
yielded values for Cr(III) which were higher
(0.71-1.17 nM) than those found in open-ocean
samples analyzed at sea, but still in agreement
with other reported values [4,5]. This may be due
to artifacts resulting from freezing and storage or
to a coastal versus open-ocean effect.

Conclusion

The method described in this paper not only
allows for the rapid and accurate determination
of Cr(III) and total chromium in sea water in the
laboratory but, more importantly, allows their
determination at sea. Preliminary results ob-
tained at sea indicate Cr(II)/Cr(VII) ratios be-
tween 0.02 and 0.05, which are at the low end of
the range reported in the literature (0.02-0.99
[2]). Further investigations are clearly needed to
provide a complete understanding of the geo-
chemical cycle of this element. In particular, the
use of natural laboratories such as anoxic and
seasonally anoxic basins to monitor Cr(IlI) 2
Cr(VD) interconversion as a result of changes in
oxygen concentrations, coupled with kinetic and
speciation studies in the laboratory will be impor-
tant. Additional work on the concentration and
distribution of the two chromium species in hy-
drothermal solutions and buoyant plumes is also
planned. It is hoped that these studies will help
us elucidate the factors responsible for the ma-
rine geochemistry of chromium.

The authors are grateful to E.A. Boyle and
colleagues at Massachusetts Institute of Technol-
ogy (MIT) for the central North Atlantic samples,
and to R.D. Bellegay and the Institute of Ocean
Sciences (I0S), Sidney, BC, for providing ship-
time on the C.S.S. “Endeavour”. We also thank
C.I. Measures (University of Hawaii) for helpful
discussions and suggestions throughout the course
of this project.
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Abstract

The structure of a knowledge-based decision-support system for the sampling of aquatic sediments in lakes is
discussed. The system is in the implementation stage and will advise on a sampling strategy that reveals as much as
possible of the pollution level of the underwater soil, based on geomorphic information and analytical results for
previous samples (if available). Constraints such as the desired precision and maximum sampling costs are taken into
account. A case study on Ketelmeer lake (Netherlands) illustrates the techniques and heuristics that will be used in

the decision-support system.

Keywords: Decision-support system; Sampling; Sediments; Waters

In each water system, there is a close relation-
ship between the quality of (the suspended mat-
ter in) the surface water and the quality of the
surface layers in the sediments underneath. As a
consequence of water pollution in the past, the
sediments in many industrialized countries are
polluted in many places. Because of the close
relationship between the quality of sediments and
the quality of surface water, contaminated sedi-
ments can form a long-duration source of diffuse
environmental pollution even when water pollu-
tion has been drastically reduced.

The potential risks for the environment have
been the motivation in The Netherlands for the
start of a water-bed cleaning programme in order
to reduce the risks where needed. The pro-
gramme is intended to reach a sediment quality

Correspondence to: R. Wehrens, Laboratory of Analytical
Chemistry, Catholic University of Nijmegen, Toernooiveld 1,
6525 ED Nijmegen (Netherlands).

such that there are only negligible risks to the
functioning of balanced aquatic ecosystems. In
addition to the direct risks of contaminated sedi-
ments there are also problems of coping with
contaminated dredging spoil. To describe the po-
tential risks of water-bed pollution and in order
to give practical directives for coping with con-
taminated dredging spoil, five categories of pollu-
tion have been defined in The Netherlands [1]
(see Table 1).

In order to obtain an overview of the pollution
of water-beds, a research programme throughout
The Netherlands has been started. The aim is to
categorize all water-beds in one of the above five
categories. The category in which a sediment is
classified depends on the number of compounds
exceeding the standards (quality limits) that are
defined for compounds most commonly present.
Polluting compounds that are taken into account
are heavy metals and organic micropollutants such
as polycyclic aromatic hydrocarbons (PAHS),

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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polychlorinated biphenyls (PCBs) and pesticides.
Consequences such as water-bed cleaning or stor-
age of contaminated dredging spoil in storage
depots depend on the classification of the sedi-
ment or spoil.

One of the first problems in starting the re-
search programme is the question of where to
take the samples. Whereas a lot of work has been
done on the sampling of surface waters, sampling
of aquatic sediments has been neglected. Further,
as the sampling is performed by different water
authorities such as the water boards, it is of great
importance that one uniform sampling strategy is
followed in the different water districts, otherwise
the results would not always be intercomparable.

This sampling problem has given rise to start
the development of a knowledge-based decision-
support system, BIAS (a Dutch acronym for sam-
pling of aquatic sediments). In the last few years,
more and more knowledge-based systems have
been used in environmental applications [2]. Some
systems for sampling strategies have also been
developed [3], although they concerned sampling
strategies for dry soil, whereas BIAS is meant to
provide consistent sampling strategies for water-
beds. A first restriction was made to strategies for
great lakes. The heuristics and statistical opera-
tions used in the expert system are validated
using a number of test cases. From these, missing

TABLE 1

Classification of sediments according to level of pollution
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knowledge may be extracted and existing knowl-
edge may be refined.

Geomorphic information on the water system
to be investigated and analytical results for previ-
ous measurements, if available, are included in
the advice-forming model. General heuristics and
statistically calculated parameters are then used
to provide the optimum sampling strategy. Con-
straints such as the costs of sampling and the
desired reliability should also be taken into ac-
count: the ideal sampling scheme of taking as
many samples as possible is not, of course, feasi-
ble in practice.

In this paper, the structure of the knowledge-
based system is discussed and an outline of the
techniques used in the analysis of previous sam-
pling data are given. Results of a case study on
the Ketelmeer, a lake in The Netherlands, are
discussed. Heuristics and plausible generaliza-
tions derived from this case study with respect to
sampling strategies are presented. Finally, con-
clusions and directions for further research are
given.

SETTING UP SAMPLING STRATEGIES WITH BIAS

Sampling strategies are used to minimize the
amount of samples while still guaranteeing a
specified accuracy {4]. To be able to choose the

Class Standard Consequences for

water-bed cleaning policy

Consequences policy
on dredging spoils

4 Research into necessity for cleaning urgent

Processing under controlled conditions

because of risk to public health and environment  which become stricter the more the quality

Warning value

of the dredging spoils exceeds the test value

3
Test value
2 Research into need for cleaning not urgent Use and dispersal in the water possible
under certain conditions
Quality objective 2000
1 No cleaning Use and dispersal in the environment
possible. Waterbed quality may not
deteriorate
Target values
0 No restrictions on use and dispersal

in environment
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most profitable trade-off value in the case of
sampling of sediments, one must have a good
idea of the geomorphic properties of the water
system and the relationships between them and
diffusion patterns of the sediments. For the com-
pounds that are of interest here, different distri-
bution patterns may be encountered because of
different adsorption on sediment material.
Knowledge about the sources of pollution is also
very important in this respect. Analytical results
for previous samplings will also be very helpful in
devising a relevant sampling strategy, as they can
provide a model for the spatial correlation in the
soil. A knowledge-based system that advises on a
sampling strategy for aquatic sediments should be
able to combine these different types of knowl-
edge and should contain both statistical and
heuristic knowledge. In BIAS, this is achieved by
a division into modules each with a distinct task.
The structure of BIAS is given in Fig. 1.

Module 1. Input and data validation

In Module 1 the characteristics of the water
system are given by the user. These include,
amongst others, shape and depth of the water
system, soil types, direction and strength of the

Constraints
Geomorphic information Previous measurements
1 Database

l

Module 1
Input and data validation

Module 2
Definition of homogeneous subareas

!

Module 3
Analysis of subareas

!

Module 4
Calculation of sampling strategy

l

SAMPLING SCHEME
Fig. 1. The structure of BIAS.
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current, prevailing direction and strength of the
wind, sources of pollution, inlet(s) and outlet(s) of
the water system, shipping routes, harbours and
special items such as dredging areas. If available,
data on previous samplings can be read from a
database. These data are validated first to rule
out typing and other errors. If all data are vali-
dated, control is passed to Module 2.

Module 2. Definition of homogeneous subareas

In Module 2 the water system is divided into
more or less homogeneous subareas. These areas
then are treated separately. The rationale behind
this subdivision is that for each subarea a sepa-
rate sampling strategy may be feasible; in calm,
deep waters where little resuspension takes place
only small deviations from the area mean will be
expected, and in many cases only a few samples
will suffice. In shallow waters with a strong cur-
rent, many more samples will have to be analysed
to obtain a good overview of the local situation.

The division into subareas is based on a set of
parameters that influence the pollution level of
an underwater soil. They can be divided into the
following:

climatological conditions—wind, prevailing di-
rection and strength; '

hydrological conditions—depth, and direction
and speed of the current;

geomorphological conditions—soil type;

human activities—shipping, harbours, dredg-
ing, sources of pollution.

If results of previous samplings are available, a
cluster analysis is done to see whether the cluster-
ing of the samples fits the predefined areas. If
agreement is found, this means an extra affirma-
tion that the division into subareas was done on
relevant grounds. If no agreement is found, the
data should be examined more carefully. In some
instances, missing knowledge can be detected in
this way, e.g., a sample location may be influ-
enced by a parameter that has been overlooked
in the input phase. Outliers may also be detected
in this way.

Module 3. Analysis of subareas
If results of previous samplings are available,
they are analysed here to estimate pollution lev-
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els at unsampled locations. The assumption is
that locations that are spatially close to each
other tend to have similar soil characteristics.
Two techniques can be used here: a two-dimen-
sional interpolation technique often used in min-
ing, called kriging [5,6], and a one-dimensional
technique, stemming from time series analysis
and using autocorrelation [7,8]. Because all spa-
tial correlations can be taken into account in the
two-dimensional plane, kriging will give better
predictions. Autocorrelation methods, on the
other hand, do not require as many data as
kriging techniques and are therefore applicable in
(frequently occurring) cases where relatively few
data are available.

Both methods require a set of conditions to be
fulfilled to produce useful predictions. First, the
variance of the variable to be estimated depends
only on the lag vector between the two locations.
Often this condition is replaced by an even
stronger one in which only the length of the lag is
taken into account and the direction is neglected.
This, however, will yield incorrect results in many
instances as different correlations will exist in
different directions. Second, the variable is sta-
tionary, i.e., no drift is present. Effectively, this
means that the a priori expectation for all loca-
tions in the area is equal. In practice, additional
knowledge about the area will often make this
assumption false. The subareas obtained in the
previous module are meant to satisfy these condi-
tions. In general, it is very difficult to determine
whether this is the case. The most popular method
to validate the method is cross-validation, where
values at sampled locations are predicted using
the other locations. However, good predictions
still are no guarantee that the conditions are
satisfied.

Kriging and related methods. Kriging can be
seen an optimum unbiased interpolation method;
based on known values in sampled locations, val-
ues at other locations are predicted. A measure
indicating the amount of correlation between two
locations separated 7 times a lag distance A apart
is the semivariance vy,. The semivariance for a lag
7 is given by

2y, =E{[2(x) —2(x +7h)]’} (1)
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Fig. 2. Idealized example of a semivariogram. In this instance
a linear model is chosen to represent the data (see text).

and can be estimated by the equation
n(r)

A 1 2
71' 271(7’) igl[z(xi) Z(xi+7h)] (2)
where z(x;) and z(x; + Th) are the values of the
variable of interest, x, at location { and a location
7 lags away, respectively (in kriging and related
topics, variables are termed regionalized, indicat-
ing that the variables are a non-random sample
from one realization of a random function; this is
different from the usual idea of multiple realiza-
tions of a random variable but for the present
purposes, this difference can be ignored). The
number of pairs [z(x;), z(x;+ Th)] is given by
n(r). The semivariogram, in which semivariances
are plotted against the lag number (see Fig. 2), is
modelled by fitting a simple function through the
data points. Linear, exponential and spherical
models are often used. At lag zero, the semivari-
ance is 0. In many instances a discontinuity is
present called the nugget effect. This indicates
that there is significant variance over distances
smaller than the lag distance. At large distances,
the semivariance is equal to the variable variance
and reaches a ceiling, called the sill. These pa-
rameters, and the range where the semivariance
increases with the lag, are indicated in Fig. 2.
The value of a variable x at an unsampled
location is derived from a linear combination of
nearby points. Kriging attempts to minimize the
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prediction error. This can be achieved by solving
the following matrix equation:

y(hyy) y(hy,) 1 (W,
‘Y(hl,n) ‘Y(hn,n) 1 Wn
1 ce 1 0 A
y(hl,p)
= : - (3
Y(hnp)
1
or the equivalent form
A-w=b (4)

where h;; is the distance between the sampled
locations i and j, y(h; ;) is the semivariance be-
tween locations i and j, y(k; ) is the semivari-
ance between the sampled location { and the
unsampled location p, obtained from the semi-
variogram, W, is the weight given to location i in
the prediction of location p and A is the La-

XX
1.0 —

0.37
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grange multiplier. The solution for the unknown
vector w is simple:

w=A"1-b (5)
This gives for an estimate on location p the value
£,=w-x (6)
with prediction error variance

si=w-b @)

The weights obtained in this way are optimum in
the sense that the predictor is unbiased and has a
minimum prediction error variance. The predic-
tor is also exact, which means that the value at a
sampled location is predicted exactly and with
zero error. Contour maps may be drawn that
provide a global view of the situation.

Several other types of kriging exist. In univer-
sal kriging [9,10], a polynomial trend is permitted.
In co-kriging [11,12], the value of the variable of
interest in an unsampled location is determined
not only by interpolation from sampled locations,
but also by measurements of correlated variables.
Disjunctive kriging [13-15] is a variant in which

TT"

X,min

Fig. 3. Example of an autocorrelogram.
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the conditional probability that a soil value ex-
ceeds a predefined threshold can be calculated
and plotted.

Autocorrelation methods. Autocorrelation tech-
niques stem from time series analysis. They are
based on the assumption that the value of a
measurement can be related to the value of previ-
ous measurements. Time can also be replaced
with distance, and then the assumption is that the
value of a variable at a specific location is related
to values at nearby locations. The methods are
inherently one-dimensional.

In autocorrelation techniques, autocovariance
is used rather than semivariance to express the
similarity between two measurements 7 times a
lag distance £ apart:

cov(x, x +7h)

=E{[z(x) —u][z(x +7h) — u]} (8)
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where p is the process mean value. If only a few
measurements are available, the autocovariance
can be estimated by

—_— 1 n-ot
cov( x, x+7h)=—n—7—1 Y [2(x;) — k]
i=1

X[z(x,-+‘rh)—;.b] (9

where n is the total number of measurements.
The (dimensionless) autocorrelation then is de-
fined by

@, (1) =cov(x, x +7h)/s? (10)

where s2 denotes the variance of x. In an auto-
correlogram the autocorrelation is plotted against
7. In many instances, linear first-order models are
found to be satisfactory. They give an exponen-
tially decreasing curve such as that depicted in

cov(X,x+t)

YT

Fig. 4. Relationship between autocovariance cov(x,x + 7), semivariance y, and process variance 002.
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Fig. 3. The variance of such an autocorrelation
function can be estimated by

(1+e ¥Ty(1-e2/T)
3T,

1
a2 d —
s [ x,x(T)] N-—r7 1—e

~27 e-zf/Tx] (11)

where T, and 7 are given in lag units. From this
function, the upper and lower confidence limits
for the autocorrelation function can be calcu-
lated. These are depicted in Fig. 3 as dotted lines.

The distance at which the value of the auto-
correlation has decreased with a factor of e ! is
called the correlation distance T,. If the autocor-
relation at this distance differs significantly from
zero, the correlation distance can be seen as a
measure of the maximum distance at which a
parameter still shows significant autocorrelation
(if autocorrelation is used in time series analysis,
the parameter T, is called the time constant). A
large correlation distance indicates that the value
of a certain parameter does not change much
with distance. Whereas in many instances it is not
possible to calculate an upper confidence limit
for T, because the upper border diverges from
the exponential curve, it is possible to calculate a
minimum value 7, ;.. This is the value where the
lower confidence limit has decreased with a fac-
tor of e L.

In practice, the correlation distance may be
calculated in a direction parallel as well as per-
pendicular to the current. If the two are equal,
the system is isotropic; in most instances, how-
ever, anisotropic systems will be found.

The autocorrelation equations are very closely
related to the semivariance equations. If the vari-
able is stationary (i.e., the expected value of the
variance is equal in the whole area), the semivari-
ance for a distance h is equal to the difference
between the variance 002 and the spatial autoco-
variance o, for the same distance (see Fig. 4). If
the variable is also standardized to have a mean
of zero and a variance of 1.0, the semivariogram
is a mirror image of the autocorrelation function.

Comparison of autocorrelation methods and
kriging. From the above, some conclusions can be
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drawn. Both methods require the same assump-
tions to be valid, with the added condition in
autocorrelation techniques that the process vari-
ance, s2, exists. Kriging is the preferred method if
many data are available and a reliable semivari-
ogram can be set up. The interpolations take full
advantage of the information in the semivari-
ogram, and prediction variances can be plotted.
Also sampling strategies can readily be obtained
(see below). In cases where only a few data points
are sampled, however, often no semivariogram
can be calculated. It has been estimated that at
least 100 data points, depending on the size and
structure of the sampling area, are necessary in
order to perform an accurate geostatistical analy-
sis. This value may be different with aquatic
sediments, and future research should clarify this
point. Until then, the user will have to decide
whether the number of data points is sufficient to
provide a semivariogram or not. In the latter
instance, autocorrelation techniques may provide
a more reliable estimate. The upper and lower
limits on the autocorrelogram provide useful in-
formation on the representativity and reliability
of the samples. Although autocorrelation tech-
niques are in most instances inappropriate for
stratified objects such as soil and rock [16], they
can be used here because of the dynamic nature
of the sedimentation process. Another advantage
of autocorrelation techniques is that typical val-
ues for correlation distances in different water
systems can be tabulated and used as a first
estimate in case the development of a sampling
strategy has to start from scratch.

Module 4. Calculation of a sampling strategy

Several sampling strategies are possible, de-
pending on the aim of the investigation: a strat-
egy to obtain a global view of concentrations of
(polluting) compounds with a predetermined reli-
ability; a strategy to obtain an idea of concentra-
tions of (polluting) compounds, as reliable as
possible, given the allowed costs; a strategy that
does not focus on exact concentrations of (pollut-
ing) compounds but more on classifications of soil
in pollution classes with a given reliability; a
strategy used for monitoring. Each strategy has
its own requirements. For both autocorrelation
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techniques and kriging and related techniques,
such sampling strategies may be set up.

Sampling strategies and kriging. If kriging tech-
niques are applied to develop sampling strategies,
several situations may occur [17]. In the simplest
case the semivariogram is known. It is then possi-
ble to calculate the prediction variances of sev-
eral sampling set-ups irrespective of the values
that will be found. A triangular grid has been
shown to yield optimum results, but a cubic grid
is in most instances almost as good and easier to
achieve. If only additional samples are needed,
their location can be derived from the kriged
contour map of the prediction variances [18]. If,
for instance, only one location has to be added to
a set of sampled locations, this can best be done
at the place where the prediction variance is
largest. In this way, the overall standard deviation
is minimized.

If no variogram has been determined previ-
ously, a sampling strategy should aim to optimize
the sample locations with respect to variogram
estimation [19,20]. For this, the sampling loca-
tions should be chosen in such a way that all lags
contain an approximately equal number of pairs.
In general, a nested sampling design is chosen.
Whereas many samples are needed to obtain a
reliable variogram, for a reliable interpolation
given a good variogram many fewer samples will
suffice.

In the frequently occurring situations where
different variables are correlated, co-kriging
methods may be used [11]. In such a case the
costs of analysis of different compounds may be
taken into account, and cheap analyses may be
performed much more often than expensive ones.
In this way, it is possible to obtain reliable esti-
mates at much lower cost. Finally, disjunctive
kriging may be used to determine what pollution
classes are present in the water system, and if the
uncertainty of the presence of a certain class is
too high additional samples may be taken.

Sampling strategies and autocorrelation tech-
niques. Autocorrelation techniques have been
used earlier to predict an optimum sampling fre-
quency for the surveillance of surface water qual-
ity [21], and also other applications have been
reported [22]. Previously, equations have been
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derived to calculate the prediction variance, o2,

as a function of the number of samplings n, the
process variance o and the size and spacing of
the samples [8]. If the sample size is very small
compared with the size of the area, the following

equation holds:

est

1+ - >
I-e n(l—e %)

2( 1—e™” 1—-e7”
——\{2n - — +
1—e¢e™° l—e“)

2e7¢ 2e_“(1—e"’)}

+?(p—1+e_”) (12)

where a is the distance between two adjacent
samples and p is the length of the sampled area,
both divided by the correlation distance. This
equation has to be solved iteratively to obtain the
distance between adjacent samples in the area in
which the correlation distance holds. Autocorre-
lations obtained in different directions must be
used to determine the distances between samples
in the grid. Again, if the autocorrelogram has
been determined with sufficient reliability, the
number of samples needed for a reliable predic-
tion is much smaller than the number of samples
needed to set up a good autocorrelogram. In this
respect the same situation as in the kriging case is
encountered.

Constraints on sampling strategies. Any pro-
posed sampling scheme should be reasonable with
respect to constrains such as the number of anal-
yses and the total costs associated with sampling.
If the sampling strategy proposed to obtain a
required reliability cannot be performed with the
means available, a new scheme will have to be set
up. Either the reliability will be lower, if the cost
constraint is satisfied, or the sampling operation
will be more expensive. In both instances, the
system may be consulted again with different
input values for the constraints. The use of corre-
lation between different compounds may be a
very important tool to diminish the costs of sam-
pling: either using a few compounds as guiding
parameters or using co-kriging or related meth-
ods will decrease the number of samplings of the
associated costs.
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THE KETELMEER

The Ketelmeer is a lake 12 km long and 4 km
wide, in central Netherlands (Fig. 5). It is shal-
low, most areas being 2-3 m deep. In the very
shallow (< 1 m) part in the east of the lake, the
sediment consists of sand; in the other parts the
sand is covered with more loam-like sediment.
The river IJssel debouches into the south-east
corner of the lake and water flows out from the
north-east side. There is some shipping and two
small harbours can be found on the north and
south coasts. The prevailing direction of the wind
is south-west. In the following sections, the
Ketelmeer will be treated as an example of how a
sampling strategy is set up in BIAS. The sections
follow the general structure of BIAS: input and
data validation, definition of homogeneous subar-
eas, analysis of subareas and calculation of the
required sampling strategy.

Validation of previous sampling data of the
Ketelmeer

As the Ketelmeer has long been polluted, a
relatively large amount of sampling has already
taken place [23]. A data set of sampled locations
was selected on the following criteria. All loca-
tions should be sampled to obtain at least 80% of
the top layer. The top 10-20 ¢cm are easily dis-
rupted, even in calm and sheltered areas. More-
over, the degree of pollution of sediment has
changed considerably with time, and comparable
periods of time should be represented in the
samples. Care was taken not to include locations
where more than just the top layer was sampled,
because the underlying sand will be much cleaner
and the samples would not be intercomparable.
The depth at the sampled locations should not
have changed much since the sample was taken.
If significant suspension or erosion has taken
place since then, the sample is not representative
for the current situation. Local human activities
should be taken into account. If, e.g., a harbour is
present necar one of the sampled locations, or
dredging has taken place, again these samples are
not representative for the area. Further, most
human activities constitute a direct source of
pollution and should be considered if samples
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Fig. 6. Schematic drawing of the Ketelmeer. The numbers on
the axes are the distances in kilometres to a reference point in
Paris, France. Inlet and outlet are indicated by arrows. Har-
bours are indicated by H. Each point indicates a sampling
location. Subareas are drawn and indicated with roman nu-
merals.

have to be taken in an area where much activity
takes place.

Definition of homogeneous subareas in the
Ketelmeer

At all sampled locations included in the analy-
sis, the same soil type should be present, because
different sediment compositions will show differ-
ent degrees of pollution. Because of the availabil-
ity of the data, heavy loam [12-25% clay (par-
ticles smaller than 2um)] was selected. This
caused the analysis to concentrate on the central
and western part of the lake. In the sandy part in
the east, not enough samples were taken for a
reliable analysis. Overall, 23 of the locations that
satisfied the conditions in module 1 were in the
heavy loam area. These are drawn in Fig. 6. The
heavy loam part was subdivided into a part shel-
tered from the wind along the southern dike
(area I in Fig. 6 containing seven sampling loca-
tions), a central part, exposed to the wind (area
II, containing ten locations), a shipping route (the
narrow area above area I) and a region contain-
ing sand-pits in the western part (left of area II).

A cluster analysis using Euclidean distance
confirmed the above subdivision. Further, an area
along the northern dike (north of area II) was
defined because cluster analysis showed that the
samples in this area were not correlated with the
other samples in area II, probably because the
distances between them were too large. Two sam-
pling locations fell in the shipping route where,
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because of dredging, no reliable estimates could
be made. One location was very near a harbour
and was also excluded. Some locations were con-
sidered to be outliers, such as the middle sam-
pling location in area I. Eventually, areas I and
II, containing seventeen sampling locations, were
used in the following analysis, and sampling
strategies for these areas were set up. If sampling
strategies have to be set up in areas where no
samples have been taken, it must be done on
heuristic grounds.

Analysis of subareas of the Ketelmeer

As the Ketelmeer is essentially oblong-shaped,
the current plays an important role in the sedi-
mentation process. As the data were scarce, no
relevant models could be fitted through the semi-
variograms and kriging techniques could not be
applied. Therefore, autocorrelation techniques
were used. For each of the subareas I and II in
Fig. 6 the autocorrelograms for all compounds to
be analysed for are calculated. Because over 90%
of the pollution comes from the river 1Jssel, auto-
correlograms are drawn using one dimension, the
distance to the mouth of the river. This dimen-
sion is more or less equal to the direction of the
current. Perpendicular to the chosen direction,
too few samples were taken to obtain an autocor-
relogram.
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Fig. 7. Autocorrelogram for fluoranthene in the sheltered
area I of the Ketelmeer.
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Fig. 8. Autocorrelogram for fluoranthene in the central area
IT of the Ketelmeer.

The autocorrelograms for fluoranthene in the
two areas are depicted in Figs. 7 and 8. Correla-
tion distances are calculated by fitting exponen-
tial curves to the data points. Correlation dis-
tances are given in Table 2. The values indicated
are class means, i.e., the value for the heavy
metals is the mean of the value found for Cu, Cd,
Cr, Hg, Ni, Pb and Zn. As can be seen, the
correlation distance in area I is much larger than
that found in area II. This means that in area I
the amounts of fluoranthene in the soil change
more slowly on going from one place to another
than in area II. Also, the minimum correlation
distance in area I is much larger than that in area
I1. This is what would be expected, as the influ-
ence of the wind in the sheltered part is much
less than the influence in the central part, where
currents can easily be induced.

The 95% confidence limits are shown. It is
clear that the resulting autocorrelograms are not
very reliable. The reason for this is that the
correlation distances found are smaller than or
equal to the lag distance. In some instances in
area II, no correlation distance could be calcu-
lated at all. The only way to improve the preci-
sion of the functions is to use more sampled
locations to set up the autocorrelation functions.
At present, there is no reason to doubt the valid-
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TABLE 2

Correlation distances in the Ketelmeer 2

Substance class T, T, T, T,

x,min x x,min
(areal) (areal) (areall) (areall)
Heavy metals 530 250 390 140
PCBs 460 210 250 110
PAHs 800 320 180 80

a Distances are given in metres. Areas I and II refer to Fig. 6.
The lag distance in area I is 1000 m and in area II 500 m. For
three compounds in the PAH class, two compounds in the
PCB class and one heavy metal (Cd), no autocorrelation
function could be set up in area II because the autocorrela-
tion at the first lag was already less than zero. The figures
given are based on the other compounds in the classes.

ity of the first-order linear model, as all data
points lie well within the confidence limits.

Calculation of a sampling strategy for the
Ketelmeer

Although far from being optimum, the above
results reveal a lot of information that can be
used to set up a sampling scheme. Because the
correlation distances that have been found are in
the same order of magnitude as the sampling
distances, the resulting autocorrelograms are not
very reliable. Therefore, additional sampling
should in the first place aim to improve the
reliability of the autocorrelograms, which means
that extra samples have to be taken at smaller
distances from each other. At least three lags
should lie within the correlation distance. If one
considers the values for the heavy metals, which
are determined with the greatest accuracy, this
criterion would yield a distance between adjacent
samples of 200-250 m for area I and 100-150 m
for area II. As these values are estimated from
the correlation distances in the direction of the
current, they are valid in that direction only. As a
first approximation, the same values may be used
in the perpendicular direction. It is not necessary
to sample the complete (sub)area with the same
frequency: as soon as there are enough data
points to set up a reliable autocorrelogram, the
sampling frequency may be decreased to obtain
the required precision (cf., Eqn. 12).

For example, if it is assumed that the above
correlation distances are correct and if it is wanted
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that the reliability, expressed as the estimation
variance divided by the process variance, should
have a value of 0.1, then it can be calculated that
for area I (length 7 km, mean correlation distance
600 m) one row of five samples is enough. Simi-
larly, for area II (length 6 km, average width 2
km, mean correlation distance 260 m) a grid with
spacings of 1000 m in the direction of the current
and 500 m in a perpendicular direction suffices.
Here, the correlation distance found in the direc-
tion of the current is also used in the perpendicu-
lar direction (Eqn. 12 also contains the length of
the area sampled, and therefore the spacings in
the two perpendicular directions are not equal).
It is clear that sampling where a reliable autocor-
relogram is known is much cheaper than sam-
pling to obtain the autocorrelogram; for the latter
objective, in this instance more than seven times
as many samples are needed in both areas.

Extrapolations to other parts of the lake will
have to be made, based on heuristics. This will
provide a complete sampling scheme for the lake.
If the costs for this sampling scheme violate the
constraints concerning budgets, a lower reliability
must be specified, or some subareas will have to
be treated separately, with a smaller sampling
frequency.

General results obtained in the Ketelmeer case
study

For the Ketelmeer, it has been shown that
autocorrelation methods can be useful in devising
sampling strategies for aquatic sediments. De-
spite the small number of data points, useful
information has been obtained to guide further
sampling in the area. The correlation distance
determined from previous samplings or geomor-
phic information can be used to fulfil two objec-
tives simultaneously: to devise a sampling scheme
that permits a more precise estimation of the
correlation distance, and a sampling scheme that
yields a subsequent interpolation to unsampled
locations of a specified accuracy. For the first
goal, two perpendicular rows of samples may be
taken over a distance of four times the correla-
tion distance, with a spacing of one quarter of the
correlation distance. This yields a total of sixteen
samples. In smaller subareas (such as area I in
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the Ketelmeer), fewer samples or one row of
samples may suffice. The second goal is achieved
by calculating the distances between samples in a
rectangular grid that will provide an interpolation
with a desired accuracy. In general, the number
of samples needed to satisfy the second goal is
much smaller than that required to satisfy the
first.

The results of the Ketelmeer study, notably
the correlation distances and sampling schemes
derived from them, may also be extrapolated to
other water systems, where depth, current and
other parameters are comparable. What parame-
ters exactly are of influence is still a subject of
investigation. In cases where different conditions
are met, results will be different. For instance,
the influence of the wind that was clearly present
in the Ketelmeer will be much smaller with deep
(> 5 m) waters. There, sedimentation will pro-
ceed much more calmly, and larger correlation
distances will be expected there. In the
Ketelmeer, it proved to be necessary to analyse
only those samples which constituted a large por-
tion of the top layer. Correlation values obtained
from locations where only small portions of the
top layer were sampled showed large scatterings
because of continuous whirlings of the top sedi-
ment. In deeper waters, this will not be so much
of a problem. In the Ketelmeer, good correlations
were found between the concentrations of the
different compounds of interest. It may be ex-
pected that this is generally the case when all
pollution stems from the same source. In such a
situation, some of the compounds may serve as
guiding parameters for others that are perhaps
difficult to measure or for which expensive meth-
ods are necessary.

Conclusion

The importance of consistent and reliable sam-
pling strategies for underwater soils cannot be
overestimated. The amount of money that can be
saved and the amount of extra information that
can be obtained using sensible sampling schemes
are considerable. In this paper, an approach has
been presented that aids the water managers of
the separate districts in The Netherlands in set-
ting up such strategies. A case study, the
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Ketelmeer, has been used to test the validity of
the approach and to test the knowledge for a
practical situation. The knowledge that is ac-
quired in this way will be implemented in a
knowledge-based system, BIAS. More test cases
will follow, thus enabling the system to be tested
on a wide variety of lakes. This is necessary in
order to be able to set up heuristics that can help
in the advice-forming module when no previous
sampling data are available. Although some
heuristics have already been established, the list
is far from being complete yet. In the near future,
new test cases will be tackled and extra samplings
on test cases already analysed will be performed.

The authors thank H.J. Winkels and H.C.
Klavers for valuable comments and discussions.
This research was carried out with financial sup-
port from the Dutch Ministry of Transport and
Public Works.
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Abstract

A liquid chromatographic (LC) method with fluorescence detection was developed with sufficient sensitivity to
determine organic acids in sea water and sediments. Sugar acids, except for uronic and a-keto acids, have not
previously been measured in sea water because of their low concentrations. After desalting with a column, gluconic
acid was esterified with 9-anthryldiazomethane. The reaction mixture containing the gluconic acid derivative was
directly chromatographed by L.C using an octadecylsilane reversed-phase column and fluorescence detection. The
peak areas were linearly related to gluconic acid concentration. The detection limit was less than 10 nM. The
reproducibility and recovery were 8% at 200 nM gluconic acid and 99.8%, respectively.

Keywords: Fluorimetry; Liquid chromatography; Gluconic acid; Sea water; Sugar acids; Waters

In previous studies [1,2], Fe(II) was found in
surface sea water during spring blooms and the
presence of Fe(II) may meet an iron demand for
phytoplankton growth. It was proposed that Fe(II)
is produced by photochemical reactions with
Fe(III) and organic substances under sunlight.
Moreover, laboratory experiments showed that
the important organic substances that reduce
Fe(III) to Fe(Il) are sugar acids such as gluconic,
glucaric and glucuronic acid [2]. Among these
sugar acids, gluconic acid is especially biochemi-
cally important as it is an intermediate of glucose
metabolism [3] and may be present in sea water.
For this reason it is important to know the amount

Correspondence to: K. Matsunaga, Department of Chemistry,
Faculty of Fisheries, Hokkaido University, Hakodate 041
(Japan).

of sugar acids present in sea water which can
contribute to the reduction of iron.

However, except for uronic acids [4,5] and
a-keto acids [6], these sugar acids have never
been measured in sea water. Liquid chromato-
graphic (LC) methods usually employ ultraviolet
or refractive index detectors with low sensitivities
(usually > 1 mmol 17!) and also necessitate pre-
concentration by liquid-liquid extraction or an
ion-exchange separation prior to LC analysis. If
possible, additional separation procedures should
be avoided, primarily to minimize possible con-
tamination where nanomolar concentrations of
sugars are involved. The method proposed here is
simple and by using a fluorescence detector the
detection limit of sugar acids has been lowered.

In order to prepare fluorescent derivatives, the
samples are treated with 9-anthryldiazomethane

0003-2670,/93 /$06.00 © 1993 ~ Elsevier Science Publishers B.V. All rights reserved
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(ADAM), which is a prelabelling reagent for fatty
acids, reacting with the carboxyl group (COOH).
The esters produced with ADAM and carboxyl
radical emit fluorescence [7]. Gluconic acid con-
tains a carboxyl group, and a method for the
determination of gluconic acid by LC was investi-
gated in this study.

EXPERIMENTAL

Apparatus

The LC system consisted of a Shimadzu
(Kyoto) LC-6A chromatograph with an SCL-6B
system controller, FCV-3AL low-pressure ra-
tioning valves, SIL-9A automatic sampler, RF-535
fluorescence detector and a C-R3A data proces-
sor. Chromatographic separation was carried out
on a 250 X 4.6 mm i.d. column (Tosoh; TSKgel
ODS-80Tm, octadecylsilane reversed-phase type).

Separation of sugar acids from sea water was
accomplished on a 300X 8 mm id. column
(Ultron PS-80H, strong acidic cation-exchange
resin type; Chromato Packing Centre, Kyoto) with
an SPD-6AV UV-visible spectrophotometric de-
tector (Shimadzu).

Reagents and materials

9-Anthryldiazomethane (ADAM) was pur-
chased from Funakoshi Chemical Industry
(Tokyo). The reagent was prepared by dissolving
6.3 mg of ADAM in 1 ml of acetone. Although it
has been reported that this solution was stable
for about 1 week at —20°C [8], it was prepared
just prior to use. Chromatographic-grade organic
solvents were obtained from Kanto Chemical
(Tokyo) and sugar acids from Sigma (St. Louis,
MO). Stock standard solutions (10 mM) were
prepared in distilled water and stored at 4°C. All
standards were stable and lower concentration
standard solutions were prepared by diluting the
stock standard solutions with distilled water (pH
4.6, adjusted with HCIO,) just prior to use.

Procedure

A sea-water sample was filtered through a
precleaned 0.45-um Millipore membrane filter.
Before the addition of ADAM to the sea-water

S. Nakabayashi et al. / Anal. Chim. Acta 271 (1993) 25-29

sample, the sugar acids were separated from the
sea water to avoid salt interference. For this
separation, the pH of the filtrate was adjusted to
4-5 with HCIO, and a 200-u1 aliquot of the
filtrate was injected into an Ultron PS-80H col-
umn and eluted with distilled water (pH 4.6,
adjusted with HCIO,) at a constant flow-rate of
0.5 ml min~! at 50°C. A volume of 2 ml of eluate
was collected between 11 and 15 min after injec-
tion.

The derivatization of the sugar acid fraction
with ADAM was carried out as follows. A 25-ul
volume of methanol and 25 ul of ADAM solution
were added to 25 ul of the eluate. After allowing
the solution to stand for 60 min at room tempera-
ture in the dark, it was filtered (0.45 pwm) with
nitrogen pressure. A 10- or 20-ul aliquot of the
filtrate was injected into the LC column (TSKgel
ODS-80TM) and eluted with methanol-water (1
+ 1, v/v) at a constant flow-rate of 1.0 ml min~*
at 50°C. The fluorescence of the ADAM ester
was measured at 412 nm, with excitation at 365
nm. The concentration was calculated using a
data processor.

The compounds of interest were eluted from
the TSKgel ODS-80Tm column within 25 min
with the aqueous methanol. However, some
strongly retained substances were not eluted.
Therefore, it was necessary to perform the follow-
ing exchange to elute these compounds before
the next sample injection: methanol-water (1 + 1,
v/v) for 25 min, acetone-water (7 + 3, v/v) for
35 min, then methanol-water (1 + 1, v/v) for 30
min to equilibrate the analytical column with the
starting mobile phase. One analytical cycle was
completed with 90 min. These exchanges of mo-
bile phases were controlled by an SCL-6B system
controller and FCV-3AL low-pressure rationing
valves.

RESULTS AND DISCUSSION

Separation of sugar acids from sea water

Figure 1 shows a chromatogram of 1 mM glu-
conic acid in sea water. A 200-x1 volume of 1 mM
gluconic acid was injected into the column, eluted
with distilled water (pH 4.6) and detected spec-
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Fig. 1. Chromatogram of 1 mM gluconic acid in sea water.
Volume injected, 200 wl. Peaks 1 and 2 are inhibitors and
gluconic acid, respectively.

trophotometrically at 210 nm. The pH of the
mobile phase was adjusted to 4.6 with HCIO,, as
ADAM reacts with sugar acids (carboxyl group)
within the pH range 4-5. Gluconic acid was eluted
at a retention time of 13 min, resulting in its
complete separation from salts.

Figure 2 shows the recovery of gluconic acid in
each eluate fraction. Each eluate fraction was
collected during every 0.25-min period. Approxi-
mately 100% gluconic acid was recovered in the
fractions of retention time from 11.75 to 14.25
min. Hence, for collection of sugar acids from
sea-water samples cluates were collected in the
interval from 11 to 15 min.

30
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o
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Retention Time, min
Fig. 2. Recovery of gluconic acid in each elute fraction. Each
eluate fraction was collected during every 0.25-min period.
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Fig. 3. Effect of the addition of ADAM solution on gluconic

acid peak area. Reaction time, 1 h at room temperature in the
dark (pH 4.6).

Effect of addition of ADAM

The study was carried out with 1 M gluconic
acid. The conditions for the reaction with ADAM
were basically referred those in a previous method
for oxalic acid [8). The conditions for sugar acid
derivatization were optimised. Figure 3 shows the
effect of the addition of ADAM solution on the
gluconic acid peak area (area/wmol gluconic
acid). The peak area of gluconic acid was con-
stant when > 20 ul of ADAM were added. Thus,
25 ul of ADAM were sufficient to react with
gluconic acid in methanol.

Effect of pH on reaction of sugar acid with
ADAM

The pH of the reaction mixture was varied
from 2.5 to 7.8 by addition of HCIO, or NaOH.
With a 1-h reaction time at room temperature in
the dark, the gluconic acid ester response dimin-
ished below pH 4 and above pH 5 (Fig. 4). These
effects may be due to decomposition of ADAM
at low pH and to the lack of reaction between

Peak area

pH
Fig. 4. Effect of pH on reaction of gluconic acid with ADAM.
Reaction time, 1 h at room temperature in the dark.
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ADAM and COO™ at higher pH. Based on these
results, the pH adopted was between 4 and 5.

Reaction time of sugar acid with ADAM

The reaction time of gluconic acid with ADAM
was varied from 5 min to 16 h prior to chro-
matography. The reaction in methanol was com-
pleted within 60 min and the reaction mixture
was stable for 12 h at room temperature (Fig. 5).
This result is similar to that observed for the
reaction of ADAM with oxalic acid, which was
faster in methanol than in a low-polarity solvent
such as ethyl acetate {8].

LC profile

A chromatogram of sugar acid esters [gluconic
(1), glucaric (2) and glucuronic acid (3)] is shown
in Fig. 6. Gluconic acid ester was eluted at 19.0
min under these conditions and glucaric acid and

Peak area

Time, min

Peak area

i L 1.

0 S 10 15 20

Time, h

Fig. 5. Effect of reaction time of gluconic acid with ADAM at
pH 4.6 and stability of the ester.
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Fig. 6. Chromatogram of sugar acid standards. Peaks 1, 2 and
3 are gluconic, glucaric and glucuronic acid, respectively.

glucuronic acid appeared at 20.5 and 21.2 min,
respectively. Hence gluconic acid was separated
from glucaric and glucuronic acids. The other
isomeric carboxylic acids were well separated from
gluconic acid.

Calibration

A calibration graph was plotted of peak area,
computed by the data processor, against the con-
centration of gluconic acid in sea water using
standard additions. The relationship between
peak area and concentration was linear in the
range 0-1.0 uM with the regression equation A
(peak area) = 7.5 X 103 + 2.57 X 10°C (uM). The
correlation coefficient was 0.994 (n = 6). The de-
tection limit of gluconic acid ester with fluores-
cence detection was < 10 nM based on the mini-
mum area of the integrator. The blank was esti-

TABLE 1
Recovery of gluconic acid added to sea water (100 nM)

Amount found (nM)

Original sample (A4) 2 After addition (B) 2

181 270
198 299
194 267
164 284
171 263
172 296

Mean: 180.0+13.6 Mean: 279.8 +15.4
2 B— A=99.84+20.5 nM; recovery = 99.8%.
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Fig. 7. Typical chromatogram of a derivatized sea-water sam-
ple. Volume injected 20 pl.

mated to be 30 nM using sea water subjected to
UV irradiation for 6 h to destroy organic sub-
stances.

The reproducibility and recovery were 8% at
200 nM gluconic acid and 99.8%, respectively as
shown in Table 1.

Measurement of dissolved gluconic acid in sea
water

Dissolved gluconic acid was measured in sur-
face sea-water samples during a phytoplankton
bloom at Funka Bay, Japan. Figure 7 shows an
example of a chromatogram obtained for a sea-
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water sample that contained 850 nM of gluconic
acid.

In conclusion, a method for the determination
of sugar acids in sea water has been established
and the presence of dissolved gluconic acid in sea
water during a spring bloom was confirmed. The
occurrence of gluconic acid in sea water may be
significant, as it may catalyse the photoreduction
of Fe(III) to Fe(II). This method may be also
applicable to the measurement of other car-
boxylic compounds in natural waters. The distri-
bution of sugar acids and the relationship with
Fe(II) in sea water during a spring bloom will be
reported in detail elsewhere.

The authors thank M. Koide of Scripps Insti-
tution of Oceanography for helpful comments on
the manuscript.
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Abstract

An inter-laboratory comparison, organized by a working group of the technical committee for the analysis of fruit
and vegetable juices of the European Commission of Standardization (CEN/TC 174), was carried out between
fifteen laboratories in seven European countries on the determination of the carbon-13 content of sugars of fruit
juices. Each laboratory received two randomly selected samples, each of 250 ml, of orange and pineapple juice and
two samples, each of 50 g, of sucrose from beet and cane sources. The determination of carbon-13 in sugars of fruit
juices was evaluated using the same experimental protocol but under different conditions (operator, spectrometer,
period of time). The results obtained for this method were considered to be acceptable by specialists in the field of
isotopic analysis: the repeatability (r) and reproducibility (R) obtained in the ring test were 0.3%o0 and 0.7%eo,

respectively, according to the ISO Standard 5725-1986.

Keywords: Mass spectrometry; Carbon-13; Collaborative studies; Fruit juices; Sugars; Vegetable juices

This comparison was organised within the
framework of CEN/TC 174, which is a technical
committee for the analysis of fruit and vegetable
juices of the European Committee for Standard-
ization [1], which was formed in November 1988
by the CEN Technical Board (CEN/BT). The
objectives of the CEN/TC 174 Technical Com-

Correspondence to: J. Koziet, Pernod—Ricard Research Cen-
tre, 120 Avenue du Maréchal Foch, F-94015 Creteil (France).

mittee are to draw up a system of reference
analytical methods to attest the quality of fruit
juices and to improve measurements within par-
ticipating countries to avoid difficulties in the
trade of fruit juices arising from the use of differ-
ent analytical methods. The reference system will
include standardization of the methods of analy-
sis recommended. It should be emphasized that
the purpose of this work was not to determine
the natural dispersion of the *C/ 12C ratio in the

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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whole populations of fruit juices or sugars, which
has been studied elsewhere [2-4], but to check
the repeatability and the reproducibility of the
method.

Methods of analysis reviewed by the technical
committee can be classified in one of three cate-
gories: so-called classical analysis (for which con-
sensus should be easy to obtain); more sophisti-
cated methods of analysis which are widely used
in Europe, e.g., liquid chromatography (LC) and
atomic absorption spectrometry (AAS); and
prospective methods which are in use (but not
widely) or are likely to be introduced in order to
improve the control of the purity of fruit juices
(isotopic analysis, determination of the polyphe-
nols of the methoxylated flavonoids, etc). All
methods have to be subjected to a ring test.

The ¥C/ 2C isotope ratio is a useful parame-
ter for distinguishing products (carbohydrates,
metabolites) extracted from plants having a Calvin
or a Hatch-Slack metabolism [5]. In food sci-
ences, the '3C/12C ratio is a good probe for
detecting the addition of cane sugar or maize

TABLE 1

List of the participants in the inter-laboratory comparison ?
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glucose syrup to honeys and orange and apple
juices, for example.

Determination of the carbon-13 content in
sugars of fruit juices is in the third category and
the present method involves the determination of
the stable carbon isotope ratio (1*C/ 2C) of sug-
ars in fruit juices by use of isotope ratio mass
spectrometry (IRMS).

The corresponding method and the ring test,
described here, were drawn up and organized by
a working group, “Isotopes Working Group 1”
(WG 1), appointed by CEN/TC 174 [6] for this
purpose.

EXPERIMENTAL

Nature of the samples

Fifteen laboratories in seven European coun-
tries, listed alphabetically in Table 1, agreed to
collaborate in this comparison of the analysis of
the carbon-13 content in the sugars of fruit juices.

No. Name Organization Location Country
1 S. Brookes Europa Scientific Crewe UK
2 H. Casabianca Centre National de la Récherche Scientifique Solaize France
3 J. Fairchild/ Atomic Energy Authority /Campden Food Harwell Chipping
A. Robertson and Drink Research Association Campden UK
4 A. Filly Laboratoire d’Hydrologie et de Geochimie
Isotopique de I’Université Paris Sud Orsay France
5 P. Johnson Bureau of Stable Isotope Analysis Brentford UK
6 J. Koziet Pernod-Ricard Research Centre Creteil France
7 B. McGaw Rowett Res. Services Aberdeen UK
8 N. Naulet Université de Nantes Nantes France
9 F. Pichimayer Osterreichisches Forschungszentrum Seiberdorf Austria
10 J. Van der Plicht State University Groningen Netherlands
11 F. Reniero Istituto Agrarro Provinciale San Michele Italy
12 A. Rossmann Technical University Munich Germany
13 A.L. Thelin Nestlé Lausanne Switzerland
14 C. Tisse Délégation Générale de 1a Concurrence,
de la Consommation et de la Répression
des Fraudes Marseille France
15 P. Trimborn Neuherberg /Institut fiir Hydrologie Neuherberg Germany

2 Protocol of ring test requires that published results cannot be identified to specific participants. For this reason the identification
numbers of laboratories listed in Tables 1 and 2 do not coincide with those in Tables 3—6 where the numbers are co-incident.
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One hundred cans each containing 250 ml of a
homogeneous orange juice and 100 cans each
containing 250 ml of a homogeneous pineapple
juice were prepared, as were two batches each of
1000 g of homogeneous sucrose of beet and cane
origin.

Each participant received two cans of each
juice, randomly selected, and a sample of 50 g of
each sucrose. A mineral oil reference standard
(NBS 22), provided by the International Atomic
Energy Agency (IAEA), was also circulated to all
participants as a secondary standard of carbon-13
measurements. The participating laboratories
were asked to make three determinations on the
contents of one can of each juice (the second
being retained for any problems), on each sample
of the two sugars and on NBS 22 standard. The
method described here was recommended and
the participants (Table 1) were only asked to
indicate any differences from the proposed pro-
cedure (Table 2).

TABLE 2

Procedures used by each participant
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Preparation of samples

All reagents used were of analytical-reagent
grade. Calcium hydroxide (powdered) and 95-
97% sulphuric acid were used.

Purification and separation of sugars. The insol-
uble constituents of a sample of ca. 50 ml of
natural or reconstituted fruit juice were elimi-
nated by centrifugation (10 min at 1400 g). Solu-
ble substances remaining in the supernatant lig-
uid after centrifugation were purified by addition
of 2 g of powdered calcium hydroxide to the
solution whilst stirring it well (using, e.g., a mag-
netic stirrer) and heating on a water-bath at 90°C
for 3 min.

Organic acids, amino acids and other com-
pounds were precipitated during that stage of the
procedure. The precipitate was separated by cen-
trifugation of the hot solution (3 min at 1400 g)
and the clear supernatant liquid was decanted
and acidified with 1 M sulphuric acid to give
pH = 5 when colour of the solution changed. This

Participant Treatment of sample CO, preparation Mass spectometer
1 No isolation of sugars On-line combustion, Europa Tracer,
GC separation direct inlet
2 According to protocol Microanalyser on-line Finnigan Delta S
3 According to protocol Manual combustion VG 602, dual inlet
4 According to protocol Manual combustion VG 602 C, dual inlet
5 According to protocol On-line combustion, VG SIRA 11, dual inlet
trapping box system
6 According to protocol Manual combustion Finnigan Delta S, dual inlet
7 According to protocol [11] VG SIRA 12, dual inlet
8 (a) According to protocol (a) Microanalyser, Finnigan Delta E, dual inlet
Carlo Erba 1500 (on-line)
(b) Evaporation instead of (b) Manual combustion
lyophilization
9 According to protocol On-line combustion, Finnigan MAT 251, dual inlet
trapping box system
10 According to protocol Manual combustion VG SIRA 9, dual inlet
11 Evaporation instead of On-line combustion, VG SIRA 11, dual inlet
lyophilization trapping box system
12 According to protocol Manual combustion VG MM 903 /602, dual inlet
13 According to protocol On-line combustion, Finnigan MAT 251, dual inlet
trapping box system
14 According to protocol Microanalyser VG VG 602 E, dual inlet
ISOPREP 13
15 According to protocol On-line combustion, Finnigan Delta S, dual inlet

trapping box system
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solution contained mainly sugars, calcium sul-
phate and some colorants as minor ingredients.
Residual calcium sulphate was then partially re-
moved by storage of the solution in a refrigerator
at about 4°C overnight and decanting the super-
natant liquid. After freeze-drying, the substance
was homogenized to a fine powder and stored in
a glass vial with an air-tight plastic cap.

Combustion of sugars. Samples were com-
busted in a circulating oxygen gas stream or in an
elemental analyser [7,8]. Suitable microcombus-
tion systems are commercially available. It is es-
sential to effect complete conversion of organic
carbon into carbon dioxide by a method that
avoids any isotopic fractionation and allows the
collection of the gas as a whole. A liquid nitrogen
trap is usually employed to collect the carbon
dioxide.

Mass spectrometric measurements

Apparatus. *C/ 2C isotopic ratios in the car-
bon dioxide obtained from combustion of the
sugars were determined with the aid of an iso-
tope ratio mass spectrometer. The instrument
had the ability to determine the '*C content at
natural abundance with a precision of 0.05%o¢ or
better (one measuring cycle with ten integration
periods).

TABLE 3

Experimental data for orange juice sugar (61°C %o PDB)

Laboratory 2 Mean S.D. No. of replicates
1 —24.73 0.0506 10
2 —24.17 0.1484 3
3 —24.46 0.1188 12
4 —2491 0.1446 9
5 ~24.46 0.0602 20
6 —24.64 0.1050 3
7 —2443 0.0733 12
8 —-24.67 0.0385 8
9 —24.42 0.0216 6

10 -24.56 0.0263 4

11 —24.99 0.2040 6

12 —24.51 0.0058 3

13 —24.64 0.0499 4

14 —24.57 0.0729 5

15 —25.16 0.1102 3

2 The laboratories are not referenced with the same numbers
as in Tables 1 and 2.
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TABLE 4
Experimental results for pineapple juice sugar (8 *C %o PDB)

Laboratory 2 Mean S.D. No. of replicates

1 —12.34 0.0379 10
2 —12.05 0.2532 3
3 —11.89 0.0701 12
4 -11.85 0.1768 9
5 -12.23 0.2720 17
6
7
8

—12.36 0.0115 3
-12.15 0.0799 12

~12.31 0.0741 8

9 —12.05 0.0314 6
10 -12.29 0.1344 2
11 -12.37 0.0950 6
12 —12.03 0.0153 3
13 -11.71 0.0707 4
14 -12.29 0.0661 5
15 —12.56 0.1877 3

2 The laboratories are not referenced with the same numbers
as in Tables 1 and 2.

Isotopic ratio mass spectrometers generally
have a triple collector. In CO, analysis, the ionic
currents are simultaneously registered as mass
numbers 44, 45 and 46. The ratio for the isotopic
species *CO,/ ?CO, is then determined from
the corresponding intensities. Mass spectrome-
ters should be additionally equipped with a dual
inlet system for alternately measuring the un-
known sample and a standard. This method of
measurement offers the highest degree of accu-
racy for the determination of variations of the
isotopic content in the range of the natural abun-
dance. However by using an on-line system with
gas chromatographic separation of the combus-
tion products, but without a dual inlet facility,
correct results can still be obtained if a secondary
standard is used.

Expression of results. In addition to the com-
monly used mass isotopic abundance (in % of
atoms), the so-called delta value (8) is also used
as an alternative system of units for indicating
isotope content. Delta values are used exclusively
for indicating variations (of the third decimal
place) in the natural isotopic abundance.

The 6'3C value is generally expressed as the
relative difference per thousand between the *C
and '2C ratios of a sample in relation to a stan-
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Fig. 1. Determination of the relative carbon-13 content of orange juice sugar expressed as 8'3C %o PDB. Histogram of the total
individual data. Mean value: —24.5 + 0.25%0 PDB.
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America (the PDB standard). This is a fossil 8'3C(%0)PDB
calcium carbonate with an isotopic ratio (}3C/ 13 12 (13 12
2C)ppp = 0.0112372 [9] for the emitted CO,. This = (a1 C]?;am"“" 12([ Cl/T7CDeoe % 1000
value is the reference point of the common inter- ([Cl/Cl)eps
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Fig. 2. Determination of the relative carbon-13 content of pineapple juice sugar expressed as §'3C %o PDB. Histogram of the total
individual data. Mean value: —12.1 + 0.3%0 PDB.
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Fig. 3. Determination of the relative carbon-13 content of beet sugar expressed as 8'>C %0 PDB. Histogram of the total individual
data. Mean value: —25.5 + 0.17%0 PDB. The low value ( —24.6%o0) may be considered as an outlier, not on a statistical basis but
for experimental reasons, as the working standard was accidentally spoiled.

A suitable secondary standard for routine use in
this method is NBS 22 (obtained from IAEA,
Vienna), which has a value of —29.73%so relative
to PDB [10].

TABLE 5
Experimental data for beet sugar (§}*C %o PDB)

RESULTS

The results of the evaluation are given in Ta-
bles 3-6 and illustrated by a series of histograms
(Figs. 1-4).

TABLE 6
Experimental data for cane sugar (§'>C %o PDB)

Laboratory Mean S.D. No. of replicates Laboratory ? Mean S.D. No. of replicates
1 —25.52 0.0313 5 1 -11.26 0.0507 5
2 —24.56 0.1097 3 2 -11.45 0.0577 3
3 -25.62 0.0619 6 3 —-11.07 0.1019 6
4 —26.05 0.1323 3 4 —11.48 0.2363 3
5 —25.40 0.0499 4 5 -11.02 0.0603 3
6 —25.73 0.0458 3 6 —-11.51 0.0115 3
7 —25.68 0.0676 8 7 —-11.27 0.0936 8
8 -25.52 0.0289 3 8 —-11.16 0.0800 3
9 —25.64 0.0265 3 9 -11.19 0.0252 3

10 —25.72 0.0000 1 10 —-11.34 0.0000 1

1 —25.78 0.0493 3 11 —-11.10 0.0889 3

12 —25.70 0.0208 3 12 —-11.37 0.0231 3

13 -25.67 0.0556 4 13 —10.76 0.2220 4

14 —25.66 0.0567 5 14 -11.18 0.0513 5

15 -26.02 0.0321 3 15 -11.30 0.0603 3

2 The laboratories are not referenced with the same numbers
as in Tables 1 and 2.

2 The laboratories are not referenced with the same numbers
as in Tables 1 and 2.
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International standard NBS 22 was chosen as
the secondary reference for calibration of this
method. The mean value of the carbon-13 con-
tent of this standard determined by the partici-
pants under the ring test conditions was 63C =
-298+0.2%¢ PDB (in agreement with the
IAEA value, §'3C = —29.73%0 + 0.09 PDB). The
results of the ring test were standardized against
this value.

Differences in the preparation of the samples
and in the isotope ratio mass spectrometers used
were tested statistically and found to have no
significant influence on the results (Table 2).

Repeatability and reproducibility

The different steps of the analysis (sugar isola-
tion, combustion, separation of CO,, IRMS de-
termination) were expected to be performed in
triplicate. However, some laboratories produced
more than three results and, in order to avoid any
bias in selecting arbitrarily three data out of a
larger set, the inter-laboratory test was calculated
on the whole population of experimental results
(Tables 3-6).
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The standard deviations of repeatability and
reproducibility are calculated in agreement with
the ISO Standard 5725-1986 [12].

The repeatibility r is the value below which
the absolute difference between two individual
measurements carried out under the experimen-
tal conditions (operator, spectrometer) and dur-
ing a short period of time should lie with a 95%
probability. In the present case, it is demon-
strated that the average repeatability, calculated
from the mean of the repeatability variance ob-
tained in measuring four different sugars, is not
greater than 0.3%o (standard deviation of re-
peatability S, = 0.10%o).

The reproducibility R may be understood in
terms of the closeness of agreement between
individual results obtained with the same method
but under different conditions (operators, spec-
trometers, laboratories, periods of time). Then, it
may be expected that, at the 95% confidence
level, the absolute difference between two indi-
vidual results would be below 0.7%o0 (standard
deviation of reproducibility S, = 0.25%o). Exami-
nation of Figs. 1-4 shows that this condition is
obeyed.
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Fig. 4. Determination of the relative carbon-13 content of cane sugar expressed as 8'3C %o PDB. Histogram of the total individual

data. Mean value: —11.2 + 0.23%ec PDB.
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Conclusion

The main objective of this inter-laboratory
comparison was to identify analytical difficulties
and the feasibility of this type of analysis in fruit
quality control as performed routinely by differ-
ent laboratories working in the field of isotopic
determination. Despite slight differences in sam-
ple preparation in this collaborative study, the
repeatability and reproducibility obtained for the
method described in this ring test were accept-
able. The working group considered that this
method gave satisfactory results for the determi-
nation of the carbon-13 content in sugars of fruit
juices and the introduction of this technique in
the area of fruit juice quality control will improve
control of authenticity.

This method has been submitted to CEN/TC
174 for approval.
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Abstract

The combined effect of tautomerization and enzymatic conversion on the phosphorylation of p-fructose by
hexokinase has been studied. A computer model has been developed to describe the simultaneous enzymatic and
tautomerization reactions in small immobilized enzyme reactors. The tautomer composition of fructose was calcu-
lated from available rate constants, taking into account a-fructofuranose, B-fructofuranose, B-fructopyranose, and
the open-chain keto form. The conversion to fructose-6-phosphate predicted by the model was compared with
conversions determined experimentally in a flow-injection system. An iteration procedure permitted the determina-
tion of the enzymatic rate constant as well as the rate constants for ring opening and ring closing of the
B-fructopyranose anomer, which were 0.038 and 4.29 s !, respectively. Each tautomer and tautomer combination was
tested as possible candidates for the enzymatic phosphorylation. The only alternatives consistent with experimental
data were reaction with B-fructofuranose alone or in combination with the a-form. From structural arguments the
B-form is more likely to be the substrate, as shown in the literature. The slow ring-opening of B-fructopyranose
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complicates fructose determinations using rapid, tautomer-selective enzymatic methods.

Keywords: Flow injection; p-Fructose; Hexokinase; Immobilized enzymes; Phosphorylation

The rate of a chemical reaction in a packed-bed
enzyme reactor is jointly determined by the rates
of the enzymatic reaction and mass transfer. Ex-
plicit expressions describing the catalytic effi-
ciency of a reactor have been derived [1] for
substrate concentrations well below K,,, the
Michaelis constant. In such cases, the enzymatic
conversion can be approximated by a pseudo-first
order reaction and the mass transfer can be cal-
culated by the usual methods of chemical engi-
neering. The numerical expressions are more
complex if the backward reaction has to be taken
into account [2], than if a unidirectional reaction
model is sufficient [3].

Correspondence to: G. Johansson, University of Lund, Depart-
ment of Analytical Chemistry, P.O. Box 124, S-221 00 Lund
(Sweden).

Enzymatic conversions of monosaccharides are
frequently complicated by the complex intrinsic
chemistry of these compounds. Some monosac-
charides (e.g. glucose) show predominantly a—p
interconversions in aqueous solutions. They are
said to exhibit simple mutarotation and the pro-
cess is more specifically denoted as anomeriza-
tion [4]. Others, like fructose, undergo tautomer-
ization between furanoid and pyranoid forms
along with anomerism. The mutarotation of these
monosaccharides is typically biphasic, and is re-
ferred to as complex [5-8].

Enzymes in many cases are specific for a single
molecular configuration of the substrate and may
be completely inactive with other anomers. With
the discussion limited to fructose it has thus been
argued that hexokinase (E.C. 2.7.1.1) should be
specific for B-fructofuranose. An examination of

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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the reactivity of the enzyme towards different
de-oxy derivatives indicated that the OH-groups
in positions C-2, C-3, and C-6 of B-fructo-fu-
ranose should bind to the active site and that
other tautomers should be inactive [9]. This as-
sumption, to the best of our knowledge, has not
been tested experimentally, except preliminary in
a previous work by us [10]). The purpose of the
present work is to study the applicability of tau-
tomeric models to analytical enzyme reactor sys-
tems and to assess the tautomer selectivity of
hexokinase.

The rate of mutarotation is usually of little
importance in classical analytical methods where
a reaction is allowed to proceed to equilibrium
before measurements by, for example, spec-
trophotometry [11]. The usual equilibrium times
for fructose determinations are at least 30 min.
The residence times in small enzyme reactors,
however, are short compared to the mutarotation
rates. Thus pseudo-first order kinetics alone, ap-
plied to the total fructose concentration, are in-
sufficient to explain the conversion rate of fruc-
tose in an immobilized hexokinase reactor [10].
The rate constants for the anomeric equilibria
are, however, available [12] and it should be pos-
sible to set up a model in which both anomeric
and enzymatic conversions are taken into ac-
count. Computer simulations have already been
used to elucidate the progress of mutarotation in
a-galactopyranose and B-arabinofuranose [7,13].
An extended model comprising tautomeric equi-
libria as well as a tautomer-selective enzymatic
reaction is presented in this work.

EXPERIMENTAL

Hexokinase (E.C. 2.7.1.1) from baker’s yeast
(Type F-300, 300 U glucose mg~!, Sigma, St.
Louis) was coupled to controlled pore glass
(CPG-10, particle diameter 40-80 pm, pore size
38 nm, Serva, Heidelberg) which had been
silanized with 3-aminopropyltriethoxysilane and
activated with glutaraldehyde. Hexokinase, 8.1 mg
(7.5 mg protein), was dissolved in 1.0 ml phos-
phate buffer, pH 7.0, containing 0.28 uM Mg?*
and 0.28 uM ATP (adenosine triphosphate) and
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mixed with 50 mg activated glass. The coupling
yield was 80% as determined spectrophotometri-
cally at 280 nm in the supernatant before and
after immobilization. The enzyme glass was
packed into plexiglas reactors, volume 10 ul, 1.2
mm i.d. and volume 50 I, 2.0 mm i.d.

The kinetic properties were studied at 25.0°C
in a steady-state flow system. Rate constants are
available for pH 8.4 [12] and this pH was there-
fore used throughout this work. The solution
consisted of 0.2 M tris(hydroxymethyl)amino-
methane buffer, pH 8.4, containing 2.0 mM ATP,
6.0 mM MgCl,, and 0.7 mM NAD™* (nicotina-
mide adenine dinucleotide). This buffer was
mixed with an equal flow of standard solutions of
fructose in pure water, using a peristaltic pump.
The actual concentrations in the enzyme reactor
will therefore be half of those given above. Fruc-
tose standards were prepared from B-p-fructo-
pyranose at least 30 min before use to allow the
mutarotational equilibrium at 25.0°C to be estab-
lished.

Hexokinase phosphorylates fructose to fruc-
tose-6-phosphate, which was determined off-line
by flow-injection analysis (FIA). Fractions were
collected and injected into an FIA system con-
taining an enzyme reactor with coimmobilized
glucose phosphate isomerase (EC 5.3.1.9) and
glucose-6-phosphate dehydrogenase (EC 1.1.1.49).
The first reaction in this reactor is an intercon-
version to glucose-6-phosphate catalyzed by the
isomerase. The next step is a selective oxidation
to 6-phosphogluconate with the simultaneous re-
duction of a stoichiometric amount of NAD™* to
NADH, which is subsequently detected ampero-
metrically at a phenoxazine modified graphite
electrode. The preparation of the enzyme reactor
as well as the details of the FIA system have been
reported elsewhere [10].

RESULTS AND DISCUSSION

Tautomerization equilibria

The tautomerization of fructose is shown in
Scheme 1, where the percentages (at pH 8.4 and
25°C) are calculated from Ref. 12 as described
later. Two furanose forms and two pyranose forms
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are assumed to be in equilibrium through the
acyclic keto form [8,12,14-17). a-Fructopyranose
is reportedly present at a very low percentage
(0.5%), and since no rate constants for its equilib-
rium with the open-chain form are available it
will be neglected in the following. A postulated
open-chain hydrate (gem-diol) in equilibrium with
the acyclic keto form has not been detected by
any investigator and will similarly be disregarded
here. The rate constants for the remaining equi-
libria have been determined under alkaline con-
ditions by Goux [12] using *C NMR spec-
troscopy, and will form the basis for the calcula-
tions made in this paper.

The rates of interconversion can be expressed
by the following set of equations

d[B-f]/dt = ky[acycl] — k,[ -] (1)
d[a-f]/dt = k;[acycl] — k[ a-f] (2)
d[ B-p]/dt = ks[acycl] — kq[ B-p] (3)
d[acycl]/dt

= —[(dle-f] + d[B-f] + d[ B-p]) /dt] (%)
where f refers to furanose, p to pyranose and
acycl to the open-chain molecule. The derivatives
will be zero at equilibrium and therefore

[B-fleq = k1/k,[acycl]eq (5)
[a-fleq = k3 /k [acycl]eq (6)
[B-pleq = ks/ks[acycl]eq (7
[acycl]eq = Fioo/(1 + k1 /ky + ks /ky + ks /ke)

(8)
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where F,, is the total fructose concentration.
The anomer concentrations at any time can be
expressed as the equilibrium concentration minus
the time integral of the changes.

[B-t] = [B-£lea = [ (ki[acyel] - ;[ B-£]) dr (9)

The integral can be approximated by a sum which
can be used for computer calculations.

N
[B-f] = [B-f]eq - );O(kl[acyclln — ko[ B-f],)At
(10)

where NAt=¢, the total time. Corresponding
equations can be written for the other anomers
and all equations have to be solved simultane-
ously with the enzymatic rate equation.

Enzyme kinetics
The rate of an enzymatic reaction obeying
Michaelis—Menten kinetics is

dS/dt = (Vo S) /(K + 8) (11)
or, in integrated form
—In(1-X) = (V! — S0 X)/Ku

= | (Vinax/ K | 5= K (12)

where S is the substrate concentration at time ¢,
S, is the substrate concentration at ¢t =0, and X
is the fractional conversion: X = (S, — S)/Sg; Ky
is the Michaelis constant and V,,, the maximum
rate, which is obtained at S > K,,;. The quanti-
ties S, S, and X relate to the concentration of
the enzymatically active anomer. Equation 12
takes a simpler form if S, < Ky, i.e. if pseudo-
first order kinetics can be assumed.

An enzyme reactor can be described by a
similar equation

—In(1-X)=Kfr (13)
where 7 is the mean residence time and KT is

the speudo-first order apparent rate constant [3].
The mean residence time can be expressed by

r=mR*’Le/Q=L/F (14)

where Q is the volumetric flow-rate, R the ra-
dius, L the length of the reactor, € the total void
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fraction and F the linear flow velocity. The kinet-
ics in a reactor will depend on the amount and
activity of immobilized enzyme and the affinity
for the substrate (V,,./K,) as well as on the
flow-rate dependent mass transfer resistance. The
substrate concentration at the surface of a parti-
cle will be less than in the bulk because of sub-
strate consumption in the particle. The effect of

this external mass transfer can be expressed by
1/K®° =d*?/(B-F'/?) +1/K (15)

where B is a constant, d the mean particle diam-
eter, and K a new rate constant, which is inde-
pendent of the external mass transfer resistance.
K includes the particle size dependent effect of
internal mass transfer resistance. It is determined
experimentally in this work and only one particle
size is used. The size of the internal mass transfer
resistance is therefore unimportant.

A physical reactor of length L can be treated
as a large number of discrete reactor elements,
N, each of them having the length /. The frac-
tional conversion will then be

(16)

This equation has been given a form suitable
for iterative operation in a computer. A parame-
ter, X, denoting the conversion as a fraction of
the total amount of fructose is also computed and
used when experimental and calculated reaction
rates are compared.

X =1~ [exp(—Kz°NF~1)]|

Initial data

There has been considerable uncertainty about
the anomeric composition of fructose solutions
due to widely different reports in the older litera-
ture [8]. The most recent studies by Goux using
13C NMR spectroscopy [12] and Cockman et al.
using gas chromatography of the silylated sugars
[8] seem to agree quite well when differences in
temperature and pH are accounted for. Goux
estimates the relative error for the amounts of
the cyclic forms to about 5%, whereas the amount
of the acyclic form seems to be more uncertain.

The rates for the ring-opening reactions were
more accurate than those for the ring-closing
reactions [12]. Therefore, we recalculated the
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TABLE 1

Rate constants for fructose anomer interconversion at pH 8.4
and 25°C, as depicted in Scheme 1

Reaction Rate constant
™1
B-Furanose « acyclic k, 464 @
B-Furanose - acyclic k, 10.5°
a-Furanose « acyclic ks 1022
a-Furanose — acyclic ky 9.0°
B-Pyranose « acyclic ks 4.29 €
B-Pyranose — acyclic ke 0.038 4

# Recalculated from equilibrium constants and ring-closing
rate constants in Ref. 12. ® Read from the logarithm of the
rate constants vs. 1 /T diagrams in Ref. 12. € Calculated from
k¢ and equilibrium constants from Ref. 12. ¢ This work.

ring-closing rate constants from the ring-opening
constants and the equilibrium data, after correct-
ing the total of the percentages to be 100% when
the concentration of the acyclic form was in-
cluded. This gives a consistent set of data based
on the most accurate measurements. The rate
constants used in this work are given in Table 1.
In our previous communication [10] we used the
rate constants as the primary information and
obtained a set of less accurate, but consistent
equilibrium concentrations from the ratios.

The value of k. (see Eqn. 7) has been re-
ported to be of the order of 0.1 s™! and that of
ks to be less than 20 s~! [8]. These values were
used as initial guesses in our computer simula-
tions. A fairly good estimate can be obtained
from our experimental results as will be shown
later.

The residence time (Eqn. 13) is varied by vary-
ing the volumetric flow-rate and a value for the
constant B in Eqn. 14 is therefore needed. B can
be calculated from physical constants and the
calculation has been validated for a reactor with
the same kind of porous glass as that used in this
work [18]. B became 3.9 X 1077 when the diffu-
sion constant of fructose was taken to be 0.67 X
107° m? s~ 1L,

Computer simulations

The Egns. 10 and 13-16, were solved with a
time increment usually of 0.001 s using an initial
guess of K. The calculated fractional conver-
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Fig. 1. Fractional conversion of fructose to its phosphorylated
form at pH 8.4, 25°C. The solid line is the computed conver-
sion using rate constants given in Table 1. The open circles
are experimentally determined conversions.

sion, X,,, was then compared with the experi-
mentally determined conversion. K, was ad-
justed stepwise until a sufficiently accurate agree-
ment was obtained. K values obtained in this
way for the shortest residence times were aver-
aged and used in the rest of the simulations.
Then k was adjusted (k5 was obtained from the
new k. and the equilibrium concentration given
by Goux [12]) until agreement was obtained be-
tween experimental and calculated conversions at
residence times longer than 2-3 s.

Figure 1 shows the fractions of fructose which
have been phosphorylated when the mean resi-
dence time is varied by varying the flow-rate. The
predictions have been calculated using the rate
constants in Table 1. The figure also shows the
experimentally determined conversions and it can
be seen that the fit is excellent, except at resi-
dence times around one second.

Two constants have been adjusted iteratively,
namely K and k¢ Ko was 7.48, 7.41, and 7.20
s~! for the first three experimental points and a
mean value of 7.37 s~ ! was used in the rest of the
calculation. Similarly, k, was determined to be
0.038 s~ !, The major uncertainty behind this value
is the estimate of the reactor void volume.

The value of K is quite insensitive to changes
in the value of k¢ and vice versa. Changes in kg
move the second part of the calculated curve (cf.
Fig. 1) up or down without much effect on the
slope of the first part. The slope is, however,
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altered by changing ks and k. and keeping the
ratio, ks/k,, constant. It is therefore easy to
make a good estimate of k, using values ob-
tained at residence times > 3 s.

A similar set of data was collected for a 10-ul
reactor and the K values were 6.83, 7.34, 6.98
and 7.19 s~! with a mean of 7.08 s~!, which
agreed well with those from the 50-ul reactor.
The enzyme glass was the same, but the linear
flow-rates will be five times higher in the big
reactor for the same residence time. The agree-
ment indicates that the flow-rate compensation
by Eqn. 15 works well; k4 became 0.028, i.e. 26%
smaller than that obtained with the bigger reac-
tor. It is quite difficult to pack a 10-ul reactor
(1.2 mm id.) in a reproducible way and any
variation will show up as a deviation in the void
volume and thus affect the calculation of 7. The
k. value obtained with the 50-ul reactor is con-
sidered to be more reliable and is the one re-
ported.

It can be seen from the initial part of Fig. 1
that close to 30% of the fructose reacts quickly,
but that the conversion rate then becomes much
slower. This is illustrated in more detail in Fig. 2
where it can be seen that all anomers except
B-fructopyranose disappear within 2 s. The en-
zyme reactor is so efficient that B-fructofuranose,
which is present at around 25% initially, disap-
pears in less than 1 s. It should have been quite

80+

60+
1 p—fructopyranose

40+

0 Lt e e T y u Y r — y T y J

Molar fraction/%

5 .10
Residence time/s
Fig. 2. Molar fractions of the different fructose anomers as a
function of residence time in the enzyme reactor. The curves

from top to bottom are for B-pyranose, B-furanose, a-fur-
anose and, barely visible, the acyclic form.
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Fig. 3. Reaction rates during the first second of residence in
the enzyme reactor.

easy to design an analytical system for complete
phosphorylation of all fructose anomers except
B-pyranose. The very slow ring opening of this
anomer is the sole cause of the analytical compli-
cations.

The fast processes in the enzyme reactor are
illustrated in Fig. 3. B-furanose is removed by the
enzyme and this will increase the rate of ring
closing of the acyclic form to B-fructofuranose.
As acyclic fructose will pour into the B-form the
concentration of acyclic fructose will decrease
and this will in turn result in an increasing rate of
transfer from the other forms to the acyclic. De-
pletion of the quickly available reservoirs will
later on result in decreasing rates of transfer. The
curve will therefore have a maximum, but it is
barely visible in the time scale of the diagram.
The rate of conversion of a-fructofuranose will
increase as the concentration of the acyclic form
decreases. Most of the a-form will eventually be
consumed and the rate will decrease. The maxi-
mum occurs later because of the lower values of
the rate constants. The ring-opening rate of the
B-fructopyranose then soon reaches an almost
constant value.

Anomer selectivity of hexokinase

The possibility that p-fructopyranose reacts
enzymatically can be excluded directly on the
basis of Fig. 1. If that had been the case there
should have been phosphorylation of about 65%
within the first few seconds. The possibility that
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a-furanose alone is the reacting moiety is directly
ruled out by the computer program. It is com-
pletely impossible to find a K,; value which gives
a conversion high enough to compare with that
found experimentally.

The results shown in the figures were obtained
with the assumption that B-furanose was the only
enzymatically active anomer. An assumption that
both the a- and B-anomers react with the en-
zyme with the same rate will result in an equally
good fit between predicted and experimentally
found conversions. The K values will be some-
what lower, as expected, but k; will not be af-
fected at all. It is not possible to distinguish
between the two alternatives, mainly because the
relative concentration of the a-form is low and its
contribution to the conversion will be partly com-
pensated for by fitting K, in the same time
range. So there is no reason to challenge the
conclusion reached from structural arguments [9]
that B-fructofuranose is the only enzymatically
active anomer.

This work was supported by the Swedish Natu-
ral Research Council.
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Abstract

A flow-injection system with a separation column and an immobilized enzyme reactor is described for the
determination of 1,5-anhydro-p-glucitol in serum. Serum samples diluted with water are injected into an anion-ex-
change column (4 cm X 4 mm i.d.). The eluate is passed through an immobilized pyranose oxidase reactor (5 cm X 4
mm i.d.). The hydrogen peroxide produced is detected chemiluminometrically with a luminol-hexacyanoferrate(I11)
reaction. The calibration graph is linear over the range 4 X 10~7-2 X 10~* M; the detection limit is 2 X 10~7 M. The
sample throughput is 20 h~! with a relative standard deviation of less than 2.5%.

Keywords: Chemiluminescence; Enzymatic methods; Flow injection; Anhydroglucitol; Enzyme reactor; Pyranose

oxidase; Serum

1,5-Anhydro-p-glucitol (AG) is a one of main
polyols in human serum [1]. A decrease in serum
AG in human diabetes mellitus has been found
[2-4] and has been proposed as a novel clinical
marker of glycaemic control in diabetes mellitus
[5].

The best method for the determination of AG
is gas chromatography [6,7], but it is unsuitable
for the rapid analysis of large numbers of sam-
ples. Yabuuchi et al. [8] developed an enzymatic
method based on pyranose oxidase and spec-
trophotometric monitoring, which was applied to

Correspondence to: N. Kiba, Department of Applied Chem-
istry and Biotechnology, Faculty of Engineering, Yamanashi
University, Kofu 400 (Japan).

the determination of AG in plasma for the diag-
nosis of diabetes mellitus. However, the method
is time consuming.

Pyranose oxidase (EC 1.1.3.10) (PyOD) oxi-
dizes the hydroxyl group at the C-2 position of
the pyranose ring of AG to 1,5-anhydro-p-fruc-
tose and hydrogen peroxide in the presence of
molecular oxygen:

1,5-anhydro-p-glucitol + O, —
1,5-anhydro-p-fructose + H,0,

PyOD also oxidizes hexoses and pentoses having
a pyranose ring, such as glucose, galactose and
xylose, often at higher rate than AG itself. PyOD
has been immobilized on glass beads and used as
a reactor for the determination of monosaccha-
rides [9] and glucose [10].

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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In this work, immobilized PyOD was used as a
column reactor in a flow-injection system for the
specific detection of AG in serum. Interference
from glucose in the sample was avoided by sepa-
ration on an anion-exchange column. The H,0O,
produced in the immobilized PyOD reactor was
determined by measuring the chemiluminescence
emitted on admixing with luminol and potassium
hexacyanoferrate(III). One assay cycle was com-
pleted within 3 min.

EXPERIMENTAL

Materials and reagents

PyOD (from Coriolus versicolor, 1150 U mi~1)
was obtained from Kyowa Hakko Kogyo (Tokyo).
Aminopropyl-CPG (mean pore diameter 59 nm,
amount of amine 76 umol g~ !, particle size 200~
400 mesh) was purchased from CPG (Fairfield,
NJI). AG and saccharides were obtained from
Sigma (St. Louis, MO). All other reagents were
commercially available and were of analytical-re-
agent grade.

A stock solution of AG (1 mM) was prepared
in water and stored in a refrigerator. Mcllvaine
buffer (pH 4.5) was prepared from 0.1 M sodium
hydrogenphosphate and 0.05 M citric acid. Lumi-
nol solution [0.7 mM luminol in 0.3 M carbonate
buffer (pH 10.5)] was prepared daily. A potas-
sium hexacyanoferrate(III) stock solution (200
mM) was prepared and diluted ten-fold with dis-
tilled water before use.

Separation column

TSK gel SAX anion-exchange resin (10 wum,
Cl~ form) (Tosoh, Tokyo) was packed into a
stainless-steel column (4 cm X 4 mm i.d.) by the
slurry-packing method. The packed column was
washed with 3 mM Nacl at a flow-rate of 0.5 ml
min~! for 20 min and with water at a flow-rate of
1.0 ml min~! for 10 min. Then volumes of 50 ul
of 1 M NaOH were injected into the column five

times at a flow-rate of 1.0 ml min—..

Immobilized PyOD reactor
Enzyme solution (230 U ml~!) was loaded on
a column (10 ¢cm X 7.8 mm i.d.) of HCA-100S
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Fig. 1. Schematic diagram of chemiluminometric flow-injec-
tion system for the determination of 1,5-anhydro-p-glucitol
with immobilized pyranose oxidase reactor. A = water (1.0 ml
min~!); B = Mcllvaine buffer (pH 4.5, 0.5 ml min~!); C =20
mM [Fe(CN);]*"; D =0.7 mM luminol in 0.3 M phosphate
buffer (pH 10.5); S = sample injector with 50-ul loop; SC =
separation column (TSK gel SAX, 10 um) (4 cm X4 mm i.d.);
L =loop (1 mXx0.5 mm i.d.); EC = immobilized enzyme col-
umn reactor (5 cmX4 mm id.); WB = water-bath ther-
mostated at 50°C; LD = luminescence detector; R = recorder;
W = waste.

hydroxyapatite (Mitsui Toatsu, Tokyo) equili-
brated with 10 mM phosphate buffer (pH 6.8)
and the enzyme was eluted with a linear buffer
concentration gradient of 10-100 mM phosphate
buffer (pH 6.8). The active fractions were com-
bined and used as purified enzyme.

Aminopropyl-CPG was packed into a stain-
less-steel column (5 cm X4 mm i.d) by the
slurry-packing method. Glutaraldehyde solution
(2%) in 0.1 M phosphate buffer (pH 7.0) was
pumped through the column for 30 min at a
flow-rate of 0.3 ml min~!. The column was washed
with deaerated water for 15 min at a flow-rate of
0.5 ml min~'. The enzyme solution (ca. 20 ml)
was circulated through the activated CPG column
at a flow-rate of 0.2 ml min~! for 3 h at room
temperature. PyOD was immobilized with a 65%
yield.

Flow system and procedure

A schematic diagram of the flow system is
shown in Fig. 1. The system consisted of two LC
pumps (Hitachi L-6000) and a reagent delivery
pump (Kyowa Seimitsu KHW-52), an injector
(Sanuki SV1-6U7) equipped with a 50-u1 sample
loop, a six-way valve system (Sanuki TVM-6M2)
with a loop (1 m X 0.5 mm i.d.) and a luminome-
ter (Niti-On LF-800) with a flow-through detector
cell (270 wl). The samples were injected into the



N. Kiba et al. / Anal. Chim. Acta 271 (1993) 47-51

(a) (b)

Fig. 2. Flow arrangements for (a) separation position and (b)
detection position. SC = separation column; EC = immobi-
lized enzyme reactor; L =loop (1 mx0.5 mm id); LD=
luminescence detector; 1-6 =small openings; W = waste.
Buffer, pH 4.5, 0.5 ml min ~'; water, 1.0 ml min~".

separation column at a flow-rate of 1.0 ml min~".
The eluate from the column was passed through
the valve system prior to elution through the
enzyme reactor.

The arrangement of the flow with the valve
and the schematic flow diagram is shown in Fig.
2. In the “separation” position (Fig. 2a), the
flow-through part from the separation column
(SC) flowed into the loop (L). In this position,
buffer (pH 4.5) was pumped through the enzyme
reactor (EC). At 45 s after the injection, the rotor
of the valve was rotated at an angle of 60° from
the separation position and the loop contents
were flashed with the buffer (pH 4.5) to the
enzyme reactor (EC). The enzyme reactor was
kept at 50°C with a thermostated water-bath. The
eluate from the enzyme reactor was combined
with the luminol solution and potassium hexa-
cyanoferrate(IIl) solution at a mixer. The total
flow-rate was 1.5 ml min~!. In the “detection”
position (Fig. 2b), the separation column was
washed with water at a flow-rate of 5.0 ml min ™!
for 100 s and then at a flow-rate of 1.0 ml min !
for 35 s. The rotor of the valve was then rotated
to the separation position and the next sample
was injected into the separation column. One
assay cycle was completed within 3 min.

Serum samples (3 ul) were diluted 30-fold with
water and then filtered through a membrane fil-
ter (Tosoh Airpress-30, cut-off at relative molecu-
lar mass 30000), because serum contains about
100 mM chloride ion and proteins above 3 g 17!
interfered with the chemiluminescent reaction.
An aliquot (50 p1) of the filtrate was injected into
the system. In order to regenerate the separation
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column, 50-ul volumes of 1 M NaOH were in-
jected twice into the system in the separation
position, without the rotation of the valve, every
60 samples.

RESULTS AND DISCUSSION

Evaluation of enzyme reactor

The properties of immobilized PyOD were first
evaluated without using the separation column.
The influence of pH on the enzymatic reaction
was studied over the pH range 4.0-6.0. A stand-
ard solution of AG (10 M) was injected into the
carrier stream (water) and mixed with 0.1 M
Mcllvaine buffer at various pH values prior to
elution through the enzyme reactor. The total
flow-rate through the enzyme reactor was 1.0 ml
min~'. The other conditions were identical with
those shown in Fig. 1. The optimum pH for the
enzymatic reaction was about 4.5. The reactor
was placed in a water-bath and the temperature
was varied between 20 and 60°C. The reactor
exhibited the highest activity at 60°C. At 70°C,
the enzyme was deactivated rapidly. The conver-
sion efficiencies to H,0, at 60, 40 and 20°C were
77, 66 and 45%, respectively.

The reactor was used for 8 h (about 200 injec-
tions) per day and stored at 4°C in 0.1 M phos-
phate buffer (pH 7.0) when not in use. The activ-
ity remained at 90% of the initial value for 6
weeks. The plot of peak height against concentra-
tion was linear from 0.2 to 100 wM. The substrate

TABLE 1
Substrate specificity for immobilized PyOD ?

Substrate Relative Substrate Relative
activity activity
AG 100 L-Xylose 28
a-p-Glucose 118 Melibiose 87
B-p-Glucose 118 Cellibiose 6
L-Sorbose 80 Maltose 5
p-Galactose 170 Raffinose 13
p-Xylose 148 myo-Inositol 20

2 The immobilized PyOD did not oxidize p-mannose, p-fruc-
tose, L-fucose, sucrose, lactose, xylitol, sorbitol, mannitol, glyc-
erol, ethylene glycol and ethanol.
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specificity for the immobilized PyOD reactor is
shown Table 1.

Separation

The separation of a mixture of AG and glu-
cose was effected by anion-exchange chromato-
graphy on a TSK gel SAX (10 xwm, CI~ form)
column (4 ¢cm X 4 mm i.d.) with water as the
mobile phase. AG and glucose were hardly re-
tained on the column. In order to change part of
the resin into the OH™ form, 50-u1 portions of 1
M NaOH were injected into the column five
times. Using the column, the retention times of
AG and glucose were 35 s and 3.3 min, respec-
tively, at a flow-rate of 1.0 ml min~!, with refrac-
tive index detection, as shown in Fig. 3. The AG
eluted from the column was passed through the
loop in the valve system. The rotor of the valve
was rotated and the loop contents were ejected
into the buffer (pH 4.5). As shown in Fig. 4, the
flow changeover time after injections was chosen
to be 45 s. Immediately after the rotation the
separation column was washed with water at a
flow-rate of 5.0 ml min~! for 100 s because the
volume of the mobile phase needed to clear the
system was 5.5 ml, as shown in Fig. 3. As chloride

AG Glucose

I

0 1 2 3 4 5
Retention time, min

Fig. 3. Chromatogram of mixture of AG (50 mg ml~!) and
glucose (500 mg ml~!). Mobile phase, water (1.0 ml min~1);
column, TSK get SAX (10 um) (4 cm X4 mm i.d.); detection,
refractive index (attenuation X8).
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Fig. 4. Effect of flow changeover time after injection.

ion contributed to the decrease in the retention
time of glucose, a serum sample that contained
about 100 mM chloride ion was diluted 30-fold
with water. When the injection of 50 ul of glu-
cose solution (1 mM) in 3 mM NaCl was repeated
100 times, the glucose peak was shifted to for-
ward by 1 min. In practical operation, after 60
injections of sample solution the glucose peak
was restored to its original position by two injec-
tions of 50 ul of 1 M NaOH.

Linearity of calibration graph

Under the conditions shown in Fig. 1, the peak
heights were plotted against the concentration of
AG. Four calibration graphs were prepared, cov-
ering the ranges 0.4-4 (0.066-0.66), 1-10 (0.16-
1.6), 10-100 (16-160) and 20-200 (32-320 mg
171). The least-squares calibration equations were
y =19.98x + 0.04, where y is peak height and x
is AG concentration, with a linear correlation
coefficient of » = 0.997 (seven data points) for the
range 0.4-4 uM with the luminescence intensity
of 4 uM AG being taken as 100 divisions, y =
19.99x + 0.02 with r =0.998 (seven data points).
For the range 1-10 uM with the luminescence
intensity of 10 uM AG being taken as 100 divi-
sions, y=20.00x+ 0.02 with r=10.999 (seven
data points) for the range 10-100 uM with the
luminescence intensity of 100 uM AG being taken
as 100 divisions and y = 20.00x + 0.01 with r=
0.999 (seven data points) for the range 20-200
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uM with the luminescence intensity of 200 uM
AG being taken as 100 divisions. The relative
standard deviation (R.S.D.) for ten injections was
19% at 5 uM AG. The detection limit (signal-
to-noise ratio =3) was 0.2 uM (2 ng in a 50-ul
injection).

Precision and reproducibility

Pooled human serum was repeatedly analysed
during 10 days. This system gave satisfactorily
precise and reproducible results: for serum con-
taining 144 uM (23.6 mg 1™") AG, the within-day
R.S.D. was 2.0% and day-to-day R.S.D. was 2.4%.

Recovery

A sample of pooled human sera of known AG
concentration was supplemented with AG to give
final concentrations of 19.2-25.2 mg 1~ . The
recoveries were in the range 97-104%.

Comparison

Serum AG results (n =20, range 5.5-24.7 mg
17!) obtained using this system compared well
with results obtained using a batchwise method
[8], which employed soluble enzymes and spec-
trophotometry. The calculated linear regression
and correlation coefficient were y = 1.01x + 0.08
and r = 0.9861, respectively, indicating excellent
agreement between the results of the two meth-
ods over a wide range of AG concentrations.

Conclusion

It is important to identify subjects at an early
stage of diabetes mellitus, because early treat-
ment can prevent complications of the disease.
The level of serum AG has been shown to de-
crease sensitively in patients with diabetes melli-
tus. The enzymatic method, which employed solu-
ble PyOD, peroxidase and spectrophotometry [8],
for the determination of AG is time consuming
and is impractical for the routine screening of
large populations. Attempts were made to deter-
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mine AG in serum using the described flow sys-
tem, and it proved possible to determine AG in
serum with 3 ul of serum at a sampling rate of 20
h™!'. An immobilized PyOD column reactor
forced AG to react with many PyOD molecules in
a limited space, ensuring a rapid reaction. When
a5 cm X4 mm i.d. column is packed with 150 U
of immobilized PyOD, the concentration of PyOD
in the column should exceed 230 U mI~'. In a
batchwise method [8] using soluble enzyme, PyOD
is present in solution at a concentration of only 2
U ml~!. With the higher concentrations of en-
zyme, the present flow system with an immobi-
lized PyOD reactor can effect rapid analyses.

The chemiluminometric assay for AG de-
scribed here is at least 100 times more sensitive
than the spectrophotometric assay method. It em-
ploys a flow system that permits a rapid sample
throughput, and gives precise and reproducible
results which show an excellent correlation with
results obtained by the spectrophotometric assay
method.
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Abstract

The utility of flow carbon-fiber enzyme electrodes for on-line biomonitoring of organic streams is illustrated. The
enzymes peroxidase and tyrosinase are immobilized by simple adsorption onto an electrochemically pretreated
carbon-fiber surface. The resulting detectors respond very rapidly to dynamic changes in the concentration of organic
peroxides and phenolic compounds in flowing chloroform and acetonitrile solutions. The flow-injection operation is
characterized with high sample throughputs (60 h~!), good precision (1.1-1.7% R.S.D.) and detection limits of
2-4x 10> M. The organic-phase enzyme electrode could be combined with various types of analytical flow systems
and should allow on-line monitoring of previously inaccessible organic matrices.

Keywords: Enzymatic methods; Flow injection; Carbon-fiber enzyme electrodes; On-line biomonitoring; Peroxidase;

Peroxides; Phenolic compounds; Tyrosinase

The ability of enzymes to operate in organic
solvents [1-3] offers unique opportunities to the
field of biosensors [4]. Organic-phase biocatalytic
sensing possesses distinct advantages (over com-
mon aqueous operations), including monitoring
of hydrophobic substrates, assays of inaccessible
sample matrices, enhanced thermostability, sim-
plified immobilization schemes, or prevention of
undesirable side reactions. Such opportunities
have already been documented in connection with
various enzymes [5-9] and tissues [10]. Many in-
dustrial and biotechnological processes are thus
expected to benefit from the unique features of
organic-phase enzyme electrodes. However, de-
spite the growing opportunities for on-line moni-
toring of many processes, flow detectors based on
organic-phase enzyme electrodes have not been
developed. Immobilized enzyme reactors were
employed for flow-injection analysis of organic
media [6].

This paper describes the performance of a cell
based on an enzyme micro electrode for ampero-
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metric monitoring of flowing organic streams.
Analytical flow systems are being increasingly ap-
plied for real-time monitoring of various pro-
cesses or for automated assays of discrete sam-
ples. The adaptation of organic-phase biosensors
to on-line measurements is thus a logical exten-
sion of their scope. The new flow carbon-fiber
peroxidase and tyrosinase electrodes are inexpen-
sive and easy to construct, and respond rapidly to
dynamic changes in the concentration of perox-
ides and phenolic species. Although their perfor-
mance is presented here in terms of flow-injec-
tion operation, it could be easily extended to
other analytical flow systems. Hence, on-line or-
ganic-phase biosensors should be applicable to a
large number of analytical problems and should
open up new possibilities for flow analysis.

EXPERIMENTAL

Apparatus
Amperometric detection was performed with
an EG &G PAR Model 174A polarographic ana-

0003-2670,/93 /$06.00 © 1993 ~ Elsevier Science Publishers B.V. All rights reserved
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lyzer, the output of which was displayed on a
Houston Omniscribe strip-chart recorder. The
flow-injection system consisted of a 50-ml sy-
ringe / carrier reservoir, held by the syringe pump
(Model 341B, Sage), a Rainin Model 5041 injec-
tor (20-ul loop), interconnecting PTFE tubing
and the carbon-fiber based detector.

The detector was fabricated according to the
procedure of Huiliang et al. [11]. The Tygon
tubing (0.065 in. i.d., 0.195 in. o.d.) was cleaned
by soaking it in acetone for 30 min. Subsequently,
an injection needle was passed through the wall
of the tube (perpendicularly to the flow direction).
Three carbon fibers (7 um diameter each, Thor-
nell 300 grade WYP-90, Union Carbide) were
then inserted into the injection needle, which was
subsequently removed from the tubing, leaving
the fibers behind. A non-conducting epoxy was
then used to seal the holes, while a silver glue
was placed on the outer end of the fibers to
provide the electrical contact. The Ag/AgCl ref-
erence electrode (Model RE-1, BAS) and plat-
inum tube auxiliary electrode were placed in a
downstream compartment (Model RC-2, BAS).

The adsorptive immobilization was accom-
plished by placing 20 ul of the enzyme solution
[containing 1 mg horseradish peroxidase (HRP)
or 0.8 mg tyrosinase in phosphate buffer, pH 7.4]
within the working-electrode flow compartment.
The solution contacted the carbon fiber for 20
min at 4°C. Subsequently, the enzyme solution
was removed and the cell was allowed to dry at
room temperature.

Reagents

Tyrosinase (EC 1.14.18.1, 2400 U mg~') and
horseradish peroxidase (HRP, EC 1.11.1.7, 90 U
mg~!) were received from Sigma. Phenol (Fisher),
2-butanone peroxide, lauroyl peroxide, ferrocene,
tetracthylammonium p-toluenesulfonate (TEA-
TS), p-cresol (Aldrich), acetonitrile (EM Science),
and chloroform (Baker) were used as received.
The chloroform solution was presaturated with
phosphate buffer (0.05 M, pH 7.4) [4], while the
acetonitrile solution was mixed with water (95 + 3,
v/v). Electrolyte (TEATS) concentrations were
0.1 M (in chloroform) and 0.05 M (in acetonitrile).
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Procedure

Flow-injection experiments were performed at
room temperature after applying the desired po-
tential (—0.25 or 0.0 V for phenols and perox-
ides, respectively) and allowing the transient
background current to decay. Measurements of
peroxide species were performed in the presence
of 4 X 1073 M ferrocene in the carrier and sam-
ple solutions.

RESULTS AND DISCUSSION

Two model enzymes, HRP and tyrosinase,
known for their effective biocatalytic activity in
non-aqueous media, were employed to illustrate
the suitability of organic-phase enzyme electrodes
for flow analysis. Figures 1 and 2 display typical
flow-injection detection peaks for organic perox-
ides and p-cresol, respectively, in chloroform and
acetronitrile. The enzyme fiber detector exhibits
defined peaks with a rapid increase and decrease
of the current (similar to those common in aque-
ous solutions). The peak half width (8-20 s) al-
lows injection rates of 60-90 samples per hour.
Such response is attributed to the immediate
proximity of the biocatalytic and sensing sites and
to the absence of supporting membranes. The
current increases with the substrate concentra-
tion, but in a non-linear fashion (expected for
enzymatic reactions). The different sensitivities
for these compounds are also attributed to the
specificity of the enzymes [8,10]. The favorable
signal-to-noise characteristics permit convenient
quantitation of submillimolar concentrations, with
detection limits of 2 X 107> M (Fig. 1 and Fig.
2B) and 4 X 107> M (Fig. 2A) (S§/N = 3). These
data clearly indicate that the tyrosinase- and
HRP-based detectors are very suitable for on-line
monitoring of their corresponding substrates in
flowing organic streams. The detection of lauroyl
peroxide (Fig. 1B) is of particular significance
because this hydrophobic peroxide is water insol-
uble. No response was observed in analogous
measurements at the unmodified carbon-fiber
electrode (containing no enzyme).

The non-aqueous operation greatly simplifies
the enzyme immobilization scheme, as fast ad-
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sorptive attachments may be sufficient [4]. During
this work we found that the efficiency of such
immobilization procedure can be improved signif-
icantly via an electrochemical pretreatment of the
carbon-fiber substrate (prior to its exposure to
the enzyme). Figure 3 compares calibration plots
for p-cresol (in chloroform) for untreated (a) and
treated (b) microelectrodes. The electrochemical
pretreatment results in ca. 3-fold enhancement of
the flow-injection response. Such improvement is
attributed to the dramatic increase in the surface
area and to the increased hydrophilic character
of the surface. Such changes in the surface have
been reported recently for anodic pretreatments
of carbon-fiber microelectrodes [12]. Apparently,

TWOF
- B
<
£
£ 50r
w
x
3
Sl
0 05 10 e f
CONCENTRATION (mM) c
b
-
z
W
- - - e — — ]
x
>
o 100 g A
2 ra)
£ 5 min
5 50r
i
@
x f
O 90 L L e
0 05 10
CONCENTRATION(mM) ¢
b
a

TIME

Fig. 1. Flow-injection peaks for chloroform solutions contain-
ing increasing levels of (A) 2-butanone peroxide and (B)
lauroyl peroxide, 1-6 X 10™* M (a—f). HRP /carbon-fiber de-
tector; carrier/electrolyte, chloroform containing 0.1 M
TEATS and 4 mM ferrocene. Operating potential, 0.0 V;
flow-rate, 0.7 ml min . Also shown (inset) are the resulting
calibration plots.
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these changes lead to a more stable adsorption of
higher enzyme loadings.

The use of a carbon-fiber based detector, with
its low current outputs, can be advantageous for
minimizing ohmic losses in the flowing organic
media. Figure 4 (A and B) compares the ampero-
metric response to phenol in acetonitrile solu-
tions in the presence and absence of added elec-
trolyte. Despite the resistance of the electrolyte-
free solution, well-defined and sharp peaks are
observed; the peak height is similar to that ob-
served in the electrolyte-containing solution. The
ohmic drop problem, however, becomes more
severe when non-polar solutions (e.g. chloroform)
are employed (Fig. 4D). Such media require the
presence of some electrolyte. Batch organic-phase
enzymatic assays have also benefited from the
minimization of ohmic drops at ultramicroelec-
trodes [5].

The flow-injection biosensing response in the
organic medium is strongly affected by experi-
mental variables, such as the operating potential
or solution flow-rate (Fig. 5). The current—poten-
tial curve (a) has a sigmoidal shape, characteristic
of hydrodynamic voltammograms (HDVs) in
aqueous solutions. Such HDYV indicates again
negligible ohmic distortions. Accordingly, an op-
erating potential of —0.25 V was employed in all
subsequent phenol measurements. The ampero-
metric response decreased gradually upon in-
creasing the flow-rate between 0.4 and 2.4 ml
min~! (b). Such dependence is attributed primar-
ily to a shorter contact of the sample zone with
the enzyme /carbon fiber at high flow-rates. We
have found also that the stability of the response
1s improved at slow flow-rates.

The response of the enzyme electrode in flow-.
ing organic media is highly reproducible. Figure 6
illustrates characteristics flow-injection peaks for
20 repetitive injections of chloroform or acetoni-
trile solutions containing lauroyl peroxide (A),
2-butanone peroxide (B) and p-cresol (C). These
prolonged (20-25 min) series exhibit a stable
response, with relative standard deviations of 1.6,
1.7, and 1.1%, respectively. Such reproducibility
is common in analogous assays of aqueous solu-
tions. Another longer operation, involving 36
repetitive injections of a 1 X 107> M p-cresol (in
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chloroform) solution, every 5 min over a 3-h
period, resulted in a very slight (ca. 9%) decrease
of the response. The system construction and cost
permit easy and fast replacement of the detector
(when needed).

In summary, the above results illustrate the
suitability of bioelectrodes for amperometric
monitoring of flowing organic streams. The en-
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zyme electrode responds rapidly to changes in the
substrate concentration that characterize flow-in-
jection systems. A multiflow cell arrangement,
with a number of enzyme microelectrodes, will
allow the determination of a larger number of
analytes. Other types of automated flow systems
(e.g., process monitors, segmented flow autoana-
lyzers, liquid chromatographic systems) can bene-
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Fig. 2. Flow-injection peaks for (A) acetonitrile solutions containing increasing level of p-cresol, 1-6 X 10~* M (a-f) and (B)
chloroform solutions containing increasing levels of p-cresol 2-12 X 10~* M (a-h). Tyrosinase / carbon-fiber detector; carrier/
electrolyte, (A) acetonitrile-water (95 + 5, v/v) containing 0.05 M TEATS; (B) chloroform containing 0.1 M TBATS. Operating
potential, —0.25 V; flow-rate, 0.7 ml min~!. Also shown (inset) are the resulting calibration plots.
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Fig. 3. Calibration plots for p-cresol at (a) untreated and (b)
treated carbon-fiber microelectrodes. Flow-injection opera-
tion as in Fig. 2B (with chloroform containing 0.1 M TBATS
as carrier). The electrochemical pretreatment (b) proceeded
at +1.80 V for 60 s in the presence of a flowing (0.5 ml
min~") phosphate buffer (0.05 M, pH 7.4) solution.
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fit from the dynamic properties of organic-phase
biosensors. Applicability to other solvent systems,
different enzymes or substrates and additional
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Fig. 4. Flow injection peaks for (A, B) 2 X 10~% M phenol and (C, D) 1 X 103 M p-cresol acetonitrile and chloroform solutions,
respectively, (A, C) without and (B, D) with added electrolyte. Other conditions as in Fig. 2.
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Fig. 6. Detection peaks for repetitive injections of (A) 4 X 10~
M lauroyl peroxide, (B) 2-butanone peroxide, and (C) p-cresol.
Conditions (A, B) as in Fig. 1 and (C) as in Fig. 2.

(non-electrochemical) detection schemes can also
be envisioned. Hence, organic-phase flow detec-
tors should lead to a wide range of important
applications using previously inaccessible matri-
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ces. For example, a flow-injection procedure for
rapid measurements of phenols in olive oils is
currently being developed.

This work was supported in part by the U.S.
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CR-817936-010). Mention of trade names does
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Improved methodology for subnanogram quantitation

of doxorubicin and its 13-hydroxy metabolite
in biological fluids by liquid chromatography
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Abstract

Sensitive and specific methodology for quantifying doxorubicin (DOX), a potent antineoplastic drug, and its
13-hydroxy metabolite, doxorubicinol (DOX-OL), in plasma and urine has been developed and validated. The plasma
method uses solid-phase extraction for analyte isolation and a narrow-bore (2.0 mm i.d.) column for liquid
chromatographic separation with optimized fluorescence detection. The dynamic ranges for both drug and metabolite
in plasma are linear from 0.2 to 100 ng ml~!. Drug and metabolite are quantified in unextracted, diluted urine over a
16 to 400 ng ml~! range. Epirubicin, an epimeric analogue of doxorubicin, is used as an internal standard. Mean
extraction efficiencies for drug, metabolite and internal standard from plasma are 88, 86 and 90%, respectively. The
instrumental detection limit (signal-to-noise ratio = 3) for doxorubicin or metabolite was 18 pg on column, while the
lower limit of quantitation (LLOQ) was 0.3 and 0.6 ng ml~', respectively for DOX and DOX-OL. The typical
intra-day accuracy and imprecision in plasma was < 8% bias and < 9% relative standard deviation (R.S.D.) for
DOX at or above 0.3 ng ml ™!, and < 15% and < 10% for DOX-OL at or above 0.6 ng m!~!. For the urine method,
the average intra-day imprecision was < 7% R.S.D. and the average bias was < 5% for both drug and metabolite
over the entire dynamic range. Determinations of these two components in patient samples has verified the
robustness and utility of the method.

Keywords: Fluorimetry; Liquid chromatography; Antineoplastic drugs; Biological fluids; Doxorubicin; Plasma; Urine

Doxorubicin (DOX) is a well established and
widely accepted antineoplastic agent used in the
treatment of many cancer types [1]. The duration
of its use, hence its ultimate effectiveness as an
anticancer agent, is limited by potentially irre-
versible, dose-dependent cardiotoxicity. Thus,
there is considerable interest in the development
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Laboratories, P.O. Box 16529, Columbus, OH 43216 (USA).

! Present address: Parke Davis Pharmaceutical Research Di-
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of agents which ameliorate or prevent this toxicity
[2]. 1t is of interest to determine whether the
disposition, and thus the therapeutic index of this
effective antineoplastic is altered in the presence
of such cardioprotectants.

Several recent papers have described sensitive
bioanalytical methodologies for DOX. Two of
these papers employ liquid-liquid extraction, lig-
uid chromatography (LC) and oxidative electro-
chemical detection [3,4] and report a best case
detection limit (signal-to-noise =3) of 0.7 ng
ml~'. A third paper [5], utilized solid-phase ex-
traction (SPE) and reversed-phase LC with fluo-
rescence detection to achieve a detection limit of

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved



60

0.2 ng ml™! (108 pg on column). None of these
papers, however, report precision estimates at or
near the detection limit.

We report here the development of a sensitive,
accurate and precise assay procedure permitting
quantitation of DOX and its 13-dihydroxy
metabolite, doxorubicinol (DOX-OL), in biologi-
cal fluids. Considerable emphasis has been placed
on enhancing sensitivity by optimizing fluores-
cence spectral parameters and chromatographic
conditions, and on characterizing the quantitative
performance throughout the dynamic range. We
have also compared the performance of standard
(4.6 mm i.d.) and narrow-bore (2.0 mm i.d.) LC
columns as applied to plasma. This method has
been applied to a study assessing DOX disposi-
tion in the presence of the cardioprotectant
dexrazoxane.

EXPERIMENTAL

Chemicals

Doxorubicin - HCl, doxorubicinol - HCI, and
epirubicin - HCl were procured from Farmitalia
Carlo Erba (Milan, Italy). All other reagents were
analytical grade or better and were used without
further purification. Water was purified in-house
with a Milli-Q water purification system (Milli-
pore, Bedford, MA). Unless otherwise indicated,
all standards and controls were prepared using
human plasma or urine.

Apparatus

The SPE columns contained 500 mg of
ODS /silica sorbent (p/n 51910, Sep-pak, Wa-
ters, Milford, MA). Columns were eluted on a
24-port vacuum manifold system (Burdick and
Jackson, Muskegon, MI). The analytical LC
columns were Ultrasphere ODS for both plasma
(5 um, 25 cm X 2.0 or 4.6 mm i.d.) and urine (5
um, 25 cm X 4.6 mm i.d.), and were obtained
from Beckman (San Ramon, CA). The guard
column was an RP-18 New Guard (Brownlee,
Santa Clara, CA). The chromatograph consisted
of a pump (Model 400, ABI, Ramsey, NJ), an
autosampler (Model 9090, Varian, Walnut Creek,
CA) with a 100 ul loop, a fluorescence detector
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(Model LS40, Perkin-Elmer, Norwalk, CT) and a
data acquisition system (PE-Nelson, Cupertino,
CA) with access*cHroMm ® software. The detec-
tor excitation and emission wavelengths were set
at 470 nm (grating) and 550 nm (50% transmit-
tance cutoff filter), respectively. The detector time
constant was set at 1.0 s. The instrument was
configured to send a 1 V signal to the data
system.

Unextracted and extracted plasma samples
were handled in 4.5-ml polypropylene centrifuge
tubes. Small volume (200 wl), silanized glass au-
tosampler vial inserts (p/n 997503 Varian) were
used to accommodate reconstituted samples fol-
lowing extraction. Sample dry down was per-
formed with a vortex evaporator (Buchler, Fort
Lee, NJ). All anthracycline solutions were pre-
pared with silanized glassware to minimize ad-
sorptive losses. Urine samples were diluted in
polypropylene tubes and transferred to silanized,
amber glass autosampler vials (p/n 996689 Var-
ian).

Liquid chromatographic conditions

For plasma samples separated on the 2.0 mm
column, the mobile phase composition was 75%
phosphate buffer (20 mM KH,PO,, 0.05% (v/v)
triethylamine, adjusted to pH 3.0 with concen-
trated phosphoric acid) and 25% acetonitrile. The
separation was isocratic, with a 0.2 ml min™'
flow-rate and, typically, 100 bars (1450 psi) of
back pressure. For urine and comparative plasma
samples, a 250 X 4.6 mm column was used, and
the acetonitrile content and mobile phase flow-
rate were increased to 28% and 0.80 ml min ™!,
respectively.

Preparation of standards and controls

Plasma. Individual stock standards of DOX
and DOX-OL (100 g ml™') were prepared by
dissolving weighed amounts (as free bases) in 10
mM aqueous phosphoric acid. Working standards
containing between 1000 and 2 ng ml~! each of
both DOX and DOX-OL were prepared by volu-
metric dilution of the stock standard with 10 mM
aqueous phosphoric acid. Plasma standards of
DOX/DOX-OL were prepared daily by spiking
100-u1 aliquots of working standards into aliquots
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of blank plasma to produce concentrations of
100, 50, 20, 10, 5, 2, 1, 0.5, 0.3 and 0.2 ng ml™ %,
Standard curves for both components were run
on each of seven days for the 2.0-mm column,
and on each of eight days for the 4.6-mm column.

From independent weighings, control samples
at 0.30, 0.60, 3.00, 6.00, 30.0 and 60.0 ng ml~! in
both DOX and DOX-OL were prepared in hu-
man plasma. The control samples were portioned
(3.5 ml) into 4.5-ml polyallomer vials (Perfector
Scientific, Atasacadero, CA) and stored at —20°C
until assayed. Using the 2.0-mm column, six repli-
cates of the 0.30, 3.00, and 30.0 controls were run
on each of three days, while six replicates of the
0.60, 6.00, and 60.0 controls were run on each of
four days. For the 4.6-mm column, six replicate
controls at both 0.6 and 60 ng ml~! were run on
each of eight days. Controls were always run with
a standard curve of each component.

Urine. From a 100 ug ml~! stock solution,
working standards containing between 4000 and
160 ng ml~! each of DOX and DOX-OL were
prepared in 10 mM phosphoric acid. These work-
ing standards were appropriately diluted to give,
urine standards at 400, 200, 100, 40, 24 and 16 ng
mi~!. Three standard curves were run. Aliquots
of stock standards were diluted 10-fold with blank
urine to produce urine controls at 300 and 30 ng
ml~!. The control samples were portioned (3.5
ml) into 4.5-ml polyallomer vials and stored at
—20°C until assayed.

Sample preparation procedure

Plasma. To 1.0 ml of a plasma sample in a
4.5-ml polypropylene tube, 50 ul of EPI (500 ng
ml~!) was added. For standards, 100 ul of the
appropriate DOX/DOX-OL working standard
was added to 1.0 ml of blank plasma. The result-
ing solutions were briefly vortexed (5 s) and
loaded onto prewashed (1 X2 ml of methanol,
1X2 ml of water and 1 X2 ml of 3:1 (v/v) 10
mM potassium phosphate (aq.), pH 8.0-
methanol) SPE columns. During sample loading,
the manifold vacuum was always below 25 kPa.
Following loading, each column was washed with
1 ml of water and 2.5 ml of 3:1 (v/v) water—
methanol. The analytes were eluted with 2 ml of
26 mM methanolic phosphoric acid, which was
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collected in a polypropylene tube and evaporated
to approximately 0.3 ml under vacuum (90 kPa) at
35°C. Appropriate volumes of aqueous 10 mM
phosphoric acid were added to samples inadver-
tently dried below 0.3 ml, but samples were never
evaporated to dryness. Solutions were transferred
to silanized, glass microvial autosampler inserts
and injected (10 or 90 wl) into the chromato-
graphic system. '

Urine. Standards, samples and controls were
not extracted. In a polypropylene tube, 1 ml of
urine (volumetrically prediluted with blank urine)
was spiked with 100 ul of EPI solution (1.0 ng
ml ™), diluted (2.0 ml of 10 mM phosphoric acid),
vortexed (5 s), transferred to a silanized vial and
injected (50 wl) into the LC apparatus.

Calculations

Calibration curves of peak-height ratio (DOX
or DOX-OL/EPI) versus mass ratio (DOX or
DOX-OL/EP]) in the matrix were constructed
and used to estimate regression parameters. A
weighted (1/concentration) model was employed
for both plasma and urine. Using peak-height
ratios and regression equation parameters, ana-
Iyte concentrations in unknown samples were cal-
culated.

RESULTS AND DISCUSSION

Epirubicin (EPI), an epimeric analog of DOX
was selected as the internal standard for these
methods because it is available in high purity, has
extraction and spectral characteristics which
closely resemble DOX and has a convenient
chromatographic capacity factor (k' of 6.9 rela-
tive to k' of 5.2 for DOX). Idarubicin and
daunorubicin were considered as internal stan-
dards but had much larger capacity factors (> 10),
resulting in long run times. To minimize quantita-
tion error resulting from unanticipated interfer-
ences, chromatographic peak-height was used in-
stead of peak area.

Spectral properties of doxorubicin
The ultraviolet absorbance spectrum for DOX
in mobile phase has a broad maximum between
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468 and 496 nm. This particular band is analyti-
cally useful because it gives rise to intense fluo-
rescence and potentially offers greater specificity
than more intense maxima at 200, 234 and 250
nm. An emission spectrum (A, =470 nm) for
DOX in mobile phase showed intense fluores-
cence above 530 nm. Using the above information
as a guide, emission filters with 50% transmit-
tance cutoffs of 530, 550 and 570 nm were evalu-
ated for maximizing sensitivity. The 550-nm filter
yielded an 87% greater peak-height than the 570-
nm filter, with comparable noise and specificity
against a plasma matrix. The 530-nm filter yielded
only a 2% greater peak-height than the 550-nm
filter, with noticeably poorer specificity. On this
basis, the 550-nm filter was chosen. Emission
spectra for DOX-OL and EPI in mobile phase
are virtually identical to that for DOX.

Chromatographic performance

Capacity factors for DOX-OL, DOX and EPI
were 3.7, 5.2 and 6.9, respectively, on the 2.0-mm,
and 3.2, 5.4 and 6.8, respectively, on the 4.6-mm
column. In all cases, resolution between compo-
nent peaks (R,) was 2.7 or greater. Column effi-
ciency, as indicated by the number of theoretical
plates (N) was a minimum of 4000 for the 2.0-mm
diameter column and a minimum of 9500 for the
4.6-mm column [6].

Representative undiluted plasma and urine
blanks showed clean chromatographic windows
for DOX and EPI. Although the windows were
clean in urine, a small endogenous plasma matrix
peak sometimes coeluted with DOX-OL. This
peak corresponds to less than 0.05 ng ml~! of
DOX-OL and could result in 25% bias at 0.2 ng
mi~! and less at higher concentrations. Similar
blanks were obtained with several other human
plasma sources. A comparison of blank plasma
chromatograms, showed a decreased solvent en-
velope for the 4.6-mm column relative to the
2.0-mm column. In practice, this difference be-
tween the blanks affects quantitation very little
because analyte peaks are adequately retained
and do not compete with the solvent envelope. A
comparison of chromatograms for the 0.3 ng ml~!
standard on 4.6- and 2.0-mm columns is given in
Figs. 1A and B, respectively. For either column,
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Fig. 1. Chromatograms for standards prepared in (A) plasma
0.3 ng ml™ ', 2.0-mm i.d. column), (B) plasma (0.3 ng ml™ !,
4.6-mm i.d. column), and (C) urine (16 ng ml~', 4.6-mm i.d.
column).

the peaks are well resolved and readily de-
tectabie. Peaks generated on the 4.6-mm column
have lower signal-to-noise (S /N = 5 compared to
=9 for the 2.0-mm column) but are narrower
and, therefore, less prone to interference from
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unanticipated matrix components. A chromato-
gram of a 16 ng ml™! urine standard is given in
Fig. 1C.

Chromatograms of plasma samples collected
168 h post-dose (50 mg m~2) are presented for
comparison in Figs. 2A (4.6-mm) and B (2.0-mm).
These chromatograms demonstrate the effective-
ness of either column for determining low levels
in patient samples. Concentrations of DOX and
DOX-OL in the sample depicted in Fig. 2A are
approximately 2.5 and 1.2 ng ml™!, respectively,
while those in 2B are both approximately 2.5 ng
ml~!. In all cases, chromatographic windows are
free from interferences. Fig. 2C shows a predose
(blank) plasma chromatogram.

Linearity

Plasma. For the 2.0-mm column, back-calcu-
lated standard concentrations and weighted re-
gression parameters for seven calibration curves,
covering a 500-fold concentration range, demon-

TABLE 1

Accuracy and precision estimates for DOX plasma controls
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strate excellent linearity for both DOX (r?>
0.9964, bias in back-calculated standards < 7.0%)
and DOX-OL (r?>0.9969, bias in back-calcu-
lated standards < 10.9%). The percent R.S.D. in
slopes for DOX and DOX-OL were 3.5% and
11.0%, respectively, indicating good inter-day re-
producibility. For the 4.6-mm column, DOX re-
sults displayed excellent linearity over 0.3 to 100
ng ml~!, with r2>0.9987, and bias in back-
calculated concentration of generally < 4% and
always < 15%. Doxorubicinol results over the
same range displayed similar results (r2 > 0.9986,
bias in back-calculated standards < 8%). Stan-
dards at 0.2 ng ml™! generally produced peaks
with S/N < 3.

Urine. Back-calculated standard concentra-
tions and regression parameters for three stan-
dard urine curves, covering a 25-fold range,
demonstrate excellent linearity (r? > 0.9988, av-
erage bias in back-calculated standards < 7.5%)
for both components. The percent R.S.D. in

Label concentra- Day n Accuracy Precision
tion of control Mean Percent Standard Percent R.S.D. Pooled per- Pooled per-
Sample_l found bias deviation  (intra-day) cent RS.D.  cent bias
(ng ml™") (ngml~1) (inter-day) (inter-day)
0.300 1 5 0.313 43 0.105 335
2 6 0.248 -173 0.010 4.0
3 6 0.290 -33 0.023 8.1 21.6 -6.0
0.600 4 6 0.718 19.7 0.051 7.1
5 6 0.591 -1.5 0.060 10.2
6 6 0.630 5.0 0.037 5.9
7 6 0.588 -2.0 0.014 2.3 104 4.7
3.00 1 6 2.95 -1.7 0.11 39
2 6 3.12 4.0 0.21 6.7
3 6 2.77 -7.6 033 12.0 9.0 —1.8
6.00 4 6 6.49 82 0.40 6.2
5 5 6.12 2.0 0.50 8.2
6 6 5.87 —-22 0.54 9.3
7 6 6.10 1.7 0.30 5.0 7.7 2.5
300 1 6 30.2 0.7 1.6 53
2 6 303 1.0 1.1 3.6
3 6 27.8 -73 0.9 33 57 -2.0
60.0 4 6 60.0 0.1 1.9 32
5 6 62.0 33 2.5 4.0
6 6 59.8 -0.3 2.4 4.1
7 S 61.8 3.0 33 53 42 1.5
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slopes were 1.8% and 5.0% for DOX and DOX-
OL, respectively, again indicating excellent inter-
day reproducibility.

Precision

Plasma. Precision estimates from replicate
DOX and DOX-OL plasma controls on a 2.0-mm
column, on each of three or four days, are pre-
sented in Tables 1 and 2, respectively. Determi-
nation of 6 replicate DOX controls at 0.3, 0.6,
3.0, 6.0, 30.0 and 60.0 ng ml~!' yielded typical
intra-day imprecision of < +10% R.S.D. (Table
1) and inter-day imprecision of +21.6, 10.4, 9.0,
7.7, 5.7 and 4.2%, respectively. Intra-day impreci-
sion for DOX-OL was also generally < +10%
(Table 2) at the same concentrations, while inter-
day imprecisions were +44.6, 22.3, 6.4, 8.3, 6.0
and 4.8, respectively. A comparison of inter-day
precision estimates for 2.0- and 4.6-mm columns
at the 0.6 and 60.0 ng ml~! levels is presented in
Table 3.

TABLE 2

Accuracy and precision estimates for DOX-OL plasma controls
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Urine. Typical intra-day percent R.S.D. (low
and high) for DOX controls at 30 and 300 ng
ml~! were < +4 and < +3%, while those for
DOX-OL were < +5 and < +4%, respectively.
Inter-day imprecision estimates were +5.0% and
+3.2% (low and high) for DOX, and +5.3% and
+3.8% for DOX-OL controls.

Accuracy

Plasma. For the 2.0-mm column, accuracy esti-
mates (expressed as % bias) from replicate plasma
controls are presented in Tables 1 and 2 for
DOX and DOX-OL, respectively. For DOX, the
intra-day bias was typically < 8% and the inter-
day bias was < 6.0%. The intra-day bias for
DOX-OL was generally <22% at 0.3 ng ml™!
and < 3.4% at all higher levels. The inter-day
bias was —19.3% for the 0.3 ng ml~! level and
<3.5% for all higher levels. For the 4.6-mm
column, percent bias was generally < 15% at the
lowest level and < 10% at high levels. Inter-day

Label concentra- Day n Accuracy Precision
tion of control Mean Percent Standard Percent R.S.D. Pooled per Pooled per-
sample_ L found bias deviation (intra-day) cent R.S.D. cent bias
(ngml™") (ng ml~ 1) (inter-day) (inter-day)
0.300 1 6 0.256 —14.7 0.128 50.0
2 6 0.187 -378 0.133 71.2
3 6 0.288 -4.1 0.027 9.3 44.6 -19.3
0.600 4 6 0.733 22.1 0.048 6.6
5 6 0.688 14.6 0.035 5.0
6 6 0.562 —6.4 0.030 53
7 6 0.409 -31.9 0.013 3.2 22.3 -1.3
3.00 1 6 2.99 -04 0.10 35
2 5 3.09 3.0 0.29 9.4
3 5 3.08 2.7 0.19 6.4 6.4 1.2
6.00 4 6 6.30 5.0 0.62 9.8
5 5 6.05 0.8 0.59 9.8
6 6 5.82 -3.0 0.44 7.5
7 6 5.97 -0.5 0.35 5.8 8.3 0.7
30.0 1 6 31.1 3.6 1.7 5.6
2 6 323 7.8 1.1 34
3 5 29.2 —-2.8 12 4.0 6.0 2.9
60.0 4 6 614 23 1.9 31
5 6 65.4 9.0 2.2 34
6 6 60.7 1.1 2.6 43
7 5 60.8 1.3 2.8 4.7 4.8 35
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bias, summarized in Table 3, was nearly equal for
the 4.6-mm column and the 2.0-mm column at
low and high levels, respectively. These results,
interpreted in conjunction with the above impre-
cision results, show that concentrations obtained
using the 4.6-mm column are indistinguishable
from those obtained using the 2.0 mm column at
the 95% confidence level.

Urine. Typical intra-day bias for DOX was
< 4+2% at 30.6 ngml~! and < +6% at 305.7 ng
ml~*. For DOX-OL these values were < +9 and
< +4%, respectively. The inter-day bias was
+1.3 and +5.8% for DOX, and —8.7 and —3.6%
for DOX-OL low and high controls, respectively.
The results demonstrate that these compounds
can be accurately quantified in urine at ng ml~!
concentrations.

Instrumental lower-limit of detection (ILLD)

The ILLD was established by estimating the
smallest amounts of analyte which could be de-
tected in clean solution. Using 90-ul injections
and a 2.0-mm i.d. column, 0.200 ng m! ! of either
component was readily detectable, with S/N of
approximately 3. This corresponds to 18 pg of
either component injected on column. By com-
parison, a 0.2 ng ml~! plasma standard repre-
sents 60 pg on column, after extraction and ana-
lyte enrichment to ca. 300 wl. The best previously
reported detection limit for DOX by conven-
tional means (no laser induced fluorescence) was
108 pg injected on column [5].

Lower limit of quantitation (LLQ)

With the 2.0-mm column, the LLQ in plasma,
as determined by the imprecision of 6 replicate

TABLE 3
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controls, is 0.3 ng ml~! for DOX (generally <
10% intra-day R.S.D.). Imprecision at 0.2 ng mi !
increased to 24.9% R.S.D. For DOX-OL, repli-
cate controls showed an imprecision of 28.4, 22.3
and 6.5% R.S.D. at 0.2, 0.3 and 0.6 ng ml™',
respectively, suggesting that an acceptable LLQ is
between 0.3 and 0.6 ng ml~'. For DOX, the LLQ
was limited by detectability rather than the pres-
ence of interferences. For DOX-OL, LLQ was
limited in part by a small interference which gave
rise to high bias (> 19%) below 0.3 ng ml~!. The
LLQ for DOX and DOX-OL using the 4.6-mm
column was near 0.6 ng ml~!, based on inter-day
imprecision results of 13.4 and 17.3% (Table 3),
respectively.

Extraction efficiency

Extraction efficiency experiments show 88.0 +
6.1% recovery of DOX from plasma over a broad
concentration range. The extraction efficiency for
DOX-OL at 5.0 and 50.0 ng mI~! was > 90+ 5.9
but decreased to 73% at 0.50 ng ml~! with de-
creased precision. This reduced and variable re-
covery for DOX-OL may explain the decreased
precision and accuracy observed at this level. The
mean extraction efficiency for EPI at 25 ng ml ™!
was similar to DOX (89.5 + 2.6%).

Parallelism

For six replicate determinations of a 1000 ng
ml~! spiked sample, mean percent biases of + 3.8
and +4.0% were obtained for DOX and DOX-
OL, respectively, when diluted 10-fold with blank
plasma, while mean percent biases of +7.2 and
+9.3% were obtained when reduced (0.1-ml) vol-
umes of plasma were extracted without prior di-

Comparision of inter-day precision and accuracy for DOX /DOX-OL plasma control on 2.0 and 4.6 mm columns

Column No. of plas- DOX controls DOX-OL controls
fnaln:l; Nominal Inter-day Inter-day Nominal Inter-day Inter-day
nclude concentration percent percent concentration percent percent
(ngml™1) R.S.D. bias (ngml~1) R.S.D. bias
2.0-mm 7 0.600 10.4 +4.7 0.600 22.3 +1.3
column 60.0 4.2 +1.5 60.0 4.8 +3.5
4.6-mm 8 0.564 13.4 +2.5 0.574 17.3 +38
column 56.4 7.6 0.0 57.4 6.8 -3.8
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Fig. 2. Chromatograms for plasma samples drawn from hu-
man cancer patients intravenously dosed with 50 mg m 2 of
DOX. Chromatograms are for (A) 168 h post-dose (2.0-mm
i.d. column), (B) 168 h post-dose (4.6 mm i.d. column) and (C)
20 min before (2.0-mm i.d. column).

lution. Percent R.S.D. decreased from 7.6 and
7.3% to 4.1 and 4.9% for DOX and DOX-OL,
respectively, when blank plasma was used to di-

D.T. Rossi et al. / Anal. Chim. Acta 271 (1993) 59-68

lute samples. Preliminary experiments involving
direct extraction of 0.2-ml aliquots and reduced
(5-u) injection volumes were not successful and
were discontinued. Solid-phase extraction studies
suggest a mixed mode retention, involving both
partitioning and ion-exchange mechanisms. It ap-
pears that by adding blank plasma to a sample to
give a total volume of 1 ml, the ionic strength is
kept constant relative to standards and controls,
resulting in comparable recoveries and low bias.
We conclude that better accuracy and precision
can be achieved by diluting concentrated samples
with blank plasma rather than by simply reducing
sample volume prior to extraction.

Parallelism experiments for DOX and DOX-
OL urine controls yielded average biases of +4.8
and —2.3%, respectively, when diluted between
11- and 201-fold with blank urine. When only
water was used as a diluent, the biases were
—25.8 and +23.7%, respectively, over the same
range of dilution factors, thus indicating that bet-
ter accuracy can be achieved when blank urine is
used as the diluent.

Stability

Solution standards (in aqueous 10 mM phos-
phoric acid) displayed no decrease in analyte
peak height when stored for 3 months at +5°C in
silanized, low actinide glassware.

Plasma. Controls (60 and 0.6 ng ml~! nominal)
stored at —20°C showed no loss in DOX concen-
tration after 8 months, and only small losses
(< 10%) in DOX-OL. Extracted standards were
stable for at least 24 h when stored in silanized
autosampler vials at ambient conditions. DOX
standards displayed an average loss in peak height
of 6.1%, while those for DOX-OL lost an average
of 10.4%. After 24 h at ambient conditions, de-
creases in the slope of the calibration curves of
—2.8 and —4.6% were observed for DOX and
metabolite, respectively.

Plasma controls, assayed in triplicate, dis-
played 14-20% losses in DOX (60 and 0.6 ng
ml ™) when cycled through 3 consecutive freeze—
thaw cycles. The decrease in DOX-OL was <
7.5%. These experiments suggest that it is desir-
able (for < 10% loss) to perform no more than 2
freeze—thaw cycles on plasma samples.
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Urine. Urine controls (30 and 300 ng ml~'
nominal) stored at —20°C for 8 and 16 weeks
displayed no losses, and 10-12% losses in DOX
and 35-38% losses in DOX-OL, respectively.
These results suggest that under present condi-
tions some degradative losses of DOX and DOX-
OL in urine samples could occur at storage times
longer than 8 weeks. It could be possible to
improve the stability of frozen urine samples by
pH adjustment prior to freezing [7]. Urine stan-
dards, stored for 24 h under ambient conditions
in silanized, amber autosampler vials, displayed
average peak-height changes of +0.3 and +1.8%
for DOX and DOX-OL, respectively. Slopes of
the calibration curves changed by only —2.0 and
+0.7%, respectively, thus indicating good stabil-
ity of prepared samples. Urine controls submitted
to 2 freeze—thaw cycles showed between 10 and
18% loss in the concentrations of DOX and
DOX-OL.

Specificity

Figures 2A and B are representative chro-
matograms for plasma samples collected from a
human subject dosed intravenously with 50 mg
m~2 of DOX. When compared to a plasma blank
(Fig. 2C), these chromatograms show no apparent
interferences (other metabolites, etc.) for either
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DOX or DOX-OL. Several potential concomitant
medications, including cyclophosphamide, metho-
trexate, 5-fluorouracil and dexrazoxane were un-
detectable at 1000 ng ml ™!,

Drug disposition

Figure 3 shows the plasma disposition profile
of DOX and DOX-OL in a human cancer patient
following a 10-min intravenous infusion of a sin-
gle 50 mg m 2 dose. Drug concentration declined
in a multiphasic manner with an apparent termi-
nal half-life of approximately 65 h. The method
permitted quantitation of DOX and DOX-OL to
at least 192 h, at which time concentrations for
both analytes were above 1 ng ml~—'.

Conclusions

This work describes the development of sensi-
tive and specific procedures for quantifying DOX
and its predominant metabolite, DOX-OL, in
plasma and urine. The plasma procedure uses
SPE for sample cleanup followed by reversed-
phase LC with fluorescence detection. Sensitivity
has been enhanced relative to previous work [3-5]
by optimization of fluorescence spectral parame-
ters and chromatographic conditions, including
the novel use of a 2.0-mm i.d. LC column. The
methods have proven to be precise and capable
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Fig. 3. Representative plasma disposition profile of DOX (a) and DOX-OL (+) in a cancer patient following a 50 mg m ~2 dose of

DOX given as a 10-min intravenous infusion.
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of accurately quantifying the drug over a wide
linear range (0.2 to 100 ng ml™!) of concentra-
tions. The detection limit (§/N =3) was esti-
mated at 18 pg of DOX or DOX-OL on a 2.0 mm
1.d. column. The lower limit of quantitation in
plasma was estimated to be 0.3 ng ml™! (gener-
ally <10% R.S.D.) for DOX and 0.6 ng ml™!
(5.0% R.S.D.) for DOX-OL. Above these levels,
average intra-day imprecision and bias estimates
were always below 7.5% and 8.2%, respectively.
While the 4.6 mm column was not as effective at
the extreme low end of the calibration range
(below 0.6 ng ml™1), it appeared to offer modest
improvements in selectivity by virtue of decreased
peak widths. The drug demonstrated satisfactory
stability (< 10% loss) in plasma samples, when
stored at —20°C for up to 8 months. Some degra-
dation of metabolite was observed in urine after
eight weeks of storage. Prepared samples were
stable for at least 24 h when stored at ambient
conditions. The utility of the method has been

D.T. Rossi et al. /Anal. Chim. Acta 271 (1993) 59-68

demonstrated through assay of patient plasma
samples, collected up to 192 h after drug adminis-
tration.
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Abstract

A selective on-line trace enrichment technique for doxorubicin in plasma based on complex formation between
iron(II1) and the analyte is described. Fe(III) immobilized on 8-hydroxyquinoline (HQ)-bonded silica was used as a
solid support for the enrichment of doxorubicin. Sorption of the analyte on the iron(III)-loaded HQ-silica (FeHQ-
silica) was investigated as a function of pH, flow-rate, content of organic modifier and ionic strength. Desorption was
based on protonation of doxorubicin and simultaneous removal of Fe(III) from the HQ-silica. Efficient on-line
desorption to the C,; analytical column was achieved by injecting a plug of nitric acid solution on to the FeHQ-silica
precolumn. Desorption was optimized by determining the recovery of doxorubicin as a function of the acidity and the
volume of the nitric acid plug. An example of the determination of doxorubicin in plasma is presented.

Keywords: Liquid chromatography; Doxorubicin; Pharmaceuticals; Preconcentration

Doxorubicin is a widely used anthracycline cy-
tostatic agent that has been successfully applied
in the treatment of several types of cancer [1-6].
All anthracycline analogues consist of a tetra-
cyclic aglycone in a glycoside linkage to an
aminosugar (Fig. 1). Pharmacokinetic studies de-
mand sensitive analytical techniques for the de-
termination of cytostatic drugs in plasma, includ-
ing doxorubicin, owing to their severe toxic side
effects [4]. Most analytical methods are based on
liquid chromatography [7-9], and recently the
determination of trace levels of some anthracy-
clines by capillary electrophoresis in combination
with laser-induced fluorescence detection has
been described [10). In order to decrease the
detection limits for doxorubicin, trace enrichment

Correspondence to: H. Irth, Division of Analytical Chemistry,
Center for Bio-Pharmaceutical Sciences, University of Leiden,
P.O. Box 9502, 2300 RA Leiden (Netherlands).

techniques such as solid-phase isolation or lig-
uid-liquid extraction are usually implemented in
the sample pretreatment method. Most published
methods are off-line methods, which either use
solid-phase isolation or liquid-liquid extraction,
and on-line sample pretreatment techniques have
only rarely been applied [7-9].

Solid phase isolation is usually carried out by
using cartridges packed with, for example, C,¢- or
Cgs-bonded silica or styrene—divinylbenzene
copolymers. The selectivity of these sorbents,
however, is often too low for trace level analysis
in, e.g., complex biological matrices such as
plasma or urine. In this instance more selective
sorbents such as metal-loaded phases [11-13] or
immobilized antibodies [14,15] may be advanta-
geous.

Doxorubicin and its analogues are well known
to form very stable complexes with iron(III). May
et al. [16] reported the formation of 1:1, 2:1 and

0003-2670 /93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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Fig. 1. Structures of doxorubicin and related compounds.

3:1 doxorubicin-Fe(III) complexes with stepwise
association constants of 10'8, 10'! and 10%*, re-
spectively. Myers et al. [17] and Beraldo et al. [18]
suggested that the 3:1 compound is a six-mem-
bered chelate in which Fe(Ill) is bound to the
quinone-hydroxyquinone moiety of doxorubicin.
Based on the high association constant of the 1:1
complex, a selective preconcentration system us-
ing immobilized Fe(IIl) was developed for the
determination of doxorubicin in plasma. In this
paper different parameters that influence the
sorption of doxorubicin on immobilized Fe(III)
such as the pH value, ionic strength, organic
modifier content and flow-rate are discussed.
On-line desorption to the reversed-phase HPLC
system is carried out by substantially lowering the
pH value as described by Lipschitz et al. [13].

EXPERIMENTAL

Chemicals

All salts and acids used were of analytical-re-
agent grade. All aqueous solutions were prepared
using water purified with a Milli-Q system (Milli-
pore).

Acetonitrile (HPLC grade) was obtained from
Rathburn (Walkerburn, UK), doxorubicin, idaru-
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2 1

Fig. 2. Schematic diagram of the preconcentration and analyt-
ical system. 1=LC pump; 2 = preconcentration pump; 3 =
nitric acid injection loop (100 wl); 4 =sample injection loop
(3.5 ml); 5=FeHQ-silica precolumn; 6 = analytical column;
7 = to detector.

bicin and epirubicin from Carlo Erba (Nivelles,
Belgium), carubicin from Bristol-Myers (Weesp,
Netherlands), 8-hydroxyquinoline- (HQ-) and
iminodiacetate-bonded silica from Sigma (Heidel-
berg), iron(III) nitrate from Aldrich (Steinheim),
potassium nitrate, sodium acetate and orthophos-
phoric acid from Merck (Darmstadt), acetic acid
and nitric acid from J.T. Baker (Deventer) and
octylamine hydrochloride from Kodak (Roches-
ter, NY).

Solutions of the anthracyclines were prepared
freshly before use in water—acetonitrile (70 + 30,
v/v) and stored at 4°C in polypropylene tubes or
Eppendorf vials. Addition of 30% acetonitrile
was sufficient to avoid adsorption of the anthra-
cyclines on the container walls, which had been
reported earlier by Tomlinson and Malspeis [19].

Apparatus

A schematic diagram of the preconcentration
and analytical system is shown in Fig. 2. The
preconcentration system consisted of a Rheodyne
(Cotati, CA) Model 5031 low-pressure Teflon ro-
tary valve, a Gilson (Bergen op Zoom, Nether-
lands) Model 302 HPLC pump, a Rheodyne
Model 7125 stainless-steel injector with a 3.5-ml
loop and an HQ-silica (5-um particle size)
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TABLE 1

Procedure for the clean-up and trace enrichment of doxoru-
bicin on FeHQ-silica

Volume

(ml)

Step Solvent

Loading of HQ-silica

with Fe(III) Fe(NO,); (1 mM) 4.0
Washing Water 2.0
Conditioning Carrier solution ? 3.0
Sample loading Sample dissolved in

carrier solution # 3.5

Washing Carrier solution ? 4.0
Acetonitrile-water

(25+75,v/v) 3.0

Desorption Nitric acid (1 mM) 0.1

2 Carrier solution: acetonitrile-acetate buffer (pH 6.5, 100

mM) (50+ 50, v/v) containing 1 M potassium nitrate; flow-

rate, 1.5 ml min 1.

slurry-packed precolumn (5.0 X 2.0 mm i.d.). The
analytical system consisted of a Kratos (Ramsey,
NJ) Analytical Spectroflow 400 solvent-delivery
system, a Rheodyne Model 7125 stainless-steel
injector with a 200-u1 loop, a Spherisorb (Phase
Separations, Queensferry, UK) ODS-2 analytical
column (100 X 4.6 mm i.d., 3-um particle size), a
Perkin-Elmer (Beaconsfield, UK) LS4 spectroflu-
orimeter and a Kipp & Zonen (Delft) BD 40
recorder. Both systems were linked by a Spark
Holland (Emmen) MUST Multiport Stream-
switch system.

The preconcentration and on-line desorption
procedure is shown in Table 1. The mobile phase
for the analytical system was acetonitrile—(0.01
M) phosphoric acid (75 + 25, v/v) containing
0.03% (w/v) octylamine and was pumped at a
flow-rate of 1.0 ml min . Fluorescence detection
was performed at 466 nm excitation wavelength
and 600 nm emission wavelength.

In preliminary experiments a Kratos Spec-
troflow 757 UV detector (254 nm) and an AN-
TEC Leyden (Leiden) amperometric electro-
chemical detector consisting of a CU-04AZ po-
tentiostat and a VT03 conventional detector cell
(working potential +800 mV vs. Ag/AgCl refer-
ence electrode) were used to investigate their
applicability.

!

Pretreatment of plasma samples

To 1.5 ml of the plasma sample, 3.5 ml of
acetonitrile were added and the mixture was vor-
tex mixed for 1 min. After centrifugation for 10
min at 2000 g, 3.5 ml of the supernatant were
injected on to the iron(III)-loaded HQ-silica
(FeHQ-silica) precolumn and subsequently
treated according to the procedure shown in
Table 1.

RESULTS AND DISCUSSION

Preconcentration system

Choice of sorbent. Two different stationary
phases, iron(IlI)-loaded 8-hydroxyquinoline (Fe-
HQ)-silica and iminodiacetate (FeIDA)-silica,
were investigated with respect to their capability
to bind doxorubicin. In the first instance, the
non-specific binding of doxorubicin to these sup-
ports, e.g., sorption via hydrophobic or electro-
static interactions, was investigated, since this
process would greatly reduce the selectivity of the
sorption process. For this purpose, breakthrough
experiments were carried out at pH 4 and 9 (100
mM acetate buffer) using the metal-free sup-
ports. Both HQ-silica and IDA-silica showed very
high non-specific binding with breakthrough vol-
umes larger than 10 ml for the sorption of dox-
orubicin from purely aqueous solutions. With
IDA-silica, non-specific sorption could virtually
be eliminated by increasing the ionic strength
(addition of 1 M KNO,) of the sorption solution,
which indicates that IDA-silica behaves as a
cation exchanger binding doxorubicin via the pos-
itively charged amino group. An increase in the
ionic strength did not eliminate non-specific bind-
ing on HQ-silica, which can be explained by a
“salting-out” effect thereby increasing the hy-
drophobic interactions between doxorubicin and
HQ-silica. Addition of 50% acetonitrile finally
reduced the non-specific sorption on HQ-silica to
4-5% of the amount of doxorubicin sorbed via
complexation (see below).

Preliminary breakthrough experiments at pH 4
and 9 revealed that FeHQ-silica exhibits a high
affinity for doxorubicin with breakthrough vol-
umes larger than 8 ml for a 5.0 2.0 mm i.d.
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precolumn containing 6.5 mg of HQ-silica. The
amount of Fe(III) sorbed on FeHQ-silica was
133 + 13 mmol g~!. Similar breakthrough vol-
umes on FeHQ-silica were obtained for caru-
bicin, epirubicin and idarubicin (for structures,
see Fig. 1). FeIDA-silica, however, showed only a
weak affinity for these compounds under the
same conditions.

The different number of available coordina-
tion sites of the immobilized Fe(III) might be a
possible explanation for this behaviour. With
IDA-silica, Fe(III) probably forms a tridentate
1:1 complex which leaves only three coordination
sites for the sorption of the analyte, resulting in
the formation of an unsaturated mixed-ligand
complex. On HQ-silica, on the other hand, Fe(IIT)
is bound via a bidentate 1:1 complex, and there-
fore four coordination sites are available for the
formation of a saturated, more stable 1:3 mixed-
ligand complex. Therefore, all subsequent experi-
ments were carried out using Fe(III)-HQ silica.

Sorption conditions. In order to assess the opti-
mum sorption conditions, the influence of the pH
of the acetate buffer, of which the carrier com-
prised 50%, and flow-rate on the recovery of
doxorubicin were investigated. The effect of the
pH on the sorption process for FeHQ-silica in the
presence of 50% acetonitrile and 1 M KNO; is
shown in Fig. 3. The highest recovery (> 95%)
was obtained in the pH range 6-7. At lower pH
protonation of the phenolic hydroxyl group which
is involved in complex formation may occur,
whereas at higher pH values hydroxo complex
formation by Fe(III) might prevent the sorption
of doxorubicin.

At pH > 3, Fe(IIl) forms strong hydroxo com-
plexes which might cause slow ligand-exchange
kinetics. The influence of the flow-rate on the
sorption of doxorubicin on FeHQ-silica was
therefore investigated. All recoveries measured in
the range 0.25-3 ml min~! were 90 + 4%, which
indicates that the presence of hydroxo complexes
is not rate limiting for the binding of doxorubicin
to immobilized Fe(III).

On-line desorption. Desorption of doxorubicin
from the FeHQ-silica was performed by protona-
tion of the functional groups involved in complex-
ation as described by Lipschitz et al. [13]. In the

E. van der Viis et al. / Anal. Chim. Acta 271 (1993) 69-75

00 % specific binding
B % non-specific binding
100 1

Recovery [%]
'S o o
< (] [a)
" 1 1 i 1

N
o
1

pH

Fig. 3. Recovery of doxorubicin on FeHQ-silica as a function
of the carrier pH value (non-specific binding was determined
on the metal-free support). Conditions: carrier solution, ac-
etate buffer (100 mM) at different pH; detection, fluorescence
(excitation wavelength 466 nm, emission wavelength 600 nm);
doxorubicin concentration, 50 ng ml~!; for other conditions,
see Experimental.

first instance, it was investigated whether the LC
mobile phase consisting of phosphoric acid (pH
2.2) was capable of efficiently desorbing doxoru-
bicin. It was found that, although desorption oc-
curred, a broad peak was obtained, indicating
slow desorption kinetics at this pH. By injecting a
plug of nitric acid on to the FeHQ-silica precol-
umn, the desorption efficiency considerably im-
proved. Figure 4 shows the dependence of the
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Fig. 4. (O) Peak width and (®) recovery of doxorubicin as a
function of the nitric acid concentration used for desorption
from FeHQ-silica. Conditions: volume of desorption solution,
200 wl1; detection, fluorescence (excitation wavelength 466 nm;
emission wavelength 600 nm); doxorubicin concentration, S0
ng ml~!; for other conditions, see Experimental.
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peak width and recovery on the concentration of
nitric acid. The recovery was strongly pH depen-
dent and reached a maximum at a nitric acid
concentration of 1.0 M. Higher nitric acid con-
centrations did not result in a further decrease in
the peak width.

In Fig. 5 the recovery is shown as a function of
the plug injection volume (injection of 1 M nitric
acid). Complete recovery of doxorubicin was ob-
tained at a plug volume of 100 wl. Under these
conditions, Fe(III) is also stripped off from the
precolumn, and therefore reloading of the HQ-
silica prior to the subsequent analysis is required.
Compared with desorption using a strongly acidic
mobile phase [12], no deterioration of the perfor-
mance of both the precolumn and the analytical
column due to injection of a nitric acid plug was
observed. The FeHQ-silica precolumn could be
used for at least 30 injections of deproteinated
plasma (see below) before repacking was re-
quired.

Detection

Three different detection modes, UV, electro-
chemical and fluorescence, were tested for their
compatibility with the desorption procedure (see
Fig. 6). With UV detection (Fig. 6A) a large peak
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2
g 40 1
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Fig. 5. Recovery of doxorubicin after desorption from FeHQ-
silica as a function of the nitric acid plug injection volume.
Conditions: desorption solution, 1 M nitric acid; detection,
fluorescence (excitation wavelength 466 nm; emission wave-
length 600 nm); doxorubicin concentration, 50 ng ml~'; for
other conditions, see Experimental.
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eluting with the dead volume was obtained, which
is derived from Fe®* eluted from the HQ-silica
precolumn during the desorption step. Another
restriction on the applicability of UV detection to
anthracycline drugs is its relatively low sensitivity.
Fe3* was not detected at all by electrochemical
and fluorescence detection, thus allowing a more
sensitive detection of doxorubicin. Although in
principle with electrochemical detection the most
favourable signal-to-noise ratio can be obtained,
the momentary drop in pH owing to the nitric
acid plug injection caused a considerable baseline
shift (Fig. 6B), whereas fluorescence detection
(Fig. 6C) provided a stable baseline at the highest
possible detector sensitivity setting.

With the present method using fluorescence
detection, a detection limit (signal-to-noise ratio
3:1, sample volume 3.5 ml) of 0.5 ng ml~! was
obtained. The repeatability (n = 5) was 5% at a
concentration level of 14 ng ml~! and the method
was linear over three orders of magnitude (r =
0.998, 2—-2000 ng ml1~1).

Determination of doxorubicin in plasma

The applicability of the method was demon-
strated in the determination of doxorubicin in
plasma. For this purpose plasma was spiked at a
concentration of 50 ng ml~'. The plasma samples
(1.5 ml) (blank and spiked) were deproteinized by
vortex mixing with acetonitrile (plasma-to-
acetonitrile ratio = 3:7). After centrifugation, an
aliquot of 3.5 ml of the supernatant was injected
on to the FeHQ-silica precolumn. On-line des-
orption, separation and detection were per-
formed as described under Experimental. The
chromatograms in Fig. 7 for blank (Fig. 7A) and
spiked (Fig. 7B) plasma demonstrate that no en-
dogenous plasma components interfere in the
determination of doxorubicin after deproteina-
tion and on-line preconcentration on FeHQ-silica.
The recovery of doxorubicin was 35 + 5% (50 ng
ml ™!, n =4). This low recovery can be attributed
to the inclusion of the analyte in the precipitate
after deproteination with acetonitrile owing to
plasma-protein binding [10]. The present method
can be used for the determination of doxorubicin
analogues such as carubicin, epirubicin or idaru-
bicin without modification.
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Fig. 6. Comparison of different detection techniques in combination with on-line desorption from FeHQ-silica. (A) UV detection.
Conditions: detection wavelength, 254 nm; doxorubicin concentration, 1 ug ml~?; for other conditions, see Experimental. The
retention time of doxorubicin is indicated by an arrow. (B) Electrochemical detection. Conditions: LC mobile phase, acetonitrile-
acetate buffer (pH 4.3, 200 mM) (77 + 23, v/v) containing 0.1 mM EDTA and 0.03% (w /v) octylamine; doxorubicin concentration,
100 ng ml~!; for other conditions, see Experimental. (C) Fluorescence detection. Conditions: excitation wavelength, 466 nm;
emission wavelength, 600 nm; doxorubicin concentration, 14 ng ml™!; for other conditions, see Experimental.

Conclusions

An iron(IlI)-loaded 8-hydroxyquinoline sta-
tionary phase is a selective sorbent for phenolic
hydroxyl group-containing ligands such as anthra-
cyclines. Sorption of analytes to the immobilized
Fe(IID) ions is based on the pH-dependent forma-
tion of strong complexes. Desorption proceeds
simply via protonation of the phenolic hydroxyl
group of the analyte that is involved in the
mixed-ligand complex. Only a small volume of
strong acid is needed for this purpose.

Because of the high affinity of the analyte for
Fe(III) it is possible to preconcentrate large sam-

ple volumes. After coupling the preconcentration
system to the analytical system by means of a
valve-switching system, the system can easily be
automated. Off-line sample pretreatment is lim-
ited to a deproteination step prior to analysis.
This method might be extended to other phenolic
hydroxyl group-containing compounds which form
sufficiently strong complexes with iron(III) [20].
For non-fluorescent compounds, desorption to a
non-selective precolumn, e.g., packed with Cg- or
Cs-bonded silica, may eliminate interferences
due to Fe®* desorption without decreasing the
selectivity of the overall method. Removal of the|
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Fig. 7. Determination of doxorubicin in plasma after depro-
teination and trace enrichment on FeHQ-silica. (A) Blank
plasma; (B) plasma spiked with 50 ng ml~! doxorubicin. For
conditions, see Experimental.

desorbed Fe?" ions can also be achieved by using
a precolumn ion-exchange technique.
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Abstract

The characterization of a chelating silica, modified by coupling ethylenediamine to a surface-linked epoxide, was
carried out using an improved ninhydrin-based procedure for the measurement of primary amines, and elemental
analysis. Whilst the primary amine content of model monoamines was accurately assessed, for diamines in which the
amine groups were separated by 2, 3 or 4 carbon atoms, the number of primary amine groups was underestimated.

Chemically modified silicas were prepared by activation of the surface with different loadings of an epoxide
modifier, which was in turn coupled to ethylenediamine. Elemental analysis and the ninhydrin reaction were used to
assess the involvement of primary amine groups in copper complexation by these modified silicas and the degree of
bridging resulting from the modification. Increasing the quantity of epoxide modifier resulted in an increased
coverage of epoxide groups on the silica surface, but whilst this increased the quantity of diamine that could be
coupled onto the surface, increased diamine bridging occurred. The copper capacity of the silica was linked to the
primary amine content of the silica and not to its total nitrogen content. Copper complexation or chelation by the
resin is therefore more favoured by the linear modification than by the bridged form.

Keywords: Complexing silica; Elemental analysis; Preconcentration; Primary amines; Trace metals

The chemical modification of the surface of
solids has led to increased possibilities in a num-
ber of fields. In the laboratory, chemical modifi-
cations have been employed in applications as
diverse as the deactivation of glass surfaces to
reduce losses during storage to the opening up of
new approaches to chromatography and trace
metal concentration. Amine-modified silicas have
found a number of applications; these include the
preparation of packings for liquid chromatogra-
phy, sorbents for affinity chromatography [1] and
trace metal preconcentration. Leyden et al. [2-5]
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pioneered the analytical application of these ma-
terials, developing silicas which were modified
with 3-(2-aminoethyl)aminopropyl and 3-amino-
propyl groups and their dithiocarbamate deriva-
tives. From the amine-modified surface a number
of particularly useful synthetic routes have been
developed for the synthesis of more complex
functionalized solids. The amine-modified solids
can themselves be used as chelating agents or
they can be used as an attachment point for
further modification. The complexing agent
2,2’ 4-trihydroxyazobenzene, for example, can be
attached to an amine-modified base solid using
trichloro-1,3,5-triazine [6] or iminodiacetic acid
groups can be synthesised [7]. Several examples
of such materials are to be found in the review by
Kantipuly et al. [8].

In order to optimise the performance of these

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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materials and to understand the factors which
govern their performance, it is necessary to be
able to assess the nature of the surface binding.
There are, however, comparatively few simple
methods for the quantitative assessment of spe-
cific groups which are bound onto a solid surface.
The measurement of primary monoamines can be
carried out using the ninhydrin colour reaction
[9). This reaction is comparatively rare amongst
colorimetric reactions in that it results in the
release of the coloured product from the surface
into solution. Amine groups coupled to a solid
surface can then be quantified using solution
colorimetry.

This paper reports improvements in the ninhy-
drin-based procedure for the measurement of
primary amines, investigates the performance of
the techniques with polyamines and reports on
the application of the techniques in the study of
chemically modified silicas.

EXPERIMENTAL

Preparation of modified silica

The chemical modification of the silica surface
was carried out using a generalised coupling pro-
cedure. The silica was first reacted with 3-
glycidoxypropyltrimethoxysilane and the resulting
epoxy-modified silica was then linked to the amine
under basic conditions.

Silica preparation. Chromatographic-grade
flash silica (0.04-0.063 mm particle size) was
washed twice with hydrochloric acid (1 + 99, v/v)
for 30 min, rinsed twice with distilled water for 15
min and then oven dried at 150°C for 24 h.

Epoxy-functionalized silica. 3-Glycidoxypro-
pyltrimethoxysilane (typically 79 g) was dissolved
in 500 ml of toluene in a round-bottomed flask.
Whilst the solution was stirred vigorously, 100 g
of silica were slowly added and a reflux con-
denser was fitted. The speed of agitation was
then reduced and maintained at a level just suffi-
cient to keep the silica in suspension. The mix-
ture was heated on a boiling-water bath for 6 h,
left to cool with constant stirring for a further 8 h
and the silica was then rinsed with toluene.

Amine coupling. 1,2-Diaminoethane was redis-
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tilled under nitrogen at reduced pressure. An
amount of 50 g of epoxy-modified silica was sus-
pended in 100 ml of toluene in a 250-ml round-
bottomed flask. Excess diamine (typically 20 ml)
was then slowly added, a condenser was fitted to
the flask and the mixture was heated at ca. 90°C
on a water bath for 2 h, The silica was then
filtered from the solution and washed with 50 ml
of methanol, 50 ml of hydrochloric acid (1 + 99,
v/v) and a further 50 ml of methanol. The silica
was then dried overnight at 50°C and stored in
airtight glass bottles.

Measurement of primary amines

The procedure which was employed for the
measurement of primary amines was an improved
version of the procedure described by Shapilov
et al. [9]).

Procedure. To an accurately weighed portion
of modified silica (in this study typically 50-100
mg), were added 5.0 ml of a phosphate buffer (0.1
mol 17!, pH 6.4-6.5) and 1.0 ml of ninhydrin
reagent solution [5% (w/v) in ethanol]. The mix-
ture was then heated on a boiling-water bath with
periodic shaking for 1 h. After the mixture had
cooled to room temperature the supernatant was
transferred to a 100-ml volumetric flask. A vol-
ume of 10 ml of hot (70°C) distilled water was
then added to the silica residue and the mixture
was maintained at 70°C for 10 min. The new
supernatant was then added to the original ex-
tract and the washing step was repeated until no
further blue coloration was extracted from the
silica. The solution was made up to 100 ml with
distilled water. After shaking, the absorbance was
measured at 565 nm against a blank solution
prepared using unmodified silica according to the
above procedure.

Calibration. Calibration was carried out using a
solution of 3-aminopropyltriethoxysilane. Aliquots
of a 1 mg ml~! solution of the calibrant were
added to 5.00 ml of phosphate buffer and 1.0 ml
of ninhydrin solution. After heating the mixture
on a boiling-water bath for 1 h it was cooled,
transferred to a 100-ml volumetric flask and made
up to volume with distilled water. The ab-
sorbance was measured at 565 nm against a
reagent blank.
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Measurement of copper capacity

The chelating capacity of the modified silicas
was assessed by equilibration with a strong cop-
per solution and measurement of bound metal.

Procedure. To an accurately weighed portion
of silica in an acid-washed 25-ml polycarbonate
vial were added 10 ml of a 100 wg Cu ml™!
solution in an acetate buffer of pH 5.0. After
gently mixing the contents for 1 h, the mixture
was centrifuged and the supernatant discarded.
The silica was then washed twice with acetate
buffer solution of pH 5 (ca. 20 ml) to remove
excess unbound metal. An amount of 10 ml of
hydrochloric acid (1 mol 17!) was then added to
the silica and the mixture was agitated for 1 h.
The silica was filtered from the solution and the
copper content of the solution was measured by
atomic absorption spectrometry.

Measurement of total nitrogen

Total nitrogen was determined using a CHN
elemental analyzer employing a manganese diox-
ide catalyst to ensure complete combustion at
900°C. The instrument was calibrated using
bipyridyl-spiked silica.

RESULTS AND DISCUSSION

Analysis of unbound amines
In order to assess the range of applicability of
the method, the procedure was first applied to

TABLE 1

Analysis of model amines

79

the measurement of the primary amine groups in
a number of model compounds chosen to contain
primary, secondary and tertiary amine groups and
with a varying carbon chain length between reac-
tive amines (see Table 1).

The method successfully estimated the number
of primary amine groups in all the test com-
pounds, except the model diamines in which the
amine groups were separated by 2, 3 or 4 carbon
atoms, in which the procedure reported only ca. 1
primary amine group. The modified silica em-
ployed in this work, however, could only result in
either one primary amine group remaining after
epoxide binding or none at all. The ninhydrin
method was therefore believed to be suitable for
assessing the primary amine coverage of the mod-
ified silica.

Analysis of bound amines

Reproducibility. Multiple (n = 6) analyses of a
sample of ethylenediamine-modified silica were
carried out to assess the reproducibility of the
method. The relative standard deviation of the
result was +4.0%.

Characteristics of studied silicas. Four batches
of epoxide-modified silica were prepared. In or-
der to produce a range of materials of differing
degrees of modification, the quantity of epoxide
used in the preparation was altered. The quantity
required in each synthesis was judged from a
theoretical estimate of the quantity of modifying
agent required to completely cover the silica sur-

Compound Predicted primary Found primary
amine groups amine groups
CH;CH,NH, 1 0.94
(CH,CH,),NH 0 0.02
(CH,CH,);N 0 0.08
CH,(CH,),NH, 1 1.12
H,N(CH,),NH, 2 0.97
H,N(CH,);NH, 2 1.03
H,N(CH,),NH, 2 1.15
H,N(CH,);NH, 2 1.89
[H,N(CH,),],NH 2 2.14
[H,N(CH,);1,NH 2 2.03
H,N(CH,),NH(CH,),NH(CH,),NH, 2 1.87
[H,N(CH,),NH(CH,),],NH 2 1.92
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face. Each batch of epoxide-modified silica was
then reacted with ethylenediamine. The eight
modified silicas were then analyzed for their car-
bon and nitrogen contents (Table 2).

Increasing the quantity of epoxide modifier
employed in the synthesis resulted in attainment
of the coverage limit at around the theoretical
maximum. The addition of ethylenediamine led
to a corresponding increase in the nitrogen con-
tent of the modified silicas. From elemental anal-
yses alone it was not possible to identify whether
this results from 1:1 binding of an amine to an
epoxide or whether the diamine bridges two sur-
face-linked epoxides (Fig. 1).

Total nitrogen and primary amine

When a diamine containing two primary amine
groups is coupled to a silica surface which has
been epoxy modified, coupling can occur via a
single epoxide to give a linear primary amine
product or through two adjacent epoxides to give
a bridging product containing no residual primary
amines. The extent of bridging largely depends
on the surface epoxide coverage of the silica. Iff
order to assess the binding of ethylenediamine
onto the epoxy-modified silica, the silicas were
analyzed for both total nitrogen (using an ele-
mental analyzer) and primary amine groups (by
the ninhydrin method).

The total nitrogen content of the silica can be
predicted from the ninhydrin-derived primary
amine measurements by assuming that one pri-

TABLE 2
Elemental analyses of modified silicas
Silica Loading ? Carbon Nitrogen
(%) (mgg™" (mgg™")
Epoxide 10 30.2
50 60.9
100 89.7
200 87.3
Amine 10 36.6 8.36
50 76.6 16.9
100 106 22.0
200 107 20.8

2 Expressed as the quantity of epoxide used in the synthesis as
a percentage of the quantity required for maximum theoreti-
cal coverage.
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Fig. 1. Two possible modes of coupling of a diamine to a silica
surface. (A) Linear form; (B) bridged form.

w

mary amine should be present together with one
secondary amine. If, however, the diamine bridges
between two surface-linked epoxides, the number
of primary amine groups will be reduced and the
predicted total nitrogen content of a silica will be
lower than the total nitrogen content measured
by elemental analysis. The ratio of the deter-
mined nitrogen to that which is predicted from
the primary amine content is therefore a measure
of the extent of bridging. With the experimental
silicas (Table 3 ), the degree of bridging is there-
fore seen to increase with increasing surface load-
ing.

Copper capacity and primary amine content. By
varying the surface coverage at the epoxide-mod-
ification stage, samples of amino-modified silica
were prepared with varying amine group con-
tents. The analysis of the copper capacity of these
silicas, together with the primary amine contents
measured by the ninhydrin reaction, permitted a
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TABLE 3

A comparison of the total nitrogen content of modified silicas
calculated from measurements of primary amine and mea-
surements of total nitrogen by elemental analysis

Silica Predicted Determined (Determined N)/
(%) N from total (predicted N)
primary amine N
(mgg™") (mgg™"
10°% 4.84 8.36 1.73
50 10.08 16.9 1.68
100 8.62 22.0 2.55
200 7.81 20.8 2.66

2 Expressed as the quantity of epoxide used in the synthesis as
a percentage of the quantity required for maximum theoreti-
cal coverage.

comparison to be made of the two measures of
the extent of surface modification (Table 4).

The ratio of one copper to each available
primary amine group implies the pre-eminent in-
volvement of the primary amine group in metal
binding. As the primary amine group is present
only from a single-ended coupling of the diamine,
the intrinsic flexibility and steric availability of
the two amine groups in this structure favours
metal binding. The coordination of only one pri-
mary amine to each copper atom would not be
expected to occur if the ligand were free in solu-
tion, but when bound to a surface the inter-ligand
spacing of non-bridged groups may be such that
multiple coordination, by primary amines, is not
favoured. In addition, the high concentration of
copper employed in the capacity assay will drive

TABLE 4

The relationship between bound copper and the primary
amine groups present on the surface of a ethylenediamine
modified silica

Silica Copper capacity Primary amine (Copper

(%) (mmolg™1) (mmol g~ 1) capacity)/
(primary amine)
108 0.130 0.173 0.75
50 0332 0.360 0.92
100 0.301 0.308 0.98
200 0283 0.278 1.02

* Expressed as the quantity of epoxide used in the synthesis as
a percentage of the quantity required for maximum theoreti-
cal coverage.
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the system towards single coordination. Bridged
amines, anchored at both ends of the diamine,
structurally more rigid and sterically hindered to
metal binding, do not therefore appear to be
favourable metal-binding sites.

Conclusions

The ninhydrin colour reaction has been shown
effectively to estimate the number of tree amino
groups in a molecule provided that the analysis of
polyamines in which the primary amine groups
are separated by 2,3 or 4 carbon atom chains is
avoided. The method is particularly suitable for
the measurement of structures containing a single
primary amine group.

Used in combination with conventional ele-
mental analyses, the ninhydrin reaction provides
a ready means of assessing the primary amine
content of chemically modified silicas. In the
studied silicas, increasing the quantity of epoxide
modifier resulted in an increased coverage of
epoxide groups on the silica surface. This greater
density increased the quantity of diamine that
could be coupled onto the surface but also re-
sulted in a higher proportion of bridging of the
coupled amine between neighbouring epoxides.
The copper capacity of the resulting silicas was
linked to the primary amine content of the silica
and not to its total nitrogen content. Copper
complexation or chelation by the resin is there-
fore more favoured by the linear coupling than by
the bridged form. The development of chelating
silicas of this type for the preconcentration of
trace metals must therefore involve steps to maxi-
mize coupling to give a linear-form product whilst
minimizing bridging.

This work was supported by a studentship from
the Natural Environment Research Council.
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Abstract

Experimental design with multilinear regression has been used to examine the relative contribution of the main
experimental variables during supercritical fluid extraction. Six steroidal compounds of various solubilities in
supercritical CO, were considered. The results indicate that the density of the supercritical fluid has the greatest
effect on the solubilisation and transfer of steroid from extraction cell to collection device. The minimum number of
cell volumes of supercritical CO, required for effective extraction was experimentally determined.

Keywords: Carbon dioxide; Extraction; Multilinear regression; Steroids; Supercritical fluid extraction

The status of current analytical instrumenta-
tion is such that the reliability and robustness of
measurement is not often an issue. However, the
analytical chemist must consider problems associ-
ated with sample preparation and the interpreta-
tion of large amounts of experimental data. This
paper examines how the use of supercritical fluid
extraction {1,2} for sample preparation and exper-
imental design in data generation can simplify
both of these areas.

Supercritical fluid extraction (SFE) is a rela-

Correspondence to: J.R. Dean, Department of Chemical and
Life Sciences, University of Northumbria at Newcastle, Elli-
son Building, Newcastle upon Tyne NE1 8ST (UK).

tively new technique [3] for sample preparation
based on the use of carbon dioxide above its
critical temperature, 31.1°C, and critical pressure,
73.8 bar. The high diffusivity of the supercritical
carbon dioxide allows for rapid and effective ex-
tractions of mainly non-polar solutes [4] without
the need for the costly organic solvents frequently
used in traditional sample clean-up procedures.
The main operating variables in analytical SFE
are density, temperature, flow-rate and time of
extraction and it is expected that there are inter-
actions between these variables. Experimental
design techniques [5,6] may be used both to model
and optimise chemical information, where there
are many potentially interacting variables, and
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are proving to be valuable assets to the analytical
chemist [7]. Experimental design allows a consid-
eration of the overall number of experiments, the
arrangement of the experiments and the possible
interaction effects between the variables. A si-
multaneous experimental design based on multi-
linear regression has been used [8] for the opti-
mization of extraction conditions. This has al-
lowed both the prediction of optimal experimen-
tal conditions and interaction effects between
variables. The combination of these two powerful
techniques enables the main operating variables
of SFE fully to be investigated.

EXPERIMENTAL

Apparatus

Supercritical extractions were undertaken on a
computer driven system, the Hewlett-Packard
(Avondale) Model 7680A SFE. The instrument
operates as an off-line extraction unit with a
solvent washed chromatographic trap as the col-
lection device for all samples [9]. Figure 1 illus-
trates the main components of the system. All
critical parameters are monitored and controlled
by the personal computer (PC) software. It should
be noted that the variable restrictor device allows
for the independent control of both the flow-rate
and the back pressure during the extraction. Lig-
uid carbon dioxide is pumped with constant flow
by a twin piston reciprocating pump. The low
viscosity of carbon dioxide requires that the pump
head is cooled to avoid leaks at the pump head.

coy Sample
Vessel

Restrictor
Analyte
Collection

High Pressure
Pump Rinse Sotvent
Pump

Fig. 1. Block diagram of the HP 7680A extractor.
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A second carbon dioxide cylinder provides cryo-
genic cooling to the system. Sample cells are
made of stainless steel with re-usable hand tight-
ened PEEK caps at each end. The cells are
available in 1.5- and 7.0-ml volumes. Both cell
volumes have been studied in this investigation,
although the majority of the results were achieved
using the smaller cells. Temperature conditions
are maintained accurately at each stage of the
extraction by the use of focused cryogenics in
conjunction with a series of electrothermal heat-
ing blocks. A two minute period of static extrac-
tion, where there is no fluid flow, was used at the
beginning of each extraction sequence to allow
the analyte to be fully solubilised. The mass
transfer occurs when the instrument is operating
in the dynamic flow mode and this is taken as the
time of extraction. After the depressurisation
stage, the final rinse step washes an appropriate
solvent (methanol in the experiment) throughout
the entire solvent line, restrictor and trapping
column into 2-ml sample vials contained in a
fraction collector. The trap, 7 cm in length and 5
mm id., is loosely packed with Hypersil ODS
(particle size 30 wm) and has a valid volume of
650 pl. Volatile analyte loss is avoided by cryo-
genic cooling of the trap.

Analysis of the extracts was performed on a
Shimadzu (Tokyo) Model UV-160 double beam
UV-visible spectrophotometer using 10-mm sil-
ica cells (Thermal Syndicate) for all measure-
ments. Quantitation was achieved by diluting all
extracted samples to 10 ml using Technico class B
graduated flasks and measuring absorbance
against a four point linear calibration graph. None
of the compounds studied demonstrated any in-
stability in methanol when monitored over a week.

Reagents

Supercritical fluid grade carbon dioxide (Air
Products, Sunderland) of certified purity 99.995%
was used for extraction, while industrial grade
carbon dioxide was used for cryogenic cooling.
All six steroidal compounds (Fig. 2) studied were
analytical working standards of certified purity
supplied by Glaxo, Barnard Castle. Methanol
(BDH, Poole) of AnalaR grade was used
throughout the experimentation.
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Sample introduction

All steroids were studied as pure compounds
thus minimising potential matrix effects. To
achieve this each sample was introduced into the
extraction cell as a 50-ug pure standard de-
posited on the internal surface of a glass capillary
tube. This was done by measuring a precise 50-u1
volume of a 1000 pg ml™! stock solution pre-
pared in methanol onto the glass and allowing
the solvent to evaporate. By reducing the com-
plexity of the extraction solubility effects, the
mass transfer due to flow-rate and cell geometry
can be studied. The interactions of the sample
with the matrix and their resulting effect on ex-
traction efficiency cannot be studied by this
method of extraction. Spiking onto glass allows
the visual confirmation of successful extraction.

Flow-rate

The carbon dioxide is pumped from the cylin-
der at approximately 53 bar at 15°C. Carbon
dioxide is liquid under these conditions and the
flow-rate is measured at this stage. Under super-

Mo CH;0H
¢=o0 Mo §=0
Me o
OCOCH, OCOCH,
Mo Mo
o o
Me
Megestrol Acetate Cortisone Acetate
CH,0H
2 ?H,m
Me §° Mo C=0©
HO OH HoO ©

Hydrocortisone Clobetasol
(|:H2CI (|:H2CH20COCH3
Mo C=° Mo €=0

° oH HO CH,0COCH,
U 4 ’
i ‘0 )
o o

Clobetasone th 17,21 Dip

Fig. 2. Structural formulae of the steroidal compounds.
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critical conditions the flow-rate will depend on
the density achieved. At high densities (as the
supercritical fluid tends towards more liquid-like
conditions) the flow-rate through the extraction
vessel will remain similar to the liquid pump-rate.
Lower densities (as the supercritical fluid tends
towards more gas-like conditions) result in greater
flow-rate values. All quoted values of flow-rate
are the liquid carbon dioxide pump-rate.

Experimental design

If the correct conclusions are to be drawn from
an experiment, the various factors which affect
the result must be identified and, if possible,
controlied [10]. In this case the solubility of the
analytes in carbon dioxide has been assumed to
depend on a number of experimental factors e.g.
density (g mi~1), temperature (°C), time of ex-
traction (min) and flow-rate (ml min~!). Any
design of the experimentation should involve a
consideration of these variables in order to obtain
the best solubility parameters and hence the best
experimental extraction conditions. Fractional
factorial experimental design [5,6] allows for the
detection and estimation of any interactions be-
tween the experimental factors. Classical univari-
ate optimisation fails to give any information
about factor interactions, and as a result can
produce unsatisfactory optimum conditions. Fac-
torial design also needs fewer measurements than
the classical approach to achieve the same preci-
sion, thus reducing the method development time.

As four variables (three considered as quadrat-
ics) were considered a large number of possible
combinations of experiments could be selected.
As the length of each individual experiment can
have serious effects on the method development
time it was important to reduce the number of
experiments to a minimum without serious con-
founding [11], random or systematic errors being
introduced. This was established as 18 experi-
ments (Table 1). The quadratic terms were stud-
ied at low, intermediate and high values: temper-
ature was studied at 40, 60 and 80°C; carbon
dioxide density at 0.40, 0.65 and 0.80 g ml~! and
flow-rate at 2.0, 3.0 and 4.0 ml min~!. However,
the time of extraction was considered at only two
levels, 2 and 10 min. It should be noted that the



86

TABLE 1
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The experimental design with the UV -visible percentage recoveries observed for the six steroids using 1.5 ml cell volume

Temper- Density Time Flow- Steroid (% recovery) 2

ature @mn™)  (min) el {TT N2 Ned  Ned | Nos  Noo
o) min~")

80 0.40 20 2.0 93 0 0 13 4 43
40 0.65 2.0 2.0 98 22 16 26 2 86
40 0.40 10.0 2.0 91 0 20 12 11 12
80 0.90 20 2.0 99 88 32 109 24 101
60 0.65 10.0 2.0 103 100 20 5 4 107
40 0.90 10.0 2.0 78 97 26 108 17 109
60 0.40 20 3.0 22 59 0 4 0 35
80 0.40 10.0 3.0 44 0 0 20 2 79
80 0.65 2.0 4.0 95 73 12 43 4 87
40 0.40 2.0 4.0 6 16 1 10 0 2
40 0.90 2.0 4.0 99 33 22 64 4 106
60 0.40 10.0 4.0 0 0 1 5 0 45
40 0.65 10.0 4.0 102 107 12 18 0 106
80 0.90 10.0 4.0 95 108 19 123 56 101
80 0.90 10.0 2.0 103 98 54 99 49 0
80 0.90 2.0 3.0 99 97 41 108 34 86
80 0.40 2.0 4.0 0 0 1 5 0 42
40 0.90 20 2.0 98 23 26 51 7 101

2 No. 1 =megestrol acetate; No. 2 = cortisone acetate; No.
6 = betamethasone-17,21-dipropionate.

chosen values should be within the working limits
of the instrumentation and that extrapolation of
the response curves beyond the constraints of the
initial design is to be avoided. The experiments
were carried out in a randomised order for each
steroid to minimise the effect of bias due to, for
example, sample carry over.

TABLE 2

3 = clobetasol; No. 4 = clobetasone; No. 5 = hydrocortisone; No.

RESULTS AND DISCUSSION

Six steroids were selected for analysis (Fig. 2).
The section of the steroids was based on a com-
mon structural backbone with a range of func-
tional groups. It was determined experimentally
that the six steroids had some degree of solubility

Coefficients of regression and standard error of linear Eqn. 1 for cortisone acetate

Variable Descriptor Beta Standard b Standard t4) P level
error error
1 Uy 2.701 1.419 6.377 3.350 1.903 0.129
2 v, 3.171 1.236 618.821 241.176 2.889 0.044
3 Uy 0.088 0.473 0.953 5.116 0.186 0.861
4 v, 4.771 1.473 225.290 69.552 3.239 0.039
5 v, —-2.501 1.358 -0.049 0.027 —1.842 0.139
6 Uy 1.001 0.392 2.260 0.885 2.555 0.063
7 v, -1.029 0.311 —0.167 0.051 -3.309 0.029
8 Uly —0.603 0.391 -0.324 0.209 —1.547 0.197
9 vy, -3.512 0.964 -525.04 144.152 -3.642 0.022
10 Uyw3 1.237 0.294 17.874 4.241 4.214 0.013
11 Usly —0.057 0.354 —-3.037 18.717 -0.161 0.879
12 Usl, 0.006 0.297 0.021 0.987 0.021 0.984
13 Va4 —-4.219 1.378 —-33.18 10.828 —3.062 0.037
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in supercritical carbon dioxide, ranging from the
totally soluble megestrol acetate and betametha-
sone-17,21-dipropionate to the very slightly solu-
ble clobetasol and hydrocortisone. Cortisone ac-
etate is used in the following discussion as an
example of the optimisation process.

The model assumes that nothing is known
about possible interactions, therefore the para-
metric equation used, Eqn. 1, contains fourteen
terms. Each of the terms represents either the
variable or its interaction with another variable.
The squared terms are quadratics and allow for
curvature of the experimental response. The time
variable is not considered as a quadratic as the
response (percentage extraction) cannot reduce
with increasing time.

Y=by+bw, +byw,+byu,+bu, +b?
+bgv 0y + byvvs + bgv v, + bov2
+b1gUal3 + bty + bibsvs + bysvf (1

where, Y is the response (percent extracted); v,

Uy, Us, U, are the four main variables: tempera-

Regression Weights

87

ture, density, time, and flow-rate, respectively;
b,...b,, are the parametric coefficients; b, is the
intercept.

Multilinear least squares regression was used
to calculate the coefficients, b, in Eqn. 1. Because
of the quite large differences between the magni-
tude of the squares of temperature and density
(v? and v? in Eqn. 1), the coefficients were
calculated also with the data for each variable
standardized to its mean of zero and a standard
deviation of unity. The coefficients of cortisone
acetate are reported in Table 2 as b, and Beta,,
for the un-standardised and standardised vari-
ables, respectively. As this data is well behaved
there is no difference in the conclusions drawn by
the two approaches. A pictorial representation of
the coefficients for the standardised data is given
in Fig. 3.

Significance is determined by a z-test with a
confidence level of 0.05 (95% confidence limit) at
4 degrees of freedom. In Table 2 a coefficient
with a probability (P) level of less than 0.05 or a
t-test value of greater than 2.78 will be consid-
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Fig. 3. Standardised regression weights of variables for cortisone acetate. * = Significant variables.
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TABLE 3

Significant variable descriptors determined by multilinear re-
gression

Steroid Significant variable
Megestrol acetate 2 - - 9 - 11
Cortisone acetate 2 9 10 13
Clobetasol - - - - -
Clobetasone 2 - - 9 - -
Hydrocortisone - - - - - -
Betamethasone-17,21-

dipropionate 2 - - 9 - -

ered significant. The significant coefficients are
highlighted in bold in Table 2. Table 3 is a
summary of the significant variables determined
for the six steroids by multilinear regression. Two
of the steroids (clobetasol and hydrocortisone)
show no significant variables and this may be
attributed to their low solubility in carbon diox-
ide. Of the remaining four steroids, the two com-
mon terms are the density (variable 2) and the
density squared term (variable 9) suggesting that
density is the single major factor to affect the
extraction of the steroids.

Flow-rate and temperature were also identi-
fied as significant for cortisone acetate with inter-
actions involving time. However, it is apparen
from the response curves that density is the mos'
significant variable in achieving optimimum ex
traction conditions. Example surfaces of corti
sone acetate are given in Figs. 4 and 5 for ¢
10-min extraction time. These show the optimumr
extraction conditions are approximately 55°C, -
ml min~! and 0.80 g ml~!, and that flow-rate has
a greater effect on extraction than the tempera-
ture.

The response surfaces of the density and
flow-rate based on the model were calculated for
the other compounds studied. Clobetasol and hy-
drocortisone, both of which failed to produce any
significant variables (Table 3), succeeded in only
showing a straight density gradient with no de-
pendence on flow-rate. Betamathasone-17,21-di-
propionate and clobetasone both demonstrated
some dependency on the flow-rate at lower densi-
ties.
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2830953y

Fig. 4. Response surface for cortisone acetate studying the
effect of density and flow-rate on the extraction efficiency at
55°C and 10 min extraction time.

Effects of cell geometry

The effects of cell geometry [12-14] have been
studied using the commercially available 1.5-ml
and 7.0-ml extraction cells for one steroid under
the same conditions. Each cell is constructed of
stainless steel and has an internal diameter of 1.0
cm. The 1.5-ml cell has a length of 4.0 cm in
contrast to the 7.0-ml cell which has a length of

asuodsay

Fig. 5. Response surface for cortisone acetate studying the
effects of density and temperature on the extraction efficiency
at 3.0 ml min ! and 10 min extraction time.
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Fig. 6. Response surface for megestrol acetate studying the
effects of density and flow-rate on the extraction efficiency
using 1.5-ml cell at 55°C and 10 min extraction time.

9.5 cm. The results for megestrol acetate, a steroid
totally soluble in carbon dixoxide, are shown in
Figs. 6 and 7. The response surfaces show the
contrasting effects of flow-rate and density when
only the volume of the cell is changed. With the
1.5-ml cell there is quite clearly a drop in re-
sponse with an increasing flow rate at an interme-
diate density (Fig. 6). At higher densities the drop
in response is not as pronounced, aithough the
optimum response region is restricted to low flow

Fig. 7. Response surface for megestrol acetate studying the
effects of density and flow-rate on the extraction efficiency
using the 7.0-ml Cell at 55°C and 10 min extraction time.

89

and high density combinations (the darker shaded
region). Increasing the flow-rate for the 1.5-ml
cell apparently reduces the interaction between
the supercritical fluid and the steroid. The 7.0-ml
(Fig. 7) cell has the effect of making the flow-rate
much less critical to the optimum extraction re-
covery.

It is probable that the supercritical fluid flow
within the sample cell has some effect on the
extraction efficiency in SFE. It is thought that
turbulent flow is more desirable than laminar
flow as the resulting eddies produced within the
sample cell will aid diffusion within the sample
matrix. The Reynolds number [15] (Eqn. 3)

Re= P4 3)

7

(where p = density of carbon dioxide, v = velocity
of carbon dioxide flow, d = internal diameter of
cell, w = viscosity of carbon dioxide) was used to
investigate the type of flow which exists within
the sample cells both of which have the same
internal diameter (0.01 m). The calculation is
dependent on high density conditions (0.9 g ml 1),
a flow-rate of 3 ml min~! and an extraction time
of 10 min. The viscosity of carbon dioxide was
taken as the liquid value at 1.5 X 107* N s m~2.
The small amount of mass flow-rate, calculated to
be 4.5x 1077 kg s~ ! at a density of 0.92 g ml~ !,
and the internal diameter for the sample cells
means that the Reynolds number will be consid-
erably lower than the 2000 threshold value for
the transition between laminar and turbulent flow,
even assuming low (gas-like) viscosity conditions
for the carbon dioxide. The calculated values for
the Reynolds number varied between 40 and 400
according to the viscosity of carbon dioxide value
taken. Thus laminar flow is the most likely type
of supercritical fluid flow within the sample cell.
This situation may be beneficially altered when
the extraction cell is packed with sample where a
disruption of the supercritical fluid flow may pro-
duce sufficent eddies to create turbulent flow.
However, this was not the situation in this experi-
ment as the bulk of the extraction cell was empty.
Therefore, changes in supercritical fluid fluid-flow
were ruled out as a reason for the observed
effects when cell size was changed.
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TABLE 4

Comparison of cell volumes swept using 1.5-ml and 7.0-ml cell
volumes

Density Cell volume swept (ml)
-1
mi™) 15-ml cell 7.0-ml cell
0.4 41 7
0.6 19 4
0.9 14 3

One factor which has undoubtedly altered by
using different sized cells is the number of cell
volumes swept with supercritical carbon dioxide.
The number of cell volumes swept can be calcu-
lated using Eqn. 4.

Cell volumes swept
Mass of carbon dioxide (g)
~ Density (g ml~) X cell volume (ml)

(4)

where mass of carbon dioxide = density of liquid
carbon dioxide (0.92 g ml~') X flow-rate (ml
min~') X time of extraction (min). The effect on
the mass transfer of the analytes by reducing the
number of cell volumes swept is likely to be
detrimental to the extraction process. This is sup-
ported by the fact that the percentage recoveries
for the 7.0-ml cell were lower by approximately
20-40% than those of the 1.5-ml cell quoted in
Table 1, under exactly the same conditions. With
increasing density of supercritical carbon dioxide
the number of cell volumes swept for a given
time, will be reduced (Table 4). When the density
approaches 0.9 g ml~! the number of cell vol-
umes swept for the 7.0-ml cell is only sufficient
for partial mass transfer to occur. This is shown
in Fig. 7 as the decrease in extraction efficiency
that occurs at a density of 0.8 to 0.9 g ml~! and
flow-rates of 2-2.5 ml min~!. Increasing the
flow-rate will compensate for this effect as the
mass of carbon dioxide used is then increased. It
is therefore not recommended to extract when
the number of cell volumes swept of carbon diox-
ide is below 4.

Conclusions

It is apparent from the results that density is
the major variable for the extraction into super-
critical carbon dioxide of the steroid compounds
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studied. Although the experimental optimisation
can be applied only to each individual compound,
the overall trend gives a basis on which to ap-
proach unknown steroids. It must be noted that
individual sample matrices will affect the relative
contributions of the extraction parameters. The
minimum number of cell volumes swept for effec-
tive extraction has been determined experimen-
tally to be four. Below this there is insufficient
contact between the sample and supercritical car-
bon dioxide. This is particularly important when
using cell sizes of different dimensions.
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of the adaptive Kalman filter in chromatography
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Abstract

The accuracy and precision of the adaptive Kalman filter were examined using computer simulations of
chromatographic situations, where a known (target) peak overlaps with an unknown (interferent) peak. The peak
overlap, area ratio and noise level in the chromatograms significantly affect the reliability of the concentration
estimates obtained from the filter. The accuracy (bias of the estimates) and precision (relative standard deviation,
SD) for the known peak have similar tendencies as a function of peak overlap and area ratio. For an area ratioof 1, a
noise level of 0.2% of the peak maximum and a peak resolution of 1.0, the bias for the known peak is 0.1% and the
SD is 0.042%; if the peak resolution is 1.5, then the bias is 0.004% and the SD is 0.036%. The function of mutual
information (FUMI) is shown to represent approximately the reliability (bias and standard deviation) of the
concentration estimates obtained from the adaptive Kalman filter.

Keywords: Liquid chromatography; Optimization methods; Accuracy; Kalman filter

The separation of overlapped peaks is essen-
tial in every area of separation science, including
chromatography and electrophoresis. For exam-
ple, liquid chromatographic quantification of a
small peak adjacent to a large interfering peak
requires careful consideration of the degree of
peak separation, e.g., an assay of a small impurity
of an optical isomer or of a drug degradation
product present in only a small amount [1].

The degree of peak separation will strongly
influence the reliability of an analytical method
[2,3]. There have been several publications con-
cerning the evaluation of the accuracy of analyti-

Correspondence to: S. Rutan, Department of Chemistry, Vir-
ginia Commonwealth University, Box 2006, Richmond, VA
23284-2006 (USA).

cal methods in chromatographic situations where
the peaks are overlapped [4-7]. Snyder [4] and
Foley [5] have studied the errors in peak area
measurement by the perpendicular-drop algo-
rithm and in peak height measurements. The size
effect and asymmetry effect of overlapped peaks
were treated quantitatively. In every instance, the
concentration of the smaller peak is overesti-
mated and that of the larger peak is underesti-
mated to a substantial extent, especially as the
degree of overlap increases [6,7].

The degree of peak separation plays a critical
role in the determination of the precision of the
results, especially for Kalman filter-based analy-
ses. This algorithm, originally developed in 1960
for engineering applications [8)], allows for the
recursive, least-squares estimation of the compo-

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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nent concentrations from an overlapped re-
sponse. Previous studies have established that the
Kalman filter gives more accurate estimates for
peak area than the perpendicular drop algorithm
[9]. Adaptive Kalman filters are modified versions
of the Kalman filter that offer a mathematical
means for predicting the “concentration” of a
known peak (modeled peak) when it is interfered
with by an unknown peak (unmodeled peak) [10-
18].

Ideally, the degree of peak separation should
be related mathematically to the analytical pa-
rameters of interest, the accuracy and precision
of analysis. This is because the goal of typical
optimization procedures is to select the most
accurate and /or precise analysis. If a mathemati-
cal relationship exists, a large number of experi-
ments will not be required to establish the opti-
mum conditions for analysis. Recently, the func-
tion of mutual information (FUMI) has been
shown to relate theoretically the precision (stan-
dard deviation) of the concentration estimates to
the peak shape, size, overlap and noise level and
has been successfully used as a criterion in the
optimization of precision and efficiency in liquid
chromatography [3]. FUMI is derived based on
information theory and the Kalman filter.

The accuracy and precision of an analysis are
not entirely independent in practice [19]. Their
theoretical treatments, however, are very differ-
ent, especially for the Kalman filter. The preci-
sion of the regular Kalman filter (not the adap-
tive filter) can be estimated exactly by FUMI or
the error covariance matrix P,, but the accuracy,
as measured by the bias, is assumed to be zero.

The aims of this work were to elucidate the
relationship between the accuracy and precision
of the adaptive Kalman filter in chromatographic
separations and to examine the influence of peak
overlap, peak area ratio and white noise on these
statistical parameters. Previous work has demon-
strated the applicability of an adaptive Kalman
filter based on the correlation of the innovations
sequence for peak resolution and quantification
in analytical chemistry {10-18]. For proper use of
the filter, however, the reliability of the estimates
obtained should be established theoretically or
empirically. A combination of FUMI and the
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error variance of the adaptive Kalman filter is
shown to be more useful for estimating the relia-
bility of the adaptive Kalman filter for estimating
the concentration of the target compound than
either of these measures used separately.

THEORY

If the chromatograms are reproducible under
the same operating conditions except for the
presence of zero mean white noise, the square
root of the error covariance matrix P, is equal to
the observed standard deviation (SD) of the regu-
lar Kalman filter estimates for the concentration
from replicate experiments. In this situation, the
Shannon mutual information (FUMI) of the
Kalman filter can be related to the error covari-
ance P, or observed SD:

d;=—-1/2 ln({Pk}jj)
~In(SD;) (1)

where j denotes peak j in the chromatogram,
{Pk}jj is the jth diagonal element of P, and k
represents the number of data points that have
been filtered, This relationship assumes that the
true value for the concentration is one.

In the present example, a one-dimensional
Kalman filter [20] is used to estimate the ampli-
tude (concentration), X, of the jth chromato-
graphic response, where a model of the chro-
matographic peak shape is available. This one-di-
mensional filter is based on the assumption that
there are regions of the chromatogram which can
be modeled by a single component [20]. FUMI is
calculated from the sum of the squared signal
intensities A% of the peak over the region where
no interferences exist, divided by the variance of
the white noise W_:

1

L h
k
%=3 "

c

(2)

If a Gaussian peak j of area A;, width o; (stan-
dard deviation) and retention time ¢; (mean) is
separated from all other peaks, then FUMI ¢,
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(> 0) for peak j can be described in terms of the
peak parameters A4; and o; and the noise level a:

y;=1/2In[ 43/ (27" %0, (3)

The noise level & is defined to be the product of
the variance W, of the noise in the chromatogram
and the sampling interval AT of the A/D con-
verter [21]: @ = W_AT. If peak j overlaps with
adjacent peaks j—1 and/or j+ 1, FUMI ¢; is
reduced by the information loss 8¢; (> 0) caused

by the overlap:
¢j=l//j_5¢j (4)
As is evident from Eqns. 3 and 4, FUMI ¢,

depends on four factors: peak overlap (6¢ I.), pealé
area (A4;), peak width (o;) and noise (a). The
theoretical SD for peak j can be calculated from
FUMI as SD =exp(—¢;). One of the most
prominent advantages of FUMI is that the infor-
mation or observed SD can be predicted before
the analysis by knowing only the peak shape (A4;
and o), the position (¢,), noise level @ and the
degree of overlap with adjacent peaks.

Although FUMI and the regular, one-dimen-
sional Kalman filter require that the region in the
chromatogram where the single component as-
sumption is valid be identified, this information
may not always be available. In this event, a
modification of the Kalman filter, known as the
adaptive filter, can be used to detect deviations
from the single component assumption.

Essentially, those regions of the chromatogram
where significant interferences are present are
identified by the adaptive filter and a low weight
is assigned to those points in fitting the data. This
is accomplished by averaging the innovations se-
quence, v, (the on-line residuals) over a preset
window size (m) as the filter processes the data.
When a region of data is filtered where the data
are inconsistent with the model (as determined by
the magnitude of the innovations sequence), the
variance of the measurements (r,) is recalculated
according to the equation

m
Ne= Z (Vk—ij—j) _thkhk (5)

j=1

where A, is the measurement function which
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describes the shape of the model peak as a func-
tion of time, #,, and m is a smoothing window
[10,16]. The weighting of the data points is in-
versely proportional to r,, so those regions of the
chromatogram with large residuals (v, ) are given
low weights in the fits. This should result in a
more accurate estimate for the amplitude of the
known peak when interferences are present.

The limits of this approach are reached when
significant interferences occur across the entire
elution profile of the known component, i.e., cases
of severe chromatographic overlap. The studies
reported to date on the analytical applications of
the adaptive filter have mentioned this limitation.
However, the degree of overlap that can be toler-
ated under various conditions has not been care-
fully examined. In this work, we evaluated the
ability of the adaptive filter to estimate quantita-
tively target peak magnitudes in the presence of
an interfering peak as a function of peak overlap,
peak area ratio and noise. In addition, the theo-
retical error derived from FUMI is not exactly
equal to the observed error of the adaptive
Kalman filter, as FUMI was originally derived for
the regular Kalman filter. In this paper, the rela-
tionship between FUMI and the error in the
adaptive Kalman filter results is considered.

EXPERIMENTAL

Computer-generated Gaussian peaks were
used in this study. The plate number N was
assumed to be 10000 and the retention time ¢;
and width o; of the Gaussian peak were calcu-
lated using the fundamental chromatographic
equation: N = (¢;/0;)>.

The accuracy (bias) and precision (standard
deviation, SD) of the filter estimates for the am-
plitude of the target peak were calculated by
repeated computer simulations. First, the reten-
tion times of the known (modeled) and unknown
(unmodeled) peaks were fixed as shown in Fig. 1.
A filter estimate of the target (known) peak is
obtained by adaptive Kalman filtering of the noisy
chromatogram. The mean and SD of the esti-
mates for the target peak amplitude were ob-
tained by repeating this process 500 times. Each
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Fig. 1. Two Gaussian peaks with white noise. N = 10000. Fig.
2 is illustrated for the target peak in region a and Figs. 3-6
for the target peak in region b.

chromatogram was different only in the pattern
of the noise with the noise level 4 held constant.
Gaussian-distributed noise was generated using a
twelve-point pseudo-random number generator.
The above process was repeated for different
positions of the target peak. Plots of the mean
and SD of the known component concentration
versus the position of the target peak were ob-
tained for a specified noise level and peak area
ratio.
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The unknown peak was fixed at a time of 600
s; the known peak was moved from 700 to 500 s
at intervals of 0.5 s (Fig. 2) or from 650 to 600 s at
intervals of 0.2 s (Figs. 3—-6). The adaptive filter-
ing was performed in the backward direction so
that the known peak to be quantified was filtered
first (for the second set of the simulations), as the
known peak always eluted later than the un-
known peak. A single filter pass was used in all
instances.

The information FUMI in these studies was
calculated from Eqn. 2 and was based on the
assumption that the data analysis method is inef-
fective when the signal from the interfering peak
exceeds 0.5% of the intensity of the maximum of
the target peak. FUMI for the target peak was
calculated from the sum of the squared signal
intensities, 42, as the elution time decreased until
the interfering signal first reached the above-
mentioned limit. In Figs. 1-4 and 6, the peak
areas of the modeled and unmodeled peaks are
the same (10000) and the concentration of the
target peak is unity. The smoothing window (m)
was set at six data points for the adaptive Kalman
filter.

According to the FUMI theory, if the noise
level a is kept constant and if the sampling inter-
val AT is decreased, the noise variance W, in-

1E+03

1E+02

1E+01 |

1E+00-

1E-01

Standard Deviation

1E-02

1E-03-

1E-04 T T T T T T T T
500 520 540 560 580 600 620 640 660 680 700

Peak Position (s)

Fig. 2. Influence of peak overlap on the average and standard deviation of the estimates from the adaptive Kalman filter. Abscissa,
the position of the target (known) peak (the unknown peak is fixed at ¢; = 600 s). (A) Average of the filter estimates for the target
peak. (B) Standard deviation (SD) of the filtering estimates for the target peak. The areas A4; of the peaks are the same.
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creases. Assuming that the sampling interval and
integration period are both equal to AT, it is
impossible to gain more information by simply
decreasing the sampling interval AT of the A/D
converter.

For the Kalman filter results, the values used
for W, and AT were 1 and 0.5, respectively; for
the calculation of FUMI, values of W, (=2.5)
and AT (= 0.2) were used to give a more precise
calculation (4 = 0.5) (Figs. 2-5). A tenfold larger
noise level (@ = 5) was used for the results in Fig.
6 [W. =10 and AT = 0.5 for Kalman filter results
(Figs. 6A and B); W, =25 and AT = 0.2 for FUMI
(Fig. 6C)]. The initial conditions for the filter
were X, =0, Py=10°% and r,=W,.

RESULTS

Figure 2 shows that both the bias and standard
deviation of the filter estimates for the target
peak concentration take maximum values when
the target peak elutes at ¢, =587 s, where the
unmodeled peak is filtered before the modeled
peak. This is because the maximum activity of the
Kalman filter, represented by the Kalman gain,
occurs “before” the maximum of the target peak.
When the target peak elutes at ¢; <600 s, the
unmodeled interferant peak is encountered first
by the filter and erroneous estimates result (filter-
ing occurs from 700 to 500 s). The minimum in
Fig. 2B at 600 s will be explained below.

The true “concentration” of the target peak in
Fig. 2 is unity. If the peaks are completely sepa-
rated from each other, the SD is about 0.0003 (at
t; values of 640-700 s in Fig. 2). The maximum
values for the average concentration (= 863) and
the SD (=177) of Fig. 2 are so large that in
practice adaptive filtering when an unknown peak
is processed first should be avoided (in Fig. 2, this
unfavorable area is from 580 to 600 s). Therefore,
the region of practical interest ranges from 600 to
650 s.

The variation of the initial guess for the con-
centration, X, has been proposed as a means to
improve the adaptive filter estimates for the situ-
ation where the unmodeled peak was filtered first
[10]. In that case, much smaller values for the
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Fig. 3. Dependence of accuracy on peak overlap. Abscissa, the
position of the target peak (the unknown peak is fixed at

t; =600 s); ordinate, the average of the filter estimates of the
target peak for 500 simulations.

initial error covariance P, were used. However,
for the present studies, it was found that the
estimates from the adaptive filter were insensitive
to variations in the initial guess for the concentra-
tion, X,,, as long as the known peak was filtered
first.

Figure 3 shows the influence of peak overlap
on the accuracy. If the target peak is completely
separated from the unknown peak, the average
estimate for the target peak is very close to the
true concentration (= 1). As the target peak posi-
tion approaches that of the unknown peak, the
average of the estimates begins to exceed the true
value. If the two peaks coelute (¢; =600 s), the
average Kalman estimate is equal to the sum of
the concentrations of the two peaks (= 2).

Figure 4 shows the dependence of the preci-
sion on the peak overlap for the same situation as
shown in Fig. 3. Curve a represents the observed
SD from filtering replicate simulations. As the
target peak becomes more severely overlapped
with the fixed unknown peak, the observed SD
begins to increase. The observed SD has a maxi-
mum at ¢; = 602 s (SD = 0.0123; resolution R, =
0.083). The SD of the estimates for the com-
pletely overlapped peaks (SD =0.0003; R, =0;
t; = 600 s) is less than for the strongly overlapped
ones (e.g., SD =0.0114; R =0.091; ¢;=602.2).
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This is because no distinction is made between
the target and unknown chromatographic peaks
at ¢; = 600 which have the same shape and posi-
tion; the two fused peaks appear as one peak
with twice the area.

Curve b in Fig. 4 shows the average of the
square root of the error variance P, of the adap-
tive Kalman filter. Curve b gives good estimates
for the actual SD (curve a) if the peaks are
sufficiently separated. Although curve b has a
close similarity in shape to the actual SD, it
underestimates the SD if the peaks are over-
lapped (R, < 0.82; ¢; < 620). We should note that
the error variance P, of the adaptive Kalman
filter is a random variable that depends on the
actual values for the measured responses, whereas
the P, calculated using the regular Kalman filter
depends only on the a priori model information
[16]. This is why curve b is noisy. The square root
of the error variance of the adaptive filter ob-
tained from filtering a single simulated data file is
much noisier than curve b (not shown). Curve ¢ in
Fig. 4 represents the SD calculated from FUMI.
FUM], like the P, for the regular Kalman filter,
depends only on the a priori model information,
and therefore curve ¢ is smooth.
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Fig. 4. Dependence of precision on peak overlap. Abscissa as
in Fig. 3. (a) SD of the filter estimates for 500 simulations. (b)
square-root of the error variance P,}/ 2 of the adaptive Kalman
filter averaged over 500 simulations. (c) SD predicted from
FUML
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TABLE 1

Relationship between the observed mean and SD and the
information FUMI

t; Bias(%)*  SD(%)" R,
Repl. € FUMI ¢
6000 100 0.033 19.9 0
602.0 479 12 6.66 0.083
606.0 9.78 0.62 1.06 0.25
607.8 5.06 0.41 0.54 0.32
610.0 242 0.26 0.26 0.41
613.0 1.01 0.14 0.12 0.54
615.8 0.50 0.091 0.072 0.65
624.2 0.10 0.042 0.036 0.99
628.0 0.051 0.036 0.034 1.14
635.0 0.0078 0.035 0.034 1.42
637.4 0.0042 0.036 0.034 1.51

2 Bias (%) is calculated as [(observed mean — true value) /(true
value)] X 100. The true value of the concentration is 1. ® SD
denotes the relative standard deviation. ¢ SD calculated from
replicate  simulations. ¢ Theoretical SD calculated from
FUMI.

As the target peak moves from ¢; =600 s to-
wards less overlap, the SD calculated from FUMI
decreases. On the other hand, as the target peak
moves from ¢; = 650 s toward the unknown peak
at ¢; = 600 s, the peak becomes sharper (decrease
in width o;; see Eqn. 3) and the SD also de-
creases. Hence the SD must have a minimum
value between 600 and 650 s; in this case, FUMI
takes a maximum at f;=632.2 s and R, =131
The minimum in the theoretical SD is not clear
in curve c in Fig. 4, because the change in the SD
is small in this overlap-free region.

Table 1 lists the relationship between the bias,
the SD and the resolution R, which is the most
commonly used means of expressing the degree
of peak overlap in chromatography, for a 1:1
peak area ratio. For example, if up to a 5% bias
is acceptable in an analysis, peaks with an R, as
small as 0.3 can be analyzed by the adaptive
Kalman filter. The SD in this analysis is 0.4%. If
the required accuracy corresponds to a bias of
less than 0.05%, then an R, of 1.1 is the mini-
mum permissible separation, with an SD of
0.036%. Baseline separation (R, = 1.5) gives an
excellent bias (0.0042%) and SD (0.036%). Table
1 also shows that the SD derived from FUMI
gives good estimates for the actual SD.
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Figure 5 shows the effect of changing the peak
area of the unknown peak on the accuracy and
precision of the adaptive Kalman filter. As ex-
pected, if the peaks are sufficiently separated, the
effects of the different areas are negligible. How-
ever, the size effect becomes more important
when the peaks are overlapped. The observed
mean (A), observed SD (B) and theoretical SD
from FUMI (C) show similar behavior as a func-
tion of the peak area of the unknown peak as
well as the peak overlap. The influence of the
area ratio on the maximum of FUMI has been
examined in detail previously [1].

Figure 6 shows the effect of white noise on the
accuracy and precision of the filter estimates. The
presence of white noise, which inevitably exists in
chromatograms, affects the precision over the
whole range of possible peak positions for the
known peak. Thus, the precision (curves in Figs.
6B and C) is shifted by the noise level. On the
other hand, the noise effect (for zero mean, white
noise) on the accuracy is appreciable only when
the peaks are strongly overlapped. Results analo-
gous to those given in Table 1 can be deduced
from the results shown in Figs. 5 and 6 for
different noise levels and for peak area ratios
other than 1:1.

DISCUSSION

Both accuracy and precision are important
considerations in evaluating an analytical tech-
nique and determining the overall reliability of
the method [2]. In general, the accuracy of an
analysis is severely affected by a large degree of
peak overlap. In this event, even results with
acceptable precision may not be very reliable,
owing to poor accuracy. As the peaks become
more resolved but are broadened, the SD of the

Fig. 5. Effect of peak area and overlap on accuracy and
precision. Abscissa as in Fig. 3. (A) Average; (B) observed SD;
(C) SD calculated from FUMI. The unknown peak is fixed at
t;=1600 s, but the area is changed as (a) 5000, (b) 10000, ()
15000, (d) 20000 and (e) 30000. The area of the known peak
is fixed at Ai =10000.
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results more accurately reflects the reliability of
the analysis, as the bias under these conditions is
not significantly different from zero. This affirms
that evaluation of both the accuracy and preci-
sion is necessary to characterize an analytical
method completely.

In this study, however, the accuracy and preci-
sion observed are not entirely independent. They
show similar trends with respect to peak overlap
and peak area ratio in chromatography. However,
the precision is the only factor which reflects the
noise level of an analytical system, if the peaks
are completely separated (see Fig. 6). Further,
the reduced reliability of the analysis resulting
from peak broadening at later elution times is not
represented by the accuracy. As long as the peaks
are not severely overlapped (at t; from 605 to 650
s), results with high precision are also very accu-
rate. However, improved accuracy does not al-
ways result in improved precision (see Fig. 6).

The error variance P, is a good criterion for
the evaluation of the adaptive Kalman filter (see
Fig. 4 and refs. 7 and 8). The error P}/? provides
a reasonable estimate of the SD of the concentra-
tion estimate obtained from a single experiment,
even without any knowledge about the shape and
position of an unmodeled peak. However, the SD
represented by P}/? is a random variable (differ-
ent from experiment to experiment) and the vari-
ation of P}/? with changes in peak overlap and
white noise is noisy even with multiple simula-
tions (see curve ¢ in Fig. 4).

On the other hand, the information FUMI
provides the theoretical SD and the resulting
response as a function of peak overlap is smooth
(see curve a in Fig. 4). However, FUMI and the
corresponding SD cannot be calculated without a
knowledge of the shape and position of the un-
known peak. If this information is available,
FUMI or the standard deviation derived from
FUMI may be a better criterion than the SD
from P, for expressing the reliability of the re-
sults (see Fig. 4). In the situation used in this

Fig. 6. Effect of white noise and overlap on accuracy and
precision. (A) Average; (B) observed SD; (C) SD from FUMI.
The noise level @ is (a) 5 or (b) 0.5.
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paper (a tolerated interference level of 0.5% of
the target peak maximum), the SD values around
R,=0.4 are well approximated by FUMI, e.g.,
the observed bias is 2.4% and the observed SD is
0.26%; the theoretical SD from FUMI is 0.26%
(see Table 1).

Consequently, in practice, the combination of
both FUMI and P//? for the adaptive Kalman
filter may be useful for evaluating the reliability
of the latter. Situations often arise where a peak
which interferes with a target peak is unknown
and strong overlap hinders the estimation of the
shape and position of the unknown peak. In these
situations, FUMI cannot be calculated and the
optimization of precision and efficiency [3,22-25]
is no longer feasible. However, if the adaptive
Kalman filter is used to provide an estimate for
the peak shape of the unknown interferent, then
FUMI can be calculated.

In previous studies of the optimization of lig-
uid chromatographic analyses [3], the information
loss ¢; was calculated using an approximation
based on truncation after the first term in a
Taylor series expansion about the center of the
peak. This calculation yields an optimum resolu-
tion R, corresponding to the maximum informa-
tion, of 0.96. In contrast, the maximum informa-
tion obtained in this study was obtained at a
resolution of 1.31. The reason for this discrep-
ancy is due to the fact that the use of the Taylor
series approximation gives a steeper change in
FUMI as the maximum FUMI is approached,
compared with the calculation based on the ac-
tual Gaussian response used in this paper. Note
that these values for the optimum R, result from
the use of the 0.5% tolerated interference level;
if a different interference level is chosen, differ-
ent optimum R, values will be obtained.

It should be possible to relate the measure-
ment variance, r,, estimated for the adaptive
Kalman filter (Eqn. 4) to the tolerated interfer-
ence level in the analysis. Here, an interference
level of 0.5% of the peak maximum of the target
peak was used. This corresponds to a signal am-
plitude of approximately three times the standard
deviation of the noise. For the conventional one-
dimensional Kalman filter, this determines the
point at which the filter is “‘shut off”. In the case
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of the adaptive filter, the filter is “shut off” in a
more gradual fashion, as the measured residuals
rise above the predetermined noise level (W,). If
the relationship between the preset interference
level and the r, value estimated from Eqn. 4 can
be determined, it should be possible to obtain an
estimate for FUMI which should accurately rep-
resent the actual precision of the analysis as a
function of peak overlap. This relationship will be
examined more thoroughly in a future study.

The analytical limitations of the adaptive
Kalman filter and the reliability of the estimates
obtained from the filter have been systematically
examined. In addition, the use of the information
measure, FUMI, for evaluating the reliability of
adaptive filter fits has been studied. Note that
although simulated Gaussian peaks were used in
this study, the general conclusions from this work
should be applicable to any experimentally ob-
served chromatographic peak shape. The infor-
mation FUMI can also be determined for any
peak shape. The results from the simulations
reported here should be useful for guiding the
proper use of the adaptive Kalman filter in ana-
lytical chemistry.
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Abstract

A new approach to the detection and resolution of co-eluting components is developed for one-dimensional
chromatographic analysis. In essence, the method consists of two steps. First, chromatograms from different runs are
made comparable by using a simplex technique for adjusting the retention-time shifts so as to optimize the
cross-correlation between selected target peaks in the chromatograms. Second, the heuristic evolving latent projec-
tions (HELP) method is used to detect and resolve co-eluting peaks in the resulting two-way data array. The new
method represents a hybrid between conventional one-way and two-way resolution methods by which a collection of
one-way chromatograms on samples with the same chemical components can be treated with chemometrics
procedures developed for instruments with multi-wavelength detection. This permits the determination of the
number of chemical components under a peak and subsequent resolution and quantification of the chemical
components. Hence the hybrid method bridges the gap between traditional and coupled chromatography. The
method provides the concentration pattern of each of the chemical components in different samples. In this respect,
the approach makes traditional one-way chromatography an important supplement to coupled chromatography for
solving problems of, e.g., peak homogeneity, in a series of samples with similar chemical components.
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ionization detection) are still the most common in
chromatographic analysis. In complex one-dimen-
sional chromatograms, detection of minor peaks
co-eluting with major peaks and subsequent reso-
lution and integration [2,3] for quantification are
difficult and time-consuming tasks. Previous ap-
proaches for the deconvolution of overlapping
peaks have mainly involved the inspection of dif-
ferent orders of derivatives of a single chro-
matogram at a time [4,5]. Although differentia-
tion provides chromatograms with increased reso-
lution, there are several drawbacks of such a
procedure, the most serious probably being the
deterioration of the signal-to-noise ratio (S/N),
which decreases by a factor of ca. 2 on increasing
the derivative order by one. In order to retain the
S /N, smoothing has been proposed as an inter-
mediate step, but this procedure introduces addi-
tional assumptions [6].

In many situations, series of samples with
closely similar compositions are subjected to
chromatographic analysis. Such sample sets are
common, e.g., in process and quality control of
pharmaceutical and petrochemical products. Fur-
ther, in the development of manufacturing pro-
cesses, design of the process variables is often
coupled to single detection chromatographic
analysis of the product stream. Deconvolution
and integration of the chromatographic profiles
and subsequent modelling of the connection be-
tween process variables and product stream can
provide crucial information about the influence
of process conditions on, for instance, purity or
overall composition of the product.

In current implementations of the above strat-
egy, deconvolution and peak integration are car-
ried out for each chromatogram separately. The
main reasons for this choice are tradition and the
difficulty of handling several chromatographic
profiles jointly because of problems imposed by
retention time shifts and different backgrounds
from one chromatogram to another. However, in
a recent study [7], it was shown that by simplex
optimization of the cross-correlation between se-
lected peaks in a set of samples mixed from
standards, retention time shifted chromato-
graphic profiles were obtained that were
amenable to joint analysis by means of latent-
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variable projection methods [8-10]. In other
words, the pretreatment succeeded in making the
chromatographic profiles comparable.

With the whole adjusted chromatographic pro-
files available in digital form for series of similar
samples, new possibilities arise for deconvolution
in one-way chromatography. Thus, the chromato-
graphic profiles can be subjected to a local rank
examination as developed for coupled chro-
matography in the heuristic evolving latent pro-
jections (HELP) method [11-13]. With this devel-
opment, partially overlapping and even hidden
peaks can be detected in chromatograms ob-
tained with single detection instruments. Assum-
ing that some chromatographic selectivity exists
for the co-eluting chemical components, overlap-
ping peaks can subsequently be resolved and inte-
grated.

The aim of this work was to assess the poten-
tial for deconvolution in one-way chromatography
by simplex optimization of the cross-correlation
between chromatographic profiles and two-way
analysis as developed in the HELP method on
the resulting retention time shifted profiles. Mix-
tures of known standards were analysed, which
provides an interpretation of the loading vectors
as carrying the information about the relative
concentrations of each chemical component from
one sample to another.

THEORY

Assumptions

There are two basic assumptions in the method:
chromatograms must be analysed as digital pro-
files, as any integration procedure destroys the
information about number of species under a
peak (“local chemical rank”), and the chro-
matograms from different runs must be compara-
ble in the sense that the signal acquired at a
specific retention time must point to the same
chemical component and thus that the peak shape
is approximately the same for a particular chemi-
cal component from sample to sample. These
assumptions suggest that one must be able to
adjust chromatograms along the retention time
direction to make up a consistent data matrix for



M.D. Hamdldinen et al. / Anal. Chim. Acta 271 (1993) 101-114

the subsequent detection and resolution proce-
dure. An implicit assumption of the approach is
that one compares a series of chromatograms
obtained from similar samples. In order for ““hid-
den” minor peaks to be detectable in the local
rank analysis, the corresponding chemical species
must possess some variation in their concentra-
tions from run to run relative to the chemical
species responsible for the major overlapping
peaks. An assumption necessary for quantifica-
tion, but not for detection, is that the chemical
species are partly resolved. For the determination
of the relative amounts of the chemical species in
a particular sample, one must assume equal re-
sponse on the detector for all species analysed.
This precondition is not necessary for relative
quantification of the same species in different
samples as long as an internal standard is avail-
able.

An outline will now be given of how to obtain
a matrix of comparable chromatographic profiles,
before continuing with a description and inter-
pretation of the necessary features for imple-
menting the HELP method for component detec-
tion and resolution in one-way chromatography.

Retention time shifting of chromatographic pro-
files
As mentioned above, an important assumption
for unique detection and subsequent resolution
" of co-eluting species is that the chromatographic
digital profiles are comparable. This actually rep-
resents the most serious obstacle to the use of
digital profiles in traditional one-way chromatog-
raphy. Recently, Anderson and Himaéldinen [7]
proposed a solution to this problem. In their
procedure, the chromatograms are initially base-
line-adjusted and normalized to an internal stan-
dard. The method then works as follows: a few
distinct peaks in one of the chromatograms are
selected as targets to be used for retention time
adjustment of all the chromatographic profiles;
the other chromatographic profiles are sequen-
tially and independently adjusted until maximum
correlation is obtained with the target peaks.
The optimization in the second step is per-
formed by simplex [14]. The cross-correlation be-
tween the data points describing the target peaks
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and the sample peaks is estimated separately for
the selected peaks. The mean value of the corre-
lation coefficients is used as the response in the
simplex method. Further details can be obtained
elsewhere [7].

Cross-correlation and local chemical rank

After adjustment for retention time shifts, the
chromatograms are collected in a data matrix X.
For ease of comparison with the HELP resolu-
tion procedure developed for multi-detection
chromatography, each column is chosen to repre-
sent the digital chromatographic profile of one
sample, and, consequently, each row the detected
chromatographic concentration of the different
samples at a specific retention time point. Hence
retention time defines the vertical direction and
the different samples the horizontal direction in
the matrix X.

The transposed matrix, X', appears similar to
the common calibration matrix for estimating
concentrations from spectral profiles [15]. There
is, however, a distinct difference. A particular
chemical species can provide widely spaced sig-
nals in the spectral direction so that neighbour-
hood is neither sufficient nor necessary for sug-
gesting a single chemical source. For chromato-
graphic profiles the situation is different. During
elution, peaks arise and disappear in a continu-
ous manner. Thus, signals at neighbouring reten-
tion time points tend to correlate, a correlation of
1.0 across a peak being indicative of a single
chemical species under that peak in all chro-
matograms [16). Similarly, widely spaced signals
must originate from different chemical species.
This observation suggests that correlation analysis
of local chromatographic regions can be used to
trace hidden or partly resolved peaks. However,
the local correlation analysis must take into con-
sideration that data are contaminated by noise.
For this reason, a local rank analysis is performed
where the significance of the correlations be-
tween signals at neighbouring retention time
points is assessed by comparison with the random
correlation in regions with no signals above base-
line, i.e., the so-called zero-component regions
[11,12].
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Peak detection by local correlation analysis

The objective is now to determine the number
of co-eluting chemical species (local chemical
rank) under a peak or overlapping band of peaks.
This task is executed by local rank analysis as
illustrated in Fig. 1. Starting from the first reten-
tion point, a window of size two is moved across
the matrix in the chromatographic direction. For
each window, the two eigenvalues are calculated
and their logarithm is plotted as a function of
retention time. This procedure generates a rank
map [13], showing the local rank in every reten-
tion time window. This is indicated in Fig. 2,
which also shows the detection limit for eluting
chemical components. The detection limit is cal-
culated from the value of first eigenvalue in a
Zzero-component region using an approximate F-
test [11]. The local rank analysis is repeated with
window sizes of 3, 4, etc., until the window size
exceeds the highest local rank by one. This proce-
dure, called the evolving-size moving window
(ESMW) [13], is a necessary extension of the
fixed-size moving window (FSMW) procedure in-
troduced by Keller and Massart [17] in order to
achieve optimum resolution power.

From the rank map, the elution time intervals
can be determined for every peak. Thus, in addi-
tion to detection of the number of chemical
species under a peak, the rank map provides the
information about the first and last retention
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Peak resolution

After detection of hidden or partially resolved
peaks, the next step is the resolution of the
chemical species into their corresponding pure
peaks. This is basically a two-step procedure.
First, the wunresolved regions of the chro-
matograms are decomposed into principal com-
ponents scores and loadings [8-10]:

X=TP'+E (1)

Each retention time interval with unresolved
peaks is decomposed separately and indepen-
dently (local analysis) by means of Eqn. 1. The
matrices T and P contain principal components
scores and loadings, respectively, P being an or-
thonormal matrix (the prime implies transposi-
tion). The number of principal components used
in Egn. 1 is equal to the number of chemical
species detected under the unresolved peak. The
residual matrix E accounts for noise.

Second, a target rotation [8] is performed to
obtain the chromatographic elution profile and
the “sample” profile of each chemical species.
The rotation matrix R is estimated by utilizing
selective (one-component) retention time regions
in combination with the so-called ‘“zero-con-
centration region” (no signal above the noise
limit) for each chemical species [11,13]. Thus,

. . . — -1
time of every eluting species. X=TRR™ 'P'+E 2)
SATPLE - RANK MAP
0
WINDOW SIZE = 2 = !
RETENTION WINDOY SRE =3 2
B ff 3
TIME MOYING 2
DIRECTION y
2
\ i

Fig. 1. Illustration showing the evolving-size moving window (ESMW) technique for window sizes of 2 and 3. Starting with a window
size of 2, the local rank is calculated over the whole retention time interval. The procedure is repeated with the window size
increased by one until the size exceeds the largest local “chemical” rank by one. This procedure provides a rank map with the best
possible resolution of the concentration windows for the chemical components.
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Fig. 2. Illustration showing how the rank map results from
comparison of the eigenvalues of the moving window with the
eigenvalue of the zero-component region. The chromato-
graphic concentration profiles of the pure chemical compo-
nents are shown at the top with the corresponding rank map
underneath. At the bottom is shown the unresolved chromato-
graphic profile (A) together with the three eigenvalue profiles
(B, C, D) of the moving retention time window and the esti-
mated detection limit (noise level). The logarithms of the
eigenvalues are plotted in order to be able to compare eigen-
values differing in size by several orders of magnitude.

The chromatographic elution profiles {c_} and the
sample profiles {sp} for the resolved species is
now given by [11,13]

C=TR (3a)
$'=R"'P’ (3b)
In Eqns. 3a and b, the chromatographic elution
profiles and sample profiles are collected in the
matrices C and S, respectively.

Hence the deconvoluted peak can be ex-
pressed as

X =cs' (4)

where the subscript r implies a reconstructed
chromatogram. Each row (sample profile) in S’ is
standardized to unit length.

With completely hidden peaks, the above rota-
tion procedure for unique resolution does not
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apply. This means that one has to resort to classi-
cal methods for curve fitting in the resolution
step. However, the crucial information about the
number of chemical species at every retention
time point is available, making curve-fitting pro-
cedures much more reliable than in the tradi-
tional cases where this information is absent.

Interpretation and quantification

Equation 4 is formally similar to the result
obtained by using HELP to resolve two-way chro-
matograms obtained by analysing a single sample
with a multi-detection instrument. In both one-
way chromatography on a series of samples and
two-way chromatography on a single sample, a
column in the matrix C contains the chromato-
graphic elution profile for a single pure chemical
component. However, there is a crucial differ-
ence between the one-way and two-way cases in
the interpretation of the matrix S.

For a two-way chromatogram obtained on
multi-detector instruments, each row in § repre-
sents the relative absorptivities for a pure chemi-
cal component. Assuming the same total absorpi-
tivities for each chemical component, and re-
membering that the rows in §’ are standardized
to unit length, integration of the chromatographic
elution profiles for the resolved components pro-
vides estimates of the detected amount 7, of each
chemical species:

Ip=2cip p=1,2,..., 4 (5)

The summation i goes over the retention time
interval with signal above the detection limit
(zero-component eigenvalue) for chemical com-
ponent p. In the presence of an internal standard
r (and assuming the same total absorptivity for all
the chemical components), absolute quantifica-
tion can then be achieved by calculating the ra-
tios {I,/I,; p=1,2,..., A} (I, is the integrated
elution profile for the internal standard). If no
internal standard is available, only relative con-
centrations can be obtained.

On the other hand, for several one-way chro-
matograms treated jointly the standardized ma-
trix § contains information about amount in-
jected and the relative amount of the chemical
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components in different samples. For internal
referenced samples this means that the sample
direction can provide quantitative estimates of
the relative concentrations of the eluting chemi-
cal component from one sample to another. The
proof is as follows. For an internal standard r the
absolute amount detected in all chromatogram is
given by the product I,s,. As I, is constant for all
chromatograms, the sample profile s, for the
internal standard r contains the information
about the relative amount injected for the sam-
ples (assuming a linear range for the detector).
The relative amounts injected for samples j+ 1
compared with j are given by the ratio s, ;,,/s,;.
Correcting for different amounts injected, we then
obtain “internal standardized sample profiles”
for the other chemical components as the ratios

j=1,2,...,N;p=1,2,..., A
(6)

Irrespective of whether the response at the detec-
tor is quantitative or not, or the same for the
internal standard and the other chemical compo-
nents, it follows from Eqn. 6 that the ratio
$,.;+1/5p; quantitates the amount of species p in
sample j + 1 compared with sample j. Hence, the
internal standardized sample profile s, provides
the relative concentrations of the chemical com-
ponent p in the N samples. This observation
means that the sample profiles can provide quan-
titative estimates of relative concentrations with
no requirement for a quantitative detector as
long as one remains within the linear range for
the detector. This interpretation will also be ap-
proximately true for non-referenced chro-
matograms as long as the amount injected is
approximately equal for different samples.

Quantification of a species p within a single
chromatogram is obtained as the product of L/1,
and s,;/s,;, assuming the same response for the
chemical component p and the internal standard
r.

ro o o_
Spi = Spf/ Srj

One-way versus two-way chromatography

Comparison of the above interpretation with
the corresponding interpretation of a resolved
two-way chromatogram of a single sample {10]
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shows that while the matrix C has the same
meaning in both cases, the matrix § has a very
different meaning in one-way and two-way chro-
matography. For a two-way chromatogram ob-
tained on multi-detector instruments, § repre-
sents the relative spectral absorptivities for the
pure chemical components, whereas for several
one-way chromatograms treated jointly the matrix
S contains the relative amounts of the pure chem-
ical components in the different samples. As the
latter information has been shown to be quantita-
tive in the presence of an internal standard, irre-
spective of component variations in response at
the detector, one-way chromatography compares
favourably with two-way chromatography in situa-
tions where series of samples composed of the
same chemical species are analysed, at least as
long as estimation of concentrations is the goal of
the analysis. If component spectra are needed for
the purpose of component identification, two-way
chromatography is needed, but only in the identi-
fication stage of an investigation as long as series
of samples composed of similar chemical compo-
nents are analysed.

EXPERIMENTAL

Sample set

The sample set used in this work was mixed
from three standards of xylose, arabinose and
rhamnose. A four-level orthogonal design was
used in the mixing of the standards in order to be
able to distinguish random variation in detected
impurities from systematic (designed) variation in
the different isomers of the three sugar stan-
dards. Designed mixtures further simplify the
evaluation of the results from the deconvolution
procedure. Table 1 shows the amounts of xylose
and arabinose in the mixed sample; rhamnose has
been omitted as it is not further discussed in this
paper.

The samples were analysed on a Packard
Model 427 gas chromatograph equipped with a
flame ionization detector and a CP-SIL 88 capil-
lary column (9 m X 0.22 mm i.d.) with helium as
the carrier gas at a linear flow-rate of 150 cm
min~' (splitting ratio 1:20). Detailed conditions
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TABLE 1

Design matrix used in the mixing of standards

Standard Xylose Arabinose
No.
1 +1 +1
2 -1 +1
3 +1 -1
4 -1 -1
5 0 0
6 0 0
7 +3 0
8 0 +3
9 0 0
Amount (mg)
-1 0 +1 +3
Xylose 1 4.75 8.5 16
Arabinose 1 4.75 85 16

are given elsewhere [18]. Nelson 2600 chromatog-
raphy software was used for collecting digital
chromatographic elution profiles. In this work,
only the digital profiles in the retention time
interval from ca. 4 min 50 s to 6 min 30 s were
used (Fig. 3). In this way, only peaks belonging to
xylose and arabinose are included, providing two
and three correlated peaks, respectively, of
anomeric isomers of five- and six-membered rings
in the chromatograms. Figure 3 shows the raw
chromatographic profiles for the nine analysed
samples before any baseline and retention time
correction.

Baseline and retention time correction

Retention adjustment and baseline correction
were performed by means of ChromPro software
[7]. The simplex optimized cross-correlation used
for retention time adjustment was performed us-
ing peaks 1 and S (Fig. 3) as targets. Thereafter,
the digital profiles were normalized by dividing
the intensity at each retention time point with the
integrated intensity of an internal standard. The
adjusted and normalized chromatograms are
shown in Fig. 4.

Deconvolution of profiles
The digital chromatographic profiles were sub-
jected to local rank analysis using window sizes of
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2 and 3 in the HELP method. The profiles were
pretreated in regions with large intensities in
order to correct for the effect of increased noise
with increased signal, i.e. heteroscedasticity
[12,19]. After rank determination the profiles were
resolved and integrated as described in the theory
section.

RESULTS AND DISCUSSION

Detection of unresolved components by zero-
and second-derivative chromatography

The baseline- and retention time-adjusted
chromatograms were first inspected visually for
unresolved chemical components. From the ad-
justed chromatograms (Fig. 4) incomplete resolu-
tion is obvious between peaks 3 (xylose) and 4

N

AN

5 5.5 6 6.5

Fig. 3. Raw chromatographic profiles for the nine mixtures in
Table 1. Retention time scattering is observed for the five
peaks.



108

Fig. 4. Same profiles as in Fig. 3 after baseline and retention
time adjustment and normalization towards an internal stan-
dard.

o
o
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(arabinose). Further, a shoulder is observed at
the left side of peak 1 (xylose) in samples 7 and 9.
In samples 8 and 2, tailing is observed at the end
of peak 1.

Figure 5a shows peak 1 in sample 2. The shape
of the peak shows an unresolved chemical com-
ponent at the beginning of of the peak, and
either a tailing or an unresolved component at
the end of the peak. Inspection of the second-de-
rivative chromatographic profile (Fig. 5b) of peak
1 in sample 2 does not add anything to this
conjecture. For the other samples, visual inspec-
tion of zero- and second-derivative profiles of
peak 1 is even less conclusive with respect to the
presence and number of unresolved chemical
components.

Estimation of lower limit of detection

The zero-component regions, i.e., regions
where no chemical component elutes, were de-
tected by local rank analysis by using a moving
retention time window as described in the theory
section. A window size of 2 was chosen as this
choice provides the most accurate determination
of the the zero-component retention time inter-
vals. The result of the local rank analysis is shown
in Fig. 6. Three zero-component regions were
detected. Local principal component analysis of

sl | prot

Fig. 5. (a) Zero- and (b) second-derivative chromatographic profiles of peak 1 in mixture 2 (Table 1).
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Fig. 6. Estimation of detection limit by use of the zero-component regions. The regions are located by use of a moving retention
time window of size 2 to assess local chemical rank (top). Regions where both the eigenvalues are small are indicative of zero
chemical rank. Local principal component analysis of the three located regions gave the eigenvalues and loading patterns for the

major principal component as shown at the bottom.

the three regions gave the results for the first
eigenvalue and the corresponding loadings as
shown in the bottom part of Fig. 6. The eigenval-
ues calculated for the major principal component
are of approximately the same size for all the
three zero-component regions, i.c., 0.014, 0.010
and 0.018, respectively. Further, the loadings,
showing the fluctuations in the noise level be-
tween samples, differ from region to region, sug-

gesting random noise and thus that the eigenval-
ues for the zero-component regions are represen-
tative of the noise level in the whole retention
time interval examined in this investigation.
Therefore, we choose for the estimation of the
detection limit for chemical components the
largest eigenvalue obtained for the three zero-
component region. An F-test was used as de-
scribed [11] to calculate the detection limit for
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window size 2, 3, etc. Eigenvalues above this
threshold are indicative of chemical components,
i.e., the local chemical rank being equal to the
number of eigenvalues above the threshold.

Detection of selective regions

Selective (one-component) regions are chro-
matographic regions where the local chemical
rank, and thus the number of chemical compo-
nents above the detection limit, is one. As dis-
cussed in the theory section, such regions are
crucial for the unique resolution of unresolved
peaks in the chromatograms. In order to achieve
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the best possible resolution for the detection of
one-component regions, a window size of 2 is
used for the local rank analysis. Window size 2 is
enough for local chemical rank one because the
second eigenvalue (by definition of chromato-
graphic selective regions) should be smaller than
the detection limit. Figure 7 (top) shows five
regions in the rank map with local chemical rank
equal to one. This deduction is supported by the
observation that the loadings (Fig. 7) for the
major principal component follow the pattern of
the designed concentration (Table 1). Hence, the
loadings obtained for the selective regions 1 and

4,

.2,

42
FID

LOG (EIGENVALUE)

LRI T r vtV 1 1770 T T TT T T rrTry T T TrTrrurT
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loadings loadings loadiags loadings losdings
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0.70369 0.70618 0.54413 0.68172 0.71196
©.00277 0.00418 0.00838 0.00927 0.00208

Fig. 7. Selective (one-component) regions detected in the local rank analysis. A retention time window size of 2 was used to provide
the best possible resolution power. The eigenvalues and loading patterns for the two eigenvalues are shown.
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3 are mutually congruent and follow the pattern
of the mixed concentrations for xylose in Table 1,
while regions 2, 4 and 5 are congruent and follow
the mixing pattern of arabinose. Hence, the load-
ing patterns confirm the presence of a single
chemical component. Further, as the second
eigenvalue for the suspected one-component re-
gions is always smaller than the detection limit
and as the loadings (Fig. 7) for the second princi-
pal component show no systematic pattern, we
conclude that the five regions are really one-com-
ponent regions.

Evolving size moving window

Local rank analysis reveals three regions where
the second eigenvalue exceeds the eigenvalue of
the zero-component regions. In this case, the
number of chemical components is at least two,
but it may even be three or more. In order to find
the exact chemical rank in these regions, the
window size is increased by one and a new local
rank analysis run. The result is shown in Fig. 8. In
the regions with at least two chemical compo-
nents, the third eigenvalue is always below the
zero-component threshold, confirming that the
number of chemical components really is two in
these regions. Should the local rank analysis re-
veal regions with three co-eluting chemical com-

+4,
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ponents, one would have increased the window
size to four and repeat the analysis. This proce-
dure guarantees at the same time the best possi-
ble resolution and that no component above de-
tection limit passes undetected in the rank analy-
sis.

Deconvolution and quantification

The local rank analysis has revealed two minor
chemical components co-eluting with xylose (peak
1). Local principal component analysis of the two
regions where the small components are dominat-
ing the major xylose peak, i.e., at the beginning of
peak 1 for the first and at the end of peak 1 for
the second, shows that the loading pattern of the
first principal component in both local regions
(Fig. 9) differs strongly from the mixing patterns
in the design matrix (Table 1). Further, there is
no mutual similarity between the loading pattern
of the principal component for the two regions
with co-elution under peak 1. These observations
strongly suggest that the two minor species are
impurities from the derivation steps in the work-
up of the standards. As both impurities are com-
pletely overlapped by the major component, one
cannot resolve the peak uniquely by using the
procedure developed in the HELP method [11] or
any other currently existing resolution procedure.

LOG (EIGENVALUE)

RETENTION TIME

Fig. 8. Logarithms of the eigenvalues and the average chromatographic profile plotted as a function of retention time. A window
size of three was used for the calculation. The largest eigenvalue from the zero-component region has been drawn to aid in the

visual detection procedure.
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Fig. 9. Unresolved regions detected in the local rank analysis. A retention time window size of 3 was used for the calculation of the
eigenvalues and loading patterns in the regions at the beginning and at the end of peak 1. In these local regions the minor chemical
components dominate over the xylose isomer.
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Fig. 10. Resolved concentration profiles for the overlapping
peaks 3 (xylose) and 4 (arabinose) in mixture 7.

The overlapping peaks 3 and 4, however, both
possess selective chromatographic regions, mean-
ing that unique resolution and quantification are
possible as described in the theory section. Figure
10 contains the resolved peaks 3 and 4 for sample

TABLE 2

Estimated amounts of the isomers under peaks 3 (xylose) and
4 (arabinose)

Standard Amount (mg)

No. Xylose Arabinose
1 1.31 4.70
2 0.20 5.00
3 1.19 1.13
4 0.17 0.94
5 0.78 345
6 0.83 3.37
7 3.15 37N
8 0.93 10.00
9 0.89 4.04
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5. The integrated amounts for all samples are
given in Table 2. Comparison of the results in
Table 2 with the mixed amounts in Table 1 (col-
umn 1 corresponds to peak 3, xylose, and column
2 to peak 4, arabinose) shows excellent agree-
ment for the relative amounts. For instance, the
ratio between sample 7 and samples 2 and 4 in
xylose is close to 16, the exact ratio between the
+3 and —1 level in the design (see Table 1). For
arabinose, the agreement is excellent except for
the —1 level, which shows higher amounts than
expected. Note that the two resolved peaks corre-
spond to isomers of xylose and arabinose repre-
senting only ca. 1% of the total amount of the
two standards. Further, only the relative amounts
between samples can be compared as the abso-
lute amount of each isomer depends on the equi-
libria between the different isomers. This is ex-
actly the information contained in the loadings S
obtained for the selective regions of peaks 3 and
4. Figure 7 shows that the patterns of the load-
ings for the selective part of peaks 3 and 4 follow
the mixing pattern in Table 1 for the two stan-
dards.

Conclusions

The traditional way of handling one-way chro-
matograms is to resolve and integrate the chro-
matograms one by one. The integrated peaks are
then retention time shifted and series of similar
samples can be collected in a data matrix and
analysed jointly by chemometrics techniques. The
major drawback of this procedure is that all infor-
mation about local chemical rank is lost.

In this work, it has been shown that with
proper methods for retention time adjustment
and baseline adjustment [7], it is possible to de-
termine in a series of one-way chromatograms the
number of chemical components eluting in any
local retention time region. For this task, an
evolving-size moving window procedure is used
[13]. This represents a natural extension of the
fixed-size moving window method developed by
Keller and Massart [17], but with enhanced reso-
lution power. Further, unique resolution and
quantification are possible if at least two consecu-
tive retention time points are selective for co-
eluting chemical components [11].
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The use of whole retention time adjusted chro-
matographic profiles in combination with proce-
dures developed in the HELP method opens up
new possibilities for one-way chromatography,
e.g., testing of peak purity in a series of samples.
Chromatographic systems with a single flame ion-
ization detector provide more quantitative results
than the multi-detector diode-array systems.

Yi-zeng Liang is grateful for a postdoctoral
fellowship from the Royal Norwegian Council for
Scientific and Industrial Research (NTNF).
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Abstract

On the basis of describing the basic principles of fuzzy cluster analysis and fuzzy recognition, the procedure of
fuzzy cluster analysis and fuzzy recognition for assessment of environmental water was simulated on a computer. The
computer program was written in BASIC and implemented on an Apple II computer. A set of data for environmental
water samples was used to test the mathematical models and computer program. The results were basically in

agreement with the experimental assessment.

Keywords: Pattern recognition; Cluster analysis; Fuzzy cluster analysis; Fuzzy recognition; Waters

Both pattern recognition and cluster analysis
are multivariate analytical methods, their applica-
tions in analytical chemistry constituting the im-
portant branch of chemometrics [1-4]. The im-
portant aims of analytical chemical research are
the collection, treatment and assessment of data.
Modern analytical chemistry techniques provide
the possibility of obtaining large amounts of in-
formation for several phenomena at the same
time. For example, advanced automation in clini-
cal chemistry enables one to determine an impor-
tant number of biochemical parameters in blood
and urine samples within a few hours. Chromato-
graphic techniques permit the identification and
determination of large numbers of compounds in
only one run. For each sample analysed, a set of
results is obtained. As groups of similar samples
will have similar patterns, they can be used to
identify groups of similar objects or they can be
used to characterize a group of similar objects in

Correspondence to: Guo Nan Chen, Chemistry Department,
La Trobe University, Bundoora, Victoria, 3083 (Australia)
(present address).

order to enable one to classify a new object in the
group to which it belongs. However, the difficult
problem is how to use so much information cor-
rectly. The use of cluster analysis and pattern
recognition is indispensable in the treatment of
information in an optimum way.

The purpose of this work was to evaluate the
quality of environmental water by cluster analysis
and pattern recognition. From the analysis of
samples of environmental water, a large amount
of information is obtained that can be used to
evaluate the quality of environmental water. In
addition to collecting the information on the sam-
ples, it is also the responsibility of the analytical
chemist to use the information to make a correct
assessment of the quality of the environmental
water. As there are several sources of uncertainty
in the data from the environmental units, includ-
ing Inaccurate measurements, random occur-
rences and vague descriptions, the assessment of
quality of environmental units can be reasonably
uncertain. Traditional cluster analysis and pat-
tern recognition do not seem to be very suitable
for treating this problem. Fuzzy clustering and

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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Fig. 1. Procedure for evaluation of environmental water.

recognition techniques have significant advan-
tages over conventional methods, and have been
used in geology, biology and medicine [4-7]. In
this paper, fuzzy clustering and recognition tech-
niques are recommended for the assessment of
environmental water. On the basis of describing
the basic principles of fuzzy cluster analysis and
fuzzy pattern recognition, a computer program
adapted to an Apple II computer was written in
BASIC. A typical application to the assessment
of environmental water is described.

BASIC PRINCIPLES

As far as the assessment of environmental
water is concerned, the classification of the envi-
ronmental units is the most important step. On
the basis of dividing the environmental units into
different groups, the recognition techniques are
then used to evaluate these groups. The whole
procedure is set out in Fig. 1. The basic principles
of fuzzy cluster analysis and fuzzy recognition are
described below. The symbols used are defined at
the end of the paper.

Principle of fuzzy cluster analysis
Cluster analysis is a statistical method for the
classification according to the qualitative and

G.N. Chen / Anal. Chim. Acta 271 (1993) 115-124

quantitative characteristics of the objects to be
analysed. In the view of set theory, a cluster is
considered as a number of similar things gathered
together. Then, the primary objective of the clus-
tering technique would be to classify a given set
of items by assigning them to a reasonably small
number of homogeneous clusters. The term ho-
mogeneous in this context means that all items in
the same cluster are similar to each other and are
not similar to items in other clusters. Homoge-
neous also implies that members within each
cluster are sufficiently alike to justify ignoring the
individual differences between them. The key
problem in clustering is to build up a suitable
fuzzy relation to model the similitude between
any two items [8,9].

According to fuzzy set theory, if X is an arbi-
trary set, a relation is a subset of the cartesian
product X X X, which can be denoted as

R: XXX

where R can be represented as a fuzzy relation
matrix, the elements of which are refered to r;;,

i,j=1,2,...,n. Here r; should be possessed of:

(i) reflexivity:

r;=1

(ii) symmetry: r;=r; O<r;<1

(iii) transitivity: R - R<R.

The fuzzy relation between these three prop-
erties is called the fuzzy equivalence relation.
There are fuzzy equivalence relations among the
elements of the same cluster, and vice versa.

Where the result of R - R is also defined as a
matrix, referred to S, its elements §;; are calcu-
lated by the following expression:

n
8= Vv (ric Arye)
k=1
where A and Vv mean if I and J are real
numbers,
INJ=min(I, J)
IvJ=max(I,J)

The concept behind transitivity is that the
shorter the chain, the stronger is the relation. In
particular, the strength of the link between two
elements must be greater than or equal to the
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strength of any indirect chain [10]. Before pro- symmetric but not transitive, must be developed.
ceeding with fuzzy cluster analysis, a fuzzy simi- However, the fuzzy cluster analysis is performed
larity relation, which is normally reflexive and on the basis of fuzzy equivalence relation, so the
TABLE 1

Some mathematical models for developing fuzzy similar relations

(1) Euclidean distance: (2) Scalar product:

o 1 =i
rij= lE(Xik‘X'k)z ri={ 1y P
§ n/Z J J nglxik.xjk (i #))

where M is a proper positive number
(3) Correlation coefficient

é(x‘k ~%)(Xp-%)

where
_ 1 _ 17
X=—Y X X=—Y X,
me k=1
(4) Exponent similarity coefficient (5) Maximin:

m
Y Min( X, X;,)
_ k=1

1 m 3 (X —X3)°
r,-,z;Zexp BT = m
k=1 k Y Max(X,, X;)
where S, is a proper positive number k=1
(6) Arithmetic mean minimum: (7) Geometric mean minimum:
m m
Min( X, X)) 2 Min( Xy, Xie)
k=1 k=1
Tii=—m =
% (X,-k+X,-k) ZVXik'Xjk
k=1 k=1
(8) Absolute value exponent: (9) Absolute value reciprocal:
m
1 i=j
rij=exp(—E|X,-k—Xjk|) . (i=))
k= R
: rp={m——————  (i#])
2 X~ X )
k=1
where M is properly selected to
(10) Cosine: let0<r;<1

m (11) Absolute value subtraction:
Y X = Xy 1 (i=5
k=1

m
TV -CY I X=X | (%))

t
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fuzzy similarity relation must be transferred to
the fuzzy equivalence relation before fuzzy clus-
ter analysis can be carried out.

The general procedures of cluster analysis are
described as follows [11}:

(i) Develop a similarity relation matrix R of
the environmental units. The similarity relation is
a fuzzy relation, which is based on the physical or
geometical meaning. There are many methods for
developing the similarity relation and an appro-
priate method can be selected for a specific situa-
tion. In the present paper, eleven methods for
developing fuzzy similarity relations are examined
and are shown in Table 1

(it) Transfer the similar relation matrix to the
fuzzy equivalence relation matrix. The method
for transformation is to obtain the square of R,
ie. R-R=R? and R*- R*=R*,..., until R?®"
< Rl RI2¢=Dl pecomes the fuzzy equiva-
lence relation.

(iii) Perform cluster analysis with the fuzzy
equivalence relation. All the elements of the
R2~Vl are arranged in order from largest to
smallest, and a A level set is then obtained (0 < A
< 1). The fuzzy equivalence matrix is transferred
to a normal logical matrix by the A level set, i.e.,

L ry=zA

Ri=%o r; <A

In fuzzy set theory, the clusters are changed by
selecting different A levels, a different approach
to that followed in ordinary set theory. When A is
from 1 to 0, the cluster then becomes rough
gradually, so a dynamic cluster graph can be
obtained by selecting a different A level.

Principle of fuzzy recognition

There are two approaches to performing pat-
tern recognition for environmental units: one is
singular recognition and the other is group recog-
nition. These two techniques are described be-
low.

In the first technique, the singular recognition
of an environmental unit proceeds on the basis of
the membership rule [12]. In set theory, the whole
objects studied are called a universe of discourse,
U, each object is called the element x and A4 is a
subset of U. One usually indicates that the ele-
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ment x of U is a member of 4 using the symbol
€
x€A
The membership relation between x and A4 can
be described by a function A(x), whose value
indicates whether x is a member of A:

1 ifxed
A(x) = {0 if xeA

In order to determine the function, a mapping
F from U into {0, 1} should be developed:
F:U-{0,1}
where mapping F is called the membership func-
tion of the subset 4. The membership function
only takes the values 0 or 1 in classical set theory,
but the membership function may take any value
in the interval [0, 1] in fuzzy set theory. Thus
mapping F will be
F:U-[0,1]

The membership function can be estimated
from statistical data [9,10]. As far as environmen-
tal quality is concerned, each pollution level can
be seen as a fuzzy subset 4 in the universe of
discourse U made by all environmental units, and
each pollution index, x, is a fuzzy variable in
universe of discourse U. It has been verified that
the possibility distribution of pollution level in-
duced by x on the universe of discourse U can be
described by the following membership function
[9,13]):

A(x) =exp[—(x;a )2]

i.e., the membership value of the jth environmen-
tal factor X; for the ith pollution level 4, is

X;—a,; 2
A(x;)= exp[—( b )]

where the parameters a;; and b;; can be calcu-
lated by the following equations:

a;;=— Z Xk

”k—x

—Z(x

n—l

where i/ is the pollution level, j the environmental
factor, n the number of the jth environmental
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factor for the ith pollution level, k the kth
environmental units in the ith pollution level and
X;j. the index of the jth environmental factor of
the kth environmental unit in the ith pollution
level.

For example, assume that an environmental
unit involves four factors, with indices X, X,, X;
and X,. These indices are respectively substi-
tuted into the membership function of different
environmental levels, and the membership values
A4,/(x;) are then obtained. Let

Li=min A;(x;)
(i=1,2,3,...,n);1<j<4
If

L; = Max §, I<ign

then this unit belongs to the iyth level.

The second technique is group recognition,
which is performed using the nearest prototype
decision rule [12]. Assume that 4 is the member-
ship function of a factor for a certain level, which
is a Gaussian distribution with parameters
(a,, b)), and B is a membership function of a
group, which is also a Gaussian distribution with
parameters (a,, b,). Thus, the closing degree of
A and B is referred to as

a,—a,\*
bl - bz
The closing degree between B and factor A4;; of
each level is calculated, and recognition can then

be carried out by the nearest prototype decision
rule.

(4, B)=(1+exp /2

Raw data »| File of terms #| File of year

Standard file
of surface »
water

Muitiple pollution
index

L
Fuzzy cluster
analysis and
recognition

model parameter
of pollution level

Fig. 2. File system.
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TABLE 2

Pollution indices

Element Factor
Organic Metallic non-metallic
pollution pollution pollution
1 0.686 0.157 0.534
2 0.632 0.130 0.399
3 0.663 0.675 0.412
4 0.548 0.137 0.417
5 0.518 0.116 0.429
6 2.314 0.158 0.443
7 0.513 0.124 0.411
8 0.508 0.167 0.437
9 0.439 0.144 0.442
10 0.464 0.224 0.444
11 0.496 0.141 0.431
12 0.488 0.139 0.489
13 1.043 0.135 0.644

The nearest prototype decision rule is defined
as follows: assume that a group contains four
factors, B,, B,, B, and B,. Their typical mem-
bership function is the same as A;;. The closing
degree between B and A4;; is easily calculated:
Let

L,=Min{(4,;, B)}
i=1,2,3,...,n;j=1,2,3,4;,1<j<4

If

L; =Max §;

then this group belongs to the ijth level. As

usual, the singular recognition is used for the

small cluster (less than three elements), and the

group recognition is used for a large group (not
less than three elements).

1<ign

COMPUTER SIMULATION

The file system

The analysis of environmental water samples
always provides a great deal of information, and
this information cannot be used directly for clus-
ter analysis and pattern recognition. It should be
properly treated before it is used. Thus, the file
system used in this work consisted not only of raw
data but also a significant amount of indirect
information. The file system is shown in Fig. 2,
where all files are indirect information except the
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raw data and standard file of surface water. The
raw data file cannot be used as the known sam-
ples for cluster analysis, it must be transferred to
the pollution index. The method of multiple pol-
lution index is adopted in this work, which is
described as follows:

1 n
P=—Yp P=C/T,

ni—
where P is the multiple pollution index of the
environmental water, n the number of pollution
factors, p, the pollution index of a certain pollu-
tion factor, C; the measured concentration of a
certain pollution factor and 7; the standard con-
centration of surface water of a certain pollution
factor.

Computer program for fuzzy cluster analysis and
fuzzy recognition

On the basis of the mathematical principles
described above, a program for both fuzzy cluster
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analysis and fuzzy recognition was written in BA-
SIC and implemented on an Apple II computer.
The program was designed to perform the fuzzy
cluster analysis first and then to proceed immedi-
ately with the fuzzy recognition. A flow chart for
this program is shown in Fig. 3. The flow chart is
explained as follows.

M is the number of the environmental units
and N is the number of the multiple pollution
index which is involved in each unit. They are
input by man-machine dialogue according to
practical necessity.

The procedure for the cluster analysis is in two
parts: first, to determine the degree of similarity
among classified objects, and second, to select a
suitable method for classification. There are sev-
eral mathematical models that can be used for
selection, and the result is usually dependent on
the selected models. Therefore, the correct classi-
fication can only be obtained by selecting the
correct model based on the environmental char-

. Calculate parameter Calculate menber-
Stant »| decmine fq b of fuazyselationa ship function
b
Input relative data
from file system [ !
eqﬁv:l:l:rclml Determine pollution Determine pollution
Transfer subprogram matrix to normal Jevel by nearest level by menbership
for developing fuzzy logical matrix; gﬂc;latype decision principie
similar relation matrix =l 2
Rbyw 5= Y < A
4 4
Transfer fuzzy Print the result of fuzzy print the result
simila.r;laﬁon cluster analysis 91 of recognition €
matrix R :
R =R:.R
0 N @
N
N Y Y
Y[ «—&)
Determine the number of
elements G in each grou
Y
N

Fig. 3. Flow chart of program for fuzzy cluster analysis and recognition.
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Fig. 4. Dynamic cluster graph.

0.97009

acteristics. Eleven equations are recommened for
the development of fuzzy similarity relations in
this paper (see Table 1). W in the flow chart is
used with a switching statement, which is input by
man-machine dialogue. The user can select dif-
ferent W (0 < W < 11) to transfer a suitable sub-
program for developing the fuzzy similarity rela-
tion matrix.

If the number of environmental units is <3
the singular recognition is used, otherwise the
group recognition is used. Such a combination of
the singular recognition with the group recogni-
tion makes the program capable of tracing the
results of dynamic cluster analysis.

F in the flow chart is a symbol to indicate the
degree of tracing the dynamic cluster analysis by
fuzzy recognition. Although F used in this in-

TABLE 3

Results of fuzzy cluster analysis
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stance is # 6, users can select any number smaller
than M depending on their own requirements.

APPLICATION TO ENVIRONMENTAL WATER

In order to test the mathematical model and
computer program, a set of data from part of the
Min River (China) was used for fuzzy cluster
analysis and fuzzy recognition. The whole proce-
dure and results are described below.

Fuzzy cluster analysis

The data set consisted of the accumulated
results from six sampling events over a 12-month
period. Thirteen sampling sites were involved in
this part of Min River, each site involving at least
three measurement points across the width of the
river. At each measurement site, sixteen pollution
factors were recorded. For these factors, oil,
BOD,, COD, phenol and benzene hexachloride
were included in the organic pollutant factor, Cd,
Pb, Cu, Hg and Cr were included in the metallic
pollutant factor and As, CN~, dissolved oxygen
(DO), NH;-N, NO,-N and NO,-N were included
in the non-metallic pollutant factor. The pollu-
tant indices were calculated by the method of
multiple pollution index, based on the standards
for surface water in China. The pollution indices
are presented in Table 2.

Although eleven models were examined in this
paper, the results showed that the methods of
absolute value reduction, absolute value index,
absolute value reciprocal, exponent similarity co-

Number of cluster 1 I 11 v A% VI
Element 1 2 3 4,5,7,8,9,10,11, 12 6 13
TABLE 4
Division of pollution levels
Level
Most Heavy Middle Light Clean
heavy
Organic pollution >2.0 1.0-2.0 0.7-1.0 0.5-0.7 < 0.5
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efficient and geometric mean minimum were par-
ticularly suitable for this application. The results
of cluster analysis were basically the same using
each of these models. The method of absolute
value reduction is now used as an example and is
described below.

1 (i=J)

m
1=C Y Xy~ Xyl (i#)

k=1
where C must be correctly selected to let 0 <r;;
< 1. Thus a fuzzy similarity relation matrix R is
developed:

i

1
099 1
0987 0.988 1
0994 0.998 0987 1
0994 0997 0986 0.999 1
0966 0965 0.956 0964 0963 1
R= {0993 0.997 0986 0.999 0999 0.963 1
0.994 0996 0.986 0.998 0.999 0964 0.999
0993 0.995 0.984 0.997 0.998 0962 0.998
0.992 0994 0.98 0.996 099 0.962 0.996
0.994 0.996 0.986 0.999 0.999 0963 0.999
0.995 0.995 0.984 0997 0998 0.962 0.998
0.990 0.987 0.977 0986 0985 0.970 0.985
It is not difficult to find that R is not a fuzzy
equivalence relation because R - R <R, i.e., it is
not transitive, so it cannot be used directly for
cluster analysis. R is then transferred into a fuzzy
equivalence relation matrix by the method stated
above:
1
099 1
0988 0.988 1
099 0.998 0.988 1
099 0998 0988 0999 1
0970 0.970 0970 0970 0970 1
R*=10.996 0.998 0.988 0.999 0.999 0.970 1
099 0.998 0.988 0.999 0.999 0.970 0.999
0996 0998 0.988 0.999 0.999 0.970 0.999
099 0.998 0.988 0.998 0.998 0.970 0.998
0996 0.998 0.988 0.999 0999 0.970 0.999
0.996 0.998 0.988 0999 0.999 0.970 0.999
0.990 0990 0.988 0.990 0.990 0.970 0.990

The fuzzy equivalence relation matrix R* is then
used for cluster analysis. The dynamic.cluster
graph is shown in Fig. 4. If the A level is 0.99784,
six classifications are obtained (see Table 3).

0998 1

0.998 0.998 1

0.999 0.999 0997 1

0.998 0.998 0.997 0999 1
0985 0.984 0983 0985 098 1
1

0999 1

0.998 0.998 1

0.999 0999 0998 1

0.999 0.999 0.998 0999 1
0990 0990 099 0990 0990 1
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Fuzzy recognition

The environmental units have now been di-
vided into different groups, but the pollution
level has not been determined. This problem can
be solved by fuzzy recognition.

The pollution level of environmental units can
be described by different criteria, such as the
effects of pollutants on human health and the
effects of pollutants on the economy. In this
example, the typical environmental units are di-
vided into five levels on the basis of the effects of
the pollutants on human health. The terms used

are “most heavy”, “heavy”, “middle”, “light”
and “clean”. Because organic pollutants play the
most important role in the assessment of environ-
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TABLE 5

Indices for a typical sample
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TABLE 6

Model parameters of pollution levels

Level Factor Level Param-  Factor
Organic Metallic Non-metallic eter Organic Metallic Non-metallic
pollution pollution pollution pollution  pollution  pollution
Most heavy 2.314 0.675 0.644 Most a 2.208 0.487 0.637
2.210 0.487 0.637 heavy b 0.107 0.188 0.007
2.100 0.300 0.631 Heavy a 1.493 0.251 0.577
Heavy 1.942 0.288 0.626 b 0.450 0.033 0.046
1.493 0.241 0.571 Light a 0.581 0.149 0.445
1.043 0.225 0.534 b 0.077 0.012 0.020
Light 0.686 0.167 (.489 Clean a 0.472 0.126 0.410
0.663 0.158 0.444 b 0.026 0.008 0.008
0.632 0.157 0.443
0.548 0.144 0.442
0.518 0.141 0.437
0.513 0.139 0.431 , . .
0.508 0.137 0.429 clusion can be drawn, i.e. most units belong to
Clean 0.496 0.135 0.417 the “light” level and only some units belong to
0.488 0.130 0.412 the “heavy” level.
0.464 0.124 0.411
0.439 0.116 0.399

mental water, and it possesses evident level dif-
ferences in the selected typical environmental
units, the indices of organic pollutions are se-
lected as a basis for dividing pollution levels. The
results are given in Table 4.

On the basis of such a division, typical samples
are given in Table 5. The model parameters of
pollution level, @ and b, are calculated and are
given in Table 6.

The results of fuzzy recognition show that if
A=0.97009, all thirteen units can be seen as a
classification (see Fig. 4). As a result, the first

LIST OF SYMBOLS

R 'R Max.—min. composition of R
and R;

XXX Cartesian product of X and
X;

\Y, Maximum;

A Minimum;

Max(1, J) or IvJ Maximum of I and J;
Min(Z, J) or I AJ Minimum of I and J;

S Belongs to;
& Does not belong to;
A(x) Membership function for the

element x with respect to the
fuzzy subset A;

conclusion can be drawn, i.e. this part of the Min F:U-{0, 1)} Function F maps U into
River belong to the “light” level on the whole. If {0, 1};

A =0.99784, the thirteen units can be divided into F:U-|[0, 1] Function F maps U into
six groups, and the results of recognition are [0, 1T

given in Table 7. From Table 7 the second con- (A4, B) Closing degree of 4 and B.
TABLE 7

Results of recognition of groups

Group 1 1 11 v \'% V1

Level Heavy Light Most heavy Light Heavy Heavy
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Diamond-like carbon coated microporous polycarbonate
as a composite barrier for a glucose enzyme electrode
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Abstract

Diamond-like carbon (DLC) coated microporous polycarbonate membranes were used as outer covering mem-
branes in glucose enzyme electrodes. With optimised DLC deposition and the use of 0.01 pm microporous
polycarbonate, biocompatability has been seen to improve with only a loss of 6% response after 30 min exposure to
whole blood, and a correlation to within 1 mM concentration with a standard laboratory method. In addition, control
of the coating process allowed substrate diffusion-limiting properties to the bulk enzyme to be finely tuned permitting
extensions in linearity ranges from 5 to > 80 mM glucose. Furthermore the higher biocompatability coupled with the
degree of permselectivity exhibited by DLC has enabled operation within whole blood without a second hydrogen
peroxide selective barrier membrane. Permeability coefficients of glucose and O, determined for corresponding
membranes by a classical diffusion chamber technique suggest that both the glucose /O, permeability coefficient
ratios and the absolute glucose permeability influenced the linearity range.

Keywords: Biosensors; Carbon electrodes; Glucose oxidase; Polycarbonate electrode coating

Enzyme electrodes permit simplified reagent-
less measurement of intermediary metabolites [1].
Optimization of such electrodes has involved both
mediator chemistry and membrane technology [2].
Biocompatibility is an important issue in medical
biosensors. The present work exploits the cumu-
lative evidence that diamond-like carbon (DLC)
has distinct advantages as a biocompatible sur-
face. The present work has sought to exploit the
recently demonstrated control over DLC deposi-
tion of various metallic, polymeric and inorganic
surfaces [3-6], for coating neutron track etched
polycarbonate membranes. DLC is a dense amor-
phous hydrocarbon polymer with properties that
differ markedly from those of other hydrocarbon
polymers, but in many ways resemble diamond

Correspondence to: S.P.J. Higson, Department of Medicine
(Section of Clinical Biochemistry), University of Manchester,
Hope Hospital, Eccles Old Road, Salford M6 8HD (UK).

[7]. DLC has been shown to provide strong but
flexible coatings, which are chemically highly in-
ert and have electrical resistances [8], as well as
exhibiting enhanced tissue biocompatability [9].
Indeed cells have been shown to be capable of
normal growth upon DLC in vitro [9,10]. DLC
coated polycarbonate membranes therefore have
been fabricated, for use as external membranes
for use within a glucose enzyme electrode to
provide membranes which may be substrate diffu-
sion-limiting while exhibiting hitherto unseen lev-
els of biocompatability.

By modifications of the membrane permeabil-
ity towards the reactants of the glucose oxidase
catalysed enzyme reaction (glucose and O,), and
hopefully of other oxidoreductases, it was in-
tended to again extend the electrode linearity to
above the enzyme K, and assay blood glucose
over clinically useful concentration ranges [11]. A
likely key parameter here would be the perme-

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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ability of the coated membrane to organic mi-
crosolutes notably glucose as well as the perme-
ability coefficient (P) ratios for glucose and O,.
The latter would therefore be important in per-
mitting high levels of O, diffusion relative to
glucose to the enzyme layer and thereby avoiding
O, limitation at the enzyme.

EXPERIMENTAL

Chemicals

Glucose oxidase from Aspergillus niger (75%
protein, 150000 U g~! solid), and bovine serum
albumin (BSA) (fraction V), were obtained from
Sigma (Poole). p-Glucose, disodium hydrogen-
phosphate, sodium dihydrogen-phosphate, so-
dium benzoate and sodium chloride (AnalaR
grade) were obtained from BDH (Poole). All
chemicals were used without further purification.
A buffer (pH 7.4) comprising 5.28 X 1072 M
Na,HPO,, 1.3x 1072 M NaH,PO,, 5.1 x 107?
M NaCl, 6.24 x107* M C,H;OONa was pre-
pared in distilled water. This isotonic buffer was
used for all enzyme preparations and diffusional
studies.

DLC coating of polycarbonate membranes

The polycarbonate membranes were pur-
chased from the Porectics Corporation (Liver-
more, CA) and the DLC coating procedure per-
formed by Atom Tech (formerly Ion Tech, Ted-
dington) as has been previously described [6]. The
method involved a fast atom bombardment (FAB)
cleaning process for 5 min in a neutral saddle
field argon source followed by the coating of
DLC in the same argon source with a hydrocar-
bon introduced to the beam as previously de-
scribed [6]. Polycarbonate membranes of pore
radii 0.01, 0.05 and 0.1 um were coated with
DLC using a range of deposition durations of
notably 1 min, 3 min 30 s and 7 min. Control
membranes without the DLC coating were simi-
larly cleaned by subjection to 5 min FAB.

DLC coating times define total deposition
times. Double-sided coated membranes therefore
had a 50% coating duration for each surface. In
this way, it was intended that single- and double-

sided coated membranes could be compared with
regard to coating durations. The deposition rate
of DLC was 0.45 um per hour so 1 min, 3 min 30
s and 7 min coating correspond to thicknesses of
0.0075, 0.026 and 0.053 wum, respectively. These
membranes had a quoted thickness of ca. 6 um,
so the maximum coating of DLC was less than
1% of the membrane thickness to which it was
applied. It was therefore assumed to have a negli-
gible effect on the thickness of the membranes
used in the calculation of the P values.

Apparatus

An oxygen electrode assembly (Rank Brothers,
Bottisham) as previously described [11]), was uti-
lized for glucose oxidase enzyme electrodes. The
working electrode (anode) was polarized at +650
mV (vs. Ag/AgCD for the oxidation of H,O,.
The cell comprised a central 2-mm diameter plat-
inum disc working electrode with an outer pre-
anodized 12-mm diameter, a 1-mm wide silver
ring (Ag/AgCl acting as a combined reference
and counter electrode. The purpose-built voltage
polarization source and potentiostat were con-
structed by the Chemistry Workshops, University
of Newcastle, and an x—t¢ chart recorder (Lloyd
Instruments, Fareham) was used to record the
amperometric responses of the electrode assem-
bly from the potentiostat current follower. A
blood gas analyzer (Instrumentation Laboratory
Model 1L1802) was used in the Clinical Biochem-
istry laboratory (Hope Hospital) for the determi-
nation of pO, within buffer aliquots.

Fabrication of enzyme electrodes

A composite solution of glucose oxidase (GOD)
(2560 U ml~!) and BSA (0.1 g mi~!) was pre-
pared in buffer solution. 6 ul of GOD-BSA
solution and 3 u! of glutaraldehyde (5%, v/v)
were mixed rapidly and placed on a 1-cm? por-
tion of 0.05-um pore radii polycarbonate mem-
brane. A 1-cm? portion of DLC coated polycar-
bonate membrane was then placed on top, and
glass plates used to compress the enzyme and
membrane laminate under finger pressure for
approximately 5 min. The resulting crosslinked
enzyme membrane laminate was placed over the
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working electrode, prior to final electrode assem-
bly with fixation by a rubber “O” ring.

Methodology — Determination of permeability
coefficients

Solute mass transfer measurements across
DLC coated polycarbonate membranes to assess
their permeability were performed at 22 + 1°C in
a classical diaphragm diffusion cell apparatus
comprising two chambers [12], as previously de-
scribed. Both chambers were of 170 ml volume
and were separated by two stainless-steel discs
and two sealing rubber “O” rings clamped to-
gether to retain the membrane with a defined
cross-sectional area available for mass transport
(7.07 cm?). The solute was rapidly injected into
one chamber and mass transfer was determined
by measuring solute concentrations in both cham-
bers at periodic intervals. For the determination
of pO, levels in each chamber, aliquots from a
closed system were extracted by syringe and sealed
within small glass vials to prevent mixing with the
atmosphere, prior to pO, analysis. Oxygen within
one chamber was consumed by placing cross-lin-
ked GOD-BSA films in excess, to create oxygen
gradients across the membrane of interest. The
pO, levels were determined by a blood gas anal-
yser (Instrumentation Laboratory Model 1L1802,
Hope Hospital, Clinical Biochemistry laboratory).
Aliquots analyzed for pO, levels from the cham-
ber containing GOD-BSA confirmed that all
oxygen was consumed. Permeability coefficients
were calculated using the expression derived by
Sun et al. [12].

Analysis of blood glucose concentrations

Whole blood samples previously tested for glu-
cose (Hope Hospital, Clinical Biochemistry labo-
ratory) were used for the evaluation of enzyme
electrodes for whole blood analysis. Blood sam-
ples stored under refrigeration in tubes contain-
ing fluoride oxalate were used on the same day as
the hospital analysis.

RESULTS AND DISCUSSION

Neutron track etched membranes have near-
cylindrical channels formed by a well established

neutron beam track-etched method [13]. The rel-
atively low thickness (ca. 6 um) of these mem-
branes has enabled minimisation of diffusional
distances while facilitating a high degree of con-
trol over diffusional resistance due to the fine
control possible of pore radius and pore density.
By attempting to decrease the glucose/O, P
ratio for these membranes, enzyme electrodes
were constructed that might become diffusion-
controlled rather than reflecting intrinsic enzyme
kinetics.

DLC-coated polycarbonate membranes were
prepared in order to allow a further extension of
linearity for glucose determination in vitro and
also minimise biofouling of the sensor. A series of
experiments was performed to determine the P
values for O, and glucose across a spectrum of
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Fig. 1. (a) Relationship between permeability coefficients (P)
for glucose across single-sided DLC-coated polycarbonate
membranes. (b) Individual P values calculated for 0.1-um
pore radii DLC single-sided coated polycarbonate mem-
branes. Polycarbonate membrane pore radii: ® 0.01; © 0.05;
A 0.1 pm.
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Fig. 2. Relationship between permeability coefficients (P) for
oxygen across single-sided DLC-coated polycarbonate mem-
branes. For definition of symbols see Fig. 1.

DLC single- and double-sided coated mem-
branes, using a diffusion chamber apparatus. On
each occasion, three membranes of each type
were independently tested within the diffusion
chamber, and a mean value for each P value
calculated. For clarity only this value is shown in
figures describing permeability coefficients trends.

Figures 1-4 show how the P values for glu-
cose and O, are related to polycarbonate mem-
branes of 0.01, 0.05 and 0.1 um pore radii, with
different durations of single- and double-sided
DLC coating. Mean P values for glucose trans-
port are shown in Fig. la, but Fig. 1b depicts
individual, measured P values for glucose across
0.1-um pore radii single DL.C-coated membranes.
This demonstrates that P values across three
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Fig. 3. Relationship between permeability coefficients (P) for
glucose across double-sided DLC-coated polycarbonate mem-
branes. For definition of symbols see Fig. 1.
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Fig. 4. Relationship between permeability coefficients (P) for
oxygen across double-sided DLC-coated polycarbonate mem-
branes. For definition of symbols see Fig. 1.

membranes prepared by the same procedure may
be attained to within a margin of 5%.

From Figs. 1-4, it can be seen that the P
values for both glucose and O, decrease with
decreasing pore radius. Furthermore Figs. 1 and
3 show that P values for glucose progressively
diminish as the DLC coating thickness is in-
creased, suggesting that the pore area steadily
decreases. No previous technique used by us (such
as organic solvent deposition) has allowed such
“fine tuning” of membrane permeability at small
pore radii. It should also be noted that Figs. 1
and 3, and Figs. 2 and 4 are similar, indicating
that a similar application of DLC to a single
surface or between both membrane surfaces has
little influence on the diffusing species behaviour
across the membrane.

The 0.01-um pore radii polycarbonate mem-
branes invariably become blocked to glucose
transport when > 1 min coatings of DLC are
applied. However, single-sided coated mem-
branes become blocked at <1 min DLC coating
durations, whereas diffusion of glucose is permit-
ted for double-sided coated membranes of 1 min
DLC coating duration. This blocking difference is
probably due to the build up of DLC ar very
small pores in single-sided coatings, whereas, the
pore aperture is spared if this is distributed across
two membrane surfaces. Of particular interest,
however, is the finding that O, transport is much
less affected by DLC application, and that when
glucose is fully obstructed, O, trans-membrane
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Fig. 5. Relationship between permeability coefficient ratio of
glucose /O, and DLC coating time for single-sided DLC-
coated polycarbonate membranes. For definition of symbols
see Fig. 1.

passage is still maintained. Figures 5 and 6 de-
scribe how the glucose /O, ratios are affected by
the DLC deposition as calculated using the data
of Figs. 1-4. Again, the P ratio values are very
similar for single- or double-sided DLC-coated
membranes. The first application of DLC (1 min),
results in the greatest reduction of the glucose /O,
P ratios. Further coatings of DLC result in con-
tinued reduction in this ratio, although the effect
is less prominent. The membranes showing the
smallest glucose /O, P ratios are those for 0.05-
pm pore radii membranes with 7 min DLC coat-
ing for both single- and double-sided coated
membranes.

0.8
P glucose /
0, ratio
064 &
0.4 -
[}
. 0.01um
0.2 mombruln blocked
\o
° o 1 1T T 17T T T

01 2 3 4 56 7 8
DLC coating Time /minutes
Fig. 6. Relationship between permeability coefficient ratio of
glucose /O, and DLC coating time for double-sided DLC-
ooated polycarbonate membranes. For definition of symbols
see Fig. 1.
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Fig. 7. Glucose electrode calibration using enzyme cross-
linked between lower uncoated 0.05 um pore radii polycar-
bonate membranes with outer 0.01-um pore radii double-sided
DLC-coated and uncoated control polycarbonate membranes.
A Control, no DLC; © 1 min DLC. (O) Regression equation:
Response /(nA) = —0.978 +2.055 (glucose conc./mM). x in-
tercept: 0.476 mM glucose; y intercept: —0.977 nA. Standard
deviation y intercept: 0.378; standard error y intercept
+ 0.785; standard deviation slope: 0.004; standard error slope:
+0.016; r2: 0.99.

Previously, we have predicted [11] that sensors
utilizing membranes with the smallest glucose /O,
P ratios would possess the largest linearity ranges.
This is partially supported by Figs. 7-11, which
show calibration graphs for enzyme electrodes,
constructed with lower polycarbonate membranes
of 0.05-um pore radii and upper polycarbonate
membranes of pore radii 0.01, 0.05 and 0.1 yum,
respectively, with varied DLC depositions, in
standard, buffered solutions of glucose.

However, Fig. 7 depicts the calibration of glu-
cose oxidase enzyme electrodes with upper dou-
ble-sided 0.01-um pore radii membranes and the
corresponding control. The linear range was
found to extend to more than 80 mM glucose,
well in excess of that attained with uncoated
membranes. Calibrations for single-sided coated
0.01-um pore radii membranes for the same coat-
ing time were not possible as these membranes
were blocked to glucose transport.

Figures 8 and 9 depict calibration graphs for
enzyme electrodes employing upper 0.05-um pore
radii membranes. The almost identical behaviour
shown by enzyme electrodes utilizing single- and
double-sided DLC-coated membranes confirms
that for both types of membrane, the same coat-
ing times impart almost identical properties. In
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Fig. 8. Glucose electrode calibration using enzyme cross-
linked between lower uncoated 0.05-um pore radii polycar-
bonate membranes with outer 0.05-um pore radii single-sided
DLC-coated and uncoated control polycarbonate membranes.
A Control, no DLC; © 1 min DLC; ® 3 min 30 s DLC; O 7
min DLC.

addition, Figs. 8 and 9 both show that as the DLC
coating time is increased, the enzyme electrode
curvilinear range is progressively extended. How-
ever, the effect is relatively minor giving exten-
sions between 10-15 mM glucose, as compared to
> 80 mM as shown by the enzyme electrodes of
Fig. 7. This is despite the rather similar
glucose /O, permeability ratios of Figs. 5 and 6.
Similar findings are shown for 0.1 wm pore radii
membrane-covered enzyme electrodes (Figs. 10
and 11). In addition, the calibration curves for
single- (Fig. 10) and double- (Fig. 11) sided
DLC-coated upper membrane-based enzyme

2000
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/ nA
1500
A
1000 ° °
0/ .
5004 2 /
g—""0 Q o
) -

I [ | 1
5 10 15 20

Glucose concentration/ mM

o —

Fig. 9. Glucose electrode calibration using enzyme cross-
linked between lower uncoated 0.05-um pore radii polycar-
bonate membranes with upper 0.05-um pore radii double-
sided DLC-coated and uncoated control polycarbonate mem-
branes. For definition of symbols see Fig. 8.
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Fig. 10. Glucose electrode calibration using enzyme cross-
linked between lower uncoated 0.05-wm pore radii polycar-
bonate membranes with outer 0.1-um pore radii single-sided
DLC-coated and uncoated control polycarbonate membranes.
For definition of symbols see Fig. 8.

electrodes are similar, and longer durations of
DLC coating result in extended linearity ranges.
It is therefore probable that in addition to the
glucose /O, P ratio, the absolute permeability is
also important in determining linearity ranges.
One constraint in the commercialisation of
existing sensors for whole blood measurements
has been the intractable problem of signal drift as
a result of biofouling [1]. Recently DLC has been
the focus of interest as a possible coating for
medical implants [9], and its biocompatability
compared to that of various alloys [14,15], high-
density polyethylene and carbon fibre composites
[16,17]. Indeed DLC was found to produce highly
biocompatible films on which cells could grow

2000
Response

/ nA
1500

(1] S 10 15 20
Glucose concentration/mM
Fig. 11. Glucose electrode calibration using enzyme cross-
linked between lower uncoated 0.05-um pore radii polycar-
bonate membranes with outer 0.1-um pore radii double-sided
DLC-coated and uncoated control polycarbonate membranes.
For definition of symbols see Fig. 8.
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without eliciting an inflammatory response [9],
and which provided strong but flexible coatings
[9,10].

A series of experiments was therefore de-
signed so that enzyme electrodes all with inner
0.05-um pore radii uncoated polycarbonate mem-
branes, and varying pore radii DLC-coated outer
polycarbonate membranes (together with con-
trols), were exposed to heparinised whole blood,
and then rinsed with non-anticoagulated buffer
solution. Responses to 5 mM glucose solutions,
before and after blood exposure were recorded,
and percentage losses of response determined.

Figures 12 and 13 describe the percentage loss
of signal following 30 min exposure to stirred
undiluted whole blood. The insert of Fig. 12
depicts a typical time course for such loss. Again
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Fig. 12. Relationship between percent original response of
enzyme electrodes with single-sided DLC-coated upper mem-
branes and 0.05-um pore radii uncoated lower polycarbonate
membranes to 5 mM buffered glucose solutions, following 30
min exposure to whole blood. (Insert: relationship between
percent original response of enzyme electrode with outer
0.1-um pore radii with 1-min single-sided DLC-coated upper
membranes and lower 0.05-um uncoated polycarbonate mem-
brane, with time exposure to whole blood /min.) Upper poly-
carbonate pore radii: © 0.01; ® 0.05; O 0.1 wm. Arrow
indicates point at which the 0.01-um membrane is blocked.
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Fig. 13. Relationship between percent of original response of
enzyme electrode with double-sided DLC-coated upper poly-
carbonate membranes and 0.05-xm pore radii uncozated lower
polycarbonate membranes to 5 mM buffered glucose solu-
tions, following 30 min exposure to whole blood. For defini-
tion of symbols see Fig. 12. Arrow indicates response after 1 h
washing with buffer.

there are very few differences between single- or
double-sided DLC-cated membranes. However,
the resistance to biofouling appears to increase
with greater deposition of DLC for all mem-
branes. The greatest change is seen between un-
coated membranes and the first deposition of
DLC (1 min). Membrane pore radius also ap-
pears to be critical as smaller pore radii mem-
branes always exhibit lower losses following blood
exposure than enzyme electrodes with similar
DLC coated membranes of larger pore radii. All
control sensors with upper membranes without
DLC coating showed no effect with extended
washing regimes.

As before, only double-sided DLC-coated
membranes of 0.01-wm pore radii could be tested
for biofouling properties as single-sided DLC
coated 0.01-um pore radii membranes were all
blocked to glucose. However, 0.01-um pore radii
polycarbonate membranes with 1 min deposition
DLC double-sided coatings as the upper mem-
brane of an enzyme laminate exhibited extreme
resistance to biofouling, showing a loss of only
6% signal following 30 min exposure to whole
blood.

Biofouling owing to the deposition of protein,
lipids and cells may act as a diffusion barrier to
the passage of microsolutes to the enzyme layer.
As the DLC presents a surface similar to dia-
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mond possessing sp> hybridised C-C bonds in a
tetrahedral structure on the surface, the structure
probably presents a more inert surface [9]. This
may help to decrease biofoulant adsorption onto
a surface with DLC coatings and materials that
had adhered onto the surface might be more
easily dislodged with extended washing.

An enzyme laminate with an upper nominal
pore radius of 0.1 um and 7 min double-sided
DLC coating was exposed to blood, washed with
distilled water, and buffer placed in the cell for
continued washing for 1 h. The buffer was then
replaced with a 5 mM glucose buffer and the
response recorded. The final response was found
to be 4% higher than previously noted, (Fig. 13),
suggesting that some surface biofouling from the
outer DLC-coated polycarbonate membrane may
have been mechanically dislodged.

As linearity ranges for glucose determination
over clinically useful ranges had been attained,
and the effects of biofouling assessed following
whole blood exposure, two sensors for compari-
son were constructed both with lower 0.05 um
pore radii polycarbonate membranes; outer mem-
branes were of 0.01-um and 0.1-um double-sided
1-min duration DLC-coated membranes. These
two enzyme electrodes were calibrated following
30 min exposure to whole blood, and individual
blood samples previously tested for glucose levels
within the Clinical Biochemistry laboratory (Hope
Hospital) were analysed. The correlations be-
tween the two electrodes and the Clinical Bio-
chemistry laboratory results are shown in Fig. 14.
The results for the 0.1-um pore radii membranes
show all results were consistently lower (r?=
0.74), than those of the Clinical Biochemistry
laboratory probably due to a continuing and ex-
tended biofouling following every exposure to
blood. By contrast, the 0.01-um pore radii upper
membrane glucose electrode yielded results which
were in close agreement (#2 = 0.99), with those of
the Biochemistry laboratory.

This has two important consequences. Firstly,
the 0.01-um DLC-coated membranes allow reli-
able performance for glucose determination de-
spite exposure to whole blood. Furthermore al-
though no permselective membrane was used, the
electrochemically active interferents in blood did

20 g4) .
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{(Clinical Biochemistry laboratory)

Fig. 14. Correlation between analysis of whole blood glucose
concentrations, from Clinical Biochemistry laboratory analysis
and enzyme electrode analysis. (a) Glucose enzyme electrode
with upper 0.1-wm pore radii polycarbonate membrane with 1
min double-sided DLC-coating, and lower 0.05-um uncoated
pore radii membrane. r2 = 0.74. (b) glucose enzyme electrode
with upper 0.01-wm pore radii polycarbonate membrane with
1 min double-sided DLC-coating, and lower 0.05-um un-
coated pore radii membrane. r? = 0.99.

not influence the response. This suggests that the
upper membrane though microporous is acting as
a barrier to electrochemically active interferants.

Conclusions

A comprehensive series of DLC-coated micro-
porous polycarbonate membranes have been as-
sessed in terms of porosity, and the permeability
coefficients calculated for glucose and oxygen us-
ing a classical diffusion chamber.

Glucose electrodes have been constructed util-
ising DLC-coated outer covering membranes, and
their calibration curves assessed. Comparisons
have been made between the permeability coeffi-
cient of glucose and O,, and their ratios related
to linearity ranges attained using these mem-
branes. Lower glucose /O, P ratios were found
to be associated with extension in linearity. Lin-
earity ranges above 80 mM glucose were attained
using 0.01-um, 1 min total duration, DLC dou-
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ble-sided coated, polycarbonate membranes as
outer covering membranes. This enzyme elec-
trode utilized the membrane showing the greatest
diffusional resistance to glucose, suggesting that
both the glucose /O, P ratio and the absolute
permeability for glucose are critical for linearising
a glucose enzyme electrode. The same enzyme
electrode exhibited a good resistance to biofoul-
ing, with losses in response of only 6% following
repeated exposure to whole blood as well as
showing a close correlation to glucose analysis
using conventional clinical biochemistry tech-
niques, despite the absence of an underlying se-
lective membrane.

The authors thank the Science and Engineer-
ing Research Council and the Department of
Trade and Industry for financial support for this
work.
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Abstract

Mercury organic compounds incorporated in solvent polymeric membranes act as neutral carriers for chloride. In
sharp contrast to classical anion exchangers, membranes containing {u-[4,5-dimethyl-3,6-bis(octyloxy)-1,2-
phenylenel}bis(trifluoroacetato-O)dimercury (ETH 9009) or tetrakis| u-(dimethyl sulphoxide-O : O)Jbis{xu-[hexafluoro-
pentanedionato(2 — )-O : O’ J}bis{u-[4,5-dimethyl-3,6-bis(octyloxy)-1,2-phenylene]}tetramercury (ETH 9011) as anion
carriers, tridodecylmethylammonium chloride as additive, bis(2-ethylhexyl) sebacate (DOS) as plasticizer and poly(vinyl
chloride) as membrane matrix show a preference for chloride over bromide, thiocyanate, perchlorate, nitrate and
salicylate. Ion-selective electrodes with such membranes displayed a Nernstian electrode function for chloride in the
concentration range 10~ °-0.1 M. For the more concentrated NaCl solutions, the potential drift of the cell assembly
was < 1.5 mV h™! and the response time (f4yq,) was < 10 s. In 0.01 M NaCl, e.m.f. repeatabilities were found to be
+0.16 and +0.29 mV for ISEs based on ETH 9009 and ETH 9011, respectively. 1*C NMR studies showed ETH 9011

Department of Organic Chemistry, Swiss Federal Institute of Technology (ETH), Universititsstrasse 16, CH-8092 Ziirich (Switzerland)

to interact with chloride and thiocyanate, forming 4:1 complexes, but not with perchlorate and nitrate.

Keywords: Ton selective electrodes; Chloride; Mercury organic ionophores

In contrast to the great variety of cation com-
plexes known in host—guest chemistry [1], only a
few compounds that reversibly complex anions [2]
have been used as ionophores in solvent poly-
meric membranes. The interactions between host
and guest molecules can be divided into five
types: (a) Coulomb interactions: classical anion
exchangers [3], azamacrocycles with protonated
[4] or quaternary nitrogen [5] and guanidine
derivatives [6] behave according to this type; Ko-
ryta [7] gives 58 references for applications of
anion-selective electrodes based on tetraalkylam-
monium salts; (b) ligand exchange: observed with
metalloporphyrin complexes and cobester deriva-
tives, which have been used in nitrite-selective

Correspondence to: W. Simon, Department of Organic Chem-
istry, Swiss Federal Institute of Technology (ETH), Universi-
titsstrasse 16, CH-8092 Ziirich (Switzerland).

electrodes [8]; they induce completely different
selectivity sequences as compared with the
Hofmeister series [9] exhibited by classical anion
exchangers; (c) coextraction: anions and cations
are simultancously extracted into the same het-
erotopic host molecule [10]; so far, no analytical
application of such ionophores has been de-
scribed; (d) covalent bonding: as an example, tri-
fluoroacetophenones as neutral carriers form co-
valent bonds with carbonate [11]; the correspond-
ing ion-selective electrode (ISE) membranes were
shown to reject most relevant anions present in
blood serum, except salicylate and benzoate, and
response times and e.m.f. repeatabilities were
satisfactory [121; (e) interactions between Lewis
acids and bases: representatives of Lewis acids
are compounds containing B [13], Si [13], Sn [14]
or Hg [15]; tin organic compounds (e.g., R,SnX,
and R,SnX, with R = benzyl or alkyl and X = Cl

0003-2670 /93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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or OAc), whose tin centre on anion complexation
changes from tetra- to pentahedral coordination,
have been tested in membranes of anion-selective
electrodes and optodes. ISEs based on bis(4-chlo-
robenzyDtin dichloride and tri-n-octyltin chloride
showed useful selectivities for hydrogenphos-
phate [16] and chloride [17], respectively, but
were not suitable for practical purposes because
of slow response and unstable potentials. In op-
tode membranes, however, tin organic carriers
were found to be adequate for chloride determi-
nations in blood serum [18].

Up to now, in clinical analysis only electrodes
and optodes with solvent polymeric membranes
based on anion exchangers have been used [19],
their selectivities on the whole following the
Hofmeister series [9]. In the recent literature
[20-25], cyclic and non-cyclic Lewis acids with
two or more covalently bonded mercury atoms
have been described which form reversible com-
plexes with halides or basic solvents. With a view
to determining relevant anions (Cl-, HCOj,
COZ~, HPO?") in biological fluids, this novel
class of neutral carriers showing a different selec-
tivity pattern was therefore studied. This paper
reports on two mercury organic compounds
(see Fig. 1), {u-[4,5-dimethyl-3,6-bis(octyloxy)-
1,2-phenylenel}bis(trifluoroacetato-O)dimercury
(ETH 9009) and tetrakis[ w-(dimethylsulphoxide-

Oy, .CF:
/\/\/\/\O I 3
Hg/
: : ng\
(0]
S0
O)\CF:;

ETH 9009

O -CF; CF 0
AN ?)/ CF~ 2\0( O TN
pou
Hg. ~Hg
(0] [0}
oSS0 O~
oer,”SFener o

ETH sON

Fig. 1. Structure formulae of ionophores. ETH 9011 was
prepared as 1:4 DMSO adduct (see Experimental).
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O : 0)]-bis{ w-[hexafluoropentanedionato(2 — )-O :
O']}-bis{ u-[4,5-dimethyl-3,6-bis(octyloxy)-1,2-

phenylene]}tetramercury (ETH 9011), acting as
chloride carriers in solvent polymeric membranes.

EXPERIMENTAL

Reagents

Aqueous solutions were prepared with doubly
quartz-distilled water and salts of the highest
purity available. Tetrahydrofuran (THF), high-
molecular-weight poly(vinyl chloride) (PVC), the
additives tridodecylmethylammonium chloride
(TDDMACI) and dimethyldioctadecylammonium
bromide (DMDODABr) and the plasticizers
dibutyl sebacate (DBS), bis(2-ethylhexyl) sebacate
(DOS), 2-nitrophenyl octyl ether (o-NPOE), bis
(1-butylpentyl)decane-1,10-diyl diglutarate (ETH
469), bis(1-butyipentyl) adipate (BBPA), tetraun-
decyl benzhydrol-3,3'-4,4'-tetracarboxylate (ETH
2112), tetraundecyl benzophenone-3,3'-4,4'-tetra-
carboxylate (ETH 2041), tris(2-ethylhexyl) trimel-
litate (TOTM) and tris(2-ethylhexyl) phosphate
(TEHP) were used for membrane preparation
and tridodecylmethylammonium nitrate (TD-
DMANO,) for »C NMR titrations, all Selec-
tophore from Fluka (Buchs, Switzerland).
Chloroalkanes 56C, 60C, 64C and 70C were ob-
tained from Hiils (Marl, Germany). Chemicals for
the syntheses were purchased from Fluka and
CDCl; with tetramethylsilane (TMS) (99 + 1)
from Ciba-Geigy (Basle).

NMR-monitored titrations

All ¥C NMR spectra were recorded at 50.32
MHz on a Bruker ACF 200 SY 4.70-T 200 MHz
Fourier transform NMR spectrometer (Bruker-
Spectrospin, Fillanden, Switzerland). Tubes of 5
mm i.d. contained 100 mg (0.043 mmol) of ETH
9011 in 1 ml of CDCIl; with TMS as internal
standard. The recording conditions were spectral
width 11.6 kHz, acquisition time 0.7045 s, data
table size 16K of 24-bit words, r.f. pulse duration
2.50 ws, number of transients ca. 2000-2500,
broad-band proton decoupling of generally 18 H
and ambient temperature air cooling.
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Membranes

The solvent polymeric membranes were pre-
pared according to [26]. For conditioning (over-
night) and as internal filling solution of the elec-
trodes, 0.01 M NaCl was used. To exchange Br~
for CI~ and thus avoid e.m.f. instability due to
the influence of bromide on the Ag/AgCl inner
reference electrode, membranes containing DM-
DODABr were conditioned in 0.01 M NacCl for
several days before mounting them in electrode
bodies.

E.m.f. measurements and evaluations

Potentiometric measurements were performed
at 22 £ 1°C with the cell assembly Hg | Hg,Cl, |
KCl (satd.)!1 M LiOAc i sample || membrane ||
0.01 M NaCl|{AgCl|Ag. The calomel reference
electrode corresponded to the free-flowing dou-
ble-junction type [27]. The measuring equipment
is described in [26). For each solution, potentials
were recorded for 60 min, the average of the final
10 min (n = 16) being taken for evaluations. All
e.m.f. data were corrected for liquid-junction po-
tentials. Single-ion activities were calculated ac-
cording to the Debye—Hiickel theory with equa-
tions and coefficients given elsewhere [28,29]. For
salicylate (SalO ™), the activity coefficients and
equivalent ionic conductivity data of acetate were
used.

Electrode response functions, selectivities

Electrode response functions were determined
in 1077-0.1 M aqueous NaCl of increasing con-
centration and the slopes calculated by linear
regression in the range 107°-0.1 M (n = 5). Se-
lectivity coefficients were measured by the sepa-
rate solution method (SSM) [30] in 0.1 M sodium
salt solutions buffered at pH 7.4 + 0.1 with 0.01
M tris(hydroxymethyl)aminomethane (Tris)-4.35
Xx107* M sulphuric acid, starting with the less
preferred anion. Between two solutions, the elec-
trodes were rinsed with water and, with stirring,
left standing in water for several minutes.

Repeatability
With membranes containing TDDMACI as ad-
ditive, the repeatability of potentials was deter-
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mined by measuring alternatively in 0.001 and
0.01 M NacCl for 5 min each. The mean e.m.f.
value of the last 60 s (n=20) was used for
evaluation.

Response time

The electrode was placed in 100 ml of 0.001 M
NaCl and the e.m.f. recorded till the potential
drift was <1 mV h™! (usually after 10 min).
Then 10 ml of 0.1 M NaCl were quickly added
with a syringe and the e.m.f. was measured for 5
min. The response time, t4,, was determined
according to [31].

Syntheses

2,3-Dimethyl-1,4-bis(octyloxy)benzene. A solu-
tion of 4.5 g (32.6 mmol) of 2,3-dimethylhydro-
quinone, 13.91 g (72.0 mmol) of 1-bromooctane
and 23.46 g (72.0 mmol) of caesium carbonate in
400 ml of DMF was refluxed for 5 h [32]. After
cooling, 100 ml of water were added and the
solution was extracted twice with diethyl ether
and washed with 10% NaOH solution. Evapora-
tion of the solvent and purification of the residue
by flash chromatography (250 g of silica gel 60)
with hexane-ethyl acetate (9 + 1) and by bulb-
to-bulb distillation (b.p. 140-145°C, 0.15 Torr)
yielded a colourless liquid (6.84 g, 58%): IR
(CHCl,), 2855, 1467, 1255, 1107 cm™!; '"H NMR
(200 MHz, CDCl,), § 0.87 (t, J=6.5 Hz, 6H),
1.22-1.52 (m, 20H), 1.75 (m, J = 6.8 Hz, 4H), 2.15
(s, 6H), 3.88 (t, J = 6.6 Hz, 4H), 6.62 (s, 2H); MS,
m/z (%) 362 (91, M*), 250 (21), 138 (100); analy-
sis calculated for C,,H,,0, (362.60), C 79.50, H
11.68; found, C 79.24, H 11.92%.

{u-[4,5-Dimethyl-3,6-bis(octyloxy)-1,2-phenyl-
ene] }bis(trifluoroacetato-O)dimercury (ETH
9009). ETH 9009 was prepared according to [15]
but without removing the monosubstituted prod-
uct by sublimation. Recrystallization of the prod-
uct from hexane—-CH,Cl, yielded colourless nee-
dles (73%), m.p. 176-178°C: IR (KBr), 2850, 1662,
1421, 1351, 1204, 1082 cm ~!; 'H NMR (200 MHz,
CDCl,), 6 0.88 ppm (t, J = 6.5 Hz, 6H), 1.25-1.55
(m, 20H), 1.79 (m, J = 6.8 Hz, 4H), 2.21 (s, 6H),
3.77 (t, J=6.3 Hz, 4H); MS, m/z (%) 922 (2,
M™*— CF,), 810 (2), 598 (6), 486 (9), 374 (13), 360
(19), 250 (20), 202 (27), 138 (100); analysis calcu-
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lated for C,3H,F,Hg,0, (987.79), C 34.05, H
4.08; found, C 34.34, H 4.28%.

Oxo{u-[4,5-dimethyl-3,6-bis(octyloxy)-1,2-phen-
ylene]}dimercury (ETH 9010). The compound,
prepared from ETH 9009 according to [15], was a
white powder (yield 95%), m.p.> 250°C: IR
(KBr), 2856, 1466, 1353, 1204, 1083 cm ™.

Tetrakis[u-(dimethyl sulphoxide-O : O)/bis{u-
[hexafluoropentanedionato(2 — )O: O'] }bis{p-[4,
S-dimethyl-3,6-bis(octyloxy)-1,2-phenylene] } tetra-
mercury (ETH 9011, 1:4 DMSO adduct). ETH
9011 was obtained from ETH 9010 with dimethyl
sulphoxide (DMSO) in analogy with [15]. Recrys-
tallization from DMSO gave a white powder (yield
58%), m.p. 150°C: IR (KBr), 2858, 1699, 1350,
1165, 1012 cm~'; "H NMR (200 MHz, CDCl,), 6
0.88 ppm (t, J=64 Hz, 24H), 1.20-1.52 (m,
80H), 1.76 (m, J = 6.8 Hz, 8H), 2.02 (s, 12H), 2.67
(s, 24H), 3.74 (t, J = 6.5 Hz, 8H); FAB-MS, m/z
(%) 2339 (< 0.1, M + Na™), 2123 (0.5), 2023 (0.5),
2004 (0.5, M*—4 DMSO), 1778 (0.5), 1684 (1),
1563 (2), 360 (38), 247 (23), 177 (30), 163 (48), 138
(37), 69 (100).

Tridodecylmethylammonium perchlorate (TD-
DMACIO,) and thiocyanate (TDDMASCN). The
quaternary ammonium salts were prepared from
TDDMACI by anion exchange according to [33].
TDDMACIO, (yvield 77%), m.p. 106-107°C, hy-
groscopic. Analysis calculated for C,;H,,CINO,
(636.48), C 69.82, H 12.35, N 2.20, O, 10.05;
found, C 70.02, H 12,57, N 2.18, O 10.19%.
TDDMASCN (vield 73%), very hygroscopic.
Analysis calculated for Cy3H,4N,S (595.11), C
76.69, H 13.21, N 4.71; found, C 76.79, H, 13.41,
N 4.60%.

RESULTS AND DISCUSSION

From '""Hg NMR titrations and x-ray crystal-
lography in previous work [15,20,21], the biden-
tate compound, dichloro-1,2-phenylenedimercu-
ry, was shown to form a 2:1 complex with te-
traphenylphosphonium chiloride. On the other
hand, the corresponding multidentate macrocyle,
tetrakis[ u-(1,2-dimethoxyethane-O : O, O')]bis{u-
[hexafluoropentanedionato-(2 — )-O : O’ J}bis[ u-
(3,4,5,6-tetramethyl-1,2-phenylene)]tetramercury,

M. Rothmaier and W. Simon / Anal. Chim. Acta 271 (1993) 135-141

154

152

150 1

0 2 4 6 8 10
MOLES ANION / MOLES ETH 9011

Fig. 2. ®C chemical shift, & (in CDCl,), of the C atom
adjacent to Hg in ETH 9011 as a function of TDDMA
salt /ligand ratio. ©O=SCN7; © =Cl7; d =NO; ; e=ClO, .

gave a 1:4 and 1:2 complex with 1,2-di-
methoxyethane and tetrahydrofuran, respectively
[15].

With a view to using such complexes in solvent
polymeric membrane electrodes for analytical
purposes, the more lipophilic compounds, ETH
9009 and ETH 9011, were prepared (see Fig. 1).
From '*C NMR titrations with different tridode-
cylmethylammonium salts, observing the chemical
shift of the carbon atom adjacent to mercury (see
Fig. 2), it was found that the macrocycle, ETH
9011, forms 1:4 complexes with chloride and
thiocyanate (A8 =7 and 10 ppm, respectively),
but does not interact appreciably with nitrate and
perchlorate (A8 < 1 ppm).

For potentiometric studies, 2% (w/w) of ETH
9009 or ETH 9011 were incorporated in plasti-
cized solvent polymeric PVC membranes. Re-
garding the amount of ionophore chosen, less
than 2% (w/w) gave electrodes with no response,
whereas larger amounts crystallized in the mem-
brane phase after a few hours. Of the plasticizers
tested, the most adequate proved to be DOS (for
abbreviations, see Experimental). With other
membrane solvents, no satisfactory results were
obtained, e.g., poor electrode response functions
(with TEHP), insufficient selectivity behaviour
(with ETH 469, ETH 2112 or TOTM), sweating
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membranes (with chloroalkanes or BBPA) or
crystallization of the ionophores (with DBS, o-
NPOE or ETH 2041). Selectivity measurements
on DOS-PVC membrane electrodes in 0.1 M
anion solutions by the separate solution method
[30] revealed a significantly different sequence to
that of classical anion exchangers (see Fig. 3,
columns 2, 4 and 1). Especially noteworthy is the
strongly reduced preference for the lipophilic an-
ions, CIO, and NOj, and, to a lesser extent, for
<« SCN~, I7, Br™ and even SalO~. Surprisingly, the
selectivity behaviour for ETH 9009 and ETH
9011 was similar in spite of their completely dif-
ferent complexing properties. With both
ionophores, the slope of the chloride response
functions in the range 107°-0.01 M NaCl was
over-Nernstian (— 65 to —75 mV) and at concen-
trations above 0.01 M NaCl, strong cation inter-
ference occurred. To avoid membranes becoming
permselective for cations and to compensate for
lipophilic anion sites originating from impurities
in PVC [34), a lipophilic ammonium salt was
added. With 1-3 mol% of TDDMACI (as re-
ferred to the ionophore), the slope of the re-
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sponse functions was near-theoretical (cf., Fig. 4),
with a detection limit of ca. 107> M Cl1~ and only
minor loss of Cl~ selectivity (cf., Fig. 3, columns 3
and 5). For membranes without additive, poten-
tial drifts were substantial and dependent on the
anion measured (+15-25 mV h~! for hy-
drophilic and +3-10 mV h~! for lipophilic an-
ions). In contrast, with addition of 2.5 mol%
TDDMAUCI, they decreased to <1.5 and <1
mV h™! for electrodes based on ETH 9009 and
ETH 9011, respectively. With higher ammonium
salt concentrations, the electrode function, detec-
tion limit and response times (see below) were
virtually the same, but the selectivity pattern
gradually became that of a classical anion ex-
changer,

In Table 1, the selectivity coefficients obtained
with ETH 9009 or ETH 9011 for some physiologi-
cally relevant anions are given together with the
required log kg}’} values taking into account a 1%
error due to interfering anions (worst case) [35].
As can be seen, the experimental selectivities
allow chloride to be determined in biological
fluids even in the presence of salicylate.

r
Pot
log K clj
5+ —~Clo,
4 SCN
)
3] Sal0—=—=—
24 ——NOy J~'I'
1 —Br J-Salo —1 son- —J Br”
0 . —cl . —=cr e . —Cr Lo
HCO3 . — 2. SCNT—m— Br ——1 Salo™— _ T Lewnr
-1 S =TS0, ——Br j SCN _ _———SCN Sal0
AcO L —.- salo™— __ o=
-2 . Fo I -clo, Br ——Clo,”
HPO, NOy 1
-3 — ~NO; _J—CIOL — _~HCO;
HPOA—L_ AcO™ =, 2
-4+ -clo, — A0 = Hpro
; " e 7 L
-5 NO — A0 —=71HCO3 S0,
A= o— = J_ L
-6 1 ,. ——F 2 _-HCO; 50,
HPO, " — . HPOE T
-74 2 LHCO; SQ,
50, " ——
-8+
TODMACI 10 wt®% ETH 9009 20 wt% ETH 9009 20 wt% ETH 9011 20 wt % ETH 9011 20 wi e
00S 660 wt% DOS 650 wt® TODMACI 25 mol% DOS 650 wt% TDOMACI 2§ mol%
PVC 330 wt% PVC 330 wt% DOS 650 wt % PVC 330 wt% DOS 650 wt %
PVC 330 wt% PVC 330 wt%

Fig. 3. Selectivity coefficients, log k(%?}, for membrane electrodes based on a classical anion exchanger (column 1) and on the
mercury organic compounds ETH 9009 (columns 2 and 3) and ETH 9011 (columns 4 and 5). For details of measurements, see
Experimental.
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TABLE 1

95% normal concentration ranges and selectivity coefficients, log &

M. Rothmaier and W. Simon / Anal. Chim. Acta 271 (1993) 135-141

8}, for interfering anions

Anion 95% normal Log kg&}

concentration Required ® Experimental ©

range

(mmol 171) 2 ETH 9009 ETH 9011
Cl~ 95-110 0 0 0
Br~ 0.009-0.17 <0.7 0.0 0.1
SCN~™ 0.007-0.017 (0.15) ¢ <1.7(0.8)¢ -02 0.1
SalO~ 22°¢ < -03 -04 -04
HCO; 21.3-26.5 <-14 —-5.5 -3.0
HPO}~ 0.26-0.89 <-12 -59 -3.6
SO~ 0.3-1.0 < -13 -6.3 —-4.0

2 For whole blood, plasma and serum [35]. ® Calculated for a minimum error of 1% due to interfering anion (worst case, 25°C)
[35]. ¢ Cf., Fig. 3, columns 3 and 5. ¢ For non-smokers; values in parentheses for smokers. © Maximum therapeutical dosage (in

plasma) [36].

For analytical applications, the response time
of a sensor is an important factor. With ISEs
based on anion carriers, ty, values of seconds
[8] to minutes [14] have been reported, depending
on the anion measured and its concentration. For
membrane electrodes containing ETH 9009 or
ETH 9011, without ammonium salt, £y, > 60 s

EMF

ETH 9008 20 wt%
DOS 650 wth
PVC 330 wt®h

O——=~_

\\
Stheor =-586 mMV|
TN

ETH 9009 20 wt%

TDDMACI 25 mol %%

DOS 650 wt %

PVC 330 wt%

T T T T T T

-6 -5 -4 -3 -2 -1log ag,

Fig. 4. Response functions of a cell assembly with membranes
based on ETH 9009 (similar results for analogous membranes
with ETH 9011). Slope for membrane electrode with addition
of 2.5 mol% TDDMACI (as referred to ionophore), —57.6 +
1.2 mV (S.D.); detection limit, log a = —5 (22+1°C).

was obtained, whereas with the addition of 2.5
mol% TDDMACI], this value was reduced to ca.
10 s (Fig. 5). The presence of > 5 mol% TD-
DMACI had no further influence on the response
time, nor had the use of an ammonium salt
(DMDODABr) with better phase-transfer cat-
alytic properties.

When performing chloride analyses with ISEs
in whole blood, plasma and serum, the standard
deviation of the potential stability in the physio-
logically relevant concentration range must not
exceed 0.19 mV (95% confidence limit) [35]. For
membrane electrodes based on ETH 9009 or

EMF
103 M _
NaCl
ETH 9009 20 wt
107 M DOS 650 wt %
Nacl | PVC 330 wt%
-2
1072 M NaCl
ETH 9003 20 wt%
TODMACI 25 mol %
DOS 650 wi
10 mVI PVC 330 wt®
102 MNacl
T T T T T T
0 1 2 3 4 5 TIME [min]

Fig. 5. Response time (tg4,) determined for membrane elec-
trodes based on ETH 9009 for a change in sample concentra-
tion from 0.001 to 0.01 M NaCl.
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ETH 9011 with 2.5 mol% TDDMACI, the re-
peatability of the e.m.f. was determined by alter-
native measurements in 0.001 and 0.01 M aque-
ous NaCl. The corresponding standard deviations
were 0.37 and 0.16 mV for ETH 9009 and 0.48
and 0.29 mV for ETH 9011 (n=10). As ex-
pected, the potential stability is better at higher
sample concentrations.

Further investigations on the use of these ISEs
for chloride determinations in biological samples
are planned.

The authors are grateful to Mr. H. Frohofer,
University of Ziirich, for microanalyses of the
mercury compounds, and to Dr. D. Wegmann for
helpful suggestions. Part of this work was sup-
ported by the Swiss National Science Foundation.
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Development of a chemically modified electrode based
on carbon paste and functionalized silica gel
for preconcentration and voltammetric determination
of mercury(Il)
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Abstract

A mercury-sensitive chemically modified electrode (CME) based on modified silica gel-containing carbon paste
was developed. The functional group attached to the silica gel surface was 3-(2-thiobenzimidazolyl)propyl, which is
able to complex mercury ions. This electrode was applied to the determination of mercury(II) ions in aqueous
solution. The mercury was chemically preconcentrated on the CME prior to voltammetric determination by anodic
stripping in the differential-pulse mode. A calibration graph covering the concentration range from 0.08 to 2 mg 17}
was constructed. The precision for six determinations of 0.122 and 0.312 mg 1= Hg(ID) was 3.2 and 2.9% (relative
standard deviation), respectively. The detection limit for a 5-min preconcentration period was 0.013 mg 1 ~1. A study

for foreign ions was also made.

Keywords: Voltammetry; Carbon paste electrodes; Chemically modified electrodes; Functionalized silica gel; Mer-

cury; Preconcentration

Chemically modified electrodes (CMEs) have
been developed in recent years for use in voltam-
metric measurements [1-8]. One interest is the
use of these electrodes as chemical sensors for
analytical determinations. Several materials have
been employed as surface modifiers with the ob-
jective of preconcentrating the analyte at the
electrode surface via a selective reaction with the
surface modifier. The surface-bound analyte is
then determined by a conventional voltammetric
method [2-8].

Correspondence to: LM. Aleixo, Instituto de Quimica, Uni-
camp, C.P. 6154, 13081 Campinas, SP (Brazil).

The aim of this study was to develop a carbon
paste CME for Hg(II) determination. Voltam-
metric approaches to mercury determination usu-
ally involve the use of solid graphite electrodes,
including stripping analysis [9]. Gold electrodes
are also used, in either a stationary or a flow
system, for environmental samples [10~13]. The
determination of Hg(II) with chemically modified
solid electrodes has been reported [14-17]. The
use of carbon paste electrodes with ligands incor-
porated in the carbon paste has also been at-
tempted [18,19], with the purpose of improving
the selectivity of the voltammetric determination.

In this work, functionalized silica gel was em-

0003-2670 /93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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ployed as preconcentration agent in a carbon
paste CME. Investigations on the preparation
and uses of silica gel with organic functional
groups covalently bonded on its surface for pre-
concentration of ions have been reported by oth-
ers [20-23). 2-Mercaptobenzimidazole, which has
already been employed for the determination of
Hg(II) [24], was chosen as the functionalization
agent. It was incorporated in the silica gel surface
by reaction with (3-chloropropylsilica gel, result-
ing in the product 3-(2-thiobenzimidazolyl)propyl
silica gel [25], which was employed as the elec-
trode surface modifier.

This work involved the construction and
voltammetric study of a chemically modified car-
bon paste electrode (CMCPE) with functional-
ized silica gel in presence of Hg(I) ions. One
advantage of 2-mercaptobenzimidazole is the
good selectivity that it presents as a complexing
agent for Hg(II) ions [25]. The chemical selectiv-
ity of this functional group and the selectivity of
voltammetry were combined for preconcentration
and determination.

EXPERIMENTAL

Apparatus and reagents

Voltammetric measurements were made with
a Metrohm E 506 Polarecord and a Metrohm E
505 stand. The voltammetric cell was a three-
electrode system, consisting of the carbon paste
electrode modified with functionalized silica gel
as the working electrode, an Ag/AgCl, saturated
KClI as the reference electrode and a platinum
wire as the auxiliary electrode.

Reagents

The graphite used was UCP-1-200-U (Ultra
Carbon), passed through a stainless-steel sieve of
250 mesh. The modified silica gel functionalized
with 3-(2-thiobenzimidazolyl)propyl groups was
prepared according to the literature [25].

Electrode construction

The CMCPEs were prepared with a mixture of
graphite, 37% Nujol and silica gel functionalized
with 3-(2-thiobenzimidazolyl)propyl in propor-
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15cm
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Platinum Wire
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Functionalized Silica Gel

3mm (inner)
Fig. 1. Design of the working electrode.

tions of 5, 10 and 20%, respectively. After the
mixture had been homogenized, it was used to fill
a glass tube of i.d. 3 mm up to a height of 2.5 cm.
The extremity of the tube was cut at an angle
(Fig. 1).

Electrical contact was made with a platinum
wire, with one end placed in the carbon paste of
the tube and the other attached to the copper
wire of the electric cable. The external surface of
the electrode was smoothed on soft paper. A new
surface can be produced by scraping out the old
surface and replacing the carbon paste.

FElectrode conditioning

An electrode with a fresh surface was precon-
ditioned by immersing it in a stirred 1.5 mg 17}
mercury solution at pH 3.00, adjusted with HNO;,
for 10 min with open circuit. The speed of stirring
was 500 rpm. The differential-pulse voltammo-
gram was recorded over the range —0.2 to +0.6
V in 0.01 M KNO; solution. In fact it was ob-
served that this solution was also about 0.001 M
in KCl owing to diffusion from the reference
electrode. The surface of electrode was then
cleaned for 3 min in 0.01 M KCN solution with
open circuit. The cycle was repeated three more
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times and in the final step the preconcentration
time was 5 min. Used surfaces also need four
preconditioning cycles of about 5 min.

Determination of mercury

Preconcentration step. The CMCPE was im-
mersed in 25 ml of stirred 107 °-10~7 M mercury
solution for a given period, with the pH value in
the range 1.3-5.5 adjusted with HNO;, in a
polyethylene beaker, and the operation was made
with open circuit. The electrode was then re-
moved from the preconcentration cell and dried
with absorbent paper.

Electrochemical measurement. After the pre-
concentration step, the electrode was immersed
in the electrochemical cell containing 0.01 M
potassium nitrate solution. The differential-pulse
voltammogram was then recorded over the range
-0.2 to +0.6 V. The supporting electrolyte was
changed after each measurement and the elec-
trode was cleaned with KCN as in the condition-
ing step.

RESULTS AND DISCUSSION

The properties of the material used in the
carbon paste electrode were studied by Moreira
et al. [25]. The silica gel used was silica modified
with 3-chloropropyl groups, and it can react with
2-mercaptobenzimidazole through the N or S
atom. Their results favoured the S atom, in ac-
cord with the reaction

N
%(cmucu + HS—</© [

N
H

N

(CH2)3—S—</

N

H

The collection of mercury at the surface elec-
trode is effected by the coordination of metal
through the sulphur atom of the product of the
above reaction, 3-(2-thiobenzimidazolyl)propyl
silica gel, because protonation of the nitrogen
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+0.6 +0.4 +0.2 0.0 ~0.2

E/V
Fig. 2. Repetitive cyclic voltammogram of a 0.4 mg 1~! Hg(II)
solution. The working electrode was a CMCPE with 10% of
modified silica gel. The reference elecrode was Ag/AgCl,
saturated KCl, and the auxiliary electrode was a platinum
wire. Potential range, —0.2 to +0.6 V; scan rate, 10 mV s~ 1,

atom of the —-N=C-S- group take place in acidic
media [25].

Several characteristics of the CMCPE with
functionalized silica gel for mercury concentra-
tion measurements were examined. Figure 2
shows a repetitive cyclic voltammogram of mer-
cury solution in the potential range —0.2 to +0.6
V vs. Ag/AgCl, saturated KCI, where it can be
seen that the anodic peak at 288 mV is well
defined and does not change during the cycles.
The cathodic peak, around 0.00 V, is irregular
and changes its form in each cycle. The electrode
process is then irreversible and the anodic peak
was chosen for the peak current measurement-of
mercury. After the preconcentration step made
with open circuit, the electrode was placed in the
voltammetric cell with the supporting electrolyte
and a potential of —0.2 V was applied at the
beginning of the scan. The electrochemical reac-
tion at the electrode can be expressed as

N 2+
{}(Cﬂz)s —S—</ } + 2e —»

{ N

Hg
N

;(CH2)3—S—</ + qu
N
H
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Current /7 pA
iy

Fig. 3. Effect of the pH of the preconcentration solution of
Hg(ID) on the anodic peak current of Hg(II). Mode, differen-
tial-pulse voltammetry; preconcentration time, 5 min; AE =
—50 mV; scan rate, 8 mV s~ !. Hg(II) concentration; a = 0.2;
W=04,0=08mgl L.

When the potential scan reaches the value of
+288 mV, an anodic peak is produced owing the
oxidation of mercury:

Hg’ —» Hg?* + 2¢~

The scan rate of 8 mV s~ ! used in the differ-
ential-pulse mode showed no necessity for a fixed
time at —0.2 V for the reduction of mercury and
the scan started immediately after the connection
of the electrodes.

Figure 3 shows the relationships between the
measured current and pH at mercury concentra-
tions of 0.2, 0.4 and 0.8 mg 17'. The maximum
current was obtained at pH 4.0, but it was ob-
served that at pH 3.0 the method shows a better
tolerance to interfering ions.

The effect of the paste composition for elec-
trodes containing 5, 10 and 20% of functionalized
silica is shown in Table 1. The results for a 0.4 mg
17! mercury(II) solution indicated that the paste
containing 10% of modified silica produced the
highest current.

The cleaning solution was used 0.01 M KCN
and was found to by very efficient. EDTA, KCI

L.M. Aleixo et al. / Anal. Chim. Acta 271 (1993) 143148

TABLE 1

Effect of carbon paste composition on the peak current of
mercury(II)

Concentration of modified Current R.S.D. (%)
silica gel in carbon paste (%) (nA) (n=6)
5.0 1.20 4.6
10.0 1.72 3.6
20.0 1.36 4.0

and KSCN solutions were also tested, but were
not efficient.

The influence of accumulation time in the
preconcentration step for mercury concentrations
of 0.08, 0.2 and 0.4 mg 1~ is shown in Fig. 4. The
greatest increase in current occurred in the first 5
min and this time was chosen for the preconcen-
tration step.

Figure 5 shows a calibration graph of current
vs. mercury concentration in the range 0.08-2 mg
17! and Fig. 6 shows some voltammograms of
points on this graph. The first four points on the
curve (0.08-0.6 mg 17!) obey the straight-line
equation

i=4.10C-0.073

5
4
[

3 3
~
=
©
=
=
3 27

1

A
0 [ 1 T T T T T T 1
o 6§ 10 15 20 25 30 35 40 45 650

Time/min
Fig. 4. Effect of the preconcentration time on the anodic peak
current at various Hg(II) concentrations. Mode, differential-
pulse voltammetry; AE = —50 mV; scan rate, 8 mV s~ L
Hg(I) concentration: a =0.08; m =0.2; =04 mg 1~
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Fig. 5. Calibration graph of current versus mercury concentra-
tion. Mode, differential-pulse voltammetry; preconcentration
time, 5 min; AE = —50 mV; scan rate, § mV s~ 1L,
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Fig. 6. Differential-pulse voltammograms for different Hg(II)
concentrations after 5-min preconcentration: (a) 0.2; (b) 0.4;
) 0.6; (d) 0.8 mg 1~1. AE = ~50 mV; scan rate, 8 mV s~ .,
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TABLE 2

Study of the effect of interfering ions on the voltammetric
signal of mercury(Il) ?

Metal ion (X) [X1/[Hg?*] Relative signal ®
Pb(D 100 0.97
Zn(1ID) 100 0.98
Co(1D) 100 0.98
Ni(ID 100 0.99
Cd(ID 10 0.96
100 1.02
Cu(ID) 10 0.95
100 1.03
Ag() 10 1.04
100 1.37

2 [Hg2* 1= 0.4 mg 1~ 1; accumulation time = 5 min; pH = 3.0.
b The relative signal is the ratio of the peak current of Hg(IT)
in the presence to that in the absence of foreign ions.

with a correlation coefficient of 0.998, where i is
the current in wA and C is the concentration of
Hg(ID) in mg 17'. For points between 0.6 and 2
mg 17!, the plot shows non-linear behaviour,
which requires the use of a calibration graph in
this concentration range. It was observed that the
points in the non-linear range obey a logarithmic
equation:

i=1.021log C+ 3.56

with a correlation coefficient of 0.999.

The precision obtained for six replicate deter-
minations of each of 0.122 and 0.312 mg 17!
Hg(ID) in the linear range of the calibration graph
was 3.2 and 2.9% (relative standard deviation),
respectively. The detection limit evaluated at a
signal-to-noise ratio of 3 for 0.08 mg 1! Hg(ID
was 13 ug1~ 1

The results of the study of the influence of
foreign ions is presented in Table 2. Divalent ions
showed virtually no interference in the concentra-
tion range studied. However, Ag(I) at a concen-
tration ratio of 10:1 showed significant interfer-
ence, as usually occurs in the voltammetric deter-
mination of mercury in presence of silver.

The results obtained in this study show that
the CMCPE with functionalized silica gel has
good potential for use in the voltammetric deter-
mination of mercury. The ligand used, 3-(2-thio-
benzimidozolyl)propyl, has a good selectivity for



148

Hg(ID) [25], which, in addition to the voltammet-
ric selectivity, is an advantage for analytical pur-
poses.

The authors are grateful to FAPESP, Funda-
¢do de Amparo a Pesquisa do Estado de Sao
Paulo, for financial assistance.
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Potentiometric study of azide complexes of copper(II)
in aqueous medium
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Abstract

The stepwise formation of copper(Il)-azide complexes in aqueous sodium perchlorate medium was investigated at
25.0 £ 0.1°C and ionic strength 1.0 M. With the indirect potentiometric method employed, using a glass electrode and
under the conditions studied, four mononuclear complexes were detected. No evidence of polynuclear species was
found. The final analysis of the data, by solution of simultaneous equations (matrix method), led to the following
overall formation constants: 8, =2.44 X 10°> | mol™!, B,=120x10* 1> mol™2, B,=1.45%10" 1> mol™* and
Bs=3.18X 107 1* mol~*. The graphical method of Leden, with some refinements, was also utilized initially.

Keywords: Potentiometry; Azide complexes; Copper

A continuing, systematic investigation of azide
complexes, with several metallic cations, has been
made in order to obtain data on their coordina-
tion chemistry [1-5] and to develop analytical
applications [6—8]. As part of these investigations,
this paper reports a competitive and indirect po-
tentiometric study of the copper(I)-azide system
with the use of a glass electrode and pH measure-
ments on solutions containing different copper(Il)
concentrations and azide—hydrazoic acid buffers.
All measurements were made in aqueous medium
at 25.0°C and ionic strength 1.0 M (sodium per-
chlorate).

The reaction in acidified medium between
azide and copper(Il) has previously been used
spectrophotometrically to determine the metal
[8-12] and the ligand [6,13] and to establish equi-
librium constants [2,14—16]. In such equilibrium
studies, principally the first stability constant was
determined.

Correspondence to: J.F. de Andrade, Departamento de
Quimica, FFCLRP-USP, Ribeirao Preto, 14040-901, SP
(Brazil).

The formation constants of this system have
been also studied by solubility [17,18], polaro-
graphic [19] and potentiometric [19,20] methods.
Attempts to make potentiometric measurements
with membrane ion-selective and solid-state elec-
trodes in order to study the complex formation
involving such species were unsuccessful. The low
solubility of neutral species, Cu(N,),, has been
the main obstacle to other more complete poten-
tiometric studies. However, a convenient, precise,
indirect method, based on the change in the pH
of an azide—hydrazoic acid buffer (after introduc-
tion of the metallic ion), was developed and has
also been successfully applied to the similar
cobalt(ID-azide [1], uranyl-azide [3], nickel(ID)-
azide [4] and iron(1I11)-azide [5] systems.

EXPERIMENTAL

Reagents and solutions
All reagents were chemically pure or of analyt-
ical-reagent grade. Sodium azide (Merck) was

0003-2670 /93 /306.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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prepared and analysed as described previously
[8].

Sodium perchlorate (Merck) was used to pre-
pare a solution of about 4.0 M. Standardization
was performed by direct gravimetry [3,4].

A standard copper(II) perchlorate solution
(0.356 M) was prepared containing excess of per-
chloric acid (both reagents from Merck) to pre-
vent hydrolysis. Standardization was done by clas-
sical electrogravimetry. The free acid content in
the metal stock standard solution was determined
potentiometrically and by classical volumetric
titration, utilizing standardized sodium hydroxide
solution.

Apparatus and procedures

A Micronal B-375 digital potentiometer,
adapted to a Metrohm EA-121 glass electrode
and combined with an Ag/AgCl reference elec-
trode (filled with 3.0 M sodium chloride solution),
was used in all pH measurements. The condi-

TABLE 1
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tional pH data measured at 1.0 M ionic strength
(with regard to hydrogen ion concentration in-
stead of activity) require the use, for example, of
a pH 2.000 standard solution to calibrate the
apparatus (25.0°C). This standard medium was
0.99 M NaClO, with a free hydrogen concentra-
tion of 0.0100 M HCIO,. Before the calibration,
the glass electrode was maintained in ther-
mostated 1.0 M sodium perchlorate for at least 1
h. After the calibration, the electrode was checked
against other standard solutions (pH 1.000, 3.000
and 4.000), yielding a rapid, exact and stable
response.

In order to obtain still more confident meas-
urements, the Nernstian response of the working
electrode was determined by titration of a
0.009615 M acidic solution with NaOH (both
standardized and at 1.0 M ionic strength). The
experimental slope of the curve (measured poten-
tial vs. calculated pH) was inserted in the com-
puter program, as a correction factor, to adjust

Potentiometric results for the copper(I)-azide system at 25.0°C and ionic strength 1.0 M (NaClO,)

Cy [N3]; pH, pH, pK, h N3], ® LogIN3'],
(mM) (mM) (mM)

19.34 9.608 4.472 3.425 4.176 0.2924 1.879 0.274
29.97 15.44 4513 3.370 4.202 0.3383 2.199 0.342
17.85 5.892 4.371 3.571 4.198 0.4284 2923 0.465
29.97 15.44 4.513 3.572 4.202 0.5083 3.485 0.542
26.08 13.39 4.558 3.735 4.248 0.5846 4.025 0.605
29.97 15.44 4.513 3.674 4.202 0.6199 4.398 0.643
4491 15.57 4.191 3.240 4.008 0.6954 4.732 0.675
52.16 14.72 4.142 3.146 4.000 0.7116 4.818 0.683
33.31 10.99 4.250 3.453 4.068 0.7235 5.201 0.716
29.97 15.44 4.513 3.773 4.202 0.7570 5.515 0.741
31.85 8.598 4.159 3.436 4.023 0.8521 5.909 0.771
59.92 16.59 4.090 3.190 4.008 0.9926 6.956 0.842
31.85 8.598 4.159 3.538 4.023 1.058 7.518 0.876
59.92 16.59 4.090 3.285 4.008 1.226 8.802 0.945
33.31 10.99 4.250 3.754 4.068 1.352 10.57 1.02
31.85 8.598 4.159 3.729 4.023 1.540 11.77 1.07
31.85 8.598 4.159 3.837 4.023 1.893 15.15 1.18
31.85 8.598 4.159 3.940 4.023 2274 19.26 1.28
38.63 13.23 4.250 4.056 4.070 2.545 24.68 1.39
4491 15.57 4.191 4.012 4.008 2.945 29.66 1.47
52.16 14.73 4.142 4.042 4.070 3.520 42.28 1.63
59.92 16.59 4.090 3.980 4.008 3.559 47.12 1.67

2 Represents the calculated free ligand final concentration, [N5 ], in conformity with the terminology and methodology previously

reported and utilized [1,3-5).
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measured pH values for non-Nernstian responses
of the glass electrode. This procedure has been
recommended for more accurated analytical re-
sults [21].

The calibrated electrode was then employed
for pH measurements of the different azide buffer
solutions at the same ionic strength. All experi-
mental solutions were gently stirred during the
measurements in a Metrohm EA-876 ther-
mostated cell (25.0°C).

To 20.00 cm® of a working azide solution of
ionic strength 1.0 M, a small, known volume of
094 M perchloric acid was added (using a
Metrohm EA-734-5 piston burette) to obtain an
azide-hydrazoic acid buffer of conditional pH,.
Then, a known volume of standard 0.356 M cop-
per(II) solution was added to this buffer and,
immediately, a pH, was obtained due to equilib-
ria readily attained. Successive metal additions to
each sample are possible. Turbid or precipitated
solutions were discarded.

The treatment of data with mass balances and
all corrections for dilution by reagent additions
were performed with a BASIC program for a
PC-XT microcomputer. With this program, as
described previously [22], the average ligand
number (7) and free ligand final concentration
data can be determined from pH, and pH, val-
ues.

RESULTS AND DISCUSSION

General aspects

The adopted procedure is a competitive and
indirect method based on the change in the con-
ditional pH value of an azide-hydrazoic acid
buffer on addition of a known concentration of
copper(I). The measurement of the pH changes
in a series of solutions with different concentra-
tions leads to final values of the free ligand
concentration and 7, as has already been fully
discussed [1,3].

In this study, different series with distinct
buffers and different metallic concentrations were
examined. Table 1 gives some experimental and
calculated results for the last series studied, in
which the copper(Il) concentrations were dou-
bled compared with the others. As the same

T T T T
n o
Q,
3.0+ 4
[o]
2.0 o
1.0 4
| L 1 1
0 10 20 30 40
[N3],mM

Fig. 1. Formation curve of the copper(II)-azide system under
the studied conditions. The points represent experimental
values and the curve represents 7 calculated from the final
formation constants.

experimental formation curve (ri vs. [N;]) was
obtained for different copper(II) concentrations,
no significant polynuclear complexation is evident
in the metal concentration range employed
(2.12-70.0 mM).

It should be mentioned that the merit of this
technique is the use of a conditional pK, of the
weak acid (HN;) for each particular working so-
lution, instead of an average value, in order to
obtain more accurate 7 data due to some factors
described previously [1,3].

The best formation curve (normalized) was
drawn from the experimental points via the men-
tioned BASIC program. The low initial # values
on the normalized curve (Fig. 1), as a function of
the low free azide concentration, show that the
early complexes are relatively weak. For free lig-
and concentrations higher than 50.0 mM, the
curve reaches a constant value of 7n (near 4),
indicating a system with up to four successive
complexes.

As Leden’s function, Fy(X), is more suitable
than 7 for the treatment of data in complicated
systems (several stepwise complexes), the normal-
ized (and calculated) values of 7 were trans-
formed into Fy(X) values by the Fronaeus equa-
tion, using the normalized curve of 7 vs. log[N3 ]
and a program for the mathematical integration.
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TABLE 2
Matrix obtained with Fy(X) and [N; ] data from Table 1

2222.1 = 3.7514B,

+4.7003 x 10728, +8.3937 X 10778, + 19528 x 1078,

41.906 = 4.7003 X 10728, +8.3937 X 10778, + 1.9528 X 10738, +5.5096 x 1078,
1.0865 = 8.3937 x 10748, +1.9528 X 10758, +5.5096 x 10~ 8, + 1.7828 x 107%8,
3.4188 X 1072 = 1.9528 X 108, +5.5096 X 10~ 78, +1.7828 X 10758, +6.3545 X 10~ '8,

This program also furnishes the subsidiary F(X)
values [1,3].

Calculation of equilibrium constants

The treatment of F,(X) data to find the con-
stants was done by two different methods. The
first was the classical Leden graphical method,
extrapolating each subsidiary F,(X) function to
zero ligand concentration. Some refinements were
also introduced to improve the results from ex-
trapolations, according to the technique of “mul-
tiple extrapolation” mentioned previously [5]. The
graphical method is useful for providing a prelim-
inary report of the formation constant values, for
showing the number of different species present
and for indicating the points with gross experi-
mental error.

Four complex species were clearly detected
within the ligand concentration range studied (up
to 100 mM). In fact, plots of F\(X) and F,(X)
values against [N; ], to obtain the corresponding
B, overall formation constants, are non-linear. In
contrast, F5(X) gives a straight line (r? = 0.999),
indicating that this species (with three ligands) is
really the penultimate one.

TABLE 3

Overall formation and equilibrium constants for the
copper(I)-azide system at 25.0°C and ionic strength 1.0 M
(NaClO,)

Leden’s graphical method ®  Matrix method (4x4) ®

Bn K’l B’l Kn

(" mol~") (Imol™!) (1" mol™") (1 mol~1)
B, =241 K,=241 B, =244 K, =244
B,=103x10* K,=427 B,=120x10* K,=492
By=217x10° Ky3=21.1 B;=145x10° K,=12.1
By=290x10" K,=134 B,=318x107 K,=219

2 With multiple extrapolation. ® From levelled simultaneous

equations.

The second treatment for obtaining the stabil-
ity constants was an appropriate arrangement of
F,(X) data in equations to be solved by matrix
calculations. The main problem with this method-
ology (weighting factor) has been observed and
studied as indicated previously [5]. From the data,
matrix models including different equations were
obtained and analysed by a computer program.
The matrix containing four mononuclear com-
plexes (Table 2) was unique in providing just
positive values for all B8, furnishing very reliable
results.

Both methods gave similar values for the for-
mation constants (see Table 3, where the corre-
sponding equilibrium constants are shown).

Using the final B, constants from each method,
a comparison between calculated and experimen-
tal n values was made by another computer pro-
gram. A better fit was obtained by the matrix
solution that exhibited a smaller average devia-
tion than by the graphical preliminary treatment.

80 T T T T T
o -
7o Cu(N3)¢2;
60 -1
Cu2+
CuN=*
a0l uN3 -
Cu;N3)2
20 1
Cu (f;l3) 3—
O : | 1 1
-3.5 -30 -25 -2.0 -15 -1.0
Log [N3]

Fig. 2. Distribution diagram of various species present in the
copper(Il)-azide system.
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TABLE 4
Values of stability constants obtained by different workers for the present system
Method Ionic strength T B mol™) B, (1?mol™2) B3P mol™®) B,0*mol™*) Ref.

(NaClO,) (M)  (°C)
Spectrophotometry 4.0 25 - 2.9 x 10* 3.0 x 10° - 2
Spectrophotometry 0.1 20 280 - - - 14

0.2 20 230 - - - 14
Spectrophotometry  — - 270 - - - 15
Spectrophotometry 1.0 25 160 - - - 16
Solubility 02-0 25 720 ° 3.4%x10%2 1.7x10%2 45x10%* 17
Solubility 4.0 25 360 3.0x10* 1.3x10%° 6.6 x 107 18
Polarography 4.0 25 - - 58x107¢ 6.5 x 107 19
Potentiometry 1.0 25 110 - - - 20

3.0 25 5600 - - - 20
Potentiometry 1.0 25 240 1.2 x 10* 1.5x 10° 3.2x107 This work

® Thermodynamic values. P By interpolation. ¢ Triazidocuprate(I).

Figure 1 shows the partial experimental data
of n vs. free ligand concentration. The curve was
calculated from the final values of the stability
constants obtained by the matrix method. There
was no evidence of polynuclear or other com-
piexes using the studied conditions, as no system-
atic deviations could be seen among the different
experimental series of test solutions. The distri-
bution diagram of the mononuclear complexes is
shown in Fig. 2.

Table 4 gives a survey of several stability con-
stants determined by a variety of methods, condi-
tions and workers for the present system. A com-
parison between the present complete potentio-
metric results and all those reported previously
(most of them partially) shows reasonable agree-
ment among the B, values.

The authors are grateful to the FAPESP and
CNPq (Brazilian Foundations) for financial sup-
port and thank M.E.V. Suirez Iha for useful
discussions.

REFERENCES

1 EA. Neves, R. Tokoro and M.E.V. Suirez, J. Chem. Res.
(M), 11 (1979) 4401.

2EA. Neves, E. Oliveira and Z.L. Santos, Talanta, 27
(1980) 609.

:3G.0. Chierice and E.A. Neves, Polyhedron, 2 (1983) 31.

4

9

10

11

12

13
14

15

16

17

18

19

20

21

22

M.E.V. Suirez, E.A. Neves and R. Tokoro, Can. J. Chem.,
61 (1983) 1907.

E.A. Neves and J.F. Andrade, Polyhedron, 5 (1986) 717.
E.A. Neves, E. Oliveira and L. Sant’Agostino, Anal. Chim.
Acta, 87 (1976) 243.

R. Luca, J.E. Bevilacqua, J.F. Andrade and E.A. Neves,
Anal. Lett., 20 (1987) 389.

E.A. Neves, I.F. Andrade and G.O. Chierice, Anal. Chim.
Acta, 155 (1983) 269.

K. Kapitanczyk, Z. Kurzawa and Z. Pryminski, Chem.
Anal. (Warsaw), 6 (1961) 23.

F. Maggio and F.P. Cavasino, Ann. Chim. (Rome), 51
(1961) 1392.

T. Kanie, Bunseki Kagaku, 7 (1958) 510; Chem. Abstr., 54
(1960) 16260c.

E.A. Neves, J.F. Andrade and G.O. Chierice, Anal. Lett.,
18 (1985) 707.

M.P. Peters, PhD Thesis, University of Sao Paulo, 1980.
G. Saini and G. Ostacoli, J. Inorg. Nucl. Chem., 8 (1958)
346.

H.K. El-Shamy and M.F. Nassar, J. Inorg. Nucl. Chem., 16
(1960) 124.

L.M. Aleixo, Master Dissertation, University of Campinas,
1975.

P. Senise and E.A. Neves, J. Inorg. Nucl. Chem., 33 (1971)
351.

E.A. Neves and P. Senise, J. Inorg. Nucl. Chem., 34 (1972)
1915.

P. Senise and E.A. Neves, J. Inorg. Nucl. Chem., 34 (1972)
1923.

F. Maggio, V. Romano and L. Pellerito, Ann. Chim.
(Rome), 57 (1967) 191.

E.A. Neves and T.V. Silva, in Proc. Anais IV Simp. Bras.
Eletroquim. Eletroanal., Dept. de Quimica da UFSCar e
IFQSCar/USP, Sao Carlos, SP, Brazil, 1984, p. 63.

E.A. Neves, M.E.V. Suidrez Iha and J.0.G. Pecchioni, in
Proc. Anais V Simp. Bras. Eletroquim. Eletroanal.,
1Q /USP, Sao Paulo, SP, Brazil, 1986, p. 793.



Analytica Chimica Acta, 271 (1993) 155-164
Elsevier Science Publishers B.V., Amsterdam

155

Optical sensing of glucose
using phase-modulation fluorimetry
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Abstract

We describe a fluorescence assay of glucose based on fluorescence resonance energy transfer and phase-modula-
tion measurements of the donor decay times. The assay is based on the decreased decay time of a donor fluorophore
linked to Concanavalin A (ConA) upon binding of acceptor-labeled sugars. Displacement of the labeled sugars by
glucose results in a decrease in energy transfer and an increase in the donor decay time. The assay was demonstrated
with several donor-acceptor pairs, demonstrating the robustness and generality of this approach. A competitive
glucose assay was demonstrated with both low-molecular-weight acceptors, and with acceptor-labeled dextran. Use of
a polymeric acceptor would allow the glucose sensor to be placed behind a glucose-permeable barrier, as may be
needed in clinical applications. The use of energy transfer allows the selection of excitation and emission wavelengths
compatible with the desired light sources and optical properties of the samples. The use of fluorescence decay times
rather than intensities, makes the measurements mostly independent of probe photobleaching, light losses in the
optics, instrumental drifts, and mostly independent of scattering and /or absorption of the sample.

Keywords: Fluorimetry; Donor—acceptor pairs; Glucose

Measurements of blood glucose are performed
routinely in clinical labs, doctor’s offices and by
diabetic individuals. Most measurements of glu-
cose rely on chemical analysis of glucose by cou-
pling its oxidation by glucose oxidase to colori-
metric indicators [1-3]. Such methods require
freshly drawn blood, which is not pleasant for the
diabetic patients and precludes the use of this
method as a feedback loop for an insulin pump.
Consequently, the development of non-invasive
optical sensing of glucose has been an active area
of research. A variety of methods have been
suggested for optical measurements of glucose.
The proposed methods include measurement of

Correspondence to: J.R. Lakowicz, Center for Fluorescence
Spectroscopy, Department of Biological Chemistry, University
of Maryland, School of Medicine, 660 West Redwood Street,
Baltimore, MD 21201 (USA).

the oxygen consumption by glucose oxidase using
an oxygen optrode [4,5] measurements of the
changes in pH which accompany glucose oxida-
tion [6,7], use of the intrinsic flavin fluorescence
of glucose oxidase [8], and direct measurements
of glucose by Fourier-transform infrared spec-
trometry (FT-IR) [9,10]. Others have proposed
competitive displacement of fluorescently labeled
Concanavalin A (ConA) from polymers by glu-
cose [11,12]. The association between ConA and
dextrans was followed by removal of fluorescein-
labeled ConA from the region of observation by
binding to surface-bound ConA [11], or by en-
ergy-transfer quenching of the fluorescein-labeled
dextran by rhodamine-labeled ConA [12]. How-
ever, these glucose optrodes relied on measure-
ments of the fluorescence intensity, which has
proven unreliable due to drifts, probe bleaching
or washout.

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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Recent developments in fluorescence instru-
mentation [13-17) and increased understanding
of the optical properties of tissues [18,19] caused
us to reconsider the possibility of non-invasive
measurements of glucose. Fluorescence lifetime
measurements offer many advantages for sensing
because the decay times can be mostly indepen-
dent of the probe concentration, probe photo-
bleaching or washout [20], and lifetime measure-
ments can be performed in scattering media. In
contrast, fluorescence assays based on intensity
measurement are sensitive to conditions which
alter the intensity and are thus difficult if not
impossible in tissues or blood samples. Further-
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more, advances in laser, detector and electronics
technology make it practical to consider compact
clinical instruments for lifetime-based sensing
[21], even portable units as would be desirable for
sensing of glucose. Such instruments will proba-
bly use the frequency-domain or phase-modula-
tion method which is well suited for compact and
inexpensive instrumentation.

The advantages of lifetime-based sensing are
illustrated in Scheme 1. Intensity-based sensing
depends on reliable measurements of the probe’s
intensity. While such measurements are easily
performed in the laboratory using non-scattering
solutions, intensity measurements are difficult in

- probe concentration
dependent

- sensitive to absorption,
scatter and autofluorescence

- hard to measure
small changes

- low accuracy

~ - insensitive to
absorption and scatter

Phase - Modulation

o 7 - easy to measure
small changes

- high accuracy
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tissue, blood and in real-world situations. The
observed intensity can be altered by numerous
factors such as absorbance, scattering, light losses
in the optics, and alignment, to name a few. It is
generally difficult to measure the small changes
in the probe’s intensity in the presence of these
undesired effects. To compensate for these arti-
facts, multi-wavelength ratiometric methods have
been proposed for measurements of pH and cal-
cium [22-24]. However, such measurements have
not found widespread use in clinical sensing, and
in any event, wavelength-ratiometric probes are
not available for glucose.

In contrast to intensity measurements, lifetime
measurements depend on the signal during a
short period of time, 1-20 ns, depending on the
probe’s lifetime. The decay time is obtained from
the slope of the intensity decay following pulsed
excitation (Scheme 1, middle). However, lifetime
measurements based on the pulse method are
presently too costly and complex for clinical ap-
plications.

Fluorescence lifetimes can also be conve-
niently measured by the phase-modulation
method. In this technique, the sample is excited
by light which is intensity-modulated at frequen-
cies (f) ranging from 1 to 200 MHz. Frequencies
above 200 MHz require more expensive mi-
crochannel plate photomultiplier tubes [15,16].
The lifetime can be determined by two indepen-
dent measurements, these being the phase shift
(8) of the emission relative to the incident light
and the modulation (m) of the emission. The
values of # and m can be related to apparent
lifetimes by

tan 8 =27 fr), (1)
m= [1+(27Tf7’m)2]_1/2 (2)

At present, it is technically easy to obtain the
intensity-modulated light using He—Ne lasers and
external modulators [25], or even by the direct
modulation of laser diodes [17,26]. In favorable
cases, it is even possible to use an electrolumines-
cent light source [27]. Measurement of the phase
and modulation of the emission is performed
using radio frequency (RF) methods which en-
hance the signal-to-noise ratio. Low-cost instru-

Glu-A .
+Gl
é ConA-Glu
+Glu-A
D
&+
*m B
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b t“-
[Glu) [Glu]

Scheme 2. Intuitive description of an energy-transfer glucose
assay.

mentation seems easily possible at this time, and
recent advances in integration of the components
[28] promises to further reduce cost and increase
reliability.

Based on these considerations, we developed a
glucose assay based on the phase-modulation life-
time measurements. Additionally, we chose a
transduction mechanism which is general and can
be modified for future use with laser diodes or
other desirable light sources. Our assay is based
on fluorescence energy transfer [29,30] between a
donor covalently linked to ConA and an acceptor
linked to a sugar which binds to ConA (Scheme
2). Binding of the acceptor-labeled sugar to ConA
is expected to decrease the decay time. Glucose
in the sample will displace some of the labeled
sugar, resulting in an increase in lifetime which
can be measured by the phase and/or modula-
tion of the donor emission. We note that phe-
nomena of energy transfer is a through-space
interaction which always occurs if spectral over-
lap is adequate. Hence, the excitation and emis-
sion wavelengths of an energy-transfer based as-
say can be adjusted as desired. Importantly, there
is an increasing availability of red and/or near
infrared (NIR) probes, some of which are conju-
gatable with proteins [31,32]. Since the skin is
non-absorbing at wavelengths above 600 nm, it
may be possible to perform lifetime measure-
ments directly on tissues. While there may be
some dispersion of the modulated light due to
time-dependent light migration in the tissues, the
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TABLE 1

Excitation and emission wavelengths for the various donors

J.R. Lakowicz and B. Maliwal / Anal. Chim. Acta 271 (1993) 155-164

Donor Excitation Emission filters (wavelengths, nm) ?
wavelength
(nm)
AMCA-ConA 356 or 360 Corning 0-51/5-59; 435 (360-500)
Cascade Blue-ConA 356 or 360 Corning 0-51 /5-59; 430 (360-500)
FITC-ConA 300 or 442 Corning 3-71 /Schott 500 nm; 500 (496-506)
FITC-ConA (succinylated) 442 Corning 3-71 /Schott 500 nm; 500 (496-506)

Texas Red-ConA 570 or 576

Schott 600 nm; 600 (595-608)

2 The central wavelength of the filters is listed, along with the lower and upper wavelengths (in brackets) when the transmission is

about 10% of the maximum transmission.

timescale of this phenomena is sub-nanosecond
[18,19] and should have minimal effects on the
measurement of nanosecond lifetimes. And fi-
nally, energy transfer can alter the decay times of
the lanthanide chelates. These luminescent sub-

stances display long decay times [33-36], allow
electronic suppression of the prompt autofluores-
cence and/or scatter from tissues, and could
enable still simpler instrumentation for lifetime-
based glucose assays.

Donors
- Il 1l
0,8 OCH,CNHCHCH,NHCCH, — Con A
00 NHa O
U (1
Con A—NH—C—CH;
It CHs
0 ~0,8 S05
AMCA-Con A
Cascade Blue —Con A
Acceptors
.
" (CHy), N N(CHj),
(CHa M 0 N(CHs), @\ JZZ
c
CH20H )
o
OH - —NH - Dextran—NH—C—HN
o o«@—NHﬁNH (CHalg=NH-C 5 )
OH S 0 3

TRITC -Mannoside

Malachite Green —Dextran

Fig. 1. Fluorescence donors and acceptors for the glucose measurements.
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MATERIALS AND METHODS

Amino dextran (MW = 10000), eosin cadaver-
ine, tetramethylrhodamine cadaverine (TRITC-
cadaverine), Malachite Green isothiocyanate
(MGe-isothiocyanate), 7-amino-4-methyl-couma-
rin-ConA (AMCA-ConA), Cascade Blue—Con-
A, and Texas Red-ConA were purchased from
Molecular Probes. Fluorescein ConA (FITC-
ConA), its succinylated derivative and mannose
pyranoside isothiocyanate were obtained from
Sigma.

Preparation of eosin. Texas Red isothiocyanate—
mannoside and MG—dextran

About 10 mg of amino dextran were dissolved
in 500 pl of bicarbonate buffer, pH 9.0 and
reacted with a 10-fold molar excess of MG-iso-
thiocyanate (in 50 ul DMSO) for 4 h at room
temperature. The labeled dextran was freed from
excess fluorophore on a Sephadex G-50 column.

To prepare the mannoside—fluorophore conju-
gates, about 5 mg of eosin or Texas Red isothio-
cyanate (TRITC) cadaverine and 2- to 3-fold mo-
lar excess of isothiocyanate derivative of mannose
pyranoside were initially dissolved in 50 wl of
DMSO and made up to 500 wl with 0.2 M bicar-
bonate buffer, pH 9.0. The reaction was allowed
to proceed for 2 h at room temperature. The
mannoside~fluorophore conjugate was separated
from the cadaverines by preparative silica gel
thin-layer chromatography (TLC) using either
ethanol (eosin derivative) or methanol (TRITC
derivative). The mannoside~fluorophore conju-
gates showed significantly faster mobility than
their cadaverine derivatives.

All fluorescence measurements were per-
formed in 100 mM 4-morpholine propane sul-
phonic acid (MOPS), pH 7.0 at 20°C. In most of
the experiment, the ConA concentration was 100
ug/ml, though some experiments were per-
formed at 200 wg/ml level. The excitation wave-
lengths and emission filters are given in Table 1.

Measurements of the phase-modulation and/
or frequency responses were performed using the
instrumentation described previously [14,15].
Analysis of the frequency-domain data in terms
of a multi-exponential decay was accomplished as
described previously [37,38].

RESULTS AND DISCUSSION

We examined the glucose energy-transfer as-
say using a number of donor-acceptor pairs (Fig.
1). Several ConA conjugates were tested as fluo-
rescent donors. The fluorophores which were co-
valently attached to ConA were AMCA, Cascade
Blue, FITC and Texas Red. The emission from
these fluorophores covers approximately 400-700
nm. Among the acceptors were eosin, TRITC
and MG, which were covalently linked to either a
mannoside or amino dextran. Both eosin and
TRITC cover 400-600 nm, while MG absorption
extends to about 720 nm. Tlole Forster distances
range between 40 and 65 A for these various
donor-acceptor pairs. A Forster distance of 42 A
was calculated [29] for the AMCA-TRITC
donor-acceptor pair using the usual assumptions
of k*=2/3, and a refractive index of 1.33 and
the quantum vyield of 0.5 for AMCA quoted by
Molecular Probes. The Forster distance of the
other donor—acceptor pairs were not calculategl
explicitly but are known to be longer than 42 A
based on the greater extent of spectral overlap.

To illustrate the assay, we first describe the
results using a coumarin donor covalently linked
to ConA (AMCA-ConA) and a rhodamine ac-
ceptor linked to a-p-mannoside (TRITC-man-
noside). The emission spectrum of AMCA-ConA
and the absorption spectrum of TRITC-manno-
side are shown in Fig. 2. While the spectral
overlap does not seem strong, the high extinction
coefficient of TRITC and quantum yield of the
AMCA resulgs in a characteristic Forster distance
of about 42 A.

Emission spectra of AMCA-ConA in the pres-
ence of the acceptor-labeled sugar are shown in
Fig. 3 (top). As expected, the AMCA donor in-
tensity decreases with increasing amounts of
TRITC-mannoside. This effect was shown to be
reversible by the addition of glucose (bottom).
However, the data in Fig. 3 (bottom) illustrates
the difficulties in using intensity-based measure-
ments. Quenching of the AMCA-ConA was not
completely reversed by even a large excess of
glucose (250 mM, Fig. 3). The decreased intensity
could be the result of inner filter effects due to
absorbance of the acceptor. It is difficult to cor-
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rect for such effects even in a laboratory setting,
with ideal samples, and such corrections are not
practical with optically turbid or dense samples.

Frequency-domain data for AMCA donor are
shown in Fig. 4. The curves shift to higher fre-
quency with increasing amounts of TRITC-man-
noside (top), demonstrating a decrease in the
AMCA decay time. This effect is progressively,
reversed by addition of glucose (bottom). While
the donor’s intensity could not be completely
restored by addition of glucose (Fig. 3, bottom),
the original frequency-response was recovered at
250 mM glucose (Fig. 4, bottom). This demon-
strates the insensitivity of lifetime-based sensing
to changes in the total intensity of the donor.

The data in Fig. 4 represents research-type
data which is adequate to resolve the multi-ex-
ponential law of the donor emission

I(t) =La; e "/ (3)
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Fig. 2. Top: emission spectrum of the donor AMCA-ConA
and the absorption spectrum of the acceptor TRITC-manno-
side. Bottom: emission spectrum of the donor Cascade Blue—
ConA and the acceptor Malachite Green—dextran. In our
experiments, either donor displayed energy transfer to either
acceptor.
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Fig. 3. Top: quenching of AMCA-ConA by binding of
TRITC-mannoside. Bottom: displacement of TRITC-man-
noside from AMCA-ConA by glucose.

where «; are the amplitudes and 7; the decay
times [37,38]. The multi-frequency data could be
used to determine «; and 7, which could be used
to determine the proportion of AMCA-ConA
with and without bound TRITC-mannoside.
However, such a multi-exponential analysis is not
required for a glucose assay. Irrespective of the
complexity of the intensity decay, there is a single
phase and modulation value at each light modu-
lation frequency. These phase and modulation
values are frequency-dependent weighted aver-
ages of the decay times. For a glucose assay, one
only requires a single phase or modulation mea-
surement, although both values or data at several
frequencies can be used to increase the precision
and /or reliability of the measurements.
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shows the frequency response of AMCA-ConA in the ab-
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500

Single-frequency phase and modulation glu-
cose assays are shown in Fig. 5. The phase angle
decreases (left) and the modulation increases
(right) upon addition of TRITC-mannoside. Ad-
dition of glucose to the samples which are par-
tially saturated with TRITC-mannoside results in
complete reversal of the acceptor-induced
changes in phase and modulation (Fig. 5, inserts).
These data can also be present as the change in
mean decay time (Fig. 6). The mean lifetimes
were calculated from 7=Xf;7,, where f;=/{(e;
7)/(0; a; 7;) are the fractional intensities and 7;
the decay times resulting from multi-exponential
analysis of the frequency responses. One can
expect the values of 7 to be more reliable than a
single phase or modulation measurement, but of
course, calculation of a meaningful value of 7
requires more experimental data at several fre-
quencies.

Other donor—-acceptor pairs

Less extensive studies were performed using
other donor—acceptor pairs (Table 1). We tried
the following donor-acceptor pairs: FITC-ConA
to eosin mannoside, FITC-ConA (succinylated)
to eosin or TRITC-mannoside, Cascade Blue-
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Fig. 5. Left: modulation assay of glucose sensing AMCA-ConA and TRITC-mannoside. Right: phase fluorescence assay of
glucose-sensing AMCA-ConA and TRITC-mannoside. In both panels, the inserts show the reversal of energy-transfer quenching

by added glucose.
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ConA to eosin mannoside. In all cases we ob-
served energy transfer from the donor-labeled
ConA to acceptor-labeled sugar (results not
shown). As an example, the emission spectra of
Cascade Blue-ConA in the presence of several
TRITC-mannoside concentrations is shown in
Fig. 7. The binding of TRITC-mannoside to Cas-
cade Blue—ConA results in significant quenching
of donor fluorescence intensity (Fig. 7, top) which
is partially reversed by glucose (not shown). The
fact that this decrease in intensity is accompanied
by a decrease in decay time is seen from the
smaller phase angles of the Cascade Blue—ConA
from 50 to 200 MHz (Fig. 7, bottom). This effect
of TRITC-mannoside is partially reversed by 100
mM glucose.

These results demonstrate that the energy-
transfer mechanism is general and will work with
most donor—acceptor pairs. Importantly, this will
allow use of long-wavelength donors and accep-
tors, which can be excited with red He-Ne or
diode laser sources. Importantly, the skin is not
strongly absorbing at these wavelengths, which
suggests an opportunity for non-invasive glucose
sensing. This possibility exists because lifetime
measurements can be insensitive to the total in-
tensity, and hence unaffected by the attenuation
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Fig. 6. Energy-transfer glucose assay as quantified by the
mean donor decay time. ¥ was calculated using 7 =L, f; ;
where f;=(a; 7)/(X; a; 7;) and 7; are from the multi-ex-
ponential fit.
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Fig. 7. Top: emission spectra of Cascade Blue-ConA, with
increasing amounts of TRITC-mannoside acceptor. Bottom:
frequency-response of Cascade Blue-ConA, with TRITC-
mannoside, and with TRITC-mannoside and excess glucose.

resulting from light scatter and /or absorption by
tissues. Additionally, the auto-fluorescence from
tissues is weak for red /NIR excitation. And fi-
nally, the effects of tissue scattering are on the
picosecond to sub-nanosecond timescale. Hence,
transdermal lifetime measurements appear to be
possible with long-wavelength donor-acceptor
pairs.

Glucose assay with polymeric acceptor

In order to develop a practical glucose assay it
may be desirable to prevent diffusion and/or
dilution of the labeled acceptor from the ConA.
This is evident from our use of acceptor-manno-
side concentrations adequate to partially saturate
the ConA. Under these conditions, one expects
and finds competitive displacement of the accep-
tor by glucose. Hence, we questioned whether the
glucose energy-transfer assay would work with a
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polymeric acceptor which could be kept behind a
glucose-permeable membrane.

The polymeric acceptor was 10000 MW dex-
tran labeled with Malachite Green (Fig. 1). The
donors were ConA labeled with either Cascade
Blue or AMCA. In both cases, the donor emis-
sion was quenched in the presence of Malachite
Green (MG)-dextran (Fig. 8), and the quenching
was partially reversed by the addition of manno-
side. We note that the quenching due to added
acceptors can be due in part to acceptor absorp-
tion and /or inner filter effects. However, glucose
and mannoside are non-absorbing at these wave-
lengths, and thus the sugar-induced reversal of
quenching can be confidently assigned to dis-
placement of the polymeric acceptor from the
labeled ConA.

Frequency-response of AMCA-ConA and
Cascade Blue—ConA are shown in Fig. 9. Addi-
tion of the polymeric acceptor results in de-
creased phase angles and increased modulation
at frequencies above 50 MHz (Fig. 9). These
changes are due to the decreased lifetime of the
donors. Addition of mannoside results in reversal
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Flg 8. Emission spectra of donor-labeled ConA in the pres-
_ence of the polymeric acceptor Malachite Green—dextran.
“Top: AMCA-ConA; bottom: Cascade Blue—ConA.
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Fig. 9. Frequency-response of donor-labeled ConA, with
Malachite Green—dextran and with added mannoside. Top:
AMCA-ConA; bottom: Cascade Blue-ConA.

of these shifts, indicating displacement of the
dextran from ConA.

A competitive glucose assay based on
AMCA-ConA and MG-dextran is shown in Fig.
10. In this case, we use phase-angle measure-
ments at a single frequency to quantitate manno-
side binding. One notices that the acceptor-in-
duced phase change is completely reversed by
addition of the mannoside. Some preliminary
measurements were also performed with Texas
Red-ConA and MG-dextran system. Again, we
observed quenching of donor intensity upon ac-
ceptor—-dextran binding, which could be reversed
with methylmannoside. The trend was also seen
in phase angles (results not shown).

The results described above are not intended
to define a definitive glucose energy-transfer as-
say. Such an assay requires more careful consid-
eration of the clinical environment, patient needs
and numerous other factors. However, the pre-
sent results demonstrate that glucose assays can
be performed by lifetime measurements or
phase-modulation measurements at a single
light-modulation frequency. Importantly, the en-
ergy transfer mechanism can be confidently ex-



164

66 —
64

cp=15uM

()]
N

52
1 L 1 J

0 10 20 30 40

a-Methyl D-Mannoside imM)

=

AMCA-Con A

Aexe =356 nm
=224 MHz

PHASE ANGLE (degrees)
(&) 8}

& ®

T

| | | 1 ! !
5OO 3 6 9 12 15 18

M.G.-DEXTRAN (uM)
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pected to work at all wavelengths, so that an
assay can be designed which takes advantage of
currently available long-wavelength probes, laser
and detectors.
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Fluorimetry of haemolyis of red blood cells by catalytic
reaction of leaked haemoglobin: application
to homogeneous fluorescence immunoassay
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Abstract

A novel method was developed for the homogeneous fluorescence immunoassay using complement-mediated
haemolysis of sheep red blood cells. Fluorescent substrates of peroxidase, 4-hydroxyphenylpropionic acid (HPPA) or
fluorescin were catalysed by haemoglobins leaked from haemolysed red blood cells. Non-haemolysed cells showed no
enzymatic activity and only haemoglobins released from the cells showed catalytic activity. The extent of hemolysis
could therefore be measured without separating haemolysed and non-haemolysed cells. The immunological binding
of antibodies with the antigens on the cell membrane activates the complement system and the cell is finally lysed.
Homogeneous fluorescence immunoassay was performed by combining the complement-mediated haemolysis tech-
nique and the fluorimetry of haemolysis. The immunoassay was done for the immunoagents; complement and bovine
serum alubmin (BSA). The sensitivity was 0.051 CH50 unit ml~' for complement and < 1.0 ng ml~! of BSA.

Keywords: Fluorimetry; Immunoassay; Blood; Haemolysis; Red blood cells

Because the interactions of antibodies and
antigens have attracted much interest owing to
the high selectivity, many techniques for immuno-
chemical analysis have been developed [1]. From
a practical point of view, homogeneous measure-
ment, i.e., which needs no separation of binding
and non-binding immunoagent, would simplify
the assay procedures. There have been several
reported homogeneous methods, such as enzyme
[2], fluorescent polarization [3], electrochemical
{4] and liposome immunoassays [5]. The liposome
immunoassay has been studied extensively since
its introduction by Kinsky et al. [6]. The principle
of the assay is based on the release of marker
entrapped within the liposome by complement-
mediated lysis. Complement is one of the defence

Correspondence to: Y. Tatsu, Government Industrial Research
Institute, Osaka, Midorigaoka, Ikeda, Osaka 563 (Japan).

systems in the body and is activated by antigen—
antibody complexes and makes the membrane
attack complexes on lipid bilayers. The entrapped
markers used include glucose [6], fluorescent dyes
[7], spin labels [8], enzymes [9] and electroactive
compounds [10]. In many reports, liposomes were
artificially prepared from a lipid film and marker
solution. Intact red blood cell membrane, as
liposome, has also been reported [8,11], because
the cell membrane is preferred owing to its stabil-
ity, uniformity of size and availability.

Recently the homogeneous chemilumines-
cence immunoassay based on complement-medi-
ated haemolysis using sheep red blood cells was
reported [12]. Haemoglobin, which is encapsu-
lated in the cell with high concentration, has a
peroxidase-like activity that catalyses chemilumi-
nescent reactions of luminol. In addition, non-
haemolysed cells caused no chemiluminescence

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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and, therefore, the homogeneous measurement
of haemolysis was possible. Further developments
of this principle could be achieved by using other
dyes or measuring methods. This paper describes
homogeneous immunoassay using fluorescent
substrates for peroxidase, fluorescin and HPPA,
which can be measured with a conventional fluo-
rimeter. The homogeneous assay for haemolysis
was examined and applied to assays for comple-
ment and bovine serum albumin (BSA).

EXPERIMENTAL

Reagents and materials

Fluorescin from Merck and HPPA from
Nacalai Tesque were used as received. Lyophiliz-
ed guinea-pig complement was obtained from
Handai-Biken and reconstituted as directed. Re-
constituted complement solution was frozen at
—70°C and the thawed solution was used within
1 day of thawing below 4°C to prevent loss of
activity. The complement activity was at the ordi-
nal level around 200 CH50 units ml~!, as mea-
sured by Mayer’s method [13]. Rabbit anti-bovine
albumin antiserum from Seikagaku Kogyo (2.9
mg ml~! of the antibody) was heated for 30 min
at 56°C to remove any complement activity. Sheep
red blood cells or haemolysin-sensitized cells (EA)
were purchased from Ishizu Seiyaku. BSA was
obtained from Sigma. All chemicals used were of
analytical-reagent grade.

Assay procedures

The buffer used was veronal-buffered saline of
pH 7.4 containing 0.1% gelatin (GVB) or GVB
containing 0.5 mM CaCl, and 0.15 mM MgCl,
(GVB?*). Sheep red blood cells were washed
several times with GVB2*. The cells were sus-
pended in GVB2* at a concentration of 1 x 10’
cells ml~ L.

The complement assay was performed as fol-
lows. EA (5 X 108 cells ml™!, 0.4 ml) was mixed
with the diluted complement (2.6 ml) and incu-
bated at 37°C for 1 h. After the haemolytic reac-
tion, 185 ul of the reaction mixture were diluted
to 3.0 ml with GVB and kept at 4°C until the
fluorescence was measured. The measurement
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was done as soon as possible although no
haemolysis by complement at 4°C was observed.

BSA assay was performed in the same way.
BSA (0.8 ml) was mixed with 80-fold diluted
anti-BSA (0.8 ml) and 240-fold diluted comple-
ment (1.0 ml) and incubated at 37°C for 1 h. EA
(5 X108 cells ml™!, 0.4 ml) was then added and
the mixture incubated again for 1 h. After the
haemolytic reaction, 185 wul of the reaction mix-
ture were diluted to 3.0 ml with GVB and kept at
4°C.

To 3.0 ml of red blood cell suspension in a
1-cm quartz cell, 50 pl each of H,0, and the
fluorescent substrate were added. The time course
of the fluorescence intensity was recorded over
10 min, the excitation and fluorescence wave-
lengths being 315 and 415 nm, respectively, for
HPPA and 490 and 520 nm, respectively, for
fluorescin. All fluorescence measurements were
performed at 25.0°C with Hitachi Model 850
spectrofluorimeter. In immunochemical measure-
ments, 1.0 mM fluorescin and 10 mM H,0, or 50
mM HPPA and 100 mM H,0, were used.

RESULTS AND DISCUSSION

Fluorescin and its analogues are known as
fluorescent substrates for peroxidase [14]. The
substrates in the reduced form are oxidized by
peroxidase and H,O, and converted into the
deprotonated form, which is generally highly fluo-
rescent, such as fluorescein and rhodamine.
HPPA and its analogues have also been studied
as fluorescent substrates [15]. The coupling reac-
tion of two hydroxyphenyl groups is catalysed by
peroxidase and the resulting dimer is fluorescent.
First the substrates were checked as probes for
the homogeneous measurement of haemolysis.
Figure 1 shows the time course of fluorescence
intensity during the reaction of fluorescin and
H,O, with both haemolysed and non-haemolysed
cell suspensions. Non-haemolysed cells caused no
fluorescence increment but haemolysed cells
showed a fluorescence increment. The back-
ground fluorescence after addition of the sub-
strates is attributed to fluorescein as impurity in
fluorescin. The fluorescence increment for
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time (4 min /div.)

Fig. 1. Time course of fluorescence intensity during the reac-
tion of the fluorescent substrates and red blood cells. To 3.0
ml of a sheep red blood cell suspension (1.25X 10* cells), the
fluorescent substrates were added; (a) 100 mM H,0, and 50
mM HPPA; (b) 10 mM H,0, and 1 mM fluorescin. The solid
and dashed line are for a haemolysed and non-haemolysed
cells, respectively.

haemolysed cells was also observed with HPPA
and non-haemolysed cells caused no fluorescence
increment. The difference between non-haemo-
lysed and haemolysed cells revealed that the
haemolysis can be homogeneously measured by
fluorimetry. H,O, permeates through the cell
membrane [16] and reacts with haemoglobin, be-
cause the colour of the non-haemolysed cells
changed from red to dark brown on adding H,O,.
The rates of permeation of the fluorescent sub-
strates and the reaction products are, however,
very low and the fluorescence increment could
not be observed during the measuring period.
The reaction was then examined by varying the
concentrations of the cells, H,0, and the fluo-
rescent substrates. Figure 2 shows the depen-
dence of fluorescence increment on the number
of cells in 3.0 ml of buffer. With non-haemolysed
cells, there was no fluorescence increment.
Haemolysed cells increased the fluorescence in-
tensity but the maximum fluorescence increment
was observed at around 2.5 X 10 cells. The de-
crease at high cell numbers is caused by shielding
of the excitation or fluorescence radiation by the
cell suspension because the apparent fluores-
cence intensity decreased with increasing cell
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Fig. 2. Dependence of fluorescence increment on the number
of cells. To 3.0 ml of a sheep red blood cell suspension, 50 ul
each of H,0, (100 mM) and HPPA (100 mM) were added.
The ordinate represents the initial rate of fluorescence (arbi-
trary units) increase. Closed and open circles are for haemol-
ysed and non-haemolysed cells, respectively.

number. Subsequent experiments were done us-
ing 1.25 X 10* cells in 3.0 ml, where the shielding
will be virtually negligible.

Figure 3 shows the dependence of fluores-
cence increment on the concentrations of HPPA
and fluorescin. In both substrates, the fluore-

1000

.01 A 1 10 100
substrate (mM)

Fig. 3. Dependence of fluorescence increment on the concen-
tration of the fluorescent substrate. To 3.0 ml of sheep red
blood cell suspension (1.25x 10* cells), 50 ul each of H,0,
and the substrate were added. The ordinate represents the
initial rate of fluorescence (arbitrary units) increase. Closed
circles are for HPPA with 100 mM H,0, and open circles for
fluorescin with 10 mM H,0,.
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cence increment increased with increasing con-
centration. With fluorescin, the fluorescence in-
crement peaked at 5 mM. Because the fluores-
cence of fluorescein is quenched at high concen-
trations [17], the appearance of the peak is at-
tributed to the concentration quenching. Figure 4
shows the dependence of fluorescence increment
on the concentration of H,O,. Similarly to the
fluorescent substrates, the fluorescence incre-
ment increased with increasing concentration of
H,O,. The sensitivity and detectability for fluo-
rescin were superior to those for HPPA.

The kinetic assay for enzymatic activity is gen-
erally better than end-point assay [18]. Using high
concentrations of substrates, the rate of reaction
was too large to be measured by the chart recorder
and the linear range in the time course was too
small because of rapid saturation. With fluo-
rescin, concentration quenching inhibits the assay
at high concentration. The following experiment
was therefore done using 1.0 mM fluorescin and
10 mM H,0, or 50 mM HPPA and 100 mM
H,0,, where no saturation occurred during 10
min.

Under the conditions adopted, the degree of
haemolysis was measured fluorimetrically as
shown in Fig. 5. The haemolysed cell solution was
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Fig. 4. Dependence of fluorescence increment on the concen-
tration of H,O,. To 3.0 ml of a sheep red blood cell suspen-
sion (1.25x 10* cells), 50 ! each of H,0, and the substrate
were added. The ordinate represents the initial rate of fluo-
rescence (arbitrary units) increase. The concentrations of
HPPA and fluorescin were 100 mM (closed circles) and 10
mM (open circles), respectively.

-

Y. Tatsu et al. / Anal. Chim. Acta 271 (1993) 165-170

AF (min™)
AF (min™)

0& 1 s 1 L 0
0 20 40 60 80 100

hemolysis (%)

Fig. 5. Calibration graph for degree of heamolysis measured
by the homogeneous method. To 3.0 mi of a sheep red blood
suspension, 50 ul each of H,O, and the substrate were
added. The ordinate represents the initial rate of fluorescence
(arbitrary units) increase. Closed circles are for HPPA and
open circles for fluorescin.

prepared by freezing and thawing of the cell
suspension and then mixed with prescribed
amount of non-haemolysed cells. The curves re-
vealed that the degree of haemolysis could be
measured homogeneously by fluorimetry. The
sensitivity for fluorescin was also superior to that
for HPPA. For measuring the haemolysis, how-
ever, the advantage will be small. At 50%
haemolysis, the relative standard deviations for
five replicate measurements were 4.1% for fluo-
rescin and 2.0% for HPPA. The reproducibility
with HPPA was slightly superior to that with
fluorescin, but both fluorescent substrates are
sufficient for the measurement of haemolysis.

Figure 6 shows the fluorescent response of EA
to the diluted complement. As the complement is
diluted, the fluorescence increased and saturated.
EA responded up to 3600-fold diluted comple-
ment (0.051 CH50 unit ml~!'). The inset shows
the relationship between this method and the
heterogeneous method [13). Good linearity was
obtained with a correlation coefficient of 0.990.
With HPPA, almost the same result was obtained
with a response up to 2400-fold diluted comple-
ment with a correlation coefficient of 0.988.

In the assay of BSA, fluorescence measure-
ment of haemolysis was combined with the com-
plement fixation technique [19]. Figure 7 illus-
trates the principle of the assay of BSA. BSA in a
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Fig. 6. Fluorescence response versus dilution factor of the
complement using fluorescin as fluorescent substrate. The
ordinate represents the initial rate of fluorescence (arbitrary
units) increase. The inset is the correlation to the heteroge-
neous method. The abscissa is the absorbance of the cen-
trifuged supernatant after the complement-mediated haemol-
ysis.
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Fig. 7. Schematic representation of the principle of the assay
for BSA. In the first stage, the sample solution containing
BSA was mixed with anti-BSA antibody and the complement.
In the next stage, the remaining complement was reacted with
EA. Finally, the haemolysis was measured fluorimetrically by
adding fluorescent substrates.
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Fig. 8. Fluorescence response curve for BSA using fluorescin
as fluorescent substrate. The ordinate represents the initial
rate of fluorescence (arbitrary units) increase. The inset is the
correlation to the heterogeneous method. The abscissa is the
absorbance of the centrifuged supernatant after the comple-
ment-mediated haemolysis.

standard or sample solution was bound with anti-
BSA and then the binding complex activated the
complement, where the degree of activation was
related to the binding complex formed. The re-
maining complement was measured by homoge-
neous haemolysis assay. Figure 8 shows the re-
sponse to various amounts of BSA. The minimum
fluorescence intensity was observed around 1.0
wg ml~! BSA. At lower or higher concentrations
of BSA, the fluorescence increment was reached
up to saturation. The correlation against the het-
erogeneous method was 0.994. With HPPA, al-
most the same result was obtained, with the mini-
mum at 1.0 ug ml~! and a correlation coefficient
of 0.995. Complement is activated by the
antigen-bound antibodies where at least two IgG
molecules are neighbours to each other. At higher
concentrations of BSA, a smaller number of anti-
bodies bind to one BSA molecule and the com-
plement will be activated mainly by EA. At lower
concentrations of BSA, a small number of the
complex moieties will be formed and complement
will be activated mainly by EA also. The optimum
concentration for the inhibition of the fluores-
cence will therefore be observed.

Other types of homogeneous fluorescence im-
munoassay techniques have been developed, such
as fluorescent polarization [3], fluorescent energy
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transfer [20] and enzymatic fluorescence im-
munoassay [21]. In these methods, an immunoa-
gent labeled with a fluorescent dye or enzyme
was prepared for each analyte. Compared with
these methods, the proposed method has the
advantage of simplicity, because the conjugation
of labels or enzymes is unnecessary and the
equipment consists of a conventional incubator
and fluorimeter.
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Abstract

The determination of hydride-forming elements using different sample introduction procedures into microwave-
induced plasmas (MIPs) has been studied. For the determination of As, Sb and Se analyte introduction was
accomplished with a pneumatic concentric glass nebulizer, a graphite furnace, or with hydride generation followed by
cold-trapping or hot-trapping in a graphite furnace. The detection limits obtained with different types of low power
MIPs (toroidal, 1 or 3 filament MIPs) operated in a TM;, cavity according to Beenakker also were investigated. The
construction of the flow system used for preconcentration and the effects of reagent concentration, gas flow rates as
well as other experimental conditions were described in detail. Suitable conditions for multielement determination
with MIP-atomic emission spectrometry (AES) were investigated. The trapping of the hydrides followed by their
vaporization showed substantial advantages over the other introduction systems investigated, especially with respect
to power of detection. Further, mutual interferences being a big problem in atomic absorption spectrometry are
widely absent in MIP-AES. Under compromise operating conditions the detection limits for As, Sb and Se are 0.4;
0.35; 0.25 ng ml ! respectively, while the sample volume can be varied from 0.05 ml up to several millilitres.
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sources for analytical atomic spectrometry [1].
These systems are easy to construct, simple to
operate and relatively inexpensive; they can easily
be coupled with a variety of sample introduction
devices [2,3].

The major disadvantage of MIPs as compared
with other plasma discharges is their sampling
capacity for solids and wet aerosols. Indeed, at
low power the delivered energy is not sufficient
to evaporate large amounts of solid or liquid [3].
Further, the stability of the plasma can be de-
graded when a relatively small amount of sample
material is introduced [4].

The analysis of solutions by MIP-AES, necessi-
tates either minimizing the amount of liquid en-
tering the low power plasma by aerosol desolva-
tion [5], or increasing the power applied to the
discharge [6-8]. The optimization of a toroidal
type of MIP with respect to the uptake of wet
aerosols as generated by pneumatic nebulization
has been described previously [9,10]. The detec-
tion limits obtained in the pneumatic nebuliza-
tion of liquid samples are limited by the effi-
ciency of the nebulizer, which is typically not
better than a few percent. The most important
application of MIPs is the analysis of gaseous
samples. In contrast to pneumatic nebulization,
the analysis of gases and sample vapors is charac-
terized by a high sample transport efficiency (close
to 100%) and an accordingly high sensitivity. As
several elements have volatile hydrides, sample
introduction in MIP-AES using hydride genera-
tion (HG) seems to be an effective approach [11].
The determination of As, Sb and Se by hydride
generation followed by atomic absorption spec-
trometry (AAS) [12], inductively coupled plasma
atomic emission spectrometry (ICP-AES) [13,14],
or by MIP-AES are well known [15-21].

Compared with HG-AAS, HG combined with
MIP-AES delivers a high linear dynamic range
and simultaneous determination of the analytes is
feasible. However, due to the fact that the plasma
i1s easily affected or even extinguished by large
amounts of H,, CO,, HCI or water aerosol, which
are by-products in HG, only small portions of the
sample solution may be added onto a NaBH,
pellet to keep H, evolution low [16,17], or the
hydrides have to be separated from the H, e.g. by
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a chromatographic column [18,19], or by trapping
e.g. with liquid nitrogen.

A direct, continuous introduction was de-
scribed by Ng et al. [20], who operated the MIP
at a relatively high power and gas flow rate and
accordingly could sustain the MIP without re-
moval of H, and other by-products. A more
efficient continuous flow mode with a HG-MIP-
AES system was recently described by Tao and
Miyazaki [21], who had the evolved gaseous
species pass through a hollow fiber membrane, by
which H, and H,O vapour could be removed,
while the hydrides passed through and reached
the plasma.

In the work described here the analytical per-
formance of different systems for the introduc-
tion of As, Sb and Se into the MIP were evalu-
ated. In the case of hydride generation AAS
suffers from mutual interferences which most
probably occur in the gas phase [22-26]. It can be
expected that some of those interferences are
eliminated in the MIP-AES.

For the direct introduction of wet aerosols the
toroidal MIP (T-MIP) was used. One- and three-
filament MIPs (1F-, 3F-MIP) were used for the
introduction of gaseous samples as produced by:
(i) graphite furnace evaporation of the solvent
followed by vaporization of the analyte and trans-
port into the plasma, (ii) HG using cold-trapping
of the hydrides in a liquid N, cooled cell or, (iii)
hot-trapping of the hydrides in a graphite fur-
nace, both followed by evaporation and analyte
transport into the plasma.

EXPERIMENTAL

Instruments

Spectrometer. A 0.5-m Ebert monochromator
(Jarrell-Ash), with wavelength range of 200-450
nm, a grating with a constant 1/2242 mm, a
width of 54 mm, a reciprocal linear dispersion of
0.8 nm mm™!, slit widths of 30 um, an EMI
9781A photomultiplier, and a Beckman 610 000
potentiometric recorder, for signal acquisition us-
ing peak height measurements for calibration,
were used.

Electrodeless discharge lamps for As (8 W), Sb
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TABLE 1 18 mm
Optimum working conditions for different types of MIPs :
obtained in a TMy,, cavity (according to Beenakker)
MiP 3
Forward power (W) 120 50 90 P E  E G - |
Reflected power (W) 5-8 0 1-2
Gasflow(1h~1) 24 20 30

(9 W) and Se (6 W) powered by an EDL Power
Supply (Perkin-Elmer) were used for wavelength
selection.

Cavity. A cylindrical TMy,, cavity provided
with an X-Y-Z translation table to optimize the
position of the capillary in the cavity and to select
the observation point was used for the T-MIP [9].
In the case of the 3F-MIP a chuck with three jaws
was screwed into the central hole of the cavity.
The quartz capillaries used were made of Suprasil
(Heraeus Quarzschmelze, Hanau). For the T-MIP
and 3F-MIP the capillaries had a diameter of 6.0
mm (0.d.) and 4.0 mm (i.d.) and for the case of
1F-MIP the diameters were 2.0 mm (o.d.) and 1.0
mm (i.d.). The optimum working conditions for
the different MIPs are listed in Table 1.

Microwave generator. An EMS-Microtron EMS
6000 Mark III, operating at a frequency of 2.45
GHz with a maximal forward power of 200 W was
used. The reflected power was adjusted to a
minimum after ignition of the plasma.

Aerosol generation by pneumatic nebulization
(PN). For this aim a concentric glass Meinhard

—
4mi

2

m

Fig. 1. Schematic diagram of the electrothermal vaporizer
(part T and III of Fig. 3). (1) graphite tube (5.0 mm o.d., 2.8
mm i.d.); (2) graphite support rods (4 mm o.d.); (3) quartz
capillary (5.0 mm o.d., 3.0 mm i.d.); (4) plasma capillary of
Suprasil (6.0 mm o.d., 4.0 mm i.d.).

nebuliser was positioned in a spray chamber ac-
cording to Scott [27] (material: glass; diameter: 22
mm; length: 50 mm),

Electrothermal evaporation system (GF). A
modified CRA-63 electrothermal atomizer (Vari-
an Techtron) was mounted on an X-Y-Z adjust-
ment table (details in Ref. 28). The graphite tube
was connected directly to the quartz capillary of
the MIP (Fig. 1). Graphite tubes (5.0 mm o.d. and
2.8 mm i.d.; 18 mm long) were machined from
RWO quality graphite (Ringsdorff GmbH,
Bonn-Bad Godesberg), and were positioned be-
tween three supporting rods for more efficient
heating and temperature distribution in the
graphite tube. As power supply the CRA unit
Model 61 (Varian Techtron, Mulgrave) was used.

Fig. 2. Schematic diagram of the preconcentration system for cold-trapping. (A) movable cooling device (copper block, copper rod);
(B) movable heating spiral; (C) preconcentration zone (quartz wool).
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This equipment was used for the direct vaporiza-
tion of the dry sample residue from the graphite
furnace (GF) as well as for HG using hot-trap-
ping of the hydrides in the graphite furnace
(GFT).

Cold trapping unit (CT). A quartz tube (5 mm
o.d., 3 mm i.d.) packed with quartz wool (40 mm
length) was cooled down to retain the hydrides
(Fig. 2). The cooling block consisted of a copper
jacket with a 10 cm long bar, which was kept in
liquid N, contained in a Dewar vessel (Fig. 31I).
During the preconcentration step the copper
block (A in Fig. 2) is moved over the trapping
zone of the capillary containing the quartz wool
s0 as to fix the hydrides (C in Fig. 2). During the
vaporization step the cooling block is removed,
the heating device (W coil; B in Fig. 2) pushed
over the quartz wool and the CRA power supply
heats the block to the desired temperature to
release the collected hydrides.

Hydride generation unit (HG). A diagram of
the flow hydride generator used is shown in Fig.
3. The sample and the NaBH, solution were fed
continuously with a four-channel Gilson Miniplus
2 peristaltic pump. Solution flow rates of 2.0 ml
min ' were used. The sample (or the blank) flow
was mixed with the NaBH, solution stream in a
T-piece. The mixtures of liquid and gaseous reac-
tion products were continuously pumped into a
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gas-liquid separator. The latter was optimized so
that the amount of water vapour introduced into
the system was minimal and a smooth gas flow
was produced. It was important to avoid the
formation of large bubbles. The gaseous products
were carried away by a continuous Ar flow (at a
rate of 0.5 1 h™!) and the waste drained.

Reagents

The NaBH, solution was prepared by dissolv-
ing 0.5 g of NaBH , (Merck, Darmstadt) in 100 mi
of NaOH (0.5%). The solution was filtered and
stored in a refrigerator. As(I11), Se(IV) and Sb(I11)
stock solutions were prepared from their Titrisol
solutions (Merck, Darmstadt), each containing 2
g 17! of the element. Aliquots were diluted with 3
mol 17! HCl, to give standard solutions with
concentrations of 0.4 ng mi~! up to 1 ug mi~ L

The gases Ar (plasma gas) and N, (shielding
gas for the graphite furnace), both 99.99% pure,
were used.

RESULTS AND DISCUSSION
Prneumatic nebulization (PN-MIP-AES)
For the determination of As, Sb and Se the

use of a T-Ar-MIP in combination with a pneu-
matic nebulization was investigated. The analyte

Ar

4

\ A
2
5

/

b4
-2
o0 ®

Fig. 3. Schematic diagram of sample introduction techniques for MIP. I and III: graphite furnace: (1) graphite furnace, (2) graphite
electrodes, (3) micropipette tip. II: cold-trap: (4) copper block, (5) isolating box, (6) Dewar cooling-trap (N,), (7) Dewar water-trap
(dry ice—ethanol). (8) Peristaltic pump, (9) gas-liquid separator, (10) TM,, cavity, (11) Suprasil discharge tube. (A) sample, (B)

carrier solution, (C) reductant solution, (D) waste.
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TABLE 2

Measured relative sensitivities of various spectral lines

Element Wavelength Electrodeless T-MIP 3F-MIP

(nm) discharge
lamp

As 200.3 10 - -
228.8 100 100 100
234.9 97 48 64
278.0 95 56 80
286.0 30 10 25

Sb 206.8 75 - -
217.6 38 65 40
231.1 40 25 45
252.8 100 100 100

Se 196.1 39 25 24
203.99 100 100 100
206.28 64 49 55
207.48 78 7 10
241.35 34 - -

solution was fed to the pneumatic concentric
glass nebulizer with an uptake rate of 0.40 ml
min~! and the nebulizer gas flow was 24 1h~!. A
comparison of the sensitivity of different emission
lines (Table 2) can be easily done when using
pneumatic nebulization for a continuous intro-
duction of the samples. It was shown that in
MIP-AES as well as for EDL the most sensitive
line for the elements investigated are: As I 228.8
nm, Sb I 252.8 nm and Sb I 203.99 nm.

The 30 detection limits for As, Sb, Se were
500, 250 and 540 ng ml~! respectively (Table 3)
and thus higher than in ICP-AES (cf. Table 4)
[29]. The relative standard deviations (R.S.D.,

TABLE 3

Comparison of the concentration detection limits for As, Sb
and Se obtained with different sample introduction tech-
nigues *

Procedure As Sb Se
(ngml™") (ngm!™") (ngml™")

PN-T-MIP 500 (4.8) 250 (4.0) 540 (42)
GF-3F-MIP 50 (1.8) 20 (20) 46 (1.9
HG-CT-3F-MIP 0.8(6.7) 0.4 (6.8) 05 (7.2)
HG-GFT-3F-MIP 0.4 (4.5) 0.35 (4.8) 0.25 (4.6)

*At 10X detection limit; data in parentheses are R.S.D.
in %.
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TABLE 4

Comparison of literature values for the detection limits (ng
ml~!) for As, Sb and Se in AAS, AES and MS

Technique Reference  As Sb Se
PN-ICP [29] 50 32 75
PN-MIP [9] 300 - -
HG-ICP [13] 1.0 24 1.3
HG-ICP [14] 1.0 - -
HG-ICP [45] 0.06 0.18 -
HG-MIP [21] 0.32 6.1 -
HG-GF-MIP  [44] 0.12 - -
PN-ICP-MS [46] 0.14 0.019 1.5
HG-ICP-MS [46] 0.017 0.031 0.17
HG-AAS [24] 0.16 0.08 0.18

n = 12) of the signals in standard aqueous solu-
tion at analyte concentrations of ten times the
detection limit ranged from 4.0 to 4.8% (Table 3).
For MIP-AES the matrix effects and spectral
interferences are higher than those in ICP-AES.
In particular, the presence of alkali salts [9] can
make the plasma unstable. A major drawback of
the nebulization technique both in ICP- and
MIP-AES is its poor sample introduction effi-
ciency which influences the detection limits.

Graphite furnace evaporation (GF-MIP-AES)

As the introduction of gaseous samples and
vapours seems to be the most efficient way of
introducing analytes into the MIP electrothermal
vaporization in connection with MIP was de-
scribed extensively (for a review see Ref. 30). Just
as in GF-AAS drying and vaporization are
achieved in the electrothermal atomizer. Here,
however, the sample vapour is then introduced
into the MIP with the aid of a carrier gas and the
excitation takes place in the plasma. A low power
MIP operated in a Beenakker cavity has been
successfully applied in combination with elec-
trothermal vaporization from a graphite cup [31],
from a graphite furnace [31-33], or from a tung-
sten wire loop [34].

A simple graphite furnace MIP system (section
Electrothermal evaporation system) was used for
the optimization of the parameters with the 1F
and 3F-MIP (Table 1), as well as for the determi-
nation of the absolute detection limits for As, Sb
and Se (Table 3). Sample aliquots were intro-
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TABLE 5

Experimental conditions for the sample introduction tech-
niques used *

Step Temperature Time  Ar flow
O (s) (h™hH

A

1 Evaporation (of 5 ul) 100 60 0.5

2 Plasma ignition Ambient - 30

3 Atomization Maximum 2 30

B

1 Pre-cooling —-120 60 0.5

2 Collection -120 b 0.5

3 Plasma ignition —120 - 30

4 Evaporation 100 1-2 30

C

1 Preheating 400 10 0.5

2 Collection 400 b 0.5

3 Plasma ignition Ambient - 30

4 Evaporation Maximum 2 30

# A = Electrothermal vaporization of aqueous solution (GF-
MIP-AES); B = Hydride generation followed by cold-trapping
(HG-CT-MIP-AES); C = hydride generation followed by GF
preconcentration (HG-GFT-MIP-AES). ® Collection time
depends on the sample volume.

duced into a graphite furnace by micropipette.
Injection volumes of up to 5 wl could be intro-
duced into the tube without spilling the solution
out of the tube. The sample was dried, atomized
and carried directly into the MIP with the plasma
gas (Table 5). No special gas circulation system
was necessary with the configuration used (Fig.
3I). Here each time after the evaporation of the
solvent the plasma was re-ignited. The spectral
background differs not only with the wavelength
used but also within the heating period of the
graphite furnace. Further, the background emis-
sion intensity strongly depends on the atomiza-
tion temperature which in turn influences the
atomization efficiency. Therefore compromise
conditions should be used. For the As and Se
determinations the most sensitive lines were used.
For Sb the 252.8 nm line suffered from such a
high background that the detection of the atomic
signal was not possible. The background emission
was not broad-band as it disappeared at about
+0.1 nm beside the emission line. It is obvious
that it is caused by volatilization of Si from the
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quartz tube attached to the heated graphite tube.
Indeed, the Si 252.851 nm line is only 0.003 nm
away from the more sensitive Sb line [35]. There-
fore, when the graphite furnace technique is used
for the determination of Sb the 217.56 nm line
should be used. The obtained detection limits
and R.S.D. values for As, Sb and Se are given in
Table 3.

Flow hydride generation (HG)

Elements with volatile hydrides such as As, Se
and Sb can be determined by hydride generation,
subsequent atomization of the hydride and mea-
surement by AAS [22-26]. The HG technique is
also an attractive method for introducing vapour
species of some analyte into plasmas [13-21]. In
the literature on MIP many problems associated
with discharge instability due to an excess of
generated hydrogen, entering the plasma, are re-
ported. Preliminary experiments in this work also
indicated that the introduction of hydrogen or of
water vapour stemming from the hydride genera-
tion reaction, MIP discharge can be affected or
even extinguished. Therefore, a suitable separa-
tion of the generated hydrides from H, has been
developed.

The HG-MIP procedure includes several
completely independent steps [36]: namely, hy-
dride generation, transport of the gaseous mix-
ture, trapping of the hydrides and their atomiza-
tion. Hydride generation in a flow system results
from acidifying the analyte solution followed by
mixing it with a reductant solution in order to
form volatile hydrides. The concentration of acid
and reductant as well as the flow of the sample
and the reductant are critical. Therefore these
parameters were optimized, at first separately for
each of the hydride forming elements. In a sec-
ond step compromise conditions for multiclement
analyses were selected.

The data on the optimized conditions reported
in the literature are very inconsistent [37-39]. It
can be concluded that the exact operating condi-
tions for HG depend on a number of experimen-
tal parameters and differ from one system to
another. The relation between the working condi-
tions and the analytical response for the three
elements studied was investigated. The influence
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Fig. 4. Effect of (A) HC! (0.5% w/v NaBH ), and (B) NaBH,,
(3 mol 17! HCI) concentration on the analyte response in
HG-MIP-AES: (0) 50 ng of As, (X) 40 ng of Sb, and (*) 50
ng of Se. Sample volume: 50 ul; T-MIP; forward power: 120
W; argon flow: 24 | h=".

of HCI concentrations between 0.1 and 6 mol !
in the case of a 0.5% (w/v) NaBH,_ solution is
given in Fig. 4A. At 3 mol 17! HCI, the response
for all elements was a maximum and this concen-
tration was selected for further investigations.
The NaBH , concentrations used in the literature
vary between 0.3 and 10% (w/v), but they are
reported to be optimum at 1 to 3% (w/v), or in
the case of flow techniques even less. The effect
of different concentrations of NaBH, on the re-
sponse was investigated (Fig. 4B) and found to be
optimum at 0.5-1% (w/v). Therefore, a concen-
tration of 0.75% (w/v) NaBH, was used.
Additionally, an improvement in power of de-
tection may be realized by collection and precon-
centration of the hydrides prior to their introduc-
tion into the MIP. Also several interferences are
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avoided by such a preconcentration and separa-
tion of the hydrides from gaseous by-products
(H,, H,O0 vapour etc.). Experimentally, two pre-
concentration techniques, namely a cold-trapping
and a hot-trapping in a graphite furnace and two
types of plasma forms, namely the 1F- and 3F-
MIPs in a TM,, cavity were compared with
respect to power of detection. The results show
that the 3F-MIP permits lower detection limits in
the case of hydride generation.

Preconcentration of the hydrides by cold-trap-
ping (HG-CT-MIP-AES). For the preconcentra-
tion of the hydrides by cold trapping, the use of
silanized Chromosorb W [40] was investigated,
but soon was found not to be useful in connection
with MIP-AES. Indeed, the volatile products re-
leased during the heating step caused severe in-
terferences, disturbed the plasma and after sev-
eral measurements led to troublesome devitrifica-
tion of the inner wall of the plasma capillary.
Therefore, it was decided to trap the hydrides on
quartz wool. The reaction mixture from the gas—
liquid separator was transported to the liquid
nitrogen cold trap (Fig. 311 and the section Cold
trapping unit). To make sure that water droplets
and vapor do not reach the preconcentration
section, a water trap was also included. It con-
sisted of a U-shaped tube immersed in a dry
ice—ethanol bath. Taking into account the melt-
ing and boiling points of the hydrides, a tempera-
ture of about —20°C was maintained in the water
trap tube. After a throughput of about 25 sam-
ples the tube was blocked by ice and had to be
replaced. A quartz tube (5 mm o.d., 3 mm i.d.)
was used for the transport of the gas mixture to
the trapping zone. Before starting the hydride
evolution the tube was cooled with the copper
block and after the trapping, the hydrides were
vaporised (see the section Cold trapping unit).

The carrier gas flow (Ar), the temperature
during trapping and evaporation of the hydrides,
as well as the plasma gas flow (Ar) and the
plasma forward power were optimized with re-
spect to the power of detection (Tables 1 and 5).
The applied temperature of the cooling block and
the carrier gas flow during preconcentration ap-
peared to be very critical for the efficiency of
freezing of the hydrides. The preconcentration
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temperature should be as low as possible to en-
sure a high trapping efficiency. A temperature of
about —120°C could be achieved with the copper
block (Fig. 31I), and this is lower than the melting
points of three of the hydrides. However, it can
be concluded from the relationship between the
analyte response and the preconcentration tem-
perature (Fig. 5A), that in the case of As a yield
of 100% has not been obtained, which means that
some losses of elements occurred during the pre-
concentration step. The preconcentration effi-
ciency was also affected by the carrier gas flow
which should be low (Fig. 5B). The general trends
of the graphs for As, Sb and Se are similar and a
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Fig. S. Effect of (A) the cold trap temperature and (B) carrier
gas flow during cold trapping on the analyte response in
HG-CT-MIP-AES: (O) 20 ng of As, (X) 10 ng of Sb, and
(*) 10 ng of Se. Sample volume: 100 wl. 3F-MIP; forward
power 90 W; argon flow 30 1 h— 1,
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Fig. 6. Emission signal chart recordings at 203.9 nm of Se line
in HG~CT-MIP-AES: 50 ng of Se in (A) 3 mol 1~! HCI and
(B) blank (3 mol 1~! HCI). Signals: Se and X from evolved
HCI molecule. 3F-MIP; forward power: 90 W; argon flow: 301
h1,

flow rate of 0.5 1 h~! was selected. During the
HG step the sample was pumped into the reagent
flow and the plasma was switched off. After the
preconcentration step the plasma was ignited, the
cooling system was removed from the collection
zone, the W-spiral was moved over the quartz
wool and heated immediately to about 100°C.
Under the optimized multielement conditions,
detection limits of 0.8 ng for As, 0.4 ng for Sb and
0.5 ng for Se were found. The R.S.D. ranged
from 6.5 to 7.2%. However, when the total sam-
ple volume exceeded 1 ml the plasma was dis-
turbed and the reflected power increased during
the measurements. In addition, tailing of the sig-
nal was observed. HCI can also be trapped at low
temperatures and then is evaporated together
with hydrides, and so causes severe interference.
This was shown by the signal shape obtained
under slow heating of the quartz wool. Indeed, a
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double signal was obtained (Fig. 6). The first
peak (X) was also obtained when only the blank
(3 mol 17! HCI) was introduced into the reaction
vessel. Further, wet pH paper situated at the end
of the capillary indicated the presence of the
HCI. Therefore, the volumes used were limited to
1 ml. Although the procedure gives low detection
limits, it is relatively complicated and required
approximately 15 min per 1-ml sample.

Preconcentration of hydrides by hot-trapping in
a graphite furnace (HG~GFT-MIP-AES). The hy-
drides of As, Sb and Se can also be trapped in a
preheated graphite furnace. There have been sev-
eral reports on the successful application of in-situ
trapping in the preheated graphite furnace fol-
lowed by AAS measurements [41-43]. Matusie-
wicz et al. [44] described an interface between the
graphite furnace and the MIP which was based
on the system described by Aziz et al. [32] and
includes a special gas circulation system for con-
tinuous plasma operation. In the present study a
simpler HG-GFT-MIP system has been used (see
the section Electrothermal evaporation system, and
Fig. 3III). As the 3F-Ar-MIP sustained in a TM
cavity is easy to ignite reproducibly and needs no
time to stabilize, a special gas circulation system
was not required. The optimized conditions for
multiclement trapping and determination of As,
Sb and Se as well as the interferences in both
steps of the procedure have been investigated in
detail.
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Fig. 7. Effect of deposition temperature on the analyte re-
sponse in HG-GFT-MIP-AES: (0O) 1 ng of As, (X) 5 ng of
Sb, () 1 ng of Se. Sample volume: 50 ul. 3F-MIP; forward
power: 90 W; argon flow: 30 1 h~1.
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The influence of the furnace temperature and
the gas flow during the preconcentration on the
response have been studied for the three ele-
ments separately. While the dependence of the
signal on the carrier gas flow was similar to that
in the cold-trap system, an Ar flow of 0.51h~! in
the preconcentration step should be optimum
(Table 5). Further, a furnace temperature of
400°C was found to be suitable for simultaneous
trapping of the investigated elements (Fig. 7).
The period of time required for sweeping the
hydrides into the graphite tube is dependent on
the injected sample volume as well as on the
pump speed and varied from 10 s for 0.1 ml to
about 3 min for 5 ml. The signals for As, Sb and
Se were not influenced by the sample volume
introduced by the peristaltic pump, however, a
decrease in the precision with increase in the
sample volume was observed.

Absolute detection limits of 0.4, 0.35 and 0.25
ng for As, Sb and Sb respectively were obtained.
For a sample volume of 1 ml the concentration
detection limits were 0.4, 0.35 and 0.25 ng ml~ .
The detection limit values for GF-MIP-AES and
HG-GFT-MIP-AES are of the same order of
magnitude with respect to the absolute amount of
analyte, while the concentration detection limits,
because of the preconcentration from a larger
volume, are much lower. With GF—-MIP, the sam-
ple volume was restricted to 5 ul by which for As,
Sb and Se the concentration detection limits were
much higher.

The substantial advantage of the HG-GFT-
MIP over the HG-CT-MIP techniques is that the
sample volume can be varied from 0.05 ml up to
several ml and thus better concentration detec-
tion limits can be achieved. The data in Table 2
also show an enhancement in precision.

Interferences. As known from AAS measure-
ments, the hydride generation technique suffers
from mutual interferences. They have been shown
to occur in the gas phase during the atomization
[22-24]. Therefore, for both preconcentration
methods (HG-CT and HG-GFT) the influence
of several hydride-forming elements (As, Bi, Pb,
Sb, Se, Sn, and Te and Pb) on the analyte re-
sponse for As, Sb and Se was investigated. In all
cases interferences were negligible at interferent



180

concentrations of up to a 100-fold wt. excess with
respect to the analytes. This is much lower than
in HG-AAS, where in some cases interferences
were obsereved even in the equal concentration
of analyte and interferent [22,23]. Therefore, in
addition to the multielement capabilities, the mu-
tual interferences of HG~AAS can be easily elim-
inated by applying MIP-AES.

Conclusions

For the determination of the hydride-forming
elements by MIP-AES, the hydride generation
technique in many aspects is superior to the
direct nebulization of the sample solution. The
detection limits are considerably improved (Table
5). Moreover, the separation of the analyte from
the matrix avoids many of the interferences.
However attempts to apply hydride generation as
the direct sample introduction technique into the
low-power MIP failed due to interfering gaseous
by-products which disturb the plasma stability.
Therefore the hydrides have to be separated by
trapping before entering the plasma.

MIP-AES coupled with hydride generation us-
ing trapping of the analytes in the graphite fur-
nace was found to be a powerful analytical tech-
nique. Simultaneous multielement determination
under the optimal experimental conditions for
As, Sb and Se is possible due to the multielement
capabilities of all single steps (hydride genera-
tion, in-situ trapping in the graphite furnace and
determination by MIP-AES).

With respect to the ease of operation and the
precision, HG—-GFT-MIP-AES was superior to
HG-CT-MIP-AES. Of all the techniques investi-
gated, the lowest detection limits obtained for 1
ml of sample are: 0.4 ng mi~! for As, 0.35 ng
ml~! for Sb and 0.25 ng ml~! for Se respectively.

E. Bulska thanks the Max-Planck Gesellschaft
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Internal viscosity of sodium dodecyl sulfate micelles
as a function of the chain length of n-alcohol modifiers
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Abstract

The rotational diffusion behavior of tetracene was used to probe the internal viscosity of sodium dodecyl sulfate
micelles in the presence of several n-alcohols (C;—Cg). Fluorescence anistropy of tetracene was measured using
frequency-domain spectroscopy. Several solutions were studied which contained approximately the same number of
alcohol molecules per micelle. The results indicate that, while the addition of alcohol allows tetracene to reorient
faster within the micelle, the chain length of the alcohol has little effect on the reorientation behavior. These findings
have important ramifications regarding the choice of a mobile phase modifier in micellar liquid chromatography.

Keywords: Fluorimetry; Liquid chromatography; n-Alcohols; Frequency-domain spectrometry; Micellar liquid chro-
matography; Mobile phase modifiers; Sodium dodecyl sulphate

The unique structure of micelles has led to
their use in a number of applications. Because of
their hydrophobic interiors, they can solubilize
organic compounds and are therefore useful in
industrial applications such as emulsion polymer-
ization [1,2] and detergency [3]. Micelles are used
in analytical spectroscopy to enhance fluores-
cence [4], thermal lensing [5] and room-tempera-
ture phosphorescence [6].

Much of the literature reported on micelles
includes the effect of alcohols on the properties
of micellar solutions [7-10]. These micellar sys-
tems are vital in tertiary-oil recovery [11], as it has
been established that the addition of larger
amounts of short-chain alcohols (C,-Cs) pro-
motes microemulsion formation [12,13]. However,
these studies concentrate on the effect of alcohol
on properties such as the critical micelle concen-

Correspondence to: M.J. Wirth, Department of Chemistry and
Biochemistry, University of Delaware, Newark, DE 19716
(USA).

tration, micellar aggregation number, or the hy-
drophobic radius. Several techniques have been
used to sense the viscosity of the micelle interior,
but results from these studies do not agree [14—
19].

Armstrong and Henry [20] were the first to use
micellar mobile phases in liquid chromatography.
The unique selectivity provided by micellar mo-
bile phases occurs as a result of solute interac-
tions with hydrophobic and electrostatic sites;
therefore, solute interactions with micelles re-
mains a question of fundamental interest. In ad-
dition, low operation costs and reduced toxicity
makes the use of micellar mobile phases much
more attractive than the conventional organic sol-
vents used for modifying the mobile phase [21].
However, a reduction in chromatographic effi-
ciency was observed and attributed to slow mass
transfer between the mobile phase and the sur-
factant-modified stationary phase [22]. It has been
established that the addition of small amounts of
short-chain alcohols such as ethanol or propanol

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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improves the efficiency of micellar liquid chro-
matography to values obtained when using tradi-
tional hydroorganic phases [23-25].

The effect of adding n-propanol to a micellar
solution has been shown spectroscopically to
lower the internal viscosity of the sodium dodecyl
sulfate (SDS) micelle [26]. The amount by which
the viscosity is lowered is consistent with the
amount by which the chromatographic efficiency
is improved for a hydrophobic solute [24]. For a
hydrophobic solute, the efficiency in micellar lig-
uid chromatography is limited by the direct mass
transfer of the solute from the micelle to the
stationary phase [27,28], thus explaining why the
micellar internal viscosity corresponds to chro-
matographic efficiency. While n-propanol is often
the choice of mobile phase modifier in micellar
liquid chromatography, Borgerding et al. [29] have
suggested the use of a longer-chain n-alcohol,
such as n-pentanol, to achieve higher chromato-
graphic efficiencies.

The purpose of this work is to investigate how
the chain length of the n-alcohol modifier affects
the viscosity of the interior of an SDS micelle.
Frequency-domain fluorescence depolarization
measurements are used to determine the rota-
tional diffusion behavior of a very hydrophobic
solute, tetracene, in an SDS micelle in the pres-
ence of several n-alcohols (C;—Cg), where the
number of alcohols per micelle was constant. Two
sets of experiments were performed, one with
small enough alcohol concentrations to minimally
perturb the micelles, and the other with the larger
alcohol concentration typically used in chro-
matography.

THEORY

The fluorescence anisotropy, r(¢), in isotropic
media is defined as
1 1 I,

’(f)=;”+—2t (1)

where [ and I, are the time-dependent intensi-
ties of light emitted with polarization parallel ( I”)
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and perpendicular (I ) to the excitation polariza-
tion. Also, r(r) is the orientational correlation
function of the emission transition moment.

The rotational diffusion coefficient, D, is re-
lated to the decay constant, 7., of the angular
correlation function.

1
T =— 2
=D (2)
These parameters are, in turn, related to the
viscosity, n, by the following equation

nVv
T = ﬁfstickc (3)

where V' is the hydrodynamic volume of the so-
lute and kT is the thermal energy. The solute
geometry determines the value of f,;, [30]. The
value of C is a function of the stick or slip
boundary conditions.

Chuang and FEisenthal [31] have derived the
relationship between the parameters of the fluo-
rescence anisotropy decay and the components of
the diffusion tensor. For a planar symmetric so-
lute, such as tetracene, the expression simplifies
to a double exponential decay, where D is the
average of the components of the diffusion ten-
sor:

r(t) =03(B +a) exp[ — (6D + 2A)¢]
+03(B—a)exp[—(6D—-2A)t] (4)
D,+D,+D,
b= (%)

Delta measures the asymmetry of the diffusion
tensor:

A=(D2+D}+D?-D.D,~D,D,~D,D,)"

(6)

« and B are defined as follows, where the solute
is excited along the y-axis and the emission is at
an angle 6 with respect to the y-axis.

(D - D, cos’0 — D, sin’6)
a- I ™

B =cos’8—1/3 (8)
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O

Fig. 1. Structlgre of tetracene and hydrodynamic dimensions.
Dimensions (A): 14.2x7.4 x3.0.

3

The experimental results are fit to the follow-
ing double exponential decay which corresponds
to the parameters of Eqn. 4:

r(t) =r(0)[F exp(—t/7,)
+(1-F) exp(—t/7,)] %)

The experimental determination of 7, 7,, r(0)
and F allows for the calculation of the compo-
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nents of the diffusion tensor, D,, D, and D,.
These experimentally determined values of D,,
D, and D, serve as diagnostics for hydrodynamic
behavior and thus allow one to relate the rota-
tional diffusion coefficient to the viscosity through
Eqn. 3 [26,32].

EXPERIMENTAL

Sodium dodecyl sulfate (SDS) (98%) was ob-
tained from Aldrich and was used without further
purification. Previous studies had shown no dif-
ference in behavior for SDS purified by either a
chromatographic procedure or by recrystalliza-
tion [33]. Therefore, SDS was not purified. Te-
tracene (2,3-benzanthracene) was also obtained
from Aldrich and used as received. The structure
of tetracene and its hydrodynamic dimensions are

30
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Fig. 2. Raw frequency-domain fluorescence anisotropy data for alcohol-SDS solutions containing approximately 14 + 2 alcohol
molecules per micelle. (a) Differential phase data; (b) amplitude ratio data. (0) No alcohol; (+) propanol; () butanol; (X)

pentanol; (O) hexanol; (®) heptanol; (#) octanol.
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Fig. 2 (continued).

shown in Fig. 1. n-Propanol and n-butanol were
purchased from Fisher Scientific. n-Pentanol, n-
hexanol, n-heptanol and n-octanol were obtained
from Aldrich. The purity of all alcohols is at least
98%, and each was subsequently purified by pas-
sage through a silica-based trifunctionally bonded
C,s column. Water was purified by passage
through Cole-Parmer Ion-X-Changer Research
and Adsorber Cartridges. These remove most or-
ganic compounds and ion minerals, producing
water equivalent to triply distilled water. The
water was further purified by passage through a
trifunctionally bonded C,3 column.

A saturated solution of tetracene in n-pro-
panol was prepared and used as the stock solu-
tion. The concentration of tetracene in the alco-
hol-SDS solutions was 0.6 uM. The solutions
were prepared by adding the appropriate amount
of the tetracene stock solution to a volumetric
flask and evaporating off the solvent with N, gas.
The concentration of tetracene was sufficiently

low to avoid the presence of more than one
tetracene molecule per micelle [26]. A known
amount of alcohol and SDS was added to the
volumetric and then diluted with ultrapure water
to give a composition of 0.6 uM tetracene, n%
ROH, and 0.1 M SDS, where n was varied. All
solutions were deoxygenated and experiments
were conducted with the sample under N,. The
temperatures of the solutions were controlled to
25.0 £ 0.5°C. The solutions were flowed during
the experiments to avoid photo-decomposition.
The sample was excited with 10 mW of the
476-nm line of an argon ion laser. The beam was
passed through a Glan-Thompson prism to pro-
vide vertically polarized light. The beam was sent
through a Pockels cell which electronically con-
trolled the polarization with an extinction greater
than 500:1. The emission wavelength was de-
tected at 516 nm using a monochromater having a
2-nm bandwidth. The spectroscopic equipment
used in this work was identical to that used in
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previous experiments [26,32] where the 1st, 2nd,
4th and 7th harmonics of the 82-MHz mode beat
frequency of a mode-locked Ar™ ion laser were
used as the modulation frequencies for the fre-
quency-domain measurements. The differential
phase shifts, A¢,—A¢, and demodulation ra-
tios, a,/a , comprise r(¢) and were measured for
each frequency [34,35]. Data were analyzed as
previously described [26].

RESULTS AND DISCUSSION

The raw frequency-domain data for solutions
containing low alcohol concentrations are shown
graphically in Fig. 2. Figure 2a and b shows the
phase shifts and amplitude ratios as a function of
frequency for the tetracene-0.1 M SDS solution
containing approximately 14 + 2 alcohol mole-
cules per micelle. The phase shifts and amplitude
ratios exhibit the normal behavior in all cases,
increasing as a function of frequency. As alcohol
is added to the micellar solutions, the phase shifts
and amplitude ratios decrease by a significant
amount. This suggests that tetracene reorients
faster, assuming that factors such as the transi-

TABLE 1
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tion symmetry and solvent disorder remain con-
stant. The raw data also show, more importantly,
that the fluorescence anisotropy behavior of te-
tracene does not depend on which n-alcohol is
used, that is, there is apparently no dependence
upon the chain length of the alcohol.

The data in Fig. 2a and b were analyzed by
fitting the phase shifts and amplitude ratios into
the double exponential decay of Eqn. 9. The
results are presented in Table 1. Since no trend
was observed for r(0), the raw data were analyzed
with r(0) = 0.32, the consensus value. {The value
for r(0) is less than 0.4 because the emission
band at 516 nm has a lower symmetry than the
emission band at 476 nm [36].} Also, since 7,, and
F are correlated, F was fixed to 0.90 in order to
observe the trend seen in 7,;. When fit to Eqn. 9,
it was found that tetracene reorients in an SDS
micelle in 0.21 + 0.01 ns. For the C;-C; alcohols,
7,, was found to be 0.119 + 0.009 ns. The ana-
lyzed data substantiates the finding from the raw
data that reorientation of tetracene is indepen-
dent of the chain length of the n-alcohol.

The concentration of alcohol present in the
micellar solutions discussed above was intention-
ally kept low so as to perturb minimally the

Anisotropy decay parameters of tetracene in SDS micelles in the presence of (a) 14 alcohols per micelle and (b) 50 alcohols per

micelle 2
{r(0)=0.32 and F =0.90]

2

ROH %ROH

7,1 (ns)

a Tr2 (ns) X
{a)
No alcohol 0 0 021 +0.01 08+02 3.0
Propanol 0.5 159 0.11 +0.01 0.7+0.2 3.1
Butanol 0.34 16 0.135 + 0.005 0.7+02 1.1
Pentanol 0.3 12.8 012 +0.01 0.7+0.1 14
Hexanol 0.31 11.2 0.12 +0.01 0.6 +0.2 1.2
Heptanol 0.34 13.0 0.12 +0.01 05+02 3.1
Octanol 0.38 14.8 0.11 +0.01 09102 3.0
(]
No alcohol 0 0 0.21 +0.01 08+0.2 3.0
Propanol 3.1 45.7 0.098 + 0.005 0.7+0.1 1.3
Butanol 2.11 47.7 0.09 +0.01 0.6+0.2 14
Pentanol 1.3 53.9 0.093 + 0.006 0.7+ 0.2 1.3
Hexanol 1.98 56.4 0.087 + 0.009 0.5+0.2 14

2 SDS solutions with heptanol and octanol could not be studied because the amount of alcohol required exceeded the solubility
limit. ® R, refers to the number of alcohols per micelle, calculated from Terabe’s [49] partition coefficients and literature values for

cm.c., Ny and r, listed in Table 2.
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TABLE 2

Diffusion coefficients of tetracene in SDS micelles as a function of chain length

ROH %ROH R,? D,/D D,/D D,/D D (GHz)
No alcohol 0 0 2.15 0.18 0.68 0.511
Propanol 0.5 15.9 243 —-0.028 0.60 0.872
Butanol 0.34 16 233 0.042 0.62 0.731
Pentanol 03 12.8 2.41 -0.014 0.60 0.839
Hexanol 0.31 11.2 2.32 0.053 0.63 0.827
Heptanol 0.34 13.0 2.25 0.104 0.65 0.882
Octanol 0.38 14.8 2.5 -0.079 0.58 0.870
Any alcohol 2.34 +0.12 0.04 + 0.09 0.62 + 0.03
No alcohol 0 0 2.15 0.18 0.68 0.511
Propanol 31 45.7 2.46 —0.051 0.59 0.969
Butanol 2.11 477 2.39 0.004 0.61 1.045
Pentanol 13 53.9 2.45 —0.044 0.59 1.024
Hexanol 1.98 56.4 2.37 0.02 0.62 1.125
Any alcohol 2.36 +0.13 0.02 + 0.09 0.62 + 0.04
Octanol ® 2.36 0.12 0.51 1.0

% R, refers to the number of alcohols per micelle, calculated from Terabe’s [49] partition coefficients and literature values for
c.m.c., N; and r, listed in Table 3. b Data for tetracene in n-octanol at 34°C, taken from Ref. 32.

TABLE 3

leleported values for critical micelle concentration (c.m.c.), in mmol 1™, aggregation number (N,) and radius of an SDS micelle, in
A, in the presence and absence of n-alcohol

ROH %ROH c.m.c. N, r Reference
No alcohol - 8.01 - - 37

- 8.6 - - 38

- 8.0 - - 39

- 8.2 - - 39

- 8.25 - - 40

- - - 27 41

- 8.2 62 25 42,43

- 8.2 - 25 21

- 8.0 67 - 44

- 8.1 62 29

- - 70 18.1 46

- - 70 18.1 46

- - 68 18.0 48

- - 65 - 45
Propanol 0.75 6.4 - - 39

0.75 59 - - 39

0.75 7.4 - - 29

3.74 5.8 - - 39

3.74 5.6 39

4.0 - 514 18.1 46
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TABLE 3 (continued)

ROH %ROH c.m.c. N, r Reference
Butanol 0.4 6.96 - - 37
0.9 54 - - 29
0.92 6.0 - - 39
0.92 6.1 - - 39
1.0 - 63.2 18.2 46
1.0 - 50 16.9 48
1.0 - 64 18.1 48
1.07 532 - - 37
1.83 5.0 - - 39
1.83 5.0 - - 39
1.87 4.18 - - 37
2.75 2.8 - - 39
2.75 3.0 - - 39
Pentanol 0.2 - 68.6 18.2 46
0.22 5.1 - - 39
0.22 5.6 - - 39
0.34 5.70 - - 37
0.54 39 - - 39
0.54 4.0 - - 39
0.70 417 - - 37
0.80 - 62.0 18.3 46
1.0 3.0 54 - 29
1.0 - 49 18.1 46
1.08 3.0 - - 39
1.08 31 - - 39
14 - 61.2 18.9 46
1.5 5.0 - - 38
2.0 - 333 173 46
2.0 - 57.2 19.0 46
2.0 - 57.2 19.0 47
2.2 - 35 - 45
Hexanol 0.25 2.9 - - 39
0.25 3.0 - - 39
0.38 1.1 - - 39
0.38 1.4 - - 39
0.30 59 49 - 44
0.40 4.7 - - 38
0.40 - 49.4 17.7 46
0.50 5.4 47 - 44
0.60 - 46.5 18.1 46
0.80 49 39 - 44
0.80 - 42.4 18.2 46
1.0 - 38.5 18.3 46
Heptanol 0.38 5.8 53 - 44
0.40 - 52.7 18.9 46
0.45 - 85 20.6 48
0.6 53 43 - 44
0.6 - 42.6 18.5 46
Octanol 0.16 - 80 194 48
0.20 6.5 64 - 44
0.20 - 64.3 19.2 46
0.40 5.7 59 44

0.40 - 58.7 20.0 46
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integrity of the micelle. As a result, changes in
the critical micelle concentration, aggregation
number and micellar radius have a negligible
effect on the calculated number of alcohols per
micelle. These alcohol concentrations, however,
are much lower than those used in micellar liquid
chromatography, e.g., 3—-5% n-propanol is typi-
cal. An additional set of experiments was con-
ducted in which the concentration of alcohol was
raised to values comparable to those found in
micellar liquid chromatography. In this set of
experiments the concentration of n-propanol was
chosen to be 3%, and the concentrations of the
longer-chain alcohols were calculated to maintain
the same number of alcohols per micelle for each
solution. To control the number of alcohols per
micelle at these higher concentrations requires
knowledge of how the critical micelle concentra-
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tion, the micelle radius and the aggregation num-
ber change with alcohol concentration. Details of
the calculations for determining the amount of
alcohol required to maintain a constant number
of alcohols per micelle are presented in the Ap-
pendix.

Frequency-domain fluorescence anisotropy
data for micellar solutions containing 50 + 5 alco-
hols per micelle, calculated as described in the
Appendix, are presented in Fig. 3. Micellar solu-
tions of heptanol and octanol could not be stud-
ied due to the fact that the amount of alcohol
required exceeded the solubility limit. Analysis of
the data of Fig. 3 recovers the time-domain pa-
rameters summarized in Table 1b. The solutions
behave very similarly to one another, regardless
of alcohol chain length. Thus, the results for both
low alcohol concentrations and for the high con-

30
(a)

[0} .
] 20
2
E4
fxy
-
for}
0
]
4 107
m
a7l

0 Y T Y T T T v T T

0 100 200 300 400 500 600

FREQUENCY (MHz)

Fig. 3. Raw frequency-domain fluorescence anisotropy data for alcohol-SDS solutions containing approximately 51 + 5 alcohol
molecules per micelle. (a) Differential phase data; (b) amplitude ratio data. (1) No alcohol; (+) propanol; (4 ) butanol; (x)
pentanol; (O) hexanol; the solubility limit was exceeded for heptanol and octanol at these alcohol concentrations and so no data

was obtained.
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Fig. 3 (continued)

centrations used in chromatography reveal that
alcohol chain length does not appreciably affect
the reorientation of tetracene.

The reorientation time of a probe molecule
can be used to calculate the viscosity of its envi-
ronment through Eqn. 3 only if the rotational
diffusion is hydrodynamic. For example, if the
long-chain alcohols caused the interiors of the
SDS micelles to become more structurally or-
dered, the rotational diffusion would deviate from
hydrodynamic behavior and give reorientation
time constants that were not representative of the
viscosity. The advantage of using the anisotropy
decay of tetracene to probe micellar viscosity is
that it provides an internal check on hydrody-
namic behavior [32]. This internal check was
shown to be accomplished by examining the com-
ponents of the diffusion tensor, D,, D, and D,.
The double-exponential decay parameters in parts
a and b of Table 1 were used to calculate the
components of the diffusion tensor for tetracene
in each ROH-SDS solution according to Eqns. 4

500 600

and 9. These values are listed in Table 2. The
average values of D, /D, D,/D and D,/D for all
cases are comparable to those found for the
standard octanol system (listed at the bottom of
Table 2), differing by no more than 0.13; thus, the
rotational diffusion is hydrodynamic. The reori-
entation times are thus directly related to inter-
nal viscosity; therefore, it can be concluded that
the internal viscosity of the SDS micelle is unaf-
fected by the chain length of the alcohol modifier
at both low concentrations and chromatographic
concentrations.

The results have ramifications in choosing al-
cohols for micellar liquid chromatography: smaller
amounts of longer-chain alcohols can be used to
speed up the dynamics of the micelle interior
with minimal perturbation of the aqueous solu-
tion.

This work was supported by the National Sci-
ence Foundation under grant CHE-9113544.
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APPENDIX

The results of several studies [21,29,37-48] are
compiled in Table 3. These show that the addi-
tion of alcohol can drastically affect the critical
micelle concentration, surfactant aggregation
number and micelle radius. The experimentally
determined values for these parameters are thus
essential in calculating the correct amount of
alcohol required to obtain the desired number of
alcohols per micelle.

The amount of alcohol required to maintain a
constant number of alcohols per micelle for a
series of n-alcohols was calculated from the de-
rived ratio of the moles of alcohol present in the
micelle, mol, .;., to the moles of micelles present
in the solution, mol ;..

mOIa,mic

=R 10
mol ;. 2 (10)
R, is the total number of alcohols in the average
micelle, which was fixed in the experiments.

The number of moles of micelles present in
the solution was calculated from known values, as

shown in the equation below:
(Ceps — cm.c)V;
mic — N

s

mol (11)
where Cgpg = concentration of SDS, cm.c. =
critical micelle concentration, V= total volume
of solution, and N, = SDS aggregation number
(See Table 3).
Substitution of Eqn. 11 into Eqn. 10 yielded the
value of mol, ..

Equation 12 describes the total number of
moles of alcohol, mol,, present in the solution.

mol, =mol, ;. +mol, ., (12)

This quantity mol, was used to calculate the
amount of alcohol to be added to the SDS solu-
tion to give the desired value of R,. In this
equation, mol, ,, is the moles of alcohol present
in the aqueous solution.

Since the above equation contains two un-
knowns, the partition coefficient, K, which is a
function of the concentration of alcohol in the
micelle and the concentration of alcohol in the
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aqueous phase [49], was used to eliminate one of
the variables.

K mOIa,mic/Vmic 13
A ()
where V. is the volume of micelles in the solu-
tion and was calculated using the equation below,
r is the radius of the micelle (see Table 3) and N
is Avogadro’s number.

Voic = %wr3molmicN (14)

where V,, is the volume of the aqueous solution
and was calculated by subtracting the volume of

micelles from the total volume of solution:
I/;1q=I/t_Vmic (15)
Substitution of Eqns. 13-15 into Eqn. 12 yields

the solution for the total moles of alcohol present
in the micelle.

mol, = mol

a,mic

1 Veq 16
+

KV, mic ( )

The volume of alcohol, V,, to be added to the
SDS solution was finally calculated from the total
moles of alcohol present in the solution and the
molecular weights, MW,, and the densities, d,, of
the alcohols.

MW,
V, =mol t( ) (17
d,
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