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Determination of folic acid in sea water
using adsorptive cathodic stripping voltammetry

Anne-Christine Le Gall and Constant M.G. van den Berg

Oceanography Laboratory, Department of Earth Sciences, University of Liverpool, Liverpool L69 3BX (UK)
(Received 12th May 1993; revised manuscript received 16th June 1993)

Abstract

Folic acid is of biological origin and occurs ubiquitously in the natural system. Very little is known about its likely
occurrence and distribution in natural waters. A voltammetric method is proposed to determine folic acid in sea and
estuarine waters. The method is based on cathodic stripping voltammetry (CSV) preceded by adsorptive collection on
a hanging mercury drop electrode. Using cyclic voltammetry at two pH values it is confirmed that folic acid undergoes
reduction in three steps. The first step is electrochemically reversible producing a two-electron reduction peak at
—0.75 V at pH 8.5. Comparative experiments indicate that the benzene ring is responsible for the adsorptive
behaviour of folic acid on the mercury drop electrode. The adsorbed layer of folic acid is rearranged when the
adsorption density is increased above ~ 5.107'" mol cm 2 causing the appearance of a sharp capacitance peak. The
best sensitivity for the determination of folic acid in sea water is obtained at pH 8.5 at a deposition potential of
—0.25 V and using the square-wave modulation at frequencies between 25 and 100 Hz. The voltammetric response
for 60 s adsorption was found to increase linearly with the folic acid concentration from the limit of detection (0.09
nM) to 500 nM. The method was applied successfully to the determination of dissolved folic acid in samples from the
Mersey estuary. The folic acid concentration was found to lie between 0.1 and 3 nM increasing generally with
decreasing salinity due to freshwater inputs.

Keywords: Stripping voltammetry; Folic acid; Sea water; Waters

459

Part of the vitamin B group, folic acid is a
water soluble vitamin, initially identified as an
antianaemia and growth factor. It is produced by
plants (green leaves, algae) and micro-organisms
(bacteria, yeast). In mammals, folic acid and its
derivatives, the folates, serve as acceptors and
donors of one carbon units and are involved in
amino acid and nucleotide formation [1-2]. Be-
cause of its ubiquitous occurrence in biological
systems it is likely that folic acid occurs also in
natural waters as a result of algal exudations (3]
or of involuntary releases as a result of cellular

Correspondence to: C.M.G. van den Berg, Oceanography Lab-
oratory, Department of Earth Sciences, University of Liver-
pool, Liverpool L69 3BX (UK).

damage, but surprisingly little is known about its
occurrence and distribution. The concentrations
of other vitamins, especially vitamin B,,, biotin
and thiamine, have been estimated in various
water bodies such as lakes [4] coastal waters [5-8]
and open sea [9-11]. The distribution of folic acid
in natural waters has not been reported perhaps
because no analytical techniques were available
to detect the low levels occurring there.
Analytical methods for folic acid include bioas-
says, enzymatic methods, fluorimetry, colorimetry
and chromatography [2]. The introduction of lig-
uid chromatography (LC) and radioactive la-
belling have improved the specificity and sensitiv-
ity of folic acid measurements [1). Electrochemi-
cal methods have been used to detect folic acid

0003-2670/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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[12] and to investigate its redox properties [13].
Cathodic stripping voltammetry (CSV) has been
used previously to detect low nanomolar levels of
folic acid in weakly acidic solutions and synthetic
electrolytes [14-16).

Adsorptive CSV is here optimised to deter-
mine folic acid in estuarine and sea water at a
limit of detection of 0.02 nM using an adsorption
time of 5 min (this limit of detection is similar to
or better than that quoted by previous work [14-
16] although the optimised conditions differ). The
electrode mechanism is investigated by cyclic
voltammetry and comparative experiments with
constituents of folic acid. The method is applied
to samples from the Mersey estuary (UK).

EXPERIMENTAL

Equipment and reagents

Voltammograms were recorded with a PAR
174 A polarograph in conjunction with a PAR 303
HMDE (reference electrode: Ag/AgCl, satu-
rated with KCI; counter electrode: platinum wire;
drop size: 1.9 mm?) or with a computerised Auto-
lab polarograph (Ecochemie, Netherlands) with a
663 VA Metrohm electrode (reference electrode:
Ag/ AgCl, 3 M KCl; counter electrode: platinum
wire; drop size: 0.38 mm?). A Metrohm E 506
Polarorecord was used in conjunction with the
663 VA Metrohm electrode for experiments in-
volving tensammetry.

Water was purified using a fused silica double
distillation unit or a Millipore apparatus for re-
verse osmosis (Milli-RO 10 Plus) followed by
ion-exchange (Milli-Q). This water was used for
reagent preparation, rinsing and preliminary ex-
periments. Reagents were supplied by BDH
(AnalaR grade), except for humic acid which was
from EGA-Chemie (FRG).

Sample bottles of high density polyethylene
(HDPE) were cleaned by soaking with hot water
and detergent. They were then rinsed with water,
soaked in 50% HCI (GPR grade) for a week,
rinsed again with water, and soaked in 2 M nitric
acid for another week. Finally, the bottles were
rinsed with water, filled with 0.01 M HCI (Aristar

grade, BDH) and stored in resealable bags, ready
for sample collection.

Reagents were Analar Grade (BDH) unless
indicated differently. A borate pH buffer (1 M
boric acid, 0.4 M NaOH) and a sodium acetate
buffer [2 M sodium acetate, 0.5 M hydrochloric
acid (Aristar grade)] were used to buffer sea
water at pH 8.5 and 5.2 respectively. Folic acid
solutions were prepared daily from a 0.1 M stock
solution which was prepared weekly in 0.1 M
sodium hydroxide and kept in the dark at 4°C.

Sea water from Menai Straits (§ = 32.5 p.s.u.)
was used for preliminary experiments; it was
UV-irradiated in fused silica containers (100 ml)
with a 1-kW mercury vapour lamp for 4 h prior to
use.

Samples from the Mersey estuary were col-
lected using a jet-foil vessel (NRA North West)
on July 11, August 21 and September 20, 1990.
The samples were collected at high tide forward
of the slowly moving vessel using a polypropylene
bucket which was deployed and recovered by
hand using a nylon rope. The bucket was rinsed
with freshly collected sea water prior to each
sample collection. The samples were stored in
HDPE bottles in the dark at 4°C and analysed
within one week. The samples were not filtered
but suspended matter was allowed to sediment to
the bottom of the bottles prior to the taking of
subsamples for voltammetric analysis. Sample
analyses were carried out in a random order, and
about half the samples were analysed twice, once
in the beginning of the series and the second time
at the end to test for sample degradation.

Procedure

A 10 ml aliquot of sea water was pipetted into
a glass polarographic cell. Borate or acetate pH
buffer (final concentrations 0.01 M and 0.02 M
respectively) was added and the solution was
purged (8 min) with O,-free nitrogen. A 60 s
preconcentration step was then completed on a
new mercury drop at a potential of —0.2 V whilst
stirring. Subsequently the stirrer was switched off
for a 15 s quiescent period. Finally, a potential
scan was carried out in a negative direction from
—0.2 V. Unless specified differently the differen-
tial pulse modulation was used with a scan rate of
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20 mV /s, a modulation amplitude of 25 mV and on the electrode. An AC-waveform was thereto
a pulse time of 0.1 s. The procedure was repeated superimposed on the slowly scanning potential
after addition of folic acid standard to calibrate (20 mV s~ 1) with an amplitude of 10 mV and a
the sensitivity. frequency of 75 Hz. The phase angle was 90°.

Tensammetry was used to evaluate variations Other conditions were as for differential pulse
in the double-layer capacitance upon adsorption voltammetry.
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Fig. 1. Cyclic voltammetry of 100 nM folic acid (A and B) and 5,8-dihydrofolic acid (E) preceded by 60 s adsorption. (A) pH 5.2; (B)
pH 8.5; (C) peak height of the reduction peak of 200 nM folic acid at pH 8.5 as a function of the scan-rate. (D) Peak height as a
function of the folic acid concentration; note the high concentration range along the x-axis which causes the linear increase at low
folic acid concentrations (< 1 wM) including the maximum in the peak height caused by the capacitance peak at ~ 1 uM folic acid
to appear close to the vertical axis. (E) Cyclic voltammetry at pH 8.5.
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RESULTS AND DISCUSSION

Cyclic voltammetry of folic acid
Cyclic voltammetry was used to investigate the
reaction mechanism of folic acid. Three cathodic

Reaction 1:
“\N '\ —CHr—NH —R
/j\ | +2H+2e =
HN N
Folic acid (I)
Reaction 2:
|
H N c NH —R (H*)
e cnnnlt
HN N \
S ()
Reaction 3:
o
H —
\NYX‘CHZ—NH : +2H +2e ——>
HN )\N T
H
an)
Reaction 4:
[0}
H
N M
/@)g:‘ +2H +2e —>
HN N N
H
()
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peaks were present at pH 5 at —0.5, —0.8 and
—1.2 V whereas no anodic peaks were observed
(Fig. 1A) indicating that the reduction steps were
electrochemically irreversible. A single peak was
obtained at —0.8 V at pH 8.5 (Fig. 1B) corre-

H
|
N N _CH—NH —R
)90y
N7 NN
H 5 8-dihydrofolic acid (Il)

H;:t\ NY'P%@— NH—R

7,8-dihydrofolic acid

0
H
HN )\N T
H

7,8-dihydro-6-methy! pterin (V)

° |
Hw)\ Y
H

5,6,7,8-tetrahydro-6-methyl pterin

)
R= _O_!_NH ___cI:H ——CH,——CH,—COOH

COOH
Fig. 2. Reduction mechanism of folic acid.
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sponding with the peak at —0.5 V at pH 5 but
shifted to a more negative potential as a result of
the pH change. An anodic peak was apparent on
the reverse scan indicating that this reduction
step was reversible at pH 8.5.

The presence of three peaks at pH 5 and a
single peak at pH 8.5 is in agreement with a

reduction mechanism consisting of a two-electron
reduction (reaction 1 in Fig. 2 at —0.5 V at pH 5,
at —0.8 V at pH 8.5) followed by a tautomerisa-
tion (reaction 2) and two irreversible reduction
steps (reactions 3 and 4 in Fig. 2, and peaks at
—0.8and —1.2 V at pH 5 in Fig. 1A)[13,17]. The
tautomerisation is catalysed by protons which ex-

H\N 0 5)/CH2—- NH OC_NH_TH_CH ,—CH,—COOH

COOH
HN Folic acid
NH y—CH——CH,—CH,— COOH
COoH Glutamic acid
o]
H N H N

\N& j \N)i E/COOH

HAN A\N N HAN *\N N4
Pterin Pterin-6-carboxilic acid

)X )/cHz_ NH _O_COOH

Pteroic acid

COOH

o
)ﬁi ZCHZ_NH O_C_NH_TH_.CH ,—CH ,——COOH

7,8-dihydrofolic acid

Fig. 3. Structural formulas for folic acid, precursors and reduction product.
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plains the absence of a further reduction of the
folic acid beyond the first reduction step at pH
8.5 as a result of stabilisation of the reaction
product (5,8-dihydrofolic acid) as the tautomeri-
sation was inhibited at this pH.

The scans in Fig. 1 were preceded by deposi-
tion at —0.4 V. In comparison with scans without
adsorption (not shown) the peaks were much
enhanced indicating that the folic acid was ad-
sorbed on the electrode. The height of the folic
acid reduction peak was much reduced (about
50%) when the cyclic scan was repeated on the
same mercury drop without renewed adsorption
indicating irreversibility either as a result of par-
tial desorption of the reduction product [5,8-dihy-
drofolic acid (5,8-DHF)] or of partial irreversibil-
ity of the redox reaction. The adsorptive precon-
centration greatly enhances the CSV sensitivity
for folic acid.

Variation of the scan-rate between 10 and 500
mV s~ ! showed that the CSV peak height (pre-
ceded by 60 s adsorption) for 200 nM folic acid
increased linearly with the scan rate until 200 mV
s~! and non-linearly thereafter (Fig. 1C). The
linear increase indicates that the reduction cur-
rent is essentially independent of diffusion during
the scan, in accordance with the proposed pro-
cess in which an adsorbed compound (folic acid)
is reduced. The non-linear increase at high scan-
rates indicates that the reduction process be-
comes Kinetically slow in this condition.

Cyclic voltammetry was used to investigate the
electrochemical activity of compounds with a
chemical composition similar to that of folic acid
or to that of components of folic acid in an
attempt to evaluate which part of the molecule is
responsible for the adsorptive process. The chem-
ical composition of precursors of folic acid se-
lected for the comparative experiments [glutamic
acid (R in folic acid, Fig. 2), pterin, pterin-6-
carboxilic acid and pteroic acid] can be compared
in Fig. 3 along with that of the reduction product
of folic acid (5,8-DHF). Pterin, pterin-6-carboxilic
acid, pteroic acid and 5,8-DHF were found to
produce a reduction peak at between —0.7 and
—0.8 V at pH 8.5 corresponding with the peak
for reaction 1 of folic acid, whereas glutamic acid
was electroinactive. However, only pteroic acid

and dihydrofolic acid adsorbed on the HMDE
(analogous with folic acid), indicating that the
adsorption site (common to these compounds and
folic acid but absent in pterin) is located between
atoms N(10) and N(18) in the folic acid molecule
(Fig. 3). It is therefore likely that the benzene
ring is responsible for the folic acid adsorption, in
accordance with the known importance of free
p-orbital electrons to adsorption of organic com-
pounds on the mercury electrode [18,19].

Cyclic voltammetry of 5,8-DHF at pH 8.5 (Fig.
1E) showed a comparatively small peak at the
reduction potential corresponding with that for
folic acid indicating that only part of the 5,8-DHF
was oxidised and adsorbed during the deposition
step at —0.2 V. A second peak was apparent at
—1.25 V presumably corresponding with the re-
duction of 7,8-DHF (tautomerisation product of
5,8-DHF), and a smaller peak at —1.5 V corre-
sponding with the third reduction step (reaction 4
in Fig. 2). Interestingly no reduction peak corre-
sponding with that of folic acid was apparent
upon cyclic voltammetry of 5,8-DHF at pH 5 (not
shown) presumably because of the rapid tau-
tomerisation of the 5,8-DHF at this pH which
rendered the redox process irreversible. How-
ever, the two peaks corresponding with reactions
3 and 4 of folic acid (Fig. 2) were clearly appar-
ent.

The reduction current was determined at in-
creasing concentration of folic acid to evaluate
the maximum adsorption density of folic acid on
the mercury drop. Interestingly the reduction cur-
rent continued to increase with the concentration
of the folic acid concentration (at pH 8.5) and did
not show the curvature characteristic of satura-
tion of the mercury drop at high folic acid con-
centration. However, a sharp and narrow peak
became superimposed on the folic acid peak at
concentrations around 1 uM (adsorption time of
60 s). This superimposed peak disappeared at
longer adsorption times and at higher concentra-
tions of folic acid. Such narrow peaks are usually
associated with capacitive phenomena and can be
due to rearrangement of the adsorbed layer
[19,20]. Folic acid is thought to form a metastable
adsorbed layer which rearranges when a critical
adsorption density of folic acid is reached [14]
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presumably when the electrode is fully covered by
the adsorbed molecules. The rearrangement then
allows higher densities which are stable to high
folic acid concentrations [14]. In accordance with
this scenario the current increased linearly from
low nanomolar folic acid concentrations to ~ 1
wM; the sensitivity then dropped to a lower value
causing the current to increase further in a linear
fashion from 5 to 500 uM (the experiment was
not continued to higher concentrations) (Fig. 1D).
No additional capacitive peaks were observed at
folic acid concentrations above 1 uM indicating
that no further rearrangements occurred in the
adsorbed monolayer of folic acid despite the very
high concentrations.

The adsorption density of folic acid was 3.1 X
107! mol cm™2 at 0.5 uM folic acid, just before
the rearrangement of the adsorbed layer (calcu-
lated using Faraday’s law, using two electrons per
molecule of reduced folic acid). At this density
the surface area ayailable to each folic acid
molecule was 570 {.‘\2, much greater than that
(approximately 71 A?; less if only the benzene

ring adsorbs) occupied by the adsorbed part of
folic acid between the N(10) and the N(18) atoms.
It is therefore likely that the reorganisation of the
adsorbed layer is due to interactions between the
non-adsorbed components of the folic acid
molecule rather than due to interactions between
the adsorbed fractions. Apparently the reorgan-
ised molecules could be compacted to much
higher densities on the electrode surface since no
capacitive effect or curvature of the response was
apparent at concentrations up to 500 uM, albeit
at a reduced (103 X ) sensitivity compared to the
CSV response prior to the collapse of the ad-
sorbed film.

Tensammetry of folic acid

The mechanism of adsorption was further in-
vestigated using tensammetry utilising an AC-
waveform superimposed on a DC scan with 90°
out-of-phase sampling of the capacitance current;
the frequency was 75 Hz. A large suppression of
the capacitive signal at the HMDE was caused by
folic acid in the region between —0.2 and —0.78

I T ¥ T T T T
0.2 0.6 1.0 14

T > E(-V)

Fig. 4. Tensammetry of folic acid in sea water of pH 8.5. (a) no folic acid; (b) 0.5 uM folic acid; (c) 1 uM folic acid. Each scan was

preceded by 60 s adsorption at —0.2 V.
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V at pH 8.5. This suppression increased with the
folic acid concentration until 1 uM folic acid
(Fig. 4). The suppression was cancelled by a peak
at —0.78 V, coinciding with the Faradaic peak,
and was followed by an increase in the capaci-
tance between —0.8 and —1.2 V. The region of
increased capacitance extended from —0.8 V to
—1.2 V and may be a result of either a reorienta-
tion of the adsorbed molecules or to their desorp-
tion. The capacitance current at potentials more
negative than —1.3 V was not affected by varia-
tion in the concentration of folic acid suggesting
that the folic acid was desorbed at this potential
region.

Effect of varying the pH and adsorption poten-
tial on the CSV response of folic acid

Variation of the pH between 3 and 9 showed
that the peak height for folic acid in sea water
increased from 0 nA at pH 3 to 38 nA at pH 9.2
(Fig. 5A). Maximum sensitivity was obtained at
pH values between 8 and 9.5. A pH of 8.5 was
selected to carry out folic acid analyses as it is
close to the natural pH of sea water and is
buffered conveniently using borate pH buffer.
The peak potential increased with the pH at a
rate of 0.07 V/pH unit, rather greater than that
(0.03 V/ pH unit) predicted from the involvement
of 2 protons in the reduction of folic acid (Fig. 2)
suggesting that the folic acid is stabilised more by
the increased pH than its reduction product (di-
hydrofolic acid).

The peak height of folic acid decreased slightly
and gradually when the deposition potential was
varied from —0.1 V to —0.8 V, whilst it de-
creased strongly at deposition potentials more
negative than the reduction potential because the
reduction product did not adsorb on the HMDE
(Fig. 5B). Adsorption potentials between —0.2
and —0.4 V give greatest sensitivity but a more
negative potential can be selected to eliminate
possible adsorption of interfering compounds at
little loss in sensitivity.

Linear range and limit of detection

CSV of increasing concentrations of folic acid
in sea water using an adsorption time of 60 s
indicated that the peak height increased in a

50

40+

30

20+

peak height (nA)

101

peak height (nA)

0 -0.2 -0.4 -0.6 -0.8 -1.0 -1.2
adsorption potantial (V)
Fig. 5. A. Effect of varying the pH (A) and the deposition
potential (B) on the CSV response for folic acid in UV-irradi-

ated sea water containing 5 nM folic acid; the adsorption time
was 60 s.

linear fashion until ~ 500 nM folic acid (Fig. 6A).
At this concentration a capacitive peak became
superimposed on the shoulder of the Faradaic
peak interfering with its measurement. This ob-
servation is in accordance with the results ob-
tained with cyclic voltammetry. The capacitance
peak disappeared at higher folic acid concentra-
tions where the faradaic peak increased again
linearly with the folic acid concentration but at a
lower sensitivity.

The limit of detection was calculated from
repeated determinations of a low concentration
of folic acid in sea water using two different
instruments. The Autolab polarograph / Metrohm
electrode combination gave a standard deviation
of 6% (n=10) for 0.5 nM folic acid (using an
adsorption time of 60 s) from which a limit of
detection of 0.09 nM is calculated from 3¢. The
sensitivity was 0.8 nA /nM. The same experiment
using the PAR polarograph/PAR 303 electrode
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Fig. 6. CSV of folic acid in sea water. (A) The peak height as
a function of the folic acid concentration after 60 s adsorp-
tion. (a) Low concentrations (using Autolab polarograph with
Metrohm electrode); (b) high concentrations (PAR polaro-
graphic system). (B) Comparison of differential-pulse (scan a)
and square-wave (scans b and ¢) CSV of 15 nM folic acid
using 60 s deposition; modulation amplitude 25 mV, step
height 2.4 mV. The scans have not been smoothed. scan a:
differential-pulse, 5 pulses s~'; scans b and c: square-wave,
frequencies: 50 Hz (b) and 200 Hz (c).

combination had a greater standard deviation
(11%) giving a calculated limit of detection of 0.3
nM. The lower standard deviation of the comput-
erised Autolab polarographic system may be due
to a lower level of electronic noise and (or) full
automation of the measuring parameters. Scans
for low levels of folic acid in sea water are shown
in Fig. 6B (discussed below).

Variation of the adsorption time showed that
the peak height for 5 nM of folic acid increased
linearly with the adsorption time between 15 s

and 10 min. The limit of detection for folic acid
can therefore be lowered to 0.02 nM by extending
the adsorption time to 5 min. This limit of detec-
tion is similar to that quoted for an electrolyte
solution of sodium perchlorate at pH 4 [14] but
better than that (0.1 nM) quoted for 0.1 M sul-
phuric acid [15] using the same adsorption time.
However, it may not be possible to increase the
sensitivity to this extent with adsorption time
from natural water samples due to interference
by organic surface-active compounds (see below).

Square-wave voltammetry

Comparative measurements of folic acid in sea
water using the square-wave (50 and 200 Hz) and
the differential-pulse (5 Hz) modulations showed
that higher currents were obtained for the reduc-
tion of folic acid as a result of the greater fre-
quency and faster scanning rate of the square-
wave modulation (Fig. 6B). However, the differ-
ence of the peak height between the two modula-
tions was small considering the large increase in
the scan rate. Increasing the square-wave fre-
quency from 50 to 200 Hz caused only little
change (40%) in the sensitivity whereas the peak
became broadened indicating that the reduction
of the folic acid was irreversible at these high
frequencies as a result of slow reduction kinetics.
Greater electronic noise in the scans at the greater
frequencies cancelled out any analytical advan-
tage of the greater peak heights, so the sensitivity
for folic acid could not be improved significantly
by selecting a greater scanning frequency.

Interferences

Potential interferences in adsorptive CSV in-
clude organic compounds occurring in natural
waters which adsorb with or without production
of reduction peaks, and diffusion currents of other
reducible elements present at high concentra-
tions. Such interferences were tested by CSV of
UV-irradiated sea water containing 5 nM of folic
acid to which various organic compounds and
metals were added which were known or sus-
pected to adsorb or produce a voltammetric peak
under the conditions used for folic acid.

Glutathione [22] and various purines {23] are
known to produce peaks by CSV under condi-
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tions similar to those used here. Addition of up
to 1 uM glutathione and uric acid, and 160 nM
guanine did not significantly affect the folic acid
determination, as their reduction peaks appeared
at potentials more positive than that of folic acid.
The height of the folic acid peak decreased by
30% when 0.5 uM of adenine was added, and by
20% when 1 uM of guanine was added, presum-
ably as a result of competitive adsorption of these
compounds. However, the reduction peak of folic
acid is located at a more negative potential than
that for these compounds, so its concentration
can still be evaluated by calibration of the CSV
sensitivity by standard additions of folic acid to
the sample. The folic acid peak decreased by
20% when 1 uM of EDTA was added; this effect
was either caused by impurities as EDTA does
not form a reduction peak, or it indicates that
EDTA adsorbs on the HMDE.

Although several of the precursors and reduc-
tion products of folic acid produced peaks in the
potential range of folic acid only DHF and pteroic
acid adsorbed; the other compounds do not inter-
fere unless present at much higher concentration
than folic acid. The peak potentials of the DHF
and pteroic acid (and of the other compounds)
did not coincide with that of folic acid although
they were near it (within 100 mV), and further-
more the sensitivity for DHF was quite poor.
Verification of the analyte (folic acid) in natural
water samples can therefore be achieved success-
fully from the peak potential and by inspection of
the peak shape using standard additions of folic
acid. .

Surface active matter with an adsorptive effect
comparable to 0.1-3 mg 1-! Triton X-100 (a
non-ionic surfactant) is known to be present in
coastal sea water [24]. An interference test indi-
cated that the peak of 5 nM folic acid was masked
completely by addition of 2 mg 17! Triton X-100
to sea water. Such compounds could therefore
potentially interfere with the determination of
folic acid in sea water.

Interestingly the reduction current of folic acid
was enhanced by addition of humic acid (HA) up
to a concentration of 0.8 mg C 17! This effect
may have been caused by an enhancement of the
adsorption due to either molecular or ionic inter-

actions between the HA and the folic acid. the
folic acid peak height was diminished sharply by
higher concentrations of HA possibly because of
competitive adsorption of the HA or because of
binding of the folic acid by the HA.

Additions were made of several elements to
investigate their potential interference with the
folic acid determination. The elements were se-
lected on basis of their known ability to produce
a voltammetric peak in conditions similar to those
for the determination of folic acid, and the added
concentrations were much higher than those oc-
curring naturally. The folic acid peak was not
affected by additions of 300 nM selenium, 1 uM
copper or 150 nM cadmium to the sea water.
Higher concentrations of cadmium caused the
folic acid peak to decrease. These elemental con-
centrations are 100-1000-fold greater than nor-
mally encountered in clean sea water so it is
unlikely that they will interfere with the determi-
nation of folic acid in this environment.

Sample storage

Sample stability upon storage was investigated
using UV-irradiated sea water containing 1 nM
folic acid in glass (salinity) and HDPE 250-ml
bottles. The bottles were kept in the dark at 4°C,
CSV determinations indicated that the folic acid
concentration decreased with storage time pre-
sumably as a result of adsorption on the bottle
walls: 10% in 4 h, 25% in 5 days, and 45% in 25
days. The decrease was generally larger and
poorly reproducible in the HDPE bottles. Glass
bottles are therefore advisable and were used in
this work for sample storage. Storage in unfil-
tered and un-irradiated sample aliquots was not
tested but this was expected to be subject to
biological activity.

Determination of folic acid in the Mersey estuary

Situated in the North West of England, the
Mersey estuary is surrounded by a large indus-
trial area and is heavily polluted with untreated
sewage. Folic acid was measured in samples col-
lected in August and September 1990 using dif-
ferential pulse CSV. The samples were not fil-
tered but the suspended material was allowed to
sediment to the bottom of the sample bottles for
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Fig. 7. The distribution of folic acid (detected by CSV) (A)

and silicate (B) in the estuary of the Mersey in August and
September.

several hours prior to the analyses. The analyses
were carried out in a random order to prevent
possible imposition of systematic errors. Re-
peated analyses (a week later) of samples which
had been analysed early on unexpectedly showed
no significant differences in the detected folic
acid concentrations indicating that the folic acid
concentrations in these samples were quite sta-
ble.

The folic acid concentration in the Mersey
estuary was found to decrease generally with in-
creasing salinity (Fig. 7A), ranging between below
the limit of detection (estimated at about 0.1 nM
in the presence of surfactants in these samples)
to 3.2 nM. The folic acid concentration increased
at intermediate salinity presumably as a result of
local inputs (presumably from sewage) or local
production by bacteria. The folic acid concentra-

tion was higher in August than in September
probably due to a higher folic acid concentration
in the freshwater end-member, but the general
behaviour in the Mersey estuary was similar dur-
ing both sampling periods.

Comparisons of the folic acid concentration
with that of other variables (nutrients, suspended
solids, dissolved oxygen and temperature) showed
that folic acid was inversely correlated with dis-
solved oxygen (r? = 0.87) in September, the folic
acid concentration decreasing with increasing
salinity whereas the dissolved oxygen concentra-
tion increased. This could be explained by the
consumption of oxygen by bacteria while they are
decomposing organic matter including folic acid;
the sea water endmember acting as a source of
oxygen whereas the freshwater endmember acted
as a source of dissolved organic carbon and folic
acid. However, this relationship was not con-
firmed by the data collected in August. Data for
silicate in the Mersey estuary are shown in Fig.
7B to illustrate the distribution of a compound
which behaves generally conservatively in this es-
tuary: comparison shows an almost linear dilution
pattern for the silicate (variations at the freshwa-
ter end are due to variable freshwater input whilst
an intercept with the salinity axis at a salinity
below 35 (average sea water) indicates biological
uptake at the high salinity end during August)
whereas the folic acid has a more varied pattern
due to local inputs, breakdown and/or produc-
tion.

The oceanic distribution of folic acid is to be
investigated using this method in future work.

Assistance with the sample collection from the
Mersey estuary by Peter Jones (NRA North West)
1s gratefully acknowledged. The research of
ACLG was partially supported by a student award
from the NERC.

REFERENCES

1 T. Brody, B. Shane and E.L.R. Stokstad, in L.J. Machlin
(Ed.), Handbook of Vitamins. Nutritional, Biochemical,
and Clinical Aspects, Marcel Dekker, New York 1984, pp.
459-496.



470 A.-C. Le Gall and C.M.G. van den Berg / Anal. Chim. Acta 282 (1993) 459-470

2 P.A. Mayes, In R.K. Murray, D.K. Granner, P.A. Mayes
and V.W. Rodwell (Eds.), Harper’s Biochemistry. 22nd
edn., Appleton and Lange, Norwalk, CN, 1990, pp. 547-
560.

3 S. Aaronson, S.W. Dhawale, N.J. Patni, B. DeAngelis, O.
Frank and H. Baker, Arch. Microbiol., 112 (1977) 57.

4 K.W. Daisley, Limnol. Oceanogr., 14 (1969) 224.

5 S.F. Bruno, R.D. Staker and L.L. Curtis, J. Mar. Res., 39
(1981) 335.

6 D.G. Swift, J. Mar. Res., 39 (1981) 375.

7 C. D’Silva and A. Rajendran, Mahasagar, 16 (1983) 153.

8 T. Nishijima and Y. Hata, In T. Tokaichi, D.M. Anderson,
T. Nemoto (Eds.), Red Tides: Biology, Environmental
Science and Toxicology, Elsevier, Amsterdam, 1989, pp.
257-260.

9 M. Fiala, Oceanol. Acta, 5 (1982) 339.

10 D.W. Menzel and J.P. Spaeth, Limnol. Oceanogr., 7 (1962)
151.

11 M. Fiala and L. Oriol, Mar. Biol., 79 (1984) 325.

12 E. Jacobsen and M.W. Bjgrnsen, Anal. Chim. Acta, 96
(1978) 345.

13 S. Kwee, Bioelectrochem. Bioenerg., 11 (1983) 467.

14 A.N. El-Maali, J.C. Vire, G.J. Patriarche and M.A. Ghan-
dour, Analusis, 17 (1989) 213.

15 D.B,, Luo, Anal. Chim. Acta, 189 (1986) 277.

16 J.M. Fernandez-Alvarez, A. Costa-Garcia, AJM. Or-
dieres and P. Tunon-Blanco, J. Electroanal. Chem., 225
(1987) 241.

17 K. Kretzschmar and W. Jaenicke, Z. Naturforsch., 26 B
(1971) 225.

18 B.E. Conway, R.G. Barrados, Electrochim. Acta, 5 (1961)
319.

19 P. Valenta, H.W. Niirnberg and D. Krznaric, Bioelec-
trochem. Bioenerg., 3 (1976) 418.

20 P.T. Kissinger, C.R. Preddy, R.E. Shoup and W.R. Heine-
man, In P.T. Kissinger and W.R. Heineman (Eds.), Labo-
ratory Techniques in Electroanalytical Chemistry, Marcel
Dekker, Amsterdam, 1984, pp. 9-49.

21 M.T., Stankovich, and A.J., Bard, J. Electroanal. Chem.,,
75 (1977) 487.

22 A.-C. Le Gall and CM.G. van den Berg, Analyst, (1993) in
press.

23 B.C. Househam, C.M.G. van den Berg and J.P. Riley,
Anal. Chim. Acta, 200 (1987) 291.

24 B. Cosovic, V. Zutic, V. Vojvodic and T. Plese, Mar.
Chem., 17 (1985) 127.



Analytica Chimica Acta, 282 (1993) 471-484
Elsevier Science Publishers B.V., Amsterdam

471

Fully automated potentiometric determination
of the free ligand concentration
in complexation titrations:
the system Ag(I) with N-methylethylenediamine
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Abstract

A fully automated potentiometric procedure is presented for the determination of free ligand concentrations of
ternary systems in aqueous solutions. A primary model selection and an estimation of the stability constants of the
ternary system can be obtained from the same data. The automated technique is demonstrated on the complexation
of Ag(I) with N-methylethylenediamine in 1 M NO; medium and the results are compared with the standard ratio

procedure.

Keywords: Potentiometry; Aliphatic diamines; Complexometry; Methylethylenediamine; Silver

A polyfunctional open-chain ligand like eth-
ylenediamine usually forms several species during
complexation with a metal ion in aqueous solu-
tion. The normal procedure to determine the
formation constants of such a ternary system is to
perform pH and if possible pM measurements
over a sufficiently large concentration range of
metal (M), ligand (L) and proton (H), in as many
as possible different metal to ligand ratios, ob-
taining hundreds of points in order to solve the
mass balances for a proposed model. For most
organic molecules no suitable potentiometric sen-
sors exist so that pL values can only be deter-
mined if the model is successfully refined by
non-linear optimization programs. The impor-
tance of the knowledge of pL values is obvious,
e.g., most auxiliary functions such as Leden’s F,

Correspondence to: L.C. Van Poucke, Laboratory of Inorganic
and Physical Chemistry, Limburgs Universitair Centrum, B-
3590 Diepenbeek (Belgium).

functions and Bjerrum’s 7z function need [L] to be
calculated.

One can obtain pL and pM values without any
prior knowledge of the complexating model with
the free ion concentration in solution or FICS
strategy [1,2], using only pH measurements. More
reliability is obtained when both pH and pM
measurements are performed. In that case the
so-called “dilution technique” [3] can be used.
This technique was developed theoretically by
some of the authors [3,4] and has been tested
manually on the complexation of N-methyl sub-
stituted 4-H- and 4-methyldiethylenetriamines
with Ag(D) in nitrate medium [5,6}. These kinds of
experiments are very tedious and time consum-
ing. A procedure for a complete automation of
the dilution technique seemed desirable.

In the continuing study of the complexation of
Ag(I) with aliphatic amines [7,8] this automated
titration technique is tested by a complexation
study of Ag(I) with N-methyl substituted eth-

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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ylenediamines. In order to illustrate the proce-
dure and its possibilities of this type of titrations,
the complexation of the ligand N-methylethyl-
enediamine with Ag(I) is described in some de-
tail.

The validity of these results is tested by per-
forming a second series of experiments where the
standard ratio technique is used. The obtained
potentiometric data are analysed using the least
squares program SUPERQUAD [9-11].

THEORY

The general equilibrium of a metal ion, a
proton and a ligand is usually expressed as:

pM+qL+rH=sM, L H,
, L

r q r

7 MI[L)[H]

The ligand is often a polyprotic acid with j disso-
ciable protons:

L +jH < LH;
[LH,]

Boi;j = P ——
* [LI[H]

Metal hydrolysis might also occur during com-
plexation and should be taken into account:

pM + kOH = M,(OH),
B — [MPH—k]
77k M)P[H] ¢

B,, is the global stability constant of the com-
plex M,L_H,. By,; is the formation constant of
the acid LH; and B,,_, are the possible metal
hydrolysis constants. The charges are omited for
clarity.

The dilution technique is based on several
equations derived from differentiating the Gibbs
function and using the Duhem—Margules relation
in aqueous solution for a ternary system [3]. The
complexity sum Cg (or Sillen sum) [12] can be
determined by solving the following equations
using the appropriate experimental data:

Cs= L[M,L,H,], (1)
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Cs=C—[M] - [L] - [H] - [OH] - ¥ (LH;)

J

()
C—Co= —2.303[["(9-—1-%@) dh]
ho v m,lh mlu
(3)
C—-—Cy=Cy ln% +C ln[[TL]]0
+ "™, d n[H] (4)
In[H],

where m, [ and h are the total number of moles
of metal, ligand and proton, v is the total volume,
C and C, represent the total concentration of all
solutes for two different titration points, Cy, C
and Cy; are the total concentrations of metal,
ligand and proton and [M}, [L] and [H] are the
free concentrations of metal, ligand and proton,
respectively.

The indexes i, j and k denote all possible
metal-ligand—hydrogen complexes, all proto-
nated ligand species without metal, and the metal
hydrolysis products without ligand, respectively.

The subscript 0 denotes a titration point where
no complexation occurs. These points can also be
used for internal calibration of the electrodes.

If [M], [H], C,, Cpy, Cy, the pKy(=Byo_1)
the pK, values of the ligand and the possible
metal hydrolysis constants are known one can
determine C,, C, Cg and [L] for each titration
point.

Some idea of the composition of the com-
plexes in solution can be obtained by calculating
the average stoichiometric coefficients: p (aver-
age bound metalions per complex), g (average
bound ligands per complex) and 7 (average bound
protons per complex) using the following equa-
tions [3]:

5=|Cu—M)- )k:prs,,o_,[Ml”[H]"]/cs
' (5)

¢, - L]~ zqﬁoq,[u"[m’]/cs ®)

|
Il
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F=|Cy—[H] +[OH]
- EerO—r[M]p[H]_r

k

q r
- ZrBqu[L] [H] /Cs (7)
j
As a consequence of obtaining this kind of poten-
tiometric data, the mass balances become a set of
linear equations of the form A -X =B, because
each titration point yields 3 sets of linear equa-

tions.
Cu— [M] - ;poO—r[M]p[H]—r

= ¥ B, [M)[L]'[H] (®)
Cp— [L] - quoqr[L]q[H]r
= L8, [M)’[L]"[H] ©)

Ny o
= vawvea
| S———— |
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Cy - [H] + [OH] - ;rﬁOq,[L]q[H]'

- %‘,rﬁpo_,[M]q[H]—'

= Zi‘,B,,q,[M]p[L]q[H]' (10)

No estimates of the values of the stability con-
stants are needed anymore to calculate a given
model.

EXPERIMENTAL

Reagents

AgNO; (Merck p.a.), KNO, (Merck p.a.) are
used without further purification. KOH and
HNO, solutions are prepared from Titrisol am-
poules (Merck p.a.). KOH solutions are prepared
under a N, atmosphere with freshly boiled dou-
bly distilled, deionized water and are kept under

Ny o
VALVE b
| DO |
Nz 4Ny
rVALVEc Il
[
POTENTIOMETER
5
Hz0 8 e
. 21 POTENTIOMETER
7
L A |
1
a
L APPLE 1IGS
IiTEl COMPUTER
THERMOSTATIC | B} TH]
BOX, 25.0°C e H ¢ i i ;
| ev"® pure”
1 el Lm 1€
oy s G| auf®
1 v
9
/ 8 SAMPLE CONVEYER //
I 7

Fig. 1. Experimental set-up for the dilution method. (1) Ag/Ag,S electrode, (2) reference electrode in a salt bridge, (3) glass
electrode, (4) automatic stirrer, (5) gas bubbler, (6) anti-diffusion burettetip from (I) automatic burette with strong base, (II)
automatic burette with metal solution, (III) automatic burette with ligand solution, (IV) automatic burette with indifferent
electrolyte solution, (7) precision potentiometers, (8) automatic sample changer, (9) lift from the sampler changer.
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a CO,-free atmosphere in a polyethylene bottle
and are used within two weeks of preparation.

The ionic strength of all solutions is kept con-
stant at 1 M NO3 with KNO,.

N-Methylethylenediamine (Aldrich Chem.
99%) is purchased under the amine form and is
neutralized with 2 equivalents HNO,. The corre-
sponding dinitrate salt is purified by repeated
crystallization in ethanol and dry dimethyl ether
and is dried on P,O,, in a vacuum desiccator
until colourless white crystals are obtained.

Calibration

The following electrodes are used: a glass elec-
trode (Ingold pH 0-14 U262-S7), a reference elec-
trode (Ingold Argental 363-S7) in a saltbridge
(Schott-Gerite B511 with ceramic plug) filled with
1.5 M KNO,; and a Ag/Ag,S electrode (Orion
94-16). The emf values are registered through 2
Radiometers PHM-64 or -84 with a resolution of
0.1 mV. The “dilution method” and the standard
ratio technique are performed with the same
electrodes.

The calibration of the glass electrode and the
Ag/Ag,S electrode, the determination of their
characteristics, the determination of the pK,,
(13.775 £ 0.003) and the pK, values of the N-
methylethylenediamine (7.44 + 0.01 and 10.30 +
0.01) are described in a set of previous papers
[8,13,14].

Dilution technique

Setup. The experimental design is shown in
Fig. 1. An Apple II GS microcomputer controls
the Metrohm 637 sample changer, the 4 auto-
matic Schott T 100 piston burettes and the auto-
mated stirrer, reads the 2 precision digital Ra-
diometers, controls the valves for bubbling inert
gas through and above the solution and the valves
for blowing the electrodes dry and washing then
off with doubly distilled water. The entire setup is
placed in a thermostated box at 25°C in a ther-
mostated room. The microcomputer is interfaced
with the burettes, potentiometers and the sample
changer through two 1/0 32 cards.

With some slight modifications in the users
program the setup is also used for the sodium
determination in bread [15], for the iodometric
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determination of Cu™, Cu?* and Cu®* in the
superconductor YBa,Cu,O, [16] and for the de-
termination of sulfur functionalities in fossil fuels
(17].

The sample changer mainly consists of 3 parts:
a conveyer belt, a carroussel, and a lift. Bekers
are placed on the conveyer belt in sets of 3. The
first 2 are for rinsing and drying the electrodes
and the third one for internal calibration and the
actual measurements. There is a specially adapted
double wall holder on the top of the lift which
contains 4 antidiffusion burettetips, the reference
electrode in a saltbridge, the glass electrode and
the Ag/Ag,S electrode. In the double wall holder
are some small concentric openings around the
electrodes for rinsing and blowdrying. The con-
trol program is written in UCSD-Pascal with in-
corporated Assembler subroutines.

Measurements. The C,,/C, ratio is kept con-
stant and set equal to 1/2 as being the most
interesting ratio. The stock solutions for the re-
spective burettes are: Burette I, 5 ml, 0.1 M KOH
in 1.0 M KNOj;; Burette II, 20 ml, 0.01 M AgNO,
in 0.99 M KNO,; Burette III, 20 ml, 0.01 M
LH,(NO,), + 0.002 M HNO; in 0.978 M KNO;;
Burette 1V, 50 ml, 1.0 M KNO,.

The starting solutions consist of 10 ml from
burette II, 20 ml from burette III, 10 ml from
burette IV, x ml from burette I and (5 —x) ml
from burette IV. x is a value between 0 and 5 ml.

The x values are choosen in such a way that
the difference in potential of both the glass elec-
trode and the Ag/Ag,S electrode is less then 15
mV for two successive starting solutions. Simula-
tions have shown that the deviations of the calcu-
lated pL value are less than 0.002 units if the dA
values (see Eqn. 3) are choosen so that the ApH
between two successive curves is less than 0.2-0.3
pH units [3). The extra 10 ml from burette IV is
added to make sure that all electrodes can make
contact with the mixture. Before adding the strong
base, an internal calibration of both the glass
electrode and the Ag/Ag,S electrode is possible
due to the excess of HNO;. At such a low pH no
complexation is expected.

The obtained solution is then diluted with 1 M
KNO; (burette IV) in steps of 5 ml until a total
volume of 165 ml is reached, therefore the name
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“dilution technique”. About a dozen dilution
titrations, each lasting approximately 40 min, can
be performed in a day before the electrodes show
signs of a sluggish response. The carry over of
sitver from one dilution series to another was
tested potentiometrically and is less than the ex-
perimental error (< 0.1%). We expect that this is
the same for ligand and proton.

Ratio technique

Setup. Details of the experimental setup, equi-
librium criteria and estimation of the standard
errors of the burettes and the electrodes are
discussed in a previous paper [8].

Measurements. Because we expect a large di-
versity of complexes, mononuclear, polynuclear
and protonated complexes, several different
Cag/C ratios are employed: 2/1,1/1,1/2,1/4,
1/8.

Two main stock solutions are used. Ligand
solution: 0.01 M LH,(NO,), in 0.98 M KNO,;
silver solution: 0.01 M AgNO; in 0.99 M KNO,.

The ratios 1/1-1/2-1/4-1/8 are obtained by
keeping the number of mmoles ligand constant
and varying the volume of the silver solution
added to the mixture. The initial volume of the
mixture is kept constant by adding 1 M KNO;:
e.g., 1/2 ratio: 20 ml ligand solution + 10 ml
silver solution + 10 ml KNO,, 1/8 ratio: 20 ml
ligand solution + 2.5 ml silver solution + 17.5 ml
KNO;.

The 2/1 ratio is prepared using 20 ml ligand
solution and 40 ml silver solution. The titration is
continued until both protons are liberated from
the ligand or until precipitation from Ag,O be-
comes visible. All titrations are performed at
least in duplicate. The calibration of the glass
electrode and the Ag/Ag,S electrode are per-
formed externally before and after each complex-
ation titration. All solutions are added using pre-
cise burettes instead of pipets.

Calculations

A program written in Fortran 77, “ANAL _DI-
Lut”’, solves Eqns. 1-4 in order to calculate the
Sillen sum and the free ligand concentration [L].
Subsequently p, § and 7 are calculated from
these values using Eqns. 5-7. Several subroutines
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for calculating derivatives of discrete numerical
data are tested, but the smoothing and differenti-
ation subroutine from Gorry [18] based on the
Savitzky—Golay {19] algorithm for equidistant data
seems to obtain the best results. The integrals
were calculated using an algorithm based on the
trapezoidal rule. Standard input files for su-
PERQUAD can also be generated by this program.

Values of the stability constants from data of
the dilution technique are calculated with the
linear regression program sTAcCAL3. The advan-
tage of linear regression in comparison with non-
linear regression is the absence of any arbitrary
convergence criterium. Hence it is possible to list
a considerable number of probable models. An-
other advantage is the fact that in linear regres-
sion well-defined statistics are obtained. Further,
no initial guesses about the values of the stability
constants are needed, and the danger that bad
guesses lead to a local minimum is excluded.
sTAacAL3 solves Eqns. 8—10 using a modified ver-
sion of Bevington’s subroutine REGRES [20]. The
program systematically covers all possible combi-
nations of species for a maximum number of
possible species. As input parameters are needed:
the free concentrations and total concentrations
for all titration points, the acidity constants of the
complexating ligand, the pK,, of the solvent, the
possible metal hydrolysis constants and the stoi-
chiometric coefficients of the possible complexes.
The best models are selected on the basis of the
following tests as defined by Bevington [20]: the
reduced chisquare =

1
Z — (¥ ",Vfit)z
s 2

i i

Chisqr. =
18ar number of degrees of freedom

R;,. = the crystallographic R factor:

1 2
Y —(¥i—¥a)
Rge = %
fac Z yiz
2
i O
R, = multiple linear correlation coefficient:

5~ Siy
R mul — b_-
] S)Z,

j=1
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where b; is defined by the linear equation

n
y=a+ ) byx;
i=1

and
§3 = | Dalyy— < Tl T,
Jy (N—l) - 171 Ni i i

(sample covariance) and

§2= (—Ni—l)[;y?— %(lzy)z]

(sample variance)
vg. = fitted y value and y, =y value. Unit weights
are applied to all data points, i.e., o;=1 mol
dm~3, and on the basis of the species distribu-
tion, where we assume that a meaningful species
should be above the arbitrary value of 3%.

The data from the ratio technique are anal-
ysed using SUPERQUAD. As a starting model, esti-
mates from the complexation model of Ag(I) with
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ethylenediamine [7,21] are used as we expected

N-methylethylenediamine to behave analogously.
Superquad minimizes the error square sum

U=Xw(E — Ef)? with weight

., [%E i 2
w,=1/|ot+ oy

The goodness-of-fit is judged by the overal fit
statistics

(eTwe)
S =
m-—n

where € is a vector of residuals in the potential,
€T its transpose, w is the weight matrix, m is the
number of data points and » is the number of
parameters to be refined. The model selection
criteria used for SUPERQUAD are:

a good overall fit: an S value between 1 and 3
is generally accepted as a good fit [10];

a low standard deviation of the constant;

1/2

4.0
.

T T T )
0.0 2!’].0 46.0 0.0 100.0 120.0 0.0

T
80.0
VOLUME INDIFFERENT ELECTROLYTE (mL)

Fig. 2. (a) pH data from the dilution method vs. volume of added indifferent electrolyte. C 5, = 0.09979 mmol, C; = 0.2000 mmol,
Cy varies from 0.41998 to 0.000 mmol. Full lines are drawn according to the way the data are collected. Three individual titrations
are marked as reference points: (1) Cyy = —0.02 mmol, (2) Cy = 0.14 mmol, (3) Cy; = 0.36 mmol. (b) pAg data from the dilution
method (mass balances same as mentioned above). Full lines are drawn analogously to Fig. 2a. The three individual titrations are

also marked.
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Fig. 3. (a) pH data from the dilution method vs. number of base-equivalents. The three individual titrations are marked. Three full
lines connect the data points with the same amount of added volume indifferent electrolyte at respectively 0.0, 60.0 and 120.0 ml.

(b) Relative complexation function 1 = log(Cy/[Ag™ ] vs. number of base-equivalents. The three individual titrations are marked.
The full lines have the same meaning as in Fig. 3a.
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The acidity constants, the pK,, the mass bal-
ances and the electrode parameters are kept con-

stant during model refinement.

a significant % species presence (an arbitrary
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a minimum number of species.
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All calculations are done in double precision.
The drawings are made using the Disspla drawing
subroutine library. Listings of all programs, in-
cluding those used for the graphical analysis, are
available from the authors.

RESULTS AND DISCUSSION

Dilution technique

The experimental data resulting from the dilu-
tion procedure are shown in Fig. 2a and b. The
full lines in Fig. 2a and b connect the data points
that are obtained in a single dilution titration.
Three individual titrations are referenced: (1) A
= —0.02 mmol (2) h=0.14 mmol, (3) 4 =036
mmol. A different, but more conventional way of
visualizing the same data, are presented in Fig. 3a
and b. Three full lines connect all data points
with the same amount of added volume indiffer-
ent electrolyte at respectively 0.0, 60.0 and 120.0
ml resulting in the more familiar titration curves.
The isohydric point occurring in the neighbour-
hood of pH 9.5 is probably due to an equilibrium
between a minimum of two non-protonated
species. The same individual tirations referenced
in Fig. 2a and b become vertical lines of dots in
Fig. 3a and b. As can be seen from Fig. 3b the
smaller the spread of data for a given equivalent
the less complexation has occurred. The corre-
sponding pH values also lie very close to each
other. The complexation really starts when the
first proton of the biprotic ligand is neutralized.
The Sillen sum (Fig. 4) decreases as the volume
increases, but increases as the pH rises. The p, g
and 7 curves vs. pH for two different total con-
centrations of metal and ligand are presented in
Fig. 5 so that some idea about the predominant
species can be made. The region where the com-
plexation is the lowest gives unreliable results on
P, q and r. Large errors are also found in the
beginning and at the end of each titration curve.
We can see from Eqn. 2, if the complexation is
low, the Sillen sum will have a large error due to
the additivity of the errors of the individual terms.
Furthermore, calculating accurate numerical
derivatives is known to be difficult at the begin-
and endpoints of curves.
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We therefore use two cutoff values when cal-
culating the average stoichiometric coefficients. If
the Sillen sum was less than 2.0 X 10™* mol dm ™3
or the relative complexation function n [=
log(C,,/[Ag* D] was less than 0.2 the respective
experimental value is not included in the calcula-
tion.

Using Fig. 5 in the pH range 9.5-10.5, p = 1.5,
g=1.7 and r=0 suggest a polynuclear species
Ag,L, and a mononuclear species AgL,. Around
pH=85, p=12, g=1.8 and 7=1 suggesting
the formation of AgL,H, Ag,l.,H and AgLH
and at even lower pH (< 8.0) AgL,H, and AgLH
are expected to be formed. Polynuclear complex
formation starts around pH = 8.0. ¥ does not go
below 0 indicating that there is no evidence that
hydroxy ligand complexes exist in solution in this
ratio. Nevertheless, two hydroxy ligand species
are added to the possible species list because
other investigators [22,23] have detected mixed
ligand hydroxy complexes (Agl.OH) of ethylene-
diamine with Ag(I) pH-metrically.

All possible models containing the following
11 species: AglL.H, Agl.,H,, Agl.,, Agl, AgL,H,
Ag,L,, Ag,L, Ag,L,, Ag,L,H, Agl(OH) and
AgL (OH) were tested using STACAL3.

The number of all theoretically possible mod-
els thus tested runs up to 2047 (= 2!! — 1). Using
sTAacaL3 this only takes 3 h runtime on our CDC
mainframe. With SUPERQUAD, this would have
taken days to do. No successful models consisted
of any of the mixed ligand hydroxy complexes,
confirming the 7 > 0 values.

The formation constants, standard deviations
and respective goodness-of-fit values (R, and
R;,.) of the best model are listed in Table 1. Unit
weights are applied to all data points. A list of
the 4 best models is given in Table 2. Table 2
shows that, despite the fact that models 2, 3 and 4
have more species, no better minimum is found,
contrary to what is generally predicted by non-lin-
ear least squares. The significant difference of
reduced chi-square between model 1 and the
other models makes the choise obvious so that
the best description for complexation in this
Cag/Cy ratio and concentration area can be at-
tributed to model 1.

There is an alternative way of calculating the
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TABLE 1

Best model obtained from the dilution technique ?
Species log (B) S.D. Max % species
AgLH 12.69 0.07 25

AgL,H, 25.47 0.07 16

Agl, 7.30 0.03 27

AglL,H 16.83 0.07 8

Ag,L, 12.05 0.01 79

2 Chisqr. = 6.79 X 107°, R, = 0.991, Ry, = 3.01x1073
Number of titration points = 278. Number of data points =
834.

stability constants from these data using su-
pERQUAD. The pH and pAg data can be analysed
with this program in two ways:

as a collection of constant volume titrations
(coulometric option in SUPERQUAD); or

as a collection of dilution titrations at a con-
stant mass balance of proton.

In both ways, one has the option to weight the
data or not. Since the weights are calculated from
the derivatives of the titration curves one chooses
towards the independent variable, the weights on
the respective titration points will be different.
When no weights are used, both ways give identi-
cal results. The independent variable depends on
the way the data are analysed: at constant volume
o, is dependant on the burette adding the KOH
and at constant mass balance of proton, o, is
dependant on the burette adding the KNO,,.

TABLE 2
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The results of the best models, i.e., the models
with the lowest S value analysed in both ways are
shown in Table 3. A few aspects of Table 3
immediately draw our attention. Weighting the
data according to the dilution titration at con-
stant mass balance of the proton (the way the
data are obtained experimentally) or using unit
weights render the same formation constants and
standard deviations. With hindsight, this is to be
expected as we can see from Fig. 2a and b the pH
and pAg values hardly vary during a dilution
titration (maximum 0.5 log units) so that all points
practically recieve the same weight from su-
PERQUAD. This is not the case when the data are
analysed at constant volume. The high X values
obtained when the weighted option in su-
PERQUAD is used, indicate systematic errors in the
data, which is not very surprising considering the
large amount of manipulations needed to per-
form the dilution technique. Also, one must not
forget that sUPERQUAD was not originally de-
signed to cope with this kind of titrations.
Either way the data are analysed suPERQUAD
ignores one aspect of the titration curves. If the
data are analysed at constant mass balance of
proton the buffer area of the titration curves are
not taken into account and at constant volume
the concentration or dilution aspects will be ne-
glected. Both aspects are taken implicitly into
account when the pL values are calculated with
“ANAL _DILUT” through Eqns. 3 and 4.

Survey of the four most successful models found using stacaLs (The formation constants are tabulated for each model with the
standard deviations on the last digit between brackets, followed by its % species presence)

Species Model 1 % Model 2 % Model 3 % Model 4 %
AgLH 12.68 (7 25 12.62(9) 22
Agl,H, 25.48 (D 16 25.77(3) 28 25.73(2) 29 25.50(7) 17
Agl, 7.30 (3) 27 7.3203) 29 7.33(3) 29 733 (3) 29
Agl,H 16.83 (7) 8 16.83 (9) 20 16.89 (7) 9 16.91 (1) 10
Ag,L, 12.05 (1) 79 11.94 (4) 64 11.94 (1) 64 11.95 (4) 65
Ag,L,H 19.72(2) 7

AgL 4.0 (1) 8 4.0 (1) 22 4.0 (1 20
Ag,L 6.548 4

Chisqr 6.69 X 107° 730 x 10~° 7.45%x10°° 7.49 x 107°

R 0.991 0.990 0.0990 0.992

Re.. 0.0856 0.0887 0.0896 0.0898
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TABLE 3
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List of the best models obtained from the possible ways of analysing pH and pAg data obtained from the dilution technique using

SUPERQUAD

Same pH and pAg data as sTACAL3
Species log B S.D. %

All pH and pAg data

Constant mass balance proton (weighted option): o, = 0.01 ml, Tpag = 0.004, g,y = 0.004

AgL,H, 25.75 0.02 29
AgL, 7.52 0.01 38
Ag,L,H 20.12 0.04 16
Ag,L, 12.029 0.005 78
§=581

Constant volume (weighted option): o, = 0.002 ml, 0,5, = 0.004, o,y = 0.004

AgL,H, 25.77 0.02 30
AgL, 7532 0.009 38
Ag,L,H 20.05 0.04 14
Ag,L, 12.034 0.004 79
§=491

Constant mass balance proton = constant volume (unit weights option)

AgL,H, 25.75 0.02 29
AgL, 752 0.01 38
Ag,L,H 20.11 0.04 16
Ag,L, 12.029 0.005 79
§=138

Species: log B S.D. %
AglLH 11.8 0.1 3
Agl,H, 25.80 0.02 32
AgL, 7.525 0.009 38
Ag,L,H 19.77 0.07 8
Ag,L, 12.041 0.004 80
S=6.14

AgLH 11.97 0.06 5
Agl,H, 25.75 0.02 30
AgL, 7.536 0.008 38
Ag,L,H 19.70 0.07 7
Ag,L, 12.042 0.004 80
S$=4.86

AglH 11.8 0.1 3
Agl,H, 25.80 0.02 32
AgL, 7.525 0.009 38
Ag,L,H 19.77 0.07 8
Ag,L, 12.041 0.004 80
S=145

The four different methods of calculation for a
given data set using SUPERQUAD Yyield the same
model and practically the same formation con-
stants. In comparison with the results of stacaL3
when the limited pH and pAg data set is used
(with cutoff values) the species [AgLH] is re-
moved from the model by supERQUAD due to an
excessive standard deviation of the constant. This
is not surprising if one considers the fact that the
pH and pAg area where this species is predomi-
nant is almost completely removed by the cutoff
values.

It is interesting to note that suPERQuUAD (with
or without cutoff values) prefers the minor spe-
cies {Ag,L,H] above the other minor species
[AgL,H]; the latter was prefered by sTAcAL3.

Ratio technique

The data obtained from this procedure are
shown in Fig. 6a and b. As no pL values are
available sTacaL3 cannot be used so that the data

can only be analysed using SUPERQUAD. Several
models are tested using the weighted option in
SUPERQUAD (0% 4us = 0.2 MV, 0p oy ng,s = 0.1
mV and o, =0.002 ml). The most successful
model is presented in Table 4 together with its
final fit statistic S and the maximum % species
presence for all ratios. The maximuim % species

TABLE 4
Best model obtained from the ratio technique *
Species log B S.D. Max % Max %
species species
(all ratios) (1,2 ratio)
AgLH 12600 0.003 28 24
AglL,H, 25277 0007 21 13
AgL, 7265 0.005 71 25
AgL,H 16.741  0.009 20 7
Ag,L, 11.986  0.001 84 79
Ag,L,H 1942 0.02 5 4

2 Final fit statistic $ = 3.15, Number of titration points = 746,
number of data points = 1492,



482

pH
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15

1.0

i

eta = log10(CM/(Ag+))

T T T 1
0.75 ‘I.IOO 125 1.50 175 2.00

# base equivalents

07 100 125 150 175 2.00
# base equivalents

Fig. 6. (a) pH data from the ratio technique vs. number of base-equivalents. The ratios 1/8 (0), 1/4 (a), 1/2(+), 1/1 (x), 2/1
(O) are shown. The full lines are the theoretical values using model 2 from Table 5. (b) pAg data from the ratio technique vs.
number of base-equivalents. The ratios 1/8 (D), 1/4 (a), 1/2 (+), 1/1 (x), 2/1 () are shown. The full lines have the same

meaning as in Fig. 6a.



R. Garner et al. / Anal. Chim. Acta 282 (1993) 471-484 483

TABLE 5

Survey of the most successful models found using SUPERQUAD

[The formation constants are tabulated for each model with the standard deviations on the last digit between brackets, followed by
its % species presence. ® denotes that the standard deviation is less than 0.01 log units. The % species presence is the maximum %
occurrence of the respective species over all ratios and over the entire pH area. The S statistic (goodness-of-fit) is also given for
each model]

Species Model 1 % Model 2 % Model 3 % Model 4 % Model 5 %o
AgLH 12.63 2 29 12.60 @ 28 12.62 @ 29 12.60 @ 28 12.60 # 27
Agl,H, 25.27 ¢ 21 2528 # 21 25.20(D) 18 2530 2 22 25.28 # 21
AgL, 7.26 * 71 7.26 2 71 7154 58 7.26 ® 71 7.24 8 69
AglL,H 16.75 (1) 21 16.74 2 20 16.0 (1) 4 16.79 2 23 16.74 2 21
Ag,L, 11.99 2 85 11.99 @ 84 11.84 (1) 71 11.98 2 84 11.98 @ 84
Ag,L,H 19.42 (2) 5 19.44 (2) 5
AgL 4153) 31
Ag,L 5.98 (2 4
Ag,L4 13.6 (1) 3
A 3.79 3.15 354 332 313
Model 6 % Model 7 %
AglLH 12.60 @ 27 12.56 ® 25
AgL,H, 253972 28 25.39 2 28
AglL, 7.29 @ 74 7.30 2 75
AgL,H
Ag,L, 12.02 2 86 12.02 ® 86
Ag,L,H 19.46 (3) 5
M 5.60 5.14
o
81
[=]
=
o Agoly
8-
Q
S
Q
n 87
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Oo
& 8
n
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o
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o
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o
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° 6.0 65 7.0 75 8.0 8.5 9.0 95 10.0 10.5 1.0 ns

Fig. 7. Species distribution of the model shown in Table 4 in function of pH calculated sing C,, = 0.1 mmol, C; = 0.2 mmol,
Cy = 0.4 mmol. Initial volume: 40 ml.
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presence of the 1/2 ratio is also given in order to
make a comparison between the dilution method
and ratio technique possible. The arbitrary cri-
terium of minimum 3% species presence is used
in the model selection. A list of the most success-
ful models is shown in Table 5. Model 2 is pref-
ered above model 5 due to the large standard
deviation of the formation constant of [Ag,L,]
and is low per cent species presence.

As can be seen from table 4, both Agl,H and
Ag,L,H are accepted. Using the dilution method,
both calculation procedures prefered only these
two species. From the percentage of appearance,
it is clear that both species are of minor impor-
tance.

Conclusion

The best models of both techniques agree fairly
well, although the dilution method covers a large
concentration area but only uses one C,,/C;
ratio whereas the ratio technique covers a limited
concentration area but uses a broad C,,/C; ra-
tio.

The species [Ag,L,H] is not identified in the
dilution technique using stacars. This is under-
standable if the percentage of species presence is
checked for a 1/2 C,,/C ratio using the model
obtained from the ratio technique (Table 4 and
Fig. 7).

The best model found in the dilution tech-
nique agrees with the prediction based on the
average stoichiometric coefficients. We feel confi-
dent that the rigorous model testing in the dilu-
tion technique through the p, g are 7 curves and
stacaL3 forms a sound basis and identifies the
predominant species for further model testing.
The standard deviations on the constants ob-
tained from the dilution technique and sTAcaL3
are of a more realistic magnitude (+0.05) than
obtained from superouaD. If the experimental
conditions in the dilution technique can be im-
proved, both pathways will be comparable. In
view of the results and the more definite model
selection possible with stacars, it should be

R. Garner et al. / Anal. Chim. Acta 282 (1993) 471-484

worthwhile to optimize the dilution technique.
Nevertheless if pL values are not known STACAL3
can not be used. In that case, a program like
SUPERQUAD remains the only alternative.
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Abstract

The use of different cells for pH measurements for the determination of equilibrium constants of metal complexes
is discussed in relation to the liquid junction potential connected with them. The effects of H:q and OH,, on this
quantity are also considered. The literature values for the conversion factor A, representing the difference in pH
value based on the calibration with NBS buffers and that defined in terms of H* concentration, are discussed.

Keywords: Potentiometry; Titrimetry; Metal complexes; Stability constants

A paper [1] concerned with some aspects of
potentiometric pH titrations related to the deter-
mination of equilibrium constants of metal com-
plexes recently appeared in this journal. This
problem is, in general, complex but can be ap-
proached in a reasonable way if the measure-
ments are carried out using solutions that contain
an inert salt in order to maintain a constant ionic
strength. Under these conditions the activity co-
efficients of all species present remain virtually
constant and, therefore, concentrations instead of
activities can be used in the calculations of the
equilibrium constants. In this way the use of more
or less exactly known activity coefficients can be
avoided. As in practice the equilibria often occur
in the presence of a known concentration of inert
salt(s), the quantitative data obtained in this way
are very valuable. These pH measurements de-
mand the use of galvanic cells with a liquid junc-
tion, as the reference electrode (RE) has to be
separated from the investigated solution. This
results in cells with one or two regions in which
two solutions with different composition are sep-
arated by porous glass allowing the ion transport.
Each of these junctions is responsible for an

electrical potential which is added to the required
potential difference of the two electrodes giving
the experimental E or pH values. These junction
potentials, E;, are generally not known and can-
not be calculated exactly. Therefore, one has to
choose cells and solution compositions for which
the pH values being measured are not altered by
junction potentials.

CELLS FOR pH MEASUREMENTS

In the case under discussion, commercially
available combined glass electrodes were used for
such measurements. These electrodes have often
been employed for the measurement of pH val-
ues in the activity scale (pHygg), also using the
commercially available NBS (National Bureau of
Standards) buffer solutions for their calibration.
In the above-mentioned paper [1], only in one
case were two separate electrodes used and, as
the results obtained were very similar to those
with the combined electrodes, the same conclu-
sions were drawn for all cells when taken to-
gether. This agreement is due to the fact that

0003-2670 /93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved



486

both RE have identical KCl solutions. These
electrodes are made primarily for pH measure-
ments in the activity scale following IUPAC rec-
ommendations [2), but not always with the claimed
KCl concentration (> 3.5 m, Metrohm 3 M KCl,
Beckmann 4 m KCl and Orion 3 m KCI). This
accounts for the claim “that companies selling
combined glass electrodes have a tendency to
state that their electrodes measure the ‘hydrogen
jon activity’” [1]. As the junction potential de-
pends mainly on the concentrations of the two
solutions coming into contact, the use of a satu-
rated KCI solution in the calomel electrode (=
saturated calomel electrode: 4.16 M or 4.8 m KCl
at 25°C) is considered to be the best way for its
minimization, its value being equivalent to 0.02—
0.10 pH units. The choice of this particular salt is
further due to the fact that a factor appearing in
the expression of the junction potential given by
Henderson [3] is the difference in the limiting
ionic conductivity [3] and its value is in this in-
stance fairly low for KCl (2.85 cm? Q~! mol~!
[4D. ! Further errors in E; are expected if the
solutions for the calibration and measurement
have other inert salt compositions, because they
give different E; values and the measured pH
value deviates from its true value by an amount
that corresponds to the difference in E; between
the two solutions. This quantity is called the
residual liquid junction, A E;. For this, the use of
solutions of the same inert salt and at the same
concentrations for all solutions being measured is
the best solution for more exact measurements.
Instead of a saturated calomel electrode one
can use a 0.1 M (KCD) calomel electrode, which,
as mentioned by Bates [5], has some advantages.
If the measurements are carried out in 0.1 M
NaCl one then has a liquid junction between the
two solutions. Also in this instance one could
insert between the two solutions a saturated KCl
bridge. If one considers the junction potential E;:

RE, 0.1 MKCl1[0.1 M NaCl E;=64mV
RE, 0.1 MKCI{3.5 MKCI[0.1 MNaCl E;=0.4mV

On the basis of the limiting ionic conductivities, smaller
differences are obtained for NH,NO; (2.39), CsCl (0.91)
and Csl (0.31 cm? Q! mol~!). Among these three salts
only the first has previously been used for salt bridges.

G. Anderegg / Anal. Chim. Acta 282 (1993) 485-488

on the basis of the data of Milazzo [6], one notes
the effectiveness of the concentrated KCI solu-
tion. For routine measurements this advantage
can be nullified through contamination by chlo-
ride ions of the solution under study. The flow of
KCl in the test solution has only been mentioned
in one paper {7] and was found to be of 0.004 M
h~!. It should depend on the dimensions of the
pores of the sintered glass of the RE and on the
volume of the test solution. This effect can be
much larger if in the test solution chloride ions
are absent and, instead of NaCl, NaNO, is used
as an inert salt. As the reference electrode solu-
tion contains chloride to stabilize Hg,Cl(s) and
the potential of the electrode, the connection
with the test solution can then be made as fol-
lows:

solution with
I=0.1(NaNO;)

M

Solution with
I'=0.1(NaNO,)

Uy

Hg, Hg,Cl,,0.1 MNaCl  |0.1 M NaNO;|

0.09 M NaNO,

He, He2Cla, ) o Mnacl

}|0.1 M NaNO;|

or similar half-cells with other alkali metal ions.
The 0.1 M NaNOj; solution of the bridge can be
changed in order to exclude the chloride ions. If
this solution is combined with the test solution in
0.1 M NaNQOs; then the quantity AE; is negligible
if the molar concentrations of the components
investigated and of the buffer used for calibration
amount to a few per cent (1-5%) of that of the
inert salt. The calibration is made with solutions
with known values of [H*], giving another scale
for these measurements, pH_= —log[H"]. In or-
der to avoid large changes in the ionic strength,
one has to calculate this quantity for all ionic
species present with 1=1/2(3,c;z?) (c;=ion
concentration and z;=ion charge) during the
titration and show that its value is correct in the
volume range in which constants are calculated.
Otherwise, a change in the concentration of the
inert salt is necessary. This last condition is not
always respected and even an exact description of
the experimental conditions cannot increase the
reliability of equilibrium constants, especially if
the ionic strength during the measurements goes
outside the limit / + 0.1/. This is because changes
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in the junction potential and in the activity coeffi-
cients of the species present are then expected.
Particularly the statement of the constancy of the
concentration of the inert salt instead of that of
the ionic strength cannot always ensure reliable
results.

If for the calibration alkalimetric titrations of a
strong acid with a strong base are used, it is very
important to show the influence of H;; and OH
on E;, because of their large ionic mobilities with
respect to those of the other ions, owing to the
different mechanisms of ionic transport [8].

EFFECTS OF H* AND OH™~ ON E;

An examination of the values of E; reported
by Milazzo [6] for solutions in contact with 3.5 M
KCl show clearly that with solutions of strong
acids higher E; values are found with respect to
salt solutions. A similar effect, with E; values of
opposite sign, is found for solutions of strong
bases. This effect can be followed with accuracy
for solutions at constant ionic strengths, for which
a mathematical relationship was obtained more
than 80 years ago [3]. For two solutions in con-
tact, having the same ionic strength (cells I and
II), one containing the electrolyte MX and in the
other this electrolyte is being successively re-
placed with the corresponding strong acid HX,
the junction potential E; can be calculated with
the equation of Henderson:

E,= —59.16 log(1 + d[H*]/I) (1)

where d = (Ayx — Aux)/Aumx. Biedermann and
Sillén [9], using different metal and glass elec-
trodes, obtained for the junction 3 M NaClO, |(3
—x) M NaClIO,, xM HCIO, d = 1.95 instead of
3.3 calculated from the molar conductivities A
and Ayyx. For I=0.1 (NaNO,), with further use
of a mercury electrode, it was found [10] that
Na™ can be completely replaced with H* in one
solution involving E; values that can be obtained
within the errors of the glass and mercury elec-
trodes used (1 mV) from the above expression
using the limiting molar conductivities. The value
of d is 2.55 at 21.7°C. Similar equations are
obtained in strongly basic solutions with d = 0.93
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for I=3 M Na(ClO,, OH) and d = 1.057 for
I=10.1 m Na(CIO,, OH). For low E; values, the
linear expression E;= —a[H*]+b[OH™], with
a=17 and b=8 at =3 [11] and a = 647 and
b =272 at I =0.1 can be used [12].

THE CONVERSION FACTOR A4

For cells with RE of type I and II no problems
are expected in the exact determination of stabil-
ity constants of metal complexes because the
residual junction potential is negligible and cor-
rections for H;, and OH_, can be made exactly.
The calibration was done normally with solutions
of weak acids with known pK values or with
strong acids.

If a commercial combined glass electrode is
used for measurements of stability constants at
constant ionic strength I, one needs a calibration
under the same conditions which gives the pH_ in
addition to the pH g scale discussed earlier for
the same cell. If within both scales the junction
potential of each calibration solution is the same,
the difference A4 = pHygs — pPH, represents
—log y (y = activity coefficient of H") corrected
by AE;. Sigel et al. [1] investigated solutions in
the presence of NaNO; (/=0.1 M) and KNO,
(I=0.1 and 0.5 M) against a concentrated (KCl)
calomel electrode and found in each instance the
same value of 4. They considered that this value
is independent of the ionic strength at 7 =0.1-0.5
and of the inert salt used, although the two
nitrates were used only at I =0.1. They recom-
mended the same value of A4 also for the range
I'=1-2 M. The data on E; in pH units for HCl
solutions in KCI, NaCl and LiCl against satu-
rated. KCI obtained by Harned [13] and discussed
by Feldmann [14] conflict with the above general-
ization, but in the range 0.1-0.5 M MCI (M =K™*
or Na*) differ by only 0.02. This difference in-
creases to 0.05 at I = 3. For LiCl, the E; value is
larger and reaches 0.11 at I = 3. The value of A4
of ca. 0.02 obtained at an ionic strength of 0.1,
practically within the error of the pH measure-
ments (+0.02), is unexpected considering that
under this condition the liquid junction potential
of the solutions investigated should be virtually
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identical [5], within 0.02. Therefore, the expected
value of A should be almost identical with
—log y = 0.10, where ¥y is the activity coefficient
of H* at I=0.1. In this context, one should
remember that the residual liquid junction poten-
tials of the NBS buffer solutions used are never
larger than 0.01 pH unit [15].

Values of A4 close to —log y have been re-
ported for solutions at I=0.04-0.2 [7], at I=
0.05-0.5 (KCI or NaClO, or KNO,) [16] and at
I=0.1 (KNO,) {17], obtaining values around 0.1
and only at I=0.5 did the A4 value deviate
substantially. A comparison of 4 values is more
adequate at I = 0.1, as the NBS buffers also have
a similar ionic strength and therefore a match of
the liquid junction potential is possible, ¥ being
very similar. In the solutions investigated the
ionic strength has not always been maintained at
the given value because of high concentrations of

other components and sometimes the strong acid

present [7] contributes to E; Nevertheless, it
seems improbable that the A values obtained
previously [7,16,17] are a consequence of some
small inadequacies. As mentioned by Covington
[18], the value of E; seems to depend on the
geometry of the liquid junction and only if that is
sufficiently defined is its E; value reproducible.
This is generally achieved by the use for a capil-
lary tube. “Most commercial designs for the for-
mation of liquid junctions are of ill-defined geom-
etry and hence poor reproducibility” {18]. By cor-
rect and repeated calibration this effect can also
be excluded!

Conclusions

For practical reasons and in order to avoid
contamination, the use of cells containing only
solutions at the same ionic strength is considered
to be the most effective way to obtain reliable
potential measurements. Under this condition, in
the presence of H;, and OH_, at high concentra-
tions, a correction is necessary, which can be
determined exactly experimentally.

The variability of the conversion factor 4 from
0.1 to 0.02, assuming no changes or contamina-
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tion of all solutions involved, can be explained by
errors in AE; due to the use of “commercial
combined” glass electrodes with variable KCl
concentration (3—-4.18 m KCl) and calibration of
the cell without checking the junction potentials
for Hy, and OH_, [19]. The above assumption
and these two points can be controlled by the use
of further measurements by those who prefer the
different commercial combined glass electrodes
for equilibrium studies.
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Abstract

Sixteen Schiff’s bases have been prepared from salicylaldehyde and substituted anilines and their stoichiometric
protonation constants have been determined in dioxan-water mixtures of 30, 40, 50 and 60% dioxan (v/v) using a
combined pH electrode at 25°C, under nitrogen atmosphere. The calculation of the constants has been carried out
using a PKAS computer programme. The effects of the substituents on the protonation constants and the additivities
of these effects are discussed. Furthermore, it was found that the log Ky value increases but the log Kyy value
decreases for all Schiff’s bases if the percentage of dioxan is increased.

Keywords: Potentiometry; Titrimetry; Protonation constants; Schiff’s bases

Schiff’s bases are becoming increasingly impor-
tant as analytical, biochemical and antimicrobial
reagents, and in addition they have received much
attention due to their use as liquid crystals and
dyes [1-5]. Because of their diverse uses in sci-
ence, the protonation constants of such com-
pounds are of interest. Although there is a num-
ber of publications on the determination of the
protonation constants of the various Schiff’s bases
in solvent mixtures [6-12], a literature survey
reveals that the protonation constants of Schiff’s
bases prepared from substituted anilines and sali-
cylaldehyde have not been determined systemati-
cally in dioxan-water mixtures. This article,
therefore, deals with the determination of the
stoichiometric protonation constants of salicylide-
neaniline, salicylidene-2-methylaniline, salicylide-
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Faculty of Science, University of Ankara, Ankara (Turkey).

ne-3-methylaniline, salicylidene-4-methylaniline,
salicylidene-2-ethylaniline, salicylidene-3-ethyl-
aniline, salicylidene-4-ethylaniline, salicylidene-2-
methoxyaniline, salicylidene-3-methoxyaniline,
salicylidene-4-methoxyaniline, salicylidene-2,3-di-
methylaniline, salicylidene-2,4-dimethylaniline,
salicylidene-2,5-dimethylaniline, salicylidene-3,4-
dimethylaniline, salicylidene-2,4-dimethoxyaniline
and salicylidene-3,5-dimethoxyaniline. Moreover,
this work reports an investigation aimed at gain-
ing information about the specific effects of the
substituents and the effect of the solvent compo-
sition on the protonation constants of the Schiff’s
bases.

EXPERIMENTAL

The measurements in this study were carried
out at 25.0 £ 0.1°C in aqueous—dioxan media

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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containing 30, 40, 50 and 60% dioxan (v/v). Ionic
strength of media were adjusted to 0.1 M with
sodium perchlorate.

Materials

All Schiff’s bases were prepared by condensing
salicylaldehyde with aniline and substituted ani-
lines. The Schiff’s bases were purified by recrys-
tallisation from ethanol. Stock solutions were
prepared in dioxan. Salicylaldehyde and all sub-
stituted anilines were purchased from Merck (re-
agent grade) and were used as received.

The concentrations of stock solutions of per-
chloric acid (Merck, 70%) and sodium hydroxide
(Merck) were 0.1 M. Acid solutions were stan-
dardised against primary standard sodium car-
bonate (Merck). Alkali solutions were potentio-
metrically standardised against HCIO, by use of
Gran’s plot techniques, allowing determination of
dissolved carbonate impurity [13,14].

Chemically pure sodium perchlorate (Merck)
was used to keep the ionic strength constant.

Dioxan was purchased from Merck and puri-
fied by the method given in Ref. 15.

Potentiometric apparatus and procedure

Potentiometric titrations were carried out in
jacketed glass reaction vessels as described in
Ref. 16. The cell e.m.f. was measured using an
Orion 720 A Model pH-ionmeter equipped with
combined pH electrode (Ingold). The electrode
was modified by replacing its aqueous KCl solu-
tion with 0.01 M NaCl + 0.09 M NaClO, satu-
rated with AgCl.

Titrations were performed in an atmosphere
of nitrogen with carbonate free standard 0.1 M
NaOH on 50 ml solutions containing 0.1 M
NaClO, and (i) 2.5x 107> M HCIO, (for cell
calibration) plus (ii) 2.5 X 1072 M HCIO, + 1.5 X
1073 M Schiff’s base.

Cell calibration

The potentiometric cell was calibrated for use
of the combined pH electrode as a hydrogen ion
concentration probe rather than as an activity
probe. The ionic strength of the test solutions
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used in this study is kept constant; therefore the
e.m.f. of the cell can be written in the form

E . =E%, +E;+k log[H"] (1)

where E2., represents a quantity independent of
[H*] but dependent on the activity of Cl~ in the
filling solution of the electrode and the activity
coefficient of H* in the test solution [17]. The
activity coefficient of H* can be considered to be
constant throughout the titration because the
ionic strength of the solution is almost constant.
E; is the liquid junction potential and the con-
stant k, denoted as electrode calibration slope,
represents the Nernstian factor.
The calibration constants EY, and k were
determined by titration of a 2.5 X 107* M solu-
tion of perchloric acid with 0.1 M sodium hydrox-
ide solution for each medium studied. All solu-
tions for the calibration titrations were made up
to an ionic strength of 0.1 M with NaClO,. In all

TABLE 1

Stoichiometric protonation constants of Schiff’s bases derived
from salicylaldehyde and methyl-substituted anilines at 25.0+
0.1°C, for different dioxan-water mixtures (u =0.1 M
NaClO,) @

log Kpyy log Koy log 8,° Alogk®

30% Dioxan

Reference ¢ 4.35 9.14 13.49 0
2-CH,4 4.30 9.05 13.35 -0.05
3-CH, 4.56 9.08 13.64 0.21
4-CH, 4.87 9.15 14.02 0.52
40% Dioxan

Reference ¢ 4.10 9.00 13.10 0
2-CH, 3.95 9.00 12.95 -0.15
3-CH,4 4.30 9.20 13.51 0.20
4-CH, 4.60 9.25 13.85 0.50
50% Dioxan

Reference ¢ 3.85 9.49 13.34 0
2-CH;4 3.70 9.29 12.99 -0.15
3-CH,4 4,10 9.40 13.52 0.25
4-CH, 4.45 9.50 13.95 0.60
60% Dioxan

Reference ¢ 3.60 9.85 13.45 0
2-CH,4 3.30 9.55 12.85 -0.30
3-CH, 3.90 9.70 13.60 0.30
4-CH, 4.20 9.85 14.05 0.60

a All errors are 0.03 or lower. ® log B, = log Koy +log Ky
A log k = log Ky (ref.)—log Kyy. ¢ Salicylideneaniline.
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titrations, experimental points obtained in the
region 2.2 < pH < 3.0 were used for calibrations,
where pH, represents —log[H*]. Within this
range of pH, the E; is effectively constant [18].
Eqn. 1in the form E_ = E2,; + k log[H*](where
EZy = Egy + E;) was found to reproduce the cali-
bration data to a precision typically of the order
of +1.0 mV.

The standardization of the combined pH elec-
trode was checked in the alkali range too, by the
addition of an excess of NaOH. By assuming the
EZ, value determined in the acidic range to be
reliable and [OH ~ ] = concentration of base added
in excess, we calculated reproducible values of
pK,,, for all the solvent mixtures examined [19,20].

Calculation techniques

The computer programme PKAS was used for
the calculation of the protonation constants of
Schiff’'s bases from potentiometric titration data
[17].

RESULTS AND DISCUSSION

The stoichiometric protonation constants of
Schiff’s bases are presented in Tables 1-4. The
log Koy and log Ky values are related to the
protonation of phenolate and imine nitrogen, re-
spectively, as follows:

CH=N
QLG =
"

R, R,
(L)
CH=N
O v
OH R, R,
(HL)
H
CH=N"
OH R, R,
(H,L™)
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where R, and R, = H, methyl, ethyl and methoxy.
As can be seen from Tables 1 and 2, the protona-
tion constants, log Ky, of salicylideneaniline (as
reference) and its alkylderivatives vary in all the
media investigated like 2-R < reference < 3-R <
4-R. This order can be used as an indication to
the extend of the contributions of the alkyl groups
to the basicity of the azomethine nitrogen. Fur-
thermore electronic and steric effects of the alkyl
groups can also be inferred. Methyl and ethyl
groups are capable of releasing electrons by a
resonance mechanism and are best able to stabi-
lize a positive center when positioned ortho or
para to it. This effect is known as hyperconjuga-
tion [21]. If the hyperconjugation was the only
effect on the basicity of the azomethine nitrogen,
the 2-R derivatives would also be more basic than
the reference. The fact that the reference is more
basic than the 2-R derivatives indicates that the
steric effect is dominant to the resonance effect

TABLE 2

Stoichiometric protonation constants of Schiff’s bases derived
from salicylaldehyde and ethyl-substituted anilines at 25.0 %+
0.1°C, for different dioxan-water mixtures (u =01 M
NaClO,) ?

log Ky log Koy log B,° Alogk®©
30% Dioxan -
Reference ¢ 4.35 9.14 13.49 0
2-C,H; 4.15 9.24 13.39 —-0.20
3-C,H; 4.40 9.40 13.80 0.05
4-C,H; 4.77 9.12 13.89 0.42
40% Dioxan
Reference ¢  4.10 9.00 13.10 0
2-C,Hg 3.90 9.05 12.95 —-0.20
3-C,Hg 4.15 9.30 13.45 0.05
4-C,H; 4.55 9.21 13.76 0.45
50% Dioxan
Reference ¢ 3.85 9.49 13.34 0
2-C,H; 3.60 9.41 13.01 -0.25
3-C,H; 3.94 9.34 13.28 0.09
4-C,H; 4.32 9.53 13.85 0.47
60% Dioxan
Reference ¢ 3.60 9.85 13.45 0
2-C,H;, 3.30 9.72 13.02 —0.30
3-C,H; 3.70 9.70 13.40 0.10
4-C,H; 4.07 9.80 13.87 047

2 All errors are 0.03 or lower. ° log 8, = log Koy +log Kyy.
A log k =log Ky (ref.)—log K. ¢ Salicylideneaniline.



492

in the case of o-substitution. The 4-R derivative
is more basic than the 3-R derivative. This is in
agreement with the prediction that the p-alkyl
will contribute more to the electron density of the
azomethine group than the m-alkyl.

A comparison of the basicities of methyl and
ethyl derivatives with the same pattern of substi-
tution shows that the methyl group is a more
powerful electron-releasing group than the ethyl
group. With any pattern of substitution, the order
-CH, > -C,H; always holds in all the media
investigated.

An inspection of the log Ky;; values (Table 3)
for the methoxy derivatives of differing pattern of
substitution reveals that the order is 3-OCH;, <
references < 2-OCH; < 4-OCH,, regardless of
medium. The order 3-OCH; < ref. indicates that
the effect of OCH , is predominantly inductive in
the meta position. On the other hand, the same

TABLE 3

Stoichiometric protonation constants of Schiff’s bases derived
from salicylaldehyde and methyl-substituted anilines at 25.0+
0.1°C, for different dioxan-water mixtures (u =01 M
NaClO,) ?

log Ky log Koy log B,° Alogk©

30% Dioxan

Reference ¢ 4.35 9.14 13.49 0
2-OCH; 4.40 8.99 13.39 0.05
3-OCH; 4.20 9.10 12.30 —-0.15
4-OCH; 4.96 9.20 14.16 0.61
40% Dioxan

Reference ¢ 4.10 9.00 13.10 0
2-OCH, 4.15 9.17 13.32 0.05
3-OCH; 3.80 9.20 13.00 -0.30
4-OCH; 4.80 9.40 14.20 0.70
50% Dioxan

Reference ¢ 3.85 9.49 13.34 0
2-OCH, 4.00 9.17 13.17 0.15
3-OCH; 3.65 9.33 12.98 -0.20
4-OCH; 4.65 9.58 14.23 0.80
60% Dioxan

Reference ¢ 3.60 9.85 13.45 0
2-OCH; 3.65 9.75 13.40 0.05
3-OCH;4 3.28 9.65 12.73 -0.32
4-OCH; 4.50 10.22 14.72 0.90

2 All errors are 0.03 or lower. ® log 8, = log Koy +log Ky
©Alog k =log Ky (ref.)—log Kyy. ¢ Salicylideneaniline.
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TABLE 4

Stoichiometric protonation constants of Schiff’s bases derived
from salicylaldehyde and substituted anilines at 25.0+0.1°C,
for different dioxan—water mixtures (u = 0.1 M NaClO,) *

log Ky log Kny  log Koy log B,°
(exp.) (calc.)

30% Dioxan

Reference ¢  4.35 4.35 9.14 13.49
2,3-diCH 4.50 4.51 9.03 . 13.53
2,4-diCH, 4.70 4.82 9.15 13.85
2,5-diCH, 427 4.51 8.96 13.23
3,4-diCH, 4.90 5.08 9.20 14.10
2,4-diOCH; 4.90 5.01 9.25 14.15
3,5-diOCH; 3.86 4.05 9.18 13.04
40% Dioxan

Reference ¢ 4.10 4.10 9.00 13.10
2,3-diCH 426 4.15 9.05 13.31
2,4-diCH, 4.40 445 9.10 13.50
2,5-diCH 3.95 4.15 8.95 12.90
3,4-diCH, 4.80 4.80 9.40 14.20
2,4-diOCH; 4.80 4.85 9.25 14.05
3,5-diOCH; 355 3.50 9.15 12.70
50% Dioxan

Reference ¢ 3.85 3.85 9.49 13.34
2,3-diCH; 4.15 3.95 9.49 13.64
2,4-diCH , 4.29 4.30 9.20 13.49
2,5-diCH 4 3.85 395 9.46 13.31
3,4-diCH; 4.55 4.70 9.64 14.19
2,4-diOCH; 4.65 4.80 9.49 14.14
3,5-diOCH; 345 3.45 9.29 12.74
60% Dioxan

Reference ¢ 3.60 3.60 9.85 13.45
2,3-diCH 4 391 3.60 9.64 13.55
2,4-diCH, 4.03 3.90 9.87 13.90
2,5-diCH, 3.55 3.60 9.50 13.05
3,4-diCH, 4.40 4.50 10.05 14.45
2,4-diOCH; 441 455 9.87 14.28
3,5-diOCH; 3.14 2.96 9.50 12.64

2 All errors are 0.03 or lower. ° log B, = log Koy +log Kyy.
¢ Salicylideneaniline.

group appears to be acting through resonance
and steric mechanisms when it is in the ortho
position and resonance mechanism in the case of
the para position. The reason why the 2-methoxy,
derivative is less basic than the 4-methoxy isomer
can best be explained on the grounds that induc-
tive electron depletion by oxygen is more pro-
nounced in the o-derivative [21].
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When the basicities of methyl, ethyl and meth-
oxy derivatives of the same substitution pattern
are compared, the following orders can be seen:

2-C,H, < 2-CH, < 2-OCH,
4-C,H, < 4-CH, < 4-OCH,
3-OCH, < 3-C,H, < 3-CH,

These orders are valid in all the media investi-
gated and on the basis of electronic and steric
effects, these are exactly the predicted orders.

Using the same media, the protonation con-
stants of the Schiff’s bases derived from the con-
densation of disubstituted anilines with salicyl-
aldehyde have been found and the relevant data
are given in Table 4. These data can be of use in
judging the additivities of the numeric contribu-
tions of various groups on the protonation con-
stant, log Ky, of the parent Schiff’s base. For
this purpose, the differences (A log k) between
the protonation constants of the reference and of
methyl and methoxy derivatives are listed in Ta-
bles 1 and 3. Using these differences, predictions
have been made for the log Ky of the disubsti-
tuted derivatives. The calculated and experimen-
tal log Ky values are listed in Table 4. An
inspection of these values leads to the conclu-
sions that the basicity contributions of individual
groups are roughly additive and the protonation
constants of these Schiff’s bases can be approxi-
mated to some extend.

As to the log Ky values of the phenolic
moiety of these Schiff’s bases, we have not ob-
served any regularity between the log Koy val-
ues and the type and position of the substituents.
This lack of regularity can probably be attributed
to the fact that the substituents are far from the
OH group.

The effects of the solvent itself on the proto-
nation constants of various compounds have been
studied by several authors [22-26]. For a discus-
sion of the effect of solvent composition on the
protonation constants of Schiff’s bases, the varia-
tion of log Ky, values with the percentage of
dioxan is plotted in Figs. 1-4. These figures show
that the linear relationships exist between
log Ky and the percentage of dioxan for methyl,
ethyl, methoxy and disubstituted derivatives. The
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Fig. 1. The variation of log Kyy values of methyl substituted
Schiff’'s bases against the percent of dioxan. Key: o=
reference; Ao =2-CH;; O =3-CH;; 0 =4-CH,.

inverse relation between the dioxan percentage
and log Kyy values may be related to the varia-
tion of the medium dielectric constant. Log Kyy
values are the formation constants of the ionic
species H,L* from the molecular species HL.
Since the dielectric constant of the medium de-
creases with the increase of dioxan percentage,
solvents of higher percentage of dioxan would
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Fig. 2. The variation of log Kyy values of ethyl substituted
Schiff’s bases against the percent of dioxan. Key: ®=
reference; Ao =2-C,Hs; O =3-C,Hs; 0 =4-C,H;.

10
2

-2




494

5.00

| \\
'F A0 a
! .
-

o
a
1o
3.00 2 L " "
2 » L L [ o

dioxan, ¥ ~———a=

Fig. 3. The variation of log Kyy values of methoxy substi-
tuted Schiff’s bases against the percent of dioxan. Key: @ =
reference; Ao =2-OCH;; O =3-OCHj3; © = 4-OCH,.

solvate HL better than H,L* whereas the oppo-
site would be true for solvent rich in water. As to
the variation of the log Koy values of Schiff’s
bases with the solvent composition, we have ob-
served that these protonation constants increase
with the dioxan percentage except for 30% dioxan
(Tables 1-4). The increase of the log K;; values

5.00
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¥ rop a
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" —1 S L
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Fig. 4. The variation of log Kyy values of disubstituted
Schiff’s bases against the percent of dioxan. Key: o=
reference; a =2,3-diCH,; O =2,4-diCH,;; a =2,5-diCH3;
B = 3,4-diCH,; 0 =2,4-diOCH 3; @ = 3,5-diOCH .
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with the percentage of dioxan can also be ex-
plained on the same grounds. Of course, changes
in the effective solvation of the charged and
uncharged species involved in going from 30 to
60% dioxan would affect the protonation con-
stants also.

We gratefully acknowledge the financial sup-
port of Ankara University Research Fund (Pro-
ject No. 92-05-04-04).
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Polyaniline-dispersed mercury electrode for the detection
of monochloramine and dichloramine
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Abstract

A novel type of electrochemical detector based on a polyaniline-dispersed mercury-coated glassy carbon chemi-
cally modified electrode was investigated for the detection of monochloramine and dichloramine. A polyaniline
dispersed-mercury modified electrode, which was prepared by coating polyaniline on a thin mercury film electrode
using fast-sweep voltammetry, was developed. The selectivity could be altered using various counter ions incorporated
into the polymer. The results indicated that the use of a conducting polymer-based electrochemical sensor for the

selective determination of chloramine is a feasible approach.

Keywords: Amperometry; Voltammetry; Chloramine; Electrochemical detection; Polyaniline-dispersed mercury elec-

trode

It has been demonstrated that the use of con-
ducting polymer coatings for modified surfaces
provides advantages in chemical analysis [1-3].
Electrochemistry provides a simple, clean, and
efficient route to polymer synthesis. The use of
conducting polymers to modify the selectivity of
electrochemical sensors has been explored [4-6].
The most extensively employed conducting poly-
mer for this purpose is that based on polypyrrole
[1]. Different counter ions (C™) are readily incor-
porated during the polymer synthesis and there-
fore the chemical selectivity (activity) of the poly-
mer is readily adjusted. The incorporation of
metallic centres into the polymer coating results
in enhanced electrochemical properties. In the
case of a conductive electroactive polymer, it can
be achieved by incorporating the metal species
electrochemically to form metallic centres [7-9].

Correspondence to: E. Wang, Laboratory of Electroanalytical
Chemistry, Changchun Institute of Applied Chemistry, Chi-
nese Academy of Sciences, Changchun, Jilin 130022 (China)

Alternatively, the metal can be predeposited on
the substrate to be used for electropolymeriza-
tion, using a transient (pulsed, fast cycle) wave-
form, metal nucleation and polymer formation
can be initiated according to the following reac-
tion [10]:

+E
MO

app ~Eupp

Mn+ MO

+

I I n e
N M+C™ N n.C_

Wallace and co-workers [4-6,10,11] have stud-
ied polypyrrole-dispersed mercury-coated glassy
carbon electrodes systematically. The most recent
work was to investigate the use of polypyrrole
coatings to modify the selectivity of the ampero-
metric response to chloramines for developing a
specific dichloramine sensor [11].

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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TABLE 1
Conditions employed for synthesis of polyaniline
Type of Solution Potential scan ‘Scan rate No. of
polyaniline (aqueous) range (V) (mVs™h) potential
cycles
PAn/Cl 0.1 M PAn + 1.0 M HCI —-02to +1.1 100 10
PAn/SO, 0.1 M PAn + 1.0 M H,SO, —-02to +1.1 100 10
PAn/NO, 0.1 M PAn + 1.0 M HNO, —~02to +1.1 100 10

It is well known that water chlorination pro-
ceeds according to the following reactions [12]:

NH, + HOCI - NH,Cl + H,0
NH,Cl + HOCI - NHCI, + H,0
NHCI, + HOCl - NCl, + H,0

The relative amount of each chloramine formed
depends on the pH. As phosphate buffer (pH 5.0)
is employed, NH,Cl and NHCI, are formed at
this pH [13). It has been recognized that the
specific form of the chloramines, in particular the
presence of dichloramine, has a dramatic effect
on taste and odour problems in drinking water.
Chloramines have been determined using amper-
ometric and UV detection [14]. All of chlor-
amines respond indicating no selectivity for their
individual detection.

In this work, a novel approach to the prepara-
tion of a polyaniline polymer and a polyaniline
dispersed-mercury modified electrode was inves-
tigated. Electropolymerization of a conducting
polymer proceeds according to

>

O w5 OO
oxidation H

The direct incorporation of species into polyani-
line-based polymers is not so easily achieved.
Polyaniline must usually be grown from acidic
media to ensure the formation of a conductive
polymer. The insoluble layers produced are con-
ductive and electroactive, and this process in-
volves the incorporation of counter ions into the
polymer matrix during synthesis, where X~ is an
anion in the monomer solution. When this pro-
cess is induced at a mercury film substrate, the
mercury is predeposited on the substrate to be
used for electropolymerization, by fast-sweep
voltammetry, and then the mercury can be oxi-
dized at potentials required for the polymeriza-
tion. However, if the potential is switched rapidly
to a negative potential to reduce the mercury
before all of it has diffused away from the elec-
trode surface, then the mercury will be rede-
posited. Simultaneously, a layer of polyaniline
polymer is formed on the electrode surface. The
procedure is such that a series of counter ions
X7, such as CI7, SO;~ and NOj, may be incor-
porated during the polymerization process. The

X

+
H
y 1-y

TABLE 2

Conditions employed for coating polyaniline on the mercury film electrode

Electrode Solution Potential scan Scan rate No. of
range (V) Vs potential

cycles 2

PAn/Cl 0.1 M PAn + 1.0 M HCI -02to +0.8 1.0 15

PAn/SO, 0.1 M PAn + 1.0 M H,S0, -02t0 +0.8 1.0 15

PAn/NO; 0.1 M PAn + 1.0 M HNO, —02to +0.8 1.0 15

a 15 cycles fast-sweep scan of 1.0 V s~ ! between —0.2 and +0.8 V on the mercury film electrode.
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purpose of this work was to investigate the selec-
tivity effect for chloramine detection by incorpo-
rating different ions on the polyaniline-dispersed
mercury electrode.

EXPERIMENTAL

Reagent and solutions

All reagents were of analytical-reagent grade,
unless stated otherwise, and distilled water was
employed throughout. Analytical-reagent grade
aniline was obtained from Beijing Chemicals. The
solutions used for polymer synthesis were freshly
prepared by mixing the monomer solutions with a
suitable acid solution before polymerization. Am-
monium sulphate and sodium hypochlorite (Beij-
ing Chemicals) were dissolved in distilled water
to obtain 0.1 mol 17! stock solutions. Phosphate
buffer were prepared from 0.01 mol 17! K,HPO,
and 0.01 mol 1-! KH,PO,, adjusting the pH to
5.0. This buffer solution was also used as the
eluent. Chloramine solutions were prepared as
described [13].

Apparatus

Cyclic voltammetry (CV) was performed with a
laboratory-built potentiostat [15] with a three-
electrode cell containing a silver /silver chloride
(saturated with potassium chloride) and a plat-
inum-wire reference and counter electrode, re-
spectively. A glassy carbon electrode (area 0.12
cm?) was employed as the substrate for the
polyaniline-modified electrode.

All liquid chromatographic (LC) experiments
were done using a Model 510 pump, a U6K
injection valve (Waters) and a 7-um particle size
Nucleosil C,4 column (200 mm X 4.0 mm i.d.) as
an analytical column. A glassy carbon electrode
(area 0.071 cm?) was employed as the substrate
for the polyaniline-modified electrode. A UV-
visible spectrophotometer (Model 481, BAS) was
also used for the detection of chloramines.

Preparation of polyaniline-modified electrode.
Polyaniline (PAN) electrodes incorporating vari-
ous anions were prepared by cylic voltammetric
(CV) electropolymerization on to the glassy car-
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bon electrode from an acidic solution containing
aniline monomer and the anion chosen. The ex-
perimental conditions are summarized in Table 1.

A polyaniline-cated mercury film electrode was
prepared as follows. First, a prepared thin mer-
cury film was plated at an applied potential of
—0.5 V on a glassy carbon electrode from a
stirred 100 pwg ml~! Hg(NO,), solution for 60 s.
Second, polyaniline was coated on to the mercury
film electrode by potential scanning at a scan rate
of 1.0 V s~ ! between —0.2 and 0.8 V for 10-20
cycles in the solution. The conditions for each
counter ion are summarized in Table 2.

RESULTS AND DISCUSSION

Electrochemistry :
Cyclic voltammograms were recorded in 0.0
M KH,PO,-0.01 M K,HPO, (pH 5.0) base elec-
trolyte. From CV experiments, we observed that
chloramine had different responses on the glassy
carbon (GC) and polymer-based electrodes.
Chloramine showed a feeble oxidation reaction at
the GC electrode within potential window (Fig.
1A) and an oxidation peak on the GC-Hg elec-
trode at a potential of ca. —0.6 V (vs. Ag/AgCl)
(Fig. 1B). Cyclic voltammograms of polyaniline in
base electrolyte are shown in Fig. 1C; a poor
oxidation—reduction response was observed ow-
ing to the base electrolyte of intermediate acidity.

The presence of chloramine increased the
polyaniline background current and gave a varied
peak shape because of the ClI~ doping and un-
doping from the polyaniline film (Fig. 1C). Fi-
nally, a clear oxidation peak appeared with the
polyaniline-dispersed mercury electrode at a po-
tential of ca. —0.5 V (vs. Ag/AgCD and the peak
height was directly proportional to the sample
concentration (Fig. 1D). This was due to the
oxidation—reduction process of the polyaniline
film at ca. —0.5 V, the transition making the
conducting polymer favourable for chloramine ox-
idation on the GC-Hg-PAn electrode. This re-
sult provided information for chloramine liquid
chromatographic—electrochemical (.C-EC) sep-
aration and detection.
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The effect of the mercury film thickness was
studied. The responses observed for chloramine
at the GC-Hg electrode were constant with mer-
cury plating times of 60, 120 and 180 s in 100 ug
ml~! Hg(NO,), solution at an applied potential
of —0.5 V. However, the background current
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increased with increasing plating times of mer-
cury and consequently a plating time of 60 s was
adopted.

The effect of the thickness of the conducting
polymer layer on the deposited mercury film was
then investigated. With thick polymers, the ratio

E V (vs. Ag/AgCl)

Fig. 1. Cyclic voltammograms for the chloramine sample at GC and polymer-dispersed GC electrodes. Base electrolyte, 0.01 M
K,HPO,-0.01 M KH,PO, (pH 5.0); scan rate, 100 mV s~ !, potential range, ~0.9 to —0.0 V (vs. Ag/AgCl); chloramine sample,
0.01 M NaClO + 0.01 M (NH ,),SO,. Dashed lines, CVs of blank solution (base electrolyte); solid lines, CVs of chloramine sample
in base electrolyte. (A) At GC electrode; (B) at GC-HG electrode; (C) at GC-PAn /SO, electrode; (D) at GC-HG-PAn/SO,
electrode. (1) 0.01 mol 1! chloramine sample; (2) 0.03 mol 1~! chloramine sample.
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of mercury to polymer on the electrode surface
decreased and thus the metal ions had less chance
to access the substrate, particularly at more nega-
tive potentials, where the polyaniline coating were
inherently less conductive. A detailed discussion
is given in the next section.

LC with electrochemical detection

The selectivity factor is defined as the ratio of
the responses of di- and monochloramine. All
experimental conditions in this instance were
constant except for the applied potential and the
coating on the working electrode.

GC and GC-Hg electrode. The effect of ap-
plied potential on the response factor obtained
using glassy carbon was studied and it was found
that the selectivity factor decreased at more nega-
tive potentials. Figure 2A shows the mono- and
dichloramine responses at the GC electrode. The
mercury film electrode was found to increase the
chloramine response considerably compared with
the bare glassy carbon electrode. Figure 2B shows
the increase in the responses at the GC-Hg
electrode.

Polyaniline-coated electrode. The use of a
polyaniline-coated electrode was considered. The
polyaniline-coated glassy carbon electrode was
found to be more sensitive for dichloramine. At
—0.7 V, the dichloramine response was higher
than that at 0.0 V (Table 3), because polyaniline
is more hydrophobic when it is reduced at nega-
tive potentials. This is favourable for the detec-
tion of dichloramine, as it is more hydrophobic
than monochloramine.

At 0.0 V the polymer is in the oxidized state
and is more polar. At —0.5 V the polymer is in
the transition stage between the oxidized and
reduced states, and at —0.7 V the polymer is in
the reduced (neutral charge) state. Table 3 indi-
cates that dichloramine has the best response at
—0.5 V; probably in this instance polyaniline is in
the transition stage between the oxidized and
reduced states, and it is favourable for deinterca-
lation of the counter anions to the film at this
negative applied potential. The response de-
creased at a more negative potential (—0.7 V)
because at this potential the polyaniline was in

501

nv ¥00°0

UV Smin,
VV; u 2
1 1 1

1
2
1 8
8
2
1
2

A B Cc

Fig. 2. Chloramine separation. Eluent, 0.01 M K,HPO,-0.01
M KH,PO, (pH 5.0); flow-rate, 1.0 ml min~?!; UV detection
at 221 nm; electrochemical detection, E,pp=—050 V (vs.
SCE); sample injection, 20 1 of 1X 1073 M NaCIO+1x 1073
M (NH,),S0, in eluent. Response: (1) NH,Cl; (2) NHCl,.
(A) At GC electrode; (B) at GC-Hg electrode; (C) at GC-
Hg-PAn/NO, electrode.

TABLE 3

Effect of incorporated counter ions on chloramine electro-
chemical response (nA) at polyaniline electrodes ?

Electrode Chloramine Eqpp (V)
0.0 -05 -0.7
GC-PAn/Cl NHCI, 44 148 82
NH,Cl 0.0 110 0.0
NHCl, /NH,Cl - 13 -
GC-PAn/SO, NHCI, 28 132 54
NH,CI 00 73 0.0
NHCl, /NH,Cl - 1.8 -
GC-PAn/NO, NHCI, 88 188 125
NH,CI 00 65 0.0
NHCI, /NH,Cl - 29 -

#* Eluent, 0.01 M KH,PO, —-0.01 M K,HPO,; flow-rate, 1.0
ml min ~%; sample injection, 20 pl of 1X10~3 M NaCIO + 1 x
1073 M (NH,),SO, in eluent; polymer deposition, 0.01 M
polyaniline + 1.0 M counter ion; polymer coating, 10 cycles;
scan rate of 100 mV s~ ! between 0.0 and +1.1 V on GC
electrode.
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TABLE 4

Comparison of chloramine detection with GC, GC-Hg and
GC-Hg-PAn electrodes ?

A. Liu and E. Wang / Anal. Chim. Acta 282 (1993) 497-503

TABLE 5

Detection limits and linear range for NH,Cl and NHCI, at
the polyaniline-dispersed mercury film electrode

Electrode Detector response NHCIl, /NH,Cl Electrode Linear range Detection limit
(nA) selectivity (uM) (uM)
NHCI, NH,Cl factor NH,C1 NHCl, NH,Cl NHCl,
GC-Hg 88 220 0.4 GC-Hg-PAn/Cl 0.2-100 50-100 0.1 32
GC-Hg-PAn/Cl 132 380 0.3 GC-Hg-PAn/NO; 10-100 1-25 8.0 0.8

GC-Hg-PAn/SO, 130 320 0.4
GC-Hg-PAn/NO, 280 116 24

% Eppp=—0.50 V for amperometric detection; polymer coat-
ing, 15 cycles fast scan of 1.0 V s~! between —0.2 and +0.8
V for polyaniline-dispersed mercury electrode; other condi-
tions as Table 3.

uv
o
&
2 11 2 11
1
5 min
2
]
8
I :

V J
A B

Fig. 3. Selective chloramine detection at polyaniline-dispersed
mercury film electrode. Other conditions as in Fig. 2. (A) At
GC-Hg-PAn/NOj electrode; (B) at GC-Hg-PAn/Cl elec-
trode.

the neutral state and no counter anion intercala-
tion was possible.

As expected, the counter ion that was incorpo-
rated into the polymer influenced the chloramine
responses (Table 3); of the three polyaniline elec-
trodes investigated, the PAn/NO;-coated glassy
carbon electrode showed the highest selectivity
for dichloramine (Fig. 2C).

Polyaniline-coated mercury film electrode. The
ability of a polyaniline-coated mercury film to
alter the chloramine selectivity was investigated
with three polyaniline-coated mercury film elec-
trodes (Table 4). The highest dichloramine re-
sponse was observed with the GC-Hg-Pan/NO,
and the highest monochloramine response with
the GC-Hg-PAn/Cl electrode (Fig. 3). All re-
sults reported were obtained at an applied poten-
tial of —0.5 V; the response was not improved at
more negative potentials.

The effect of the polymer thickness on the
deposited mercury film for detection of dichlor-
amine was investigated. The procedure involved
3-30 potential scan cycles for preparing a GC-
Hg-PAn electrode. It was found that 10-15 scan
cycles at a scan rate of 1.0 V s~! gave adequate
sensitivity and improved mechanical stability.
Thin polymers showed unstable responses owing
to the poor reproducibility and thicker polymers
showed increased background current and de-
creased responses owing to the increased resis-
tance of the polymer.

The linear range for determination and the
detection limit of mono- and dichloramine using
both GC-Hg-PAn/Cl and GC-Hg-PAn/NO,
electrodes are summarized in Table 5.
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Conclusion

A polyaniline-modified electrode was devel-
oped that gave improved selectivity and adequate
sensitivity and chemical stability for the detection
of chloramines. The polyaniline film electrode
increases the response factors for dichloramine in
all instances. A mercury film on the polymer
electrode increases the monochloramine response
in all instances studied except with the GC-Hg-
PAn/NO, electrode. The highest response for
monochloramine was obtained with the GC-Hg-
PAn /Cl and that for dichloramine with the GC-
Hg-PAn/NO, electrode.

Perhaps the most interesting aspect is that the
selectivity could be altered by incorporating vari-
ous counter ions in the polyaniline. Incorporating
various counter ions during the polymerization
process is responsible for the chemical selectivity
of the polyaniline. In particular, the selectivity of
the polyaniline is associated with the passage of
the anion sample plugs through the polymer to
the electrode surface as a major factor in the
signals obtained. The loose polyaniline film, ob-
tained by incorporating NO3 during the polymer-
ization process, is favourable for dichloramine
determination. The PAn/Cl polymer is more
compact than the PAn/NO,; polymer, so the
GC-Hg-PAn/Cl electrode is beneficial for
monochloramine determination.

Comparing polyaniline and polypyrrole poly-
mer electrodes, it seems that the modes of action
of both electrode systems are similar, The
polyaniline electrode appears to have distinct ad-
vantages for use in analytical applications. In
particular, the polyaniline film is chemically very
stable. In this work, the electrodes were found to
be extremely durable. Usually the same electrode
surface could be used for CV and LC studies for
periods of 2 weeks and longer with no evidence
of chemical or mechanical deterioration. In addi-
tion, the oxidation of the polyaniline occurs at a
lower potential than does that of polypyrrole, and
the incorporation of anionic samples into the
polyaniline film is very rapid.
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The lower sensitivity of these new electrodes is
an important problem for polymer-dispersed
electrode that needs to be improved. This prob-
lem also occurs with polypyrrole film electrodes.
To increase the sensitivity of these new elec-
trodes attention is currently being paid to speed-
ing up the electrode transfer rate to increase the
percentage of species involved in the electro-
chemical analysis step.

This project was supported by the National
Natural Science Foundation of China.
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Acoustic network analysis and equivalent circuit
simulation of the thickness-shear mode acoustic wave
sensor in the liquid phase
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Abstract

Network analysis of the behavior of the thickness-shear mode (TSM) acoustic wave sensor is validated and the
ability of the Butterworth—Van Dyke (BVD) equivalent circuit to describe the electrical characteristics of the sensor
was examined under various conditions. The results demonstrate that the impedance of the quartz crystal can be
measured when one or both sides of the device are immersed in a viscous liquid or a conductive solution. The
equivalent circuit is satisfactory in simulating the impedance characteristics of the TSM sensor in the liquid phase
under most conditions except for total immersion of the sensor in highly viscous or conductive liquids. It is shown that
the frequency response of the TSM device depends on individual crystals and experimental configurations.

Keywords: Sensors; Piezoelectric sensors; Acoustic wave sensors; Equivalent circuit; Network analysis;

The piezoelectric quartz crystal is an elec-
tromechanical transducer which converts electri-
cal energy to mechanical energy, and vice versa.
The electromechanical coupling and stresses re-
sulting from an applied electric field depend on
the crystal symmetry, angle of cut of the crystal
substrate, and configuration of the excitation
electrodes used to apply the electric field across
the crystal. The various modes of electromechani-
cal coupling result in different types of acoustic
waves, modes of propagation, and particle dis-
placements. AT-cut quartz is obtained by cutting
wafers of quartz at an angle of 35°15' to the
z-axis. Application of an alternating field across
the thickness of an AT-cut quartz crystal by two
excitation electrodes on opposite sides of the
crystal results in shear vibration in the x-axis

Correspondence to: M. Thompson, Department of Chemistry,
University of Toronto, 80 St. George Street, Toronto, Ontario
MSS 1A1 (Canada).

direction parallel to the electric field and propa-
gation of a transverse wave through the crystal in
the thickness direction. The thickness-shear mode
(TSM) acoustic wave sensor has been used in a
number of studies involving the liquid phase,
including the development of chemical and
biosensors [1] and the investigation of electro-
chemical processes [2—-4].

The most common method employed to study
the TSM sensor is the oscillator method [5-7], in
which the series resonant frequency of the quartz
crystal is measured. This method suffers from
some serious limitations due to the active role of
the quartz device in the oscillating circuit [1,6].
More recently, the network analysis method has
been developed to more completely characterize
the TSM sensor in the liquid phase [8-11]. The
responses of the TSM sensor, including the reso-
nant frequencies, the impedance characteristics,
and the equivalent circuit elements, have been
related to the bulk properties of the contacting

0003-2670/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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liquid as well as the interfacial properties of the
sensor—liquid interface [10-13].

Physically, the impedance of a quartz crystal
can be measured from the ratio of the applied
voltage across the crystal and the current flowing
through the crystal for a large number of fre-
quencies in the resonant frequency region. The
experimental values of the magnitude and phase
of impedance can be calculated at each frequency
and plotted against the frequency to give the
impedance—frequency curves. The prominent
characteristics from the impedance (magnitude
and phase) measurements are the frequencies at
the minimum and maximum magnitudes of
impedance and the corresponding values of the
magnitude of impedance, the frequencies at zero
phase, and the value of maximum phase. The
piezoelectric resonator can be represented by the
Butterworth—Van Dyke (BVD) circuit of the se-
ries combination of a capacitor (C_,), an inductor
(L), and a resistor (R ) in parallel with a capac-
itor (C,) (Fig. 1) [14,15]. The subscript m is used
to denote the fact that the RLC series is associ-
ated with the motion of the quartz plate. The
equivalent circuit responds to an applied voltage
in the same way as the quartz crystal itself. The
impedance of each circuit element is also given in
Fig. 1, where o is the angular frequency (in rad
s~ 1). The values of the equivalent circuit parame-
ters can be calculated from the impedance-
frequency curves by circuit analysis. However, the
BVD circuit is typically used to describe a lossless
resonator (without mass or liquid loading). In this
study, a series of experiments was performed in
order to examine the validity of the network
analysis method in characterizing the TSM sensor
and to verify the ability of the BVD equivalent
circuit to describe the electrical behavior of a
liquid-loaded TSM sensor.

EXPERIMENTAL

Reagents

All liquids were of analytical-reagent grade
and used as received. Potassium chloride (BDH,
Toronto) was dissolved in doubly distilled water
to prepare standard KCl solutions.
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Fig. 1. Butterworth—-Van Dyke (BVD) equivalent electrical
circuit of the thickness-shear mode acoustic wave sensor: (a)
circuit parameters; (b) impedance of circuit elements.

Apparatus

AT-cut quartz piezoelectric crystals coated with
gold electrodes were supplied by International
Crystal Manufacturing, Oklahoma City. The in-
strument used to characterize the TSM devices
was an HP 4195A Network/Spectrum Analyzer
(Hewlett-Packard). An HP 41951A impedance
test kit and HP 16092A spring clip fixture were
used to make impedance measurements directly.
The values of the equivalent circuit elements of
the quartz crystal are calculated internally by the
HP 4195A from the measured data.

Procedures
Prior to the impedance measurements, the
crystals were rinsed with acetone, ethanol, and



M. Yang and M. Thompson / Anal. Chim. Acta 282 (1993) 505-515

water and subjected to high rf in a PD-3XG
plasma cleaner (Harrick). Advancing contact an-
gles were measured to ensure the surfaces were
completely wetted by water. The TSM device was
clamped in a cell with O-rings on both sides. One
side of the crystal was immersed in about 50 ul
liquid. The cell was connected to the network
analyzer and allowed to stabilize until reaching a
constant frequency reading. The network ana-
lyzer scanned 401 points at a centre frequency of
9 MHz (with 120 KHz bandwidth).

RESULTS AND DISCUSSION

Impedance measurement and equivalent circuit
simulation

Ideally, the equivalent circuit should simulate
the electrical characteristics of the TSM sensor
over a range of frequencies near resonance. A
comparison between the experimental impedance
measurement and the equivalent circuit simula-
tion will determine if the circuit model can be
employed to describe the impedance behavior of
the TSM sensor under various conditions.

One side immersed in liquid. The magnitude
and phase of the impedance of a 9-MHz TSM
device were measured with one side of the crystal
immersed in a series of organic liquids and water.
Figure 2 shows the impedance measurements
(points) and the equivalent circuit simulations
(lines) for methanol, water, and cyclohexanol. As
the viscosity of the liquid increases, the impedance
curves become diminished and broadened while
moving towards lower frequency. The results of
this are that the maximum magnitude, Z_,,, and
the maximum phase angle, 6,,,,, of the impedance
decrease while the minimum magnitude of the
impedance, Z,;,, increases as the viscosity of the
liquid increases. The maximum phase of the
impedance becomes negative when cyclohexanol
is being studied. Therefore, the series and paral-
lel resonant frequencies (frequencies at zero
phase) cease to exist. The most important feature
of Fig. 2 is that very good agreement is obtained
between the impedance measurements and the
equivalent circuit simulations for a wide range of
liquids within the frequency span.
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Fig. 2. Impedance measurements (points) and equivalent cir-
cuit simulations (lines) of the magnitude (] Z|) and phase
angle (8) of impedance for a 9-MHz uncoated gold electrode
TSM device. One side of the crystal was in contact with
methanol (a), water (0), and cyclohexanol (W) while the .
other side was under nitrogen.

When one side of the TSM sensor is immersed
in a highly viscous liquid, such as glycerol, viscous
loading causes damping and broadening of the
resonant peaks (Fig. 3). Under this condition, the
equivalent circuit model becomes less satisfactory
in describing the impedance behavior of the
quartz crystal. As depicted in Fig. 3, the circuit
simulations do not fit exactly to the impedance
curves, although the shapes of the simulation
curves still resemble those of the experimental
peaks.

In conductive liquids, the damping of the
impedance peaks is caused by the energy dissipa-
tion due to acoustoelectrical coupling between
the surface potential associated with the quartz
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crystal and the ionic and dipolar species, and by
the energy transfer from the quartz dielectric to
the electrical double layer. The impedance curves
and the equivalent circuit simulations for a 9-MHz
TSM sensor with one side under a KCI (0.01 M)
solution are shown in Fig. 4. It is apparent that
the equivalent circuit provides a reasonable de-
scription of the impedance measurements, al-
though the value of the maximum impedance is
overestimated because of additional capacitive
effects from field fringing and cell mounting. The
impedance curves show a small peak at higher
frequency (but not at a harmonic frequency),
indicating the generation of a different mode of
acoustic wave.
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Fig. 3. Impedance measurements (heavy solid) and equivalent

circuit simulations (solid) of the magnitude (] Z|) and phase

angle () of impedance for a 9-MHz uncoated gold electrode

TSM device. One side of the crystal was in contact with

glycerol.

Impedance (ochm)
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Fig. 4. Impedance measurements (heavy solid) and equivalent
circuit simulations (dotted) of the magnitude (| Z|) and phase
angle (8) of impedance for a 9-MHz uncoated gold electrode
TSM device. One side of the crystal was in contact with 0.01
M KCL

Two sides immersed in liquid. The magnitude
and phase of the impedance of a 9-MHz TSM
device were measured with both sides of the
crystal immersed in a series of organic liquids and
water. Figure 5 illustrates the impedance mea-
surements (solid lines) and the equivalent circuit
simulations (dotted lines) for methanol and wa-
ter. It can be seen that the circuit simulations are
in good agreement with the experimental values.
The maximum phase angle of the impedance is
less than zero under water, which prevents the
measurement of the frequencies at zero phase for
liquids with similar or higher viscosity.

The deviation between the circuit simulation
and the experimental measurement becomes
more obvious when the TSM sensor is totally
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immersed in viscous liquids. As shown in Fig. 6,
the simulation does not fit the measurements
when the crystal is totally immersed in cyclohex-
anol. The inconsistency is most severe with the
total immersion of the crystal in glycerol (Fig. 7).
In addition, the highly viscous loading of glycerol
results in the broadening of the impedance peaks
beyond the frequency span so that a part of the
impedance curves is not measured. This can be
avoided by increasing the scanning frequency
span.

When both sides of the TSM device are im-
mersed in a conductive solution, the result is the
complete damping of the resonant peaks due to
onset of the conduction current in the solution.
Nevertheless, the impedance curves of the system

3.41

LOG (Magnitude of Impedance) (chm)

Phase (degree)

88 894 898 902 = 906 91
i Frequency (MHz)

Fig. 5. Impedance measurements (solid) and equivalent circuit

simulations (dotted) of the magnitude (| Z|) and phase angle

(8) of impedance for a 9-MHz uncoated gold electrode TSM

device. Both sides of the crystal were immersed in methanol

(A, 8, > 0) and water (B, 0,,,,, <0).
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Fig. 6. Impedance measurements (heavy solid) and equivalent
circuit simulations (solid) of the magnitude (| Z|) and phase
angle () of impedance for a 9-MHz uncoated gold electrode
TSM device. Both sides of the crystal were immersed in
cyclohexanol.

can still be measured (Fig. 8), although the char-
acteristics of the magnitude and phase of the
impedance are totally different from those under
non-conductive liquids. The existence of such be-
havior likely arises from the resistance compo-
nent (ion-ion and ion-dipole interactions) and
the reactance component (ion mobility and relax-
ation) of the conductive solution. Note that the
scales of the impedance measurements are much
smaller compared to those under non-conductive
conditions. In addition, the BVD circuit com-
pletely fails to simulate the impedance curves in
these conditions.

TSM devices and experimental configuration
The ability of the network analysis method to
describe the behavior of the TSM sensor in the
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liquid phase has been verified by the impedance~
frequency measurements. The BVD equivalent
circuit provides a good representation of the TSM
device when one side of the device is immersed in
liquids with viscosities less than 100 cP. In order
to establish the relationship between the TSM
sensor response and the properties of the con-
tacting liquid, characteristic parameters will have
to be extracted from the impedance measure-
ments and the equivalent circuit. The perfor-
mance of the TSM sensor also depends on the
individual devices and the experimental configu-
rations. The TSM sensor response was examined
by comparing the behavior of crystals with the
same fundamental frequency, crystals with differ-
ent fundamental frequencies, and crystals with
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Fig. 7. Impedance measurements (heavy solid) and equivalent
circuit simulations (solid) of the magnitude (| Z|) and phase
angle (8) of impedance for a 9-MHz uncoated gold electrode
TSM device. Both sides of the crystal were immersed in
glycerol.
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Fig. 8. Impedance measurements (heavy solid) and equivalent
circuit simulations (solid) of the magnitude (| Z|) and phase
angle (0) of impedance for a 9-MHz uncoated gold electrode
TSM device. Both sides of the crystal were immersed in 0.01
M KCL

one side or both sides immersed in liquid. For
this purpose, three parameters were chosen as
probes to study the TSM sensor response due to
their different properties. These are the series
resonant frequency, f,, the maximum phase angle
of the impedance, 8,,,,, and the motional resis-
tance of the equivalent circuit, R,. The fre-
quency shift reflects the velocity change of the
acoustic wave; a change in the motional resis-
tance represents the power attenuation of the
quartz device; and the phase angle depicts the
overall shape of the impedance peaks. Further-
more, the viscosity—density product of the bulk
liquid is used as the variable since it is considered
to be the dominant factor affecting the sensor
response for non-conducting liquids [16,17].
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TSM sensors with the same fundamental fre-
quency. The impedance curves and the equivalent
circuit parameters were measured for several
clean, 9-MHz gold electrode TSM devices with
one side immersed in a series of alcohols and
water. The shifts in the series resonant frequency,
Af,, were calculated based on the decrease of f,
relative to air. Under identical conditions, it is
expected that the TSM sensors with the same
fundamental frequency will give similar responses
within experimental error. However, the results
show that although similar Af, values were ob-
tained for some crystals, there are obvious differ-
ences for others. As shown in Fig. 9, two 9-MHz
gold electrode TSM devices exhibit different Af,
under the same conditions. The Af, to pym.
plots for both crystals show a similar slope. The
proportional increase of Af, with increasing vis-
cosity—density product, (p;7,), of the liquid is
consistent with the theoretical predictions [16]

3/2
Af=— 0 PiML (1)

2m | ok

On the other hand, the values of Af, are dis-
placed by several hundreds of Hertz. This clearly
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demonstrates the dependence of the frequency
response on individual crystals. The difference in
Af, may arise from different mechanical stress
applied to the TSM sensor when it was mounted
into the cell fixture. Differences in morphology
between the electrode surfaces may also result in
a change in Af,. One way to circumvent this
problem is to calculate Af, based on the changes
in f, relative to a particular liquid, which may
reduce the difference resulting from the different
intercepts. It should be pointed out that Af, for
water deviates from the alcohols in both plots.
This could be due to the presence of trace
amounts of ionic species in distilled water and /or
the different interfacial structure of water
molecules.

As shown in Fig. 2, the maximum phase angle
becomes negative when the viscosity of a liquid
reaches a certain value. Thus, the series resonant
frequency does not exist. However, the impedance
of the TSM sensor and its equivalent circuit pa-
rameters can still be measured. Figure 10 shows
the responses of the maximum phase of the
impedance and the motional resistance of the
equivalent circuit under the same conditions as in
Fig. 9. The shifts in both 8_,, and R are calcu-
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Fig. 9. Responses of the series resonant frequency, f;, of two 9-MHz bare gold electrode TSM devices with one side immersed in
liquid. Af; is plotted against the viscosity—density product of the bulk liquid. The testing liquids are: (1) methanol; (2) ethanol; (3)
water; (4) n-propanol; (5) n-butanol; (6) n-hexanol; and (7) ethylene glycol.
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lated relative to air. It is clear that 6,,, and R
cover a greater p;m range than f,. The most
important feature of Fig. 10 is that the shifts in
0. and R for the two TSM devices are identi-
cal under the same conditions. In addition, the
shifts in 8,,, and R, for other 9-MHz devices
with either gold or silver electrodes are in agree-
ment with the plotted values. This seems to indi-
cate that even though f, may be sensitive to
other factors, the responses of the impedance
characteristics of the TSM device are dominated
by the properties of the contacting liquids.
Similar behavior is observed when comparing
several 5-MHz gold electrode TSM devices and
9-MHz silver electrode TSM devices. Provided
that the electrode surfaces are sufficiently clean,
Af, may differ under the same conditions for

1001 $

emaxShml (degree)

P} 1 10 100 1000 10000
P

Fig. 10. Responses of (top) the maximum phase angle of the
impedance and (bottom) the motional resistance of the equiv-
alent circuit of two 9-MHz bare gold-electrode TSM devices
upon liquid loadings. One side of each crystals is immersed in:
labels 1-7, same as in Fig. 9; label 8, cyciohexanol; and label
9, glycerol.
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crystals with the same fundamental frequency,
but the values of 6,,, and R, are always the
same within experimental error.

TSM sensors with different fundamental fre-
quencies. The shifts in f, for a 5-MHz silver
electrode TSM sensor with one side immersed in
various liquids are illustrated in Fig. 11. For
comparison, the values of Af, for a 9-MHz silver
electrode device under the same conditions are
also plotted in Fig. 11. In general, the trends in
Af, for both 5- and 9-MHz devices are in agree-
ment with the prediction that A f, increases with
increasing p;7n,. The ratio of the slopes of the
plots between 9- and 5-MHz devices is about 2.5,
similar to that predicted by Eqn. 1, (foyy,/
f SMH2)3/2 =(9/5y/2=24.

The changes in 6,_,, and R,, for both devices
are shown in Fig. 12. The shifts in 6,,,, are almost
identical for both 9- and 5-MHz devices. This is
expected since the phase of the impedance is
determined by the ratio of the reactance (imagin-
ary part) and the resistance (real part) of the
impedance rather than the absolute values of
each device. On the other hand, the shifts in R
for the 5-MHz device are about twice of those for
the 9-MHz device. This is similar to the ratio of
the geometric areas of the electrodes between
5-MHz TSM devices (0.38 ¢cm?) and 9-MHz de-
vices (0.20 cm?). (In reality, the actual surface
areas of the electrodes are larger than the geo-
metric areas because of the surface roughness
factor.) Since R, is related to the energy dissipa-
tion of the TSM sensor in the liquid phase, there
is greater energy loss for the 5-MHz crystal than
for the 9-MHz crystal due to the different elec-
trode areas.

Total immersion of the TSM sensor in a liquid.
When both sides of the crystal were immersed in
a liquid, f, ceases to exist under most conditions.
However, impedance characteristics and the
equivalent circuit parameters are still available.
The changes in 6,,,, and R, are depicted in Fig.
13 for a 9-MHz gold electrode TSM sensor totally
immersed in different liquids. For comparison,
the shifts in 6, and R for the same crystal
with only one side immersed in the same liquids
are also shown in Fig. 13. As demonstrated in
Figs. 6 and 7, total immersion of the TSM sensor
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Fig. 11. Responses of the series resonant frequency, f, of a 9-MHz (circles) and a 5-MHz (triangles) bare gold electrode TSM
device with one side immersed in liquid. Af, is plotted against the viscosity—density product of the bulk liquid. Same conditions as

in Fig. 9.

in viscous liquids results in severe damping of the
impedance peaks. This can be seen from the
shifts in 6,,,,, in which the maximum phase angle
of the impedance (6,,, = 90° in air) decreases
rapidly and reaches a minimum at a much lower
pLny, value when both sides were immersed than
when only one side was immersed. However, it is
interesting to note that the changes in R, under
total immersion show a proportional increase with
increasing p,m, values. Even though the equiva-
lent circuit is not suitable for describing the
impedance behavior of the TSM sensor under
these conditions (Figs. 6 and 7), it seems the R
values still reflect the energy dissipation pro-
cesses of the system.

Conclusions

The network analysis method is employed in
the study of the performance of the TSM sensor
in the liquid phase. This method can be applied
to characterize the behavior of the TSM sensor
under virtually all conditions. The impedance of
the quartz crystal can be measured when one or
both sides of the device is immersed in a liquid.
For the latter experiments a large frequency span

is required to cover the broadened impedance
peaks.

The BVD equivalent circuit can be used to
describe the electrical characteristics of the
impedance of the TSM sensor when one side of
the device is immersed in the liquid phase, al-
though some deviation is observed under ex-
tremely viscous liquid loading. The circuit model
can also simulate the impedance behavior of the
crystal when both sides of the device are im-
mersed in a less viscous liquid such as methanol
and water. However, the equivalent circuit model
is inadequate in describing the electrical charac-
teristics of the impedance with total immersion in
viscous liquids and conductive solutions. The
breakdown of the BVD model when the energy
losses are high suggests that equivalent circuits
with more than four parameters are required to
deal with the complex acoustic coupling at the
solid-liquid interface.

The series resonant frequency of the TSM
sensor is affected by a number of factors such as
the surface stress and surface roughness. Differ-
ent responses may be observed under similar
conditions for crystals with the same fundamental
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frequency. Thus, caution should be taken when
comparing the results obtained from different
devices and experimental configurations. On the
other hand, the sensitivity of f, towards changing
surface conditions may be exploited as a probe to
study the interfacial processes. The series reso-
nant frequency can not be measured with the
network analyzer when one side of the TSM
sensor is immersed in highly viscous liquids and
when both sides of the sensor are immersed in
viscous liquids and conductive solutions.

Other parameters obtained from the imped-
ance analysis, such as the maximum phase angle
of the impedance, and the equivalent circuit ele-
ments, such as the motional resistance, are less
sensitive towards the factors arising from differ-
ent TSM devices and cell fixtures. Thus, these
parameters may provide unequivocal information
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Fig. 12. Responses of (top) the maximum phase angle of the
impedance, 6,,,,, and (bottom) the motional resistance of the
equivalent circuit, R, of a 9-MHz (circles) and a 5-MHz
(triangles) bare gold-electrode TSM device upon liquid load-
ing. Same conditions as in Fig. 10.
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Fig. 13. Responses of (top) the maximum phase angle of the
impedance, 6,,,,, and (bottom) the motional resistance of the
equivalent circuit, R, of a 9-MHz bare gold electrode TSM
device with one side (circles) and both sides (squares) of the
crystal immersed in liquid. Same conditions as in Fig. 10.

regarding the sensor-liquid interactions. In addi-
tion, these parameters are available for liquids
with a much greater range of p, 5, than f..
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Biosensor based on direct detection of membrane
potential induced by immobilized hydrolytic enzymes
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Abstract

A potentiometric investigation of solid-state enzyme electrodes prepared by electropolymerization of hydrolytic
enzymes (acetylcholinesterase, urease and arginase) on the surface of inert electrodes is reported. The theoretical
description of the membrane potential is based on the Donnan effect and diffusion potential. It is shown that the
ionic strength, pH and nature of the electrolyte influence the magnitude and sign of the membrane potential. At high
pH and at high ionic strength the membrane potential is mainly a function of the diffusion potential. The mechanism
of direct transformation of enzymatic reactions into an electric signal is considered in detail with the example of an
acetylcholinesterase sensor. The solid-state enzyme electrode was tested in the determination of acetylcholine, urea
and arginine. Typical calibration graphs for these substrates showed a linear response over the range 10~4-1073 M.
The solid-state enzyme electrodes presented here do not require the specific introduction of an internal reference

system.

Keywords: Biosensors; Enzymatic methods; Potentiometry; Enzyme electrodes; Membranes

Electrochemical biosensors have attracted
much attention over the past two decades owing
to their potential for high sensitivity and selectiv-
ity, low cost and ease of use [1-6]. These devices
are based, in principle, on the conjugation of
biomolecules, such as enzymes, and an electro-
chemical detector. A biocatalyst recognizes the
corresponding substrate and specifically converts
it into the product by an enzymatic reaction.

Two general types of detectors can be recog-
nized in potentiometric biosensors: ion-selective
and redox sensors. The potential signal is given
by the expressions

E = constant + (RT/zF) In ay+ (1)
E = constant + ( RT/nF) In([ox] /[red]) (2)
Correspondence to: D.M. Ivnitskii, Microbiology and Biotech-

nology, Faculty of Life Sciences, Tel-Aviv University, Ramat-
Aviv 69978 (Israel)

where z is the charge on the detected ionic
species, n the electron exchanges by the redox
couple, a,+ the activity of the species involved
and the other symbols have their usual meanings.

As natural electroactive substrates and prod-
ucts of different enzyme systems are different,
e.g., oxygen, hydrogen, peroxide, ammonium and
phenol, each enzyme system requires the devel-
opment of individual electrochemical biosensors.
The ideal situation, when using potentiometric
biosensors, would be to adopt a universal (generic)
approach of direct (unmediated) transformation
of the enzymatic reactions into an electric signal.
This makes attractive the idea of constructing
solid-state biosensors which are based on the
transmembrane ion-current modulation caused by
enzyme-substrate, antigen—antibody or ligand-
receptor selective interactions. In such elec-
trodes, a relationship exists between the electro-
static effect at a membrane surface and the elec-

0003-2670,/93 /306.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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trochemical description of the transmembrane
potential which can be considered to be based on
the Donnan effect. The resulting change of the
membrane potential could be specifically moni-
tored by the transducing element without the use
of other reagents.

The concept used in solid-state potentiometric
biosensors, i.e., the complexation of an enzymatic
reaction with transmembrane ion current modu-
lation, has the following potential advantages.
This approach provided the direct transformation
of the biochemical reaction into an electric signal
for different biosystems. It may be the general
approach for designing sensors for other biologi-
cally active substances, including non-electroac-
tive species, e.g., selectivity of the enzyme mem-
brane for one substance over others can be al-
tered simply by changing the kind of enzyme in
the membrane. The potentiometric response does
not depend on the size of the active area of the
sensor. This has the advantage of the possibility
of proving measurements in extremely small vol-
umes and in vivo. The procedure and apparatus
are very simple. Such devices can offer the advan-
tages of miniaturization and the capability of
including multiple sensors on a single chip.

Electrostatic effects at the membrane / solution
interface of solid-state sensors can be well de-
scribed by the surface diffusion potential theory
[7,8]. This model connects the electrostatic and
electrochemical values at a membrane surface
and can be applied to establish the mechanism of
the generation of transmembrane potential.

There are a number of papers related to these
subjects [9-15], and many of the investigations
concern the detection of immunoreactions.
Collins and Janata [9] gave a critical evaluation of
the mechanism of potential response with PVC
membranes containing a mixture of cardiolipin,
lecithin and cholesterol. These membranes ap-
peared to respond to some specific proteins by
changing the surface potential. Lee et al. [10]
demonstrated a model system based on the use of
a protein A-IgG complex. Binding of IgG to
protein A will create an additional electric field
around protein A. Recently the requirements for
the construction of an immunological field-effect
transistor, based on the direct potentiometric
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sensing of protein charges, were discussed [11-
13]. A theoretical approach was given based on
the Donnan equilibrium description. The basic
underlying electrical effects are the protein-mod-
ulated dielectric constant, conductivity, electrical
potential, ion permeability and ion mobility. Gen-
eration of a membrane potential by the enzyme—
substrate complex was recently reported [14,15].

The purpose of this paper is to consider some
basic factors that modulate membrane potential
in solid-state potentiometric biosensors based on
hydrolytic enzymes.

Enzyme electrodes were prepared by elec-
tropolymerization of hydrolytic enzymes on inert
electrodes, which has a number of advantages
[16-18]. First, the spatial distribution of the im-
mobilization of proteins can be readily controlled.
Second, the thickness of the protein films can be
varied and is easily controlled. Third, it should be
simple to build up multi-layer structures using
different proteins. Finally, it should be possible to
modulate the properties and structure of electro-
generated polymers by controlling the electrolysis
conditions.

The process of electrodeposition of enzymes
on the surface of electrodes in the presence of
glutaraldehyde may be written as follows [19]:

(|3HO
Prot-NH, + ----CH=C-(CH,),-CH="--
HC=N-Prot
—— -+ —CH=C-(CH,),~CH=--- (3)

followed by an electrochemical process in which
ethylenic double bonds are involved:

R-CH=CH, + e~ —— R-CH — CH, -
R-CH,-CH, + nR-CH=CH, ——

protein membrane 4

EXPERIMENTAL

Purified acetylcholinesterase (AChE) (EC
3.1.1.7, 1000 U mg~!, from electric eel), urease
(EC 3.5.1.5, 12000 U mg~!, from jack beans),
arginase (EC 3.5.3.1, 150 U mg~!, from bovine
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liver), acetylcholine chloride (ACh), urea, argi-
nine and chicken egg albumin were obtained from
Sigma and glutaraldehyde (50%) from Aldrich.
Dialysis membranes were obtained from Spec-
tra/ por (Houston, TX). All other chemicals were
of analytical-reagent grade.

Preparation of the enzyme membrane electrode

A PAR Model 273 potentiostat—-galvanostat
was employed for the electrochemical deposition
of the enzymes. Enzyme-modified electrodes were
obtained galvanostatically at a stationary plat-
inum and glassy carbon disc electrode at a cur-
rent density of 0.50 mA cm~? for 45 s without
stirring of the electrolyte. Working electrodes
were cleaned by hand polishing with 0.3-um alu-
mina slurry and washed copiously.

The solution for electrodeposition of the en-
zyme membrane contained 0.4 ml of enzyme (4
mg ml~ 1), 0.02 ml of glutaraldehyde (25%), 0.02
ml of ethanol and 0.02 ml of HCI (0.01 M). The
enzyme solution was dialysed against a large vol-
ume of distilled water (pH 7.0) for 12 h to remove
salts in the enzyme sample.

The deposition of the enzyme membrane on
the electrodes was followed by washing in 5 mM
4-(2-hydroxyethyl)-1-piperazineethanesulphonic
acid (HEPES) buffer solution (pH 6.79) for 15
min to remove any weakly bound enzyme.

The enzyme membranes produced under these
conditions were physically stable, did not crack,
completely covered the electrode and were ad-
herent to the electrode surface under both wet
and dry conditions. The thickness of the enzyme
membrane was controlled by the time of the
electrodeposition and was estimated to be 0.1 um
[20].

Dialysis Membrane
Protein Membrane
Membrane N Cell

Glass Body

Wire

Fig. 1. Layout of the enzymatic biosensor.

519

Scanning electron microscopy

Electron microscopy was performed with a
JEOL-840a scanning electron microscope with an
accelerating voltage of 25 kV, a magnification of
5000 and an objective aperture of 1 um. Nega-
tively stained AChE membranes were prepared
according to the procedure of Karnovsky and
Roots [21].

Measurement of potential

All the potential measurements were made in
a cell with a working volume of 3 ml, equipped
with a magnetic stirrer and thermostated at 25°C.
The potential was recorded with a Radiometer
PHM 64 pH connected to a Sefran SRD 429
recorder. The reference electrode was a Ra-
diometer saturated calomel electrode (SCE). The
potential measurements were carried out in a
solution of 5 mM HEPES buffer (pH 6.8) con-
taining 0.2 mM NaCl. The enzyme and reference
electrodes were placed in the reaction cell con-
taining 3 ml of the buffer solution and the base-
line potential was recorded. Following the estab-
lishment of a steady baseline potential (several
minutes), various concentrations of the substrate
were added and the potential change was
recorded.

A series of measurements were also made as
differential measurements with the biosensor
supported vertically (Fig. 1). In this set of experi-
ments the working and reference electrodes were
made by electrodeposition of enzyme and albu-
min on two platinum wires (diameter 0.5 mm).
The analysis involved injection of 20 ul of ACh
solution into the cell of the AChE sensor with a
working volume of HEPES buffer of 0.2 ml, with-
out stirring.

RESULTS AND DISCUSSION

Figure 2 shows a scanning electron micrograph
of the AChE membrane surface. The thio-
choline—hexacyanoferrate(III) method was used
for the investigative localization of active acetyl-
cholinesterase [21]. Thiocholine reduces the hexa-
cyanoferrate(III) and copper(II) ions of this
medium competitively, giving simultaneously cop-
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Fig. 2. Scanning electron micrograph of AChE membrane.

per(II) hexacyanoferrate(I11) and copper(l) thio-
choline iodide. The present results were obtained
when the enzyme membrane was treated with an
incubation medium consisting of 9.15 ml of 0.1 M
citrate buffer (pH 5.0), 0.25 ml of 0.1 M CuCl,
(2.5 mM), 0.5 ml of 0.1 M potassium hexacyano-
ferrate(111) (5 mM), and 0.1 ml of 0.1 M acetylth-
iocholine iodide (1 mM). A heterogeneous dense
microstructure of the AChE membrane, with ag-
gregates of protein microparticles (ca. 0.3-0.6
um in diameter) was observed. Strong evidence
has accumulated that molecules of acetyl-
cholinesterase in the process of electrodeposition
are fixed in orientation respect to the electrode
surface. Measurements of the electric resistance
of the AChE membranes showed that it is ca.
2.5 % 10% Q. This means that on the surface of
the platinum electrode the AChE membrane may
act partially as a dielectric layer between the
metal surface and the electrolyte. In aqueous
solutions AChE molecules have dissociable
groups which either release positive or negative
ions, and these disassociated groups themselves
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become ionized forms depending on the H;O*
concentration and on the concentrations of the
ions dissociable from the molecular groups. The
properties at the membrane surface are inti-
mately related to the electrical potential originat-
ing from the fixed charge or electrical polariza-
tion of the membrane constituents.

Figure 3 shows response curves of the ACh
sensor as a function of ACh concentration. The
ACh sensor was formed on the platinum elec-
trode as described under Experimental. Solutions
of ACh with different concentrations in 5 mM
HEPES buffer (pH 6.79) were stirred at 25°C and
the potential change was measured continuously.
After injection of acetylcholine the potential
shifted in the positive direction and constant val-
ues were reached within 8—10 min. Potentiomet-
ric responses within the 0.01-1 mM ACh concen-
tration range were found to be completely re-
versible. Enough enzyme was immobilized on the
ACh sensor that the amount of substrate could
be rate limiting. The maximum response was ob-
tained in 5 mM HEPES buffer (pH 6.79) contain-
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ing 0.2 mM NaCl. The higher the concentration
of buffer, the lower was the potential change
observed.

To investigate non-specific phenomena, the re-
sponse of the electrodes modified by albumin
membranes in place of the AChE membrane
were examined in the acetylcholine solution. The
sensor surface with immobilized albumin pro-
duced a change in membrane potential of 2%, as
compared with the AChE electrode, owing to
non-specific binding of ACh. Hence the potentio-
metric response results only from the enzymatic
reaction in the enzymatic membrane. The poten-
tiometric change is coupled with a disturbance of
the Donnan equilibrium and redistribution of ions
in the protein membrane and at the membrane /
solution interface.

The ionic strength and pH of the solution
influence the magnitude of the membrane poten-
tial of the ACh sensor [7). The effect of ionic
strength was examined in the presence of 0.1 mM
ACh with 5 mM HEPES buffer at 25°C. Figure 4
shows the relationship between the potential
change of the ACh sensor and salt concentration.
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Fig. 3. Response curves of the AChE sensor. ACh was mea-
sured in 5 mM HEPES buffer (pH 6.79) containing 0.2 mM
NaCl at 25°C. Final concentration of ACh: (1) 0.02; (2) 0.10;
(3) 0.26; (4) 1.30 mM.
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Fig. 4. Effect of ionic strength on the response of the AChE
sensor in 5 mM HEPES buffer (pH 6.79) containing 0.1 mM
acetylcholine at 25°C. Concentration of NaCl: (1) 0.1; (2) 0.6;
(3) 3.0; (4) 6.0; (5) 100 mM.

The potentiometric curves obtained indicated two
effects. As can be seen from Fig. 4, curves 1-4, at
low concentrations of NaCl (<6 mM) in 5 mM
HEPES buffer, the ACh addition changes the
membrane potential momentarily. Under these
conditions it is assumed that the main factor
contributing to the membrane potential is the
Donnan potential and not the diffusion potential.
The response of the ACh sensor decreases with
increasing concentration of electrolyte, NaCl or
KCI. At high electrolyte concentrations it is prob-
able that ions of both signs enter the enzyme
membrane and the Donnan ratio is smaller. Fig-
ure 4, curve 5, shows that the ACh-induced elec-
tric response in 5 mM HEPES buffer containing
100 mM NaCl changes both the size and the sign
of the membrane potential. These potential
changes are associated with the diffusion poten-
tial. Unlike the first effect, here the initial rate of
the change in membrane potential is slow. In this
instance the membrane potential depends mainly
on the relative permeabilities of ions and prod-
ucts of enzymatic reaction, and also on the de-
gree of binding of ions with the charged groups of
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Fig. 5. Effect of pH on the response of a glassy carbon AChE
sensor in 5 mM HEPES buffer containing 0.2 mM NaCl and
0.1 mM acetylcholine at 25°C.

the AChE membrane. The effect of solution pH
on the membrane potential of the ACh sensor
was examined in the presence of 0.1 mM ACh
with 5 mM HEPES buffer, containing 0.2 mM
NaCl (Fig. 5).

As the protein charges in the AChE mem-
brane are a function of pH, it is necessary to
consider the ionic product of the AChE reaction,
acetic acid, because it may generate local pH
changes in the inner and surface regions of the
membrane. Such a pH change in the membrane
was measured with a glass pH electrode [22]. The
rate of change of pH depends on the concentra-
tion of ACh in the reaction cell. Hence the fixed
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>
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charge density of the AChE membrane is ex-
pected to be affected by the acetic acid.

The results of investigations using the differen-
tial mode (Fig. 1) with an acetylcholinesterase
sensor at higher ionic strength (0.1 M NaCl) and
at pH 8.5 are shown in Fig. 6. It was observed
that the potential difference between AchE- and
albumin-modified electrodes after 10-12 min be-
gins to shift towards the negative direction. As at
high pH and ionic strength of the solution the
Donnan potential decreases, this potential shift is
associated with the diffusion potential. In this
instance the selectivity of the enzyme membrane
is dependent mainly on the mobility of the
charged complexes in the membrane, their parti-
tion coefficients and the equilibrium binding con-
stants of the ions with the carriers in the mem-
brane phase. This may be the reason for the
change not only in the direction but also in the
shape of the responses of the potentiometric sen-
sor (Fig. 6).

Analogous effects were also observed with
solid-state enzyme sensors based on urease and
arginase. Urease and arginase electrodes were
prepared by electrodeposition on the glassy car-
bon electrodes, as described under Experimental.
The investigation showed that urease and arginase
electrodes in the process of the enzymatic reac-
tion produce significant changes in the membrane
potential during a time scale of several minutes.
The ionic strength, pH of the solution and nature
of the electrolyte influence the magnitude of the
membrane potential similarly to when ACh was
used. Typical calibration graphs for the urea,
acetylcholine and arginine electrodes are shown

Fig. 6. Shift of the membrane potential of the AChE sensor caused by the addition of acetylcholine to 5 mM HEPES buffer (pH

8.5) containing 0.1 M NaCl at 25°C.
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Fig. 7. Calibration graph for the (1) urea and (2) acetylcholine
sensors. Urea was measured in 1 mM Tris—-HCI buffer (pH

7.3) and ACh in 5 mM HEPES buffer (pH 6.79) containing 0.2
mM NacCl at 25°C.

in Figs. 7 and 8. The urea electrode displayed a
linear response with a slope of 11 mV min~! per
decade in the range 5x 107°-5 x 10~% M. Fig-
ure 8 shows the dependence of the response of
the arginase electrode on the concentration of
arginine in the (1) presence and (2) absence of
Mn?*,
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Fig. 8. Calibration graph for the arginine sensor. Measure-
ments were made in 0.01 M glycine-NaOH buffer (pH 9.5) at
25°C, (1) in the presence of 1xX 1078 M Mn?™; and (2) in the
absence of Mn2™.
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The stability of the enzyme electrodes was
investigated by measuring the effect of time on
the calibration graphs. In a typical experiment,
the operational stability of AChE electrode was
tested over a 24-h period under the optimum
conditions defined above. After 8 h of continuous
use the decrease in the electrode sensitivity was
no more than 5%; after storage for 1 week in 5
mM HEPES buffer (pH 7.5), or in air under
refrigeration at 4°C, the tensor still retained 68%
of its initial sensitivity and 55% activity remained
after 1 month. The storage stability of the urease
electrode showed a decline of about 20% of the
slope obtained for calibration graphs obtained
with the urease electrode during a period of 1
month. The stability of the arginase electrode was
not investigated.

The reproducibility of the AChE electrode was
studied in 5 mM HEPES buffer (pH 6.8). The
relative standard deviations of six repetitive mea-
surements were 5.3%, 5.0% and 4.8% for solu-
tions of 0.1, 0.5 and 1.0 mM ACh, respectively.

The all-solid-state enzyme electrodes pre-
sented here do not require the specific introduc-
tion of an internal reference. The source of the
potential response is a change in the proton po-
tential gradient in the membrane (and other ions)
and not a change in the Nernst equilibrium of an
electroactive reference. Experiments conducted
in the presence of a low concentration (< 1 mM)
of a redox couple that is pH dependent, such as
quinone—-hydroquinone, showed that the poten-
tial changes observed are considerably higher.
The presence of the quinone~hydroquinone also
changes the shape of the response curves. On the
other hand, the presence of a redox couple such
as Fe(CN); -Fe(CN)¢~ did not affect the re-
sponse of the enzyme electrode at low concentra-
tions (< 1 mM). In the absence of these media-
tors, the only redox system that might be present
and affect the measured potential is the O,-H,0
couple. However, experiments under an argon
atmosphere showed similar responses (within 2-3
mV) to those under an oxygen atmosphere.

An AChE membrane on a platinum electrode
at a pH higher than the isoelectric point of AChE
(pI 4.0-4.5) may be regarded as a cation ex-
changer with fixed negative charges. It is pre-
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sumed that part of the fixed charges in the mem-
brane are inside the active centre of the enzyme.
According to Nolte et al. [23], there are about six
negatively charged carboxylic groups in the active
centre of AChE which bind electrostatically with
cation groups of ACh*. Therefore, the active
centres of AChE are complexing agents of ACh*.
The process of enzymatic hydrolysis of acetyl-
choline (ACh™) to choline (Ch™) and acetic acid
(Ac) is given in the following scheme [24]):

K, K,.Ch* K,
E+ ACht == EACh* — E-Ac——
K_, H,0
E+Ac +H?*

where E = free enzyme, EACh* = enzyme-
acetylcholine complex, E-Ac = acetylated en-
zyme and the constants K;, K_;, K, and K,
have their usual meanings.

Assuming that the process of enzyme-sub-
strate complexation is accompanied by the con-
formational perturbation of membrane-embed-
ded acetylcholinesterase and orientation changes
of dipolar molecules, a modification of trans-
membrane ion transfer is expected. The reorgani-
zation of chemical species and charge in the
interfacial regions leads to the depolarization of
the AChE membrane and the modulation of the
membrane potential. A scheme illustrating the
mechanism of the generation of membrane po-
tential by membrane-embedded AChE is given in
Fig. 9. It involves the formation of a proton
electrochemical potential gradient (SuH) be-
tween the internal compartment of the AChE
membrane and the external solution. The concen-
tration gradient of H* in the membrane may be
the driving force for the exit of protons to the
solution and entry of Na* ions into the AChE
membrane. The pH gradient in the membrane is
of the order of 1-2 units [12] and it is also
assumed that the basic form of Ch* remains in
the acidic compartment of the AChE membrane,
while the protonated form of the acetic acid
moves across the AChE membrane into the bulk
solution.

It is concluded that ion exchange of H* and
Na* (or K*) across the membrane / aqueous in-
terfaces and diffusion of Ac and Ch* across the
AChE membrane are the origins of the changes
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Fig. 9. Scheme illustrating the generation of membrane poten-
tial in AChE membrane. ACh* = acetylcholine; Ch* =
choline; [EACh] = acetylcholinesterase—acetylcholine com-
plex; AC = acetate acid.

in the membrane potential. Ion-exchange pro-
cesses and mobility of ions in the enzyme mem-
brane can also be associated with conformation
perturbation of the AChE in the membrane. The
response of the ACh sensor is interrelated to the
interfacial charge, the ionic strength and pH of
the solution. At high pH and ionic strength of the
solution the Donnan potential decreases and the
membrane potential in the sensor is mainly a
function of the diffusion potential. As the enzy-
matic reaction takes place on the surface of the
AChE sensor there is certain directionality. The
vectorial characteristic of the membrane trans-
port also contributes to the electrical signal of the
biosensors.

In summary, preliminary considerations of
some basic factors that modulate the membrane
potential in solid-state potentiometric biosensors
indicate that a direct transformation of enzymatic
reactions into an electrical signal based on the
transmembrane ion current modulation is possi-
ble. It is believed that this could be a general
approach for designing potentiometric biosensors
capable of detecting different enzyme reactions
and substances. Moreover, a detailed understand-
ing of the induced changes in membrane poten-
tial during an enzymatic reaction will contribute
to the resolution of fundamental questions, such
as the charge transport mechanism in protein
membranes and at the membrane / solution inter-
faces.
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Finally, sensors based on thin-film enzyme
membranes should be easy to miniaturize and
there is a prospect of using a single sensor body
to make multiple biosensors.
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Abstract

This work reports the electrochemical transduction of an immunological interaction by use of bilayer lipid
membranes (BLMs) which were prepared from mixtures of egg phosphatidylcholine (PC) and dipalmitoyl phospha-
tidic acid (DPPA). Thyroxin (T4)/anti-rabbit T4 was used as a representative immunological reaction for these
studies. Antibody—antigen complexation caused transient ion current signals due to dynamic changes of the
clectrostatic fields at the surface of such membranes. The mechanism of signal generation is based on the
perturbation of the electrical double layer and surface structure of the BLMs. The transient charging signals occurred
as singular or multiple events which lasted for a period on the order of seconds. The magnitude of these transient ion
current signals was directly related to the concentration of the antigen in bulk solution, which could be determined
over a range of nM to mM levels in a period of seconds to minutes. Investigation of the effects of lipid composition of
BLMs, pH and the presence of Ca®™ in bulk electrolyte solution indicated that the response could be optimized for

sensitivity and speed.

Keywords: Biosensors; Antibody—antigen; Bilayer lipid membranes; Immunological reaction

An imaginative array of analytical methods has
been developed to create and amplify analytical
signals from antibody—antigen interactions, viz.
sandwich assays, competitive binding assays and
enzyme labelling [1]. Generally, these methods
are sensitive and selective, but often have serious
deficiencies in terms of biosensor development
on the basis of speed, the need for separation
steps, the requirement of secondary labelling and

Correspondence to: U.J. Krull, Chemical Sensors Group, De-
partment of Chemistry, Erindale Campus, University of
Toronto, 3359 Mississauga Road North, Mississauga, Ontario
L5L 1C6 (Canada).

the introduction of secondary reactants. Recently
a number of investigations have reported direct
electrical monitoring of an immunological reac-
tion [2—7]. The direct monitoring of antibody—an-
tigen binding and the construction of an immuno-
logical biosensor based on the determination of
an intrinsic property of the protein (charge den-
sity, molecular mass, dielectric constant, refrac-
tive index, etc.) is an attractive alternative to
enzyme-linked or radiometric immunoassays if
comparable sensitivity and speed can be achieved.

Bilayer lipid membranes (BLMs) can provide
the basis for the development of immunological
biosensors for the direct monitoring of antibody

0003-2670 /93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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—antigen binding [8]. The use of BLMs to directly
monitor immunological reactions was first
demonstrated years ago by Del Castillo, and tran-
sient electrical phenomena involving changes in
membrane conductance were observed [9,10].
Further studies of the use of ion current through
BLMs as a basts for transduction of antibody-an-
tigen and lectin—saccharide interactions indicated
that signals appeared as multiple transients with
ion current alterations of variable magnitude and
frequency [11,12]. Of significance was that signal
frequency and magnitude data accumulated for
any one BLM over a period of an hour could be
correlated semi-quantitatively with analyte con-
centration, and that the multiple transient events
were due to electrostatic alterations at the mem-
brane surface. Such a transduction method for
concentration determinations is inherently lim-
ited by the length of time required for analysis,
and by the use of statistical probabilities to iden-
tify concentrations by analyzing frequency of re-
sponse. The goal of the present work was to
identify whether the structure of BLMs could be
designed so that transduction of antibody-anti-
gen interactions was based on the magnitude of a
single signal.

The interactions of hydronium and calcium
ions with BLMs composed of egg PC and DPPA
have recently been studied by an electrochemical
method [13,14]. The results have shown that the
surface charge density and phase structure of
these membranes depends on the composition of
BLMs, the hydronium activity and the presence
of calcium ions in the electrolyte solution. En-
zyme—substrate interactions which modify the
charge density at the surface of these BLMs can
generate analytically useful signals by perturba-
tion of the electrostatic fields and phase structure
of membranes [15]. Alteration of an electrical
double layer which can be made to exist at a
BLM-solution interface is a process which has
been observed to provide rapid response charac-
teristics for acetylcholine-acetylcholinesterase re-
action (seconds for uM detection).

In the present work the analytical utility of
BLMs as electrochemical transducers for im-
munoreactions which modulate the electrostatic
charge at the membrane surface is presented.

D.P. Nikolelis et al. / Anal. Chim. Acta 282 (1993) 527-534

The thyroxin (T4)/anti-rabbit T4 interaction was
chosen as the immunoreaction, owing to the clini-
cal significance of T4 [16]. The BLMs provided
transduction by alterations of the charging of the
double layer which was modified by the im-
munoreaction. By appropriate selection of lipid
composition and solution conditions it was possi-
ble to transduce the selective antibody—antigen
interaction as a single transient charging current
signal, which phenomenologically had an appear-
ance similar to a gated process but without a
quantized magnitude (i.e., an electrochemical
switch).

EXPERIMENTAL

Materials and apparatus

The materials and equipment used throughout
this study were essentially identical to those de-
scribed previously [13,17]. The lipids that were
used were lyophilized egg phosphatidylcholine
(PC; Avanti Polar Lipids, Birmingham, AL) and
dipalmitoyl phosphatidic acid (DPPA; Sigma, St.
Louis, MO). HEPES (N-2-hydroxyethylpipera-
zine-N ’-2-ethanosulfonic acid) which was used for
the pH adjustment and thyroxin were also pur-
chased from Sigma. Rabbit antiserum to T4 was
supplied from UCB Bioproducts (Braine-I’Al-
leud, Belgium). Water was purified by passage
through a Milli-Q cartridge filtering system
(Milli-Q, Millipore, El Passo, TX) and had a
minimum resistivity of 18 Mohm cm. All other
chemicals were of analytical-reagent grade.

Solventless BLMs were formed in a circular
aperture of 0.32 mm diameter, which was located
in a Saran-Wrap™ partition (10 wm thickness)
that was used to separate two identical solution
cell compartments. Each plexiglass solution
chamber had a volume of ca. 10 ml and an
air /electrolyte interface area of 3 cm?. An exter-
nal voltage of 25 mV d.c. was applied across the
membrane between two Ag/AgCl reference elec-
trodes. A digital electrometer (Model 614, Keith-
ley Instruments, Cleveland, OH) was used as a
current-to-voltage converter. The electrochemical
cell and the electronic equipment were isolated
in a grounded Faraday cage.
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Procedures

The dilute lipid solution used for the forma-
tion of the solventless BLMs contained 0.2 mg
ml~! total lipid and was composed of 0, 15 and
35% (w/w) DPPA,; these solutions were prepared
daily from stock solutions of PC (2.5 mg ml~1!)
and DPPA (2.5 mg ml™!) in n-hexane—absolute
ethanol (80 + 20). The stock lipid solutions were
stored in the dark in a nitrogen atmosphere at
—4°C. The BLMs were supported in a 0.1 M KCI
electrolyte solution which contained HEPES as a
buffer.

The antiserum had a volume of 1.6 ml (protein
concentration 17.5 mg ml~!) and was diluted to
10.0 ml with a 0.02 M phosphate buffer pH 7.4.
Samples of 100 ul volume were removed on a
daily basis and were used for the deposition of
the protein onto the air/electrolyte interface in
the electrochemical cell. The stock solution of
thyroxin (0.1 mg ml~!) was prepared daily just
before use.

The process of membrane formation by a mod-
ified “monolayer folding” technique was de-
scribed previously [13,17]. Lipid solution (10 ul)
was added dropwise from a microliter syringe to
the water surface in one cell compartment near
the partition. A volume of 3 ul of the protein
solution was applied to the same air /water inter-
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face subsequent to the deposition of lipid. The
level of the electrolyte was dropped below the
aperture and then raised again within a few sec-
onds. The formation of a membrane was verified
by the magnitude of the ion current, and by the
electrical properties of the membranes. When the
ion current stabilized (over a period of 20 min)
and no more transient ion current changes oc-
cured, the antigen was injected in bulk solution.
All solutions were gently stirred and all experi-
ments were done at 25 + 1°C.

RESULTS AND DISCUSSION

The antibody was deposited directly onto egg
PC-DPPA mixtures at the air /water interface of
one solution cell compartment. This promoted
incorporation of the protein into the lipid layer
and maximized the loading of the protein when
BLMs were formed. Data on immunoglobulin
interactions with lipids have been reported [18,19],
but specific data for anti-rabbit T4 has not been
given. Therefore experiments were done to deter-
mine the maximum loading of protein that can be
inserted in the BLM structure without inducing
permanent permeability changes, and to estimate
the time required for association of the IgG with
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Fig. 1. Recording obtained at pH 6.0 (0.1 M KCl, 10 mM HEPES and in the absence of Ca?*) with membranes composed of 15%
(w/w) DPPA with anti-rabbit T4 in the BLM structure and without antigen present in the bulk solution. A volume of 3 ul of
antibody solution was deposited onto the air/water interface subsequent to the lipid deposition. The recording begins after BLM
has thinned to a bilayer structure and stabilization of the baseline has occurred (e.g., 3 min after membrane formation).
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the PC/DPPA BLMs. Various volumes of the
solution containing antibody were deposited onto
the air/water interface after the deposition of
lipid (15% DPPA, pH 6.0). Volumes of anti-rab-
bit T4 solution less than or equal to 3 ul did not
alter the residual ion current (background signal)
associated with conductivity through these BLMs.
Such additions did result in the appearance of
random transient signals as the BLMs stabilized
(Fig. 1) reminiscent of ion-channel gating events
[20]. Similar results were obtained with BLMs
composed of only PC or 35% DPPA, and when
the electrolyte solution contained 1.0 mM Ca?*.
The time for stabilization of the BLMs which
contained antibody was less than 20 min and
injection of antigen in bulk solution was done
after this time. An instability of ion current with
time was noticed for volumes of antibody solution
that were larger than 3 ul; e.g., the ion current
was initially as observed in Fig. 1 when a volume
of 5 ul of antibody solution was deposited onto
the air/water interface, but it increased over a
period of 7 min to 100 pA and after a total of 10
min to 1 nA.
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Some models of the association of antibodies
with BLMs have been proposed [19,21]. The re-
sults presented herein indicate that it is unlikely
that the protein spans the membrane to form a
conductive pore since permanent alterations of
ion current were not observed when using signifi-
cant but lower concentrations of antibody (i.e., 3
unl volumes or less). The destabilizing effect of
larger quantities of protein is likely due to con-
current protein-lipid and protein-protein inter-
actions which tend to disrupt the continuum of
lipid interactions on one side of a BLM. A perti-
nent analogy can be drawn here to the function
of a detergent, and the electrochemical results do
indicate that a critical concentration of protein
exists beyond which BLM destabilization and fail-
ure occurs. The IgG likely exists at the mem-
brane—solution interface [19] with a substantial
protrusion of the functional F,; and F, groups
into the electrochemical double layer. Aggrega-
tive events associated with increasing concentra-
tions of the protein in a BLM could readily cause
disruption of a double layer, and the rapid reor-
ganization of the double layer would be observed
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Fig. 2. Experimental resuits obtained at pH 6.0 (0.1 M KCl, 10 mM HEPES and 1.0 mM Ca®*) with membranes consisting of 35%
(w/w) DPPA when a volume of 3 ul of antibody solution were co-deposited onto the air /water interface and the concentration of

T4 in bulk solution was 1.12 X 1077 M.
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Fig. 3. Experimental results obtained at pH 6.0 (0.1 M KCl, 10 mM HEPES and in the absence of Ca?>*) with BLMs composed of
15% (w/w) DPPA when 3 nl of antibody stock solution was co-deposited onto the air /water interface. Thyroxine concentrations;
(A) 112X 107° M; (B) 1.12x 10~ M; (C) 3.36 X 10™8 M; (D) 1.12x 10~7 M; (E) 1.12 X 10~® M. Arrow indicates injection of

antigen.

as a transient current signal. In addition the
aggregation of charged protein molecules, and
interactions with the charged lipid component of
the BLMs (protein binding to hydrogen bond
accepting sites of DPPA [22]) can induce electro-
static field gradients at a BLM surface [23]. These
processes should reduce in frequency and then
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Fig. 4. Calibration of the analytical signal from the experimen-
tal results that are shown in Fig. 3.

terminate as an equilibrium concentration of pro-
tein and subsequent equilibrium of aggregation at
the membrane-solution interface was reached,
and occurred in a period of up to 20 min in our
experiments.

Figure 2 shows recordings of the signals ob-
tained at pH 6.0 (in the presence of calcium ions)
with BLMs composed of 35% DPPA. It can be
seen that the immunological interactions that oc-
cur at the membrane surface produce multiple
transient events of the form that has previously
been shown to relate frequency to concentration
[11,12]. Similar results were obtained at different
experimental conditions, such as in the absence
of calcium ions in the bulk electrolyte solution
and with BLMs consisting of 0% (w/w) DPPA.
Figure 3 shows recordings of the signals obtained
at pH 6.0 (in the absence of Ca?*) for different
concentrations of thyroxin with membranes com-
posed of 15% DPPA. This lipid composition and
electrolyte composition was the only one (using
the stated lipids and salts) which was found to
provide single current transients. The magnitude
of the transient responses is in direct proportion
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to the concentration of antigen in bulk solution as
can be seen in Fig. 4. Control experiments involv-
ing the use of antigen alone and non-selective
protein interactions were completed to demon-
strate that the transient ion current signals were
due to selective interactions.

Previous studies have shown that ion conduc-
tion through BLMs depends on the phase struc-
ture and/or the surface potential, which directly
depend on the concentration and the degree of
ionization of DPPA [13], and on the presence of
Ca’* in bulk electrolyte solution [14]. The most
significant difference between these previous ex-
periments and those reported in the present work
is that the former experiments report permanent
alterations of ion conductivity by concurrently
adjusting the electrostatic charge on both sides of
BLMs, while the latter provides surface charge
alterations only at the one membrane interface
(exposed to the antibody). The results indicate
that it is possible to control the structure and /or
electrostatic fields of one leaflet of a BLM with-
out disturbing the opposite surface (over rela-
tively short periods), as recently shown by the
generation of transient signals based on pH varia-
tions caused by hydrolytic enzyme-substrate re-
actions at BLMs prepared from PC/DPPA [15].

The transient signals shown in Fig. 3 are in-
triguing due to the reproducibility and speed of
signal development at even low concentrations of
antigen. The transient currents have a duration of
seconds or less and are indicative of a rapid
reorganization of charge at the surface of mem-
branes. Rabbit antithyroxin antiserum is poly-
clonal and is composed of a mixture of antibodies
with isoelectric points (p/) in the range 6.3 to 9.0
[24,25]. The antigen T4 has a pl of 5.0 [25].
Electrostatic forces are important in the mecha-
nism of formation of the antibody—antigen com-
plex [25]. At pH 6.0 the formation of the complex
would result in partial neutralization of the net
positive charge of the antibody by the net nega-
tive charge of the antigen.

Electrostatic changes induced by the anti-
body-antigen interaction on one side of a BLM
would be expected to cause a slow (many min-
utes) non-linear double layer reorganization to
occur, which would provide a slow transient
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change of signal (it is unknown whether the kinet-
ics of the antibody-antigen reaction, or associa-
tions of the immunocomplexes, or diffusion of the
antigen to the membrane surface is rate limiting).
The appearance of a rapid transient current after
a substantial time delay (i.e., much longer than
mixing or diffusion times) therefore suggests that
a capacitive charging current develops when some
critical magnitude of surface charge is achieved,
which results in a transition of membrane struc-
ture from one form to another. This was the case
for hydrolytic enzyme-substrate reactions, and
related the time required for the appearance of a
transient current of constant magnitude to differ-
ent concentrations of substrate [15]. However, the
results for the antibody-antigen experiments of
Figs. 3 and 4 indicate the evolution of a transient
signal with a relatively constant time correlation,
and varying magnitudes which are directly related
to antigen concentration. The relatively constant
delay times for transient current evolution for
widely varying concentrations of antigen indicate
that the mechanism responsible for the transient
is not directly related to the charge associated
with varying quantities of antigen at the BLM
surface.

The process of formation of BLMs requires
variable times, and antigen additions have been
done at different times after membrane forma-
tion and stabilization. Only after addition of T4
were the transient currents of Fig. 3 observed,
confirming that the transients were not associated
with a spontaneous structural relaxation of the
BLMs. This undefined singular structural transi-
tion is furthermore unique in that it only has
been observed to occur for the experimental con-
ditions listed for Fig. 3. The magnitude of the
transient currents are consistent with the pro-
posed capacitive charging events and are related
to the concentration changes of ions of the dou-
ble layer as follows; the concentration of univa-
lent ions at the membrane-solution interface,
C/(x), is given by the Boltzmann relation:

Ci(x)=C,; exp[ —ze¥,/kT] (1)
where C; is the electrolyte concentration in bulk

solution, z, e, k and T have their usual meanings
and V¥, is the surface potential. The magnitude of
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TABLE 1

Summary of responses for different compositions of BLMs and electrolyte solution
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%0 (w/w) [Ca%*] pH Signal appearance Max. signal Effect of [antigen] Average delay
DPPA (mM) (average) (pA) increase to first signal (min)
in BLMs
35 1 6 Multiple spikes, 10 Increased spike freq. 3
3-4pA and magnitude
35 none 6 Multiple spikes, 4 Increased spike freq. 1.5
2-3 pA and magnitude
15 1 6 Multiple spikes, 4 Increased spike freq. 10
2-3 pA and magnitude
15 none 6 Single transient dep. [antigen] Increased spike mag. 1.5
(e.g., 21 pA for
1.12x1077 M)
15 none 8 Single transient dep. [antigen] Increased spike mag. 1.5

(e.g., 10 pA for
1.12x 1077 M)

the transient charging signals is observed to ap-
proximately follow a logarithmic dependence of
T4 concentration.

The signal profile of Figs. 3 and 4 indicates an
interesting opportunity for development of a sen-
sor that can act as a modulator or switching
device. More generally, Table 1 summarizes the
results from experiments which provide current
transients based on the chemical composition and
environment of BLMs. The magnitudes of the
multiple signals and therefore the sensitivity for
antigen calibration depends on the quantity and
extent of ionization of DPPA. The signal magni-
tude is increased when the quantity of the acidic
lipid in the membrane decreases. A continuation
of this trend is not evident for membranes con-
sisting only of PC. The results indicate that the
phase structure of the lipid membrane is a pre-
dominant factor that sets the magnitude of the
current alterations. The time for appearance of
the first of a series of multiple transient signals
does not substantially alter as the concentration
of DPPA is changed. An increase of the pH of
bulk electrolyte solution (e.g., pH 8.0) which in-
creases the degree of ionization of DPPA and
reduces the net charge of the antibody resuits in
a decrease of the signal magnitude. This may be
due to the properties of the membrane, but the
binding activity and attractive electrostatic inter-
actions between antibody and antigen are also

reduced [25,26]. The presence of Ca?* in bulk
solution generally delays the time of appearance
of the multiple transients. BLMs can therefore be
designed to provide fast, sensitive transduction of
interactions of charged antibodies with antigens;
the example shown here having a detection limit
for determination of T4 near 10~° M of thyroxin
(for S/N =2 when based on the experimental
noise level of 0.5 to 0.7 pA, and using a time
window based on the full range of experimentally
observed times of responses from 50 to 120 s).
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Piezoelectric quartz crystal with separated electrode
for the simultaneous determination of atropine sulphate
and sodium chloride
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Abstract

A piezoelectric quartz crystal with one separated electrode that could be immersed in liquid was applied to the
simultaneous determination of atropine sulphate and sodium chloride in atropine sulphate eye drops. The average
relative errors were 4.0% for atropine sulphate and 2.7% for sodium chloride.

Keywords: Piezoelectric sensors; Atropine sulphate; Pharmaceuticals; Sodium chloride

The piezoelectric quartz crystal (PQC) sensor
has attracted increasing interest and applications
since it was introduced in 1964. For multi-compo-
nent analysis in gaseous phases, the use of piezo-
electric crystal arrays has also been proposed.
Carey et al. [1] used a piezoelectric crystal array
modified by different coating films. Chang et al.
[2] identified odorants with a piezoelectric crystal
array through neural-network pattern recogni-
tion. For the analysis of liquid samples, a multi-
calibration technique has been established for the
simultaneous determination of micro amounts of
o- and m-cresol using a liquid piezoelectric array
[3] and a method for the simultaneous determina-
tion of aspirin and salicylic acid using an unmodi-
fied piezoelectric sensor has also been suggested
[4].

Recently, a new type of piezoelectric sensor
for gases and liquids, the electrode-separated
piezoelectric quartz crystal, has been reported

Correspondence to: Shouzhuo Yao, Department of Chemistry
and Chemical Engineering, Hunan University, Changsha
410082 (China).

[5-8]. These sensors have been investigated with
regard to solution properties, density, viscosity,
specific conductance, permittivity, and mass, and
applied to chromatographic detection. In this
work, a piezoelectric quartz crystal sensor with
one separated electrode (PCSE) was designed
that can be inserted in liquids like the normal
piezoelectric quartz crystal (PQC). The sensor
was constructed with a piezoelectric crystal and a
silver rod. It was found that this PCSE sensor
shows a high response sensitivity to changes in
the specific conductance of solutions under cer-
tain conditions. Using this device, we carried out
the simultaneous determination of atropine sul-
fate and sodium chloride in guttae atropini sul-
phatis (atropine sulphate eye drops) with the help
of a calibration technique. The results showed
that the PCSE is more sensitive than the conven-
tional PQC detector; in addition, it is simple to
operate and has a rapid response owing to the
lack of a need for an inconvenient flowing system,
and can be applied to determine the traces of
several components in pharmaceutical systems si-
multaneously and rapidly.

0003-2670 /93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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EXPERIMENTAL

Apparatus and reagents

An AT-cut, 9-MHz piezoelectric quartz crystal
(12.5 mm diameter, having two coated silver elec-
trodes) was obtained commercially (Peking). One
electrode of the piezoelectric crystal was dis-
solved away with aqua regia, and then the crystal
was washed with water and acetone and dried. A
silver rod of diameter 0.5 mm was ground with
sand paper, washed with water and acetone be-
fore drying and then fixed to the crystal. Lead
wires were soldered on the silver rod.

The PCSE designed here is shown in Fig. 1.
The silver rod electrode faced the electrodeless
surface of the crystal. The PCSE can be im-
mersed in liquid like a normal PQC. The PCSE,
holder and detection cell were placed in a ther-
mostated water-bath. In contrast with a device
reported by Nomura et al. [6], the surrounding of
the piezoelectric quartz crystal and the separated
electrode were entirely filled with a same kind of
solution. Both sides of the crystal were in contact
with liquid. The distance between the silver rod
and the crystal was about 0.5 mm and the volume
of the detection cell was about 10 ml.

The lead wires soldered to electrodes were
connected to a TTL oscillator made in this labo-
ratory. The frequency change was monitored by
an SS3320 frequency counter (Shijiazhuang Elec-
tronic 4th Factory) and the power was supplied
by a JY-30B d.c. voltage regulator (Shijiazhuang
Electronic 4th Factory). A Model 78-1 magnetic
stirrer (Shanghai Nanhui Telecommunications

V¢

L

—_ -
AN

/SN

Fig. 1. Configuration of the PCSE. (a) Lead wire; (b) quartz
crystal disc; (c) coated silver electrode; (d) silver rod elec-
trode; (e) solution; (f) water-jacket; (g) magnetic stirrer.
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Equipment Factory) was used to mix the solution.
The temperature was controlled by a Model
CS501 thermostat (Chonggin Trial Equipment
Factory). A microsyringe and a medical injector
(Shanghai Medical Injector Factory) were used to
add sample solution and remove waste solution.

All solutions were prepared from analytical-re-
agent grade chemicals. Atropine sulphate was of
pharmaceutical purity. Doubly distilled water was
used throughout.

Measurements

First, the PCSE device was immersed in 10 ml
of water which was thermostated at 25 + 0.2°C
and stirred at a constant rate. The stable oscilla-
tion frequency, f,, was recorded. After adding
electrolyte solution, the stable frequency, f, was
again recorded, giving the frequency shift, Af=f
—~fo- In order to ensure reproducility of the
measurements, the detection system was kept in
place throughout the determinations. The waste
solution was removed with medical injector. The
detection cell was then blown dry after washing
with water and acetone.

Suitable amounts of atropine sulphate and
sodium chloride were weighed accurately and dis-
solved in water to give standard solutions.

The sensor was immersed in the detection cell
containing 10 ml of freshly prepared 1.5 mM
NaOH solution (25 + 0.2°C; constant stirring
rate). To avoid the possibility of the dilute sodium
hydroxide reacting with atmospheric CO,, lead-
ing to frequency drift, the detection cell was
sealed with a cover in which a small hole was left
to insert a microsyringe. The stable frequency
response, f,, was measured. After injecting a
certain amount of atropine sulphate and NaCl,
the initial reaction time was registered immedi-
ately and the frequency values at different times,
f(1), were recorded. The frequency shift, Af(t)
= f,(t) — f,, was measured twice and the average
was used as the response of the PCSE.

Data analysis
Multiple linear regression (MLR) was used to
predict concentrations:

[C]b><n = [P]me[R]an (1)
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where [C] is a concentration matrix, [P] is a coef-
ficient matrix, [R] is a response matrix and b, m
and n are the numbers of components, time
windows and samples, respectively. The [P] ma-
trix can be estimated via a calibration set with
known concentrations and measured frequency
responses.

The program was written in BASIC and the
computer used was an' AST 286.

RESULTS AND DISCUSSION

Characteristics of PCSE

It was found that this type of PCSE sensor
could oscillate stably in gas and liquid environ-
ments in the same way as a normal PQC. For the
PCSE in air, the two separated electrodes have
the function of a capacitor, so an alternating
electric field can be exerted in the piezoelectric
quartz crystal and make it oscillate. The oscilla-
tion frequency is higher than that for a normal
PQC in air. With the PCSE in a liquid, it can
bring about stable oscillation with the help of the
properties of solutions. In contrast to the results
of Nomura et al. [6], this PCSE resonator can
oscillate stably in non-electrolyte-containing lig-
uids such as water and ethanol.

The equivalent circuit of the proposed PCSE is
shown in Fig. 2. R, L,, C, and C, are the
dynamic resistance, dynamic inductance, dynamic
capacitance and static capacitance of the piezo-
electric quartz crystal in a liquid, respectively. R,
and C, are the solution resistance and solution
capacitance. R; and C, are also solution resis-
tance and capacitance, but different to R, and
C,. It can be seen that the circuit becomes more
complicated than that of a normal PQC [9] be-

R, L| CI R;
C Cs
Y
REN
Ry
—{
¢
_* '_.__

Fig. 2. Equivalent circuit of PCSE.
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cause of the separated electrode and the two
sides of the crystal in contact with solution.

With the present system the specific conduc-
tance changes were investigated, but the influ-
ence of permittivity, density and viscosity of solu-
tion can be ignored. As shown in Fig. 3, when the
concentration of the electrolyte solution in-
creases, i.e., the specific conductance increases,
the resonant frequency becomes more negative.
The frequency shift is proportional approximately
to the concentration of electrolyte within a cer-
tain range. The slope of the frequency change
increases gradually. If the electrolyte concentra-
tion is too high, e.g. more than 5 X 10~3 M sodium
chloride, the PCSE resonator will stop oscillating
owing to the too large frequency shift (the fre-
quency is too low to oscillate stably). If the elec-
trolyte is added continuously, the frequency will
increase slowly and the resonator will restore
oscillation gradually in concentrated electrolyte
solution (about 2 X 1072 M), and when the con-
centration is up to certain value the frequency
will not change with variation of the electrolyte
concentration. In the range of experimental con-
centrations used, the frequency shift of the PCSE
resonator is several time larger than that of the
normal PQC [10,11].

A suitable volume of water was transferred to
the PCSE detection cell so that the level of the
water reached the centre of the coated silver
electrode of the piezoelectric quartz crystal. The
stable frequency (f') was recorded. Other stable
frequencies (f”) were monitored after adding
50-u1 aliquots of water. The relationship between
the oscillation frequency shift and the volume of
water is shown in Fig. 4. It can be seen that with
the addition of water the frequency decreases
and the influence of the depth of solution gradu-
ally weakens. When the surface of the liquid is
above the top of coated silver electrode, despite
the separated electrode of the quartz crystal, the
influence of the depth of liquid on the frequency
change is restricted to a few Hz, which corre-
sponds to the flat part of the curve. This result is
similar to that with a normal PQC. As the area of
the unseparated silver electrode is much larger
than that of the separated electrode, the effect on
the silver rod electrode frequency is slight com-
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Fig. 3. Correlation of frequency shift and concentration for
PCSE in (a) NaCl and (e) MgSO,.

pared with the coated silver electrode. Hence the
influence of depth can be neglected provided that
the coated silver electrode of the crystal is fully
immersed in solution. In this work, the distance
between the surface of the liquid and the top of
coated silver electrode was kept at about 1 mm.
Additionally, the size and shape of the detector
cell and the stirring rate were kept constant.

As shown in Figs. 3 and 5, if the water is
regarded as the reference solution, then the rela-
tionship between frequency shift and concentra-
tion of the electrolyte over a large range is not
strictly linear. However, under certain conditions,
for example, relative to the most dilute elec-
trolyte solution (e.g., 2 X 10~* M), the frequency
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Fig. 4. Influence of depth, i.e., volume of liquid added.

change is proportional to the electrolyte concen-
tration, i.e., the specific conductance. It was found
that the background electrolyte had a large influ-
ence on the determination. The presence of a
large amount of background electrolyte makes
the sensitivity of the frequency response increase
considerably and improves the linear relationship
between the frequency shift and concentration. In
this work, the analyses of the calibration set and
the unknown sample set were carried out in a
certain background electrolyte (1.5 mM NaOH)
and, moreover, the frequency shift was relatively
small (a few hundred Hz), in order to ensure that
the frequency shift response was restricted strictly
to the linear range.

- Af (KHZ)
A [ ]
30k
b )
A
20}
10t
1 x107“M
L |
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Fig. 5. Linear relationships between frequency shift and concentration. (a) NaCl. ® =2 X 10~* M sodium chloride background;
X =1.5x 103 M sodium hydroxide background. (b) NaOH. ® =2 X 10~* M sodium hydroxide background; a =2x 10> M

sodium chloride background.
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Fig. 6. Influence of distance, d, on NaCl (calibration). a =
<0.5 mm; X =0.5 mm; ®=1.5 mm. 2x10~* M NaCl back-
ground.

It was found that the greater the distance
between the rod electrode and the silver-coated
electrode of the crystal, the higher is the oscillat-
ing frequency. Figure 6 indicates that an increase
in the distance, d, is slightly advantageous for
improving the response sensitivity. However, the
effect is small, i.e., the cell constant does not
influence the slope of the frequency shift signifi-
cantly. Hence the measurement shows little de-
pendence on the distance, d, if the change is not
too large (0.5-1.5 mm). An increase in this dis-
tance, however, eventually makes the resonant
frequency unstable, and may even cause the res-
onator not to oscillate (e.g., more than 3 mm in
water). The suitable distance between the piezo-
electric crystal and the separated electrode was
selected as 0.5 mm and was maintained in all
subsequent experiments.

Simultaneous determination of atropine sulphate
and sodium chloride

Similarly to the normal PQC resonator, the
frequency shift (A f) of PCSE varies linearly with
the change in specific conductance (Ak) over a
limited concentration range, as has been dis-
cussed:

Af=S_Ax (2)
where S, is the sensor sensitivity for the specific
conductance. Denoting the equivalent concentra-

tion as C,; and equivalent conductance as A;, Eqn.
2 becomes

A Se
f= 1000

T ACA, (3)

i
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In the general experimental case, the value of S,
is about 2 X 10° Hz Q m, greater than the slope
of a normal PQC.

If an acid, HA, whose dissociation constant is
not very small is added to a large amount of base
(BOH), the frequency shift resulting from the
change of conductance is

Af=S(IA-_ lOH")CHA 4)

[ is the equivalent ionic conductance. For n acids,
then

Af=S Z (IA,-‘ _IOH‘)CHA,- (5)
i=1

Atropine sulphate [(C,;H,;NO,),-H,SO,"
H,0] is a belladonna alkaloid. As an antispas-
modic anticholine drug, it is widely used in clini-
cal treatment. There are many methods for its
determination, including non-aqueous titrimetry
[12].

Guttae atropini sulphatis is a hospital prepara-
tion in common use, sodium chloride being added
to obtain an isotonic solution. The stability of
atropine sulphate is dependent on the solution
pH. In alkaline solution, the atropine will dissoci-
ate:

CH,OH

l
H
o
OH

CH,OH
+ ~00C—CH

(a”)

This is a second-order reaction. For simplifica-
tion, a large excess of base is used, making the
reaction quasi-first order. Also, the large amount
of base in solution acts as a background elec-
trolyte. This is advantageous for the PCSE sensor
because it makes the response of the frequency
shift of the sensor more sensitive and linear.

At a certain temperature, the Kkinetic equation
of the quasi-first-order reaction is

C(t)=Cye™*
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Hence, for atropine sulphate, the frequency shift
that changes with time in basic solution is

Afi(#) = S[(lon-—1,-)Co e ™
+1,-Cy _IOH‘CO]
=5(1)Co (6)

where C, is the initial concentration of atropine
sulphate and k is the rate constant (independent
on the concentration).

For sodium chloride, the frequency shift is

Afy=S[(Inar+1c1-) Cnaal] = $2Cnact (7)
Hence the total frequency change Af is
Af=Af(t) +Af,
= S{[(IOH“— l-) e M+ l,-— lon*]co
+(Ina+t lCl_)CNaCl}
=5()Co+ 5:Cnacr (8

With progress of the reaction, Af,(z) changes
with time, but Af, does not. Therefore, quantita-
tive difference information on atropine sulphate
and sodium chloride can be obtained through
recording the frequency shift response at differ-
ent times, then carry out the simultaneous deter-
mination of the two components by a suitable
calibration technique.

The relationship between the response of the
frequency shift and the reaction time when vari-
ous concentrations of atropine sulphate were
added to excess of sodium hydroxide is shown in
Fig. 7. On account of the consumption of OH~
by the scopolic acid produced in the hydrolysis,
the osillation frequency of PCSE increases with
reaction time. The shapes of the curves at differ-
ent concentrations all approximate to first-order
decay graphs. Also, the frequency shifts at differ-
ent times are proportional to initial concentra-
tion. Hence the selective determination of at-
ropine sulphate in the mixture could be carried
out conveniently by linear calibration. This
method can remove the interference of non-hy-
drolysable substances. Figure 8 shows the plots of
frequency shift against reaction time for atropine
sulphate and sodium chloride. The two linear
response models are obviously different. More-
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Fig. 7. Frequency shift of PCSE for different concentrations
of atropine sulphate at different times (min). ® =0.01 mM;
A =002 mM; & =0.04 mM.

over, the curve for the frequency shift of the
mixed solution is the sum of the frequency shifts
of two components, indicating that the response
of the sensor to the specific conductance of the
solution possesses linear additability.

Sample analysis
Nine mixed solutions of atropine sulphate and
sodium chloride of various concentration were

Af (Hz)
-800¢} ) ) - i
-400r \\\

ok

[}

400r \\
\.\.

8005 5 0 8 T(min)

Fig. 8. Frequency shift patterns for atropine sulphate and
sodium chloride. ® =0.03 mM atropine sulphate; B =0.15
mM sodium chloride; a = sum of 0.03 mM atropine sulphate
and 0.15 mM sodium chloride.
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TABLE 1

Regression coefficients of [P] matrix

t (min) 1 4 7 10 15

A? -1.148 -0.572 +0.158 +0.825 +1.364
B2 —-2.001 +0.152 —-2447 +3.755 -0.089

2 A = atropine sulphate; B = sodium chloride.

TABLE 2

Multivariate determination of atropine sulphate and sodium
chloride ®

Sample Actual Found Relative error
No. concentration concentration (%)
-5 -5 - @

(107> M) (10° M) A B

A B A B
1 1.00 1000 097 1005 -3.01 0.50
2 1.50 6.00 1.52 6.28 0.97 4.72
3 2.50 5.00 263 4.90 512 -1.99
4 3.00 4.00 281 414 —-633 3.43
5 2.00 500 191 486 —447 -272

Average 3.98 2.67

2 A = atropine sulphate; B = sodium chloride.

prepared as a calibration set. The frequency shift
responses were determined according to the mea-
surement procedure. The coefficients of the ma-
trix which was evaluated based on Eqn. 1 are
listed in Table 1. Five other mixed solutions con-
taining 1 X 107°-3 X 107> M atropine sulphate
and 4 X 107°-10 X 1073 M sodium chloride were
prepared as unknown samples and measured un-
der the same experimental conditions.

The predicted concentration results are given
in Table 2. The average relative errors are 4.0%
for atropine sulphate and 2.7% for sodium chlo-
ride. The lowest concentration that can be deter-
mined with the PCSE device is 1 X 107> M, which
is much lower than is possible with the normal
PQC [4].
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Conclusion

The simultaneous determination of atropine
sulphate and sodium chloride can be carried out
with the proposed piezoelectric sensor (PCSE)
using an MLR calibration method. It shows a
higher sensitivity to specific conductance than the
normal PQC. This type of PCSE does not need
complex flowing devices, in contrast to others
that have been reported [5,6,8], so it is much
simpler to operate. This PCSE, immersed in solu-
tion like a normal unmodified PQC, can also be
used in frequency titrations, for example, and
should have wider applications.

This work was supported by the Natural Sci-
ence Foundation and the Education Commission
Foundation of China.
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Flow-injection derivative Fourier transform infrared
determination of methyl tert-butyl ether in gasolines
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Abstract

A procedure was developed for the flow-injection Fourier transform (FT) infrared spectrometric determination of
methyl fert-butyl ether (MTBE) in unleaded gasolines. The method is based on the use of first-order derivative
measurements in a flow system. The experimental procedure requires only the dilution of samples with hexane and
the injection of a 320-ul volume into a carrier flow of hexane. The FT-IR spectra are continuously recorded and the
first-order derivative obtained. The flow-injection peaks are established from the variation with time of the d 4 /dF
values found between 1209 and 1201 cm~!. Using a micro flow cell with a 0.117 mm path length and a carrier
flow-rate of 0.45 ml min !, the limit of detection of the method corresponds to 0.025% (v /V). The recovery of MTBE
varies from 98.2 to 102% and the relative standard deviation is 0.6% for samples containing 0.8% (v/v) MTBE.
Results obtained in the analysis of real unleaded gasoline samples compare well with those found by gas
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chromatography.

Keywords: Infrared spectrometry; Flow injection; Derivative spectroscopy; Gasoline; Methyl tert-butyl ether

The development of flow-injection (FI) proce-
dures for the analysis by infrared (IR) spectrome-
try, and especially Fourier transform (FT) IR
spectrometry, has helped to solve some of the
main problems [1-3] of quantitative determina-
tions by FT-IR methods. The use of FI-FT-IR
decreases the consumption of reagents, provides
rapid sampling and easy cleaning of the flow cell,
permits the continuous monitoring of the base-
line of spectra and enhances the simultaneous
determination of several components in the same
sample [4-13].

However, the determination of organic com-
pounds in complex matrices suffers from serious
limitations owing to the overlapping of ab-
sorbance bands, which prevents the direct deter-

Correspondence to: M. de la Guardia, Department of Analyti-
cal Chemistry, University of Valencia, 50 Dr. Moliner Street,
46100 Burjassot, Valencia (Spain).

mination of a series of compounds and causes
strong matrix interferences.

The use of derivative techniques in spectrome-
try has opened up new possibilities for the resolu-
tion of mixtures and compensation for matrix
interferences [14-17]. Several methods have been
developed in derivative IR spectrometry [18,19].

Methyl tert-butyl ether (MTBE) is an anti-
knock agent commonly employed in unleaded
gasolines. The additive is frequently determined
by gas chromatography (GC) in gasolines [20-25],
in synthetic products [26] and in estuarine waters
and sediments [27]. Spectrometric techniques
have also been employed for the determination of
MTBE in gasolines. A nuclear magnetic reso-
nance spectrometric method, which provides a
detection limit of 0.1% (v/v), has been developed
[28], and a near-infrared method has been ap-
plied to the direct measurement of MTBE in
gasolines with an associated standard error of

0003-2670/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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0.1% (v/v) by using the second overtone near-IR
region [29].

Only one reference was found to the FI-IR
determination of MTBE, namely a batch method
for determination of MTBE in gasolines based on
direct absorbance measurement at 851 cm~! by
using attenuated total reflectance, which provides
poor sensitivity and a relative standard deviation
between 1 and 1.6% for the analysis of samples
containing 7% (v/v) of MTBE [30].

The aim of this work was to develop a proce-
dure for the direct determination of MTBE in
gasolines by Fl-derivative FT-IR spectrometry.

EXPERIMENTAL

Apparatus and reagents

A Perkin-Elmer Model 1750 Fourier transform
infrared spectrometer, with an FR-DTGS tem-
perature-stabilized coated detector and equipped
with a Series 7700 data station, was employed for
absorbance measurements, with a nominal reso-
lution of 4 cm ™!, using a Specac (Orpington, UK)
micro flow cell with KBr windows and a path
length of 0.117 mm.

The manifold employed for FI measurements
and for stopped-flow experiments was essentially
the same described previously for the determina-
tion of carbaryl in pesticide formulations [13] and
benzene [11] in gasolines.

Analytical-reagent grade MTBE supplied by
Repsol (Cartagena, Spain) and hexane from Pan-
reac (Barcelona, Spain) were used as received.

Software

A series of computer programs were devel-
oped in order to carry out FI measurements and
the software package developed for the continu-
ous monitoring of the absorbance spectra, as a
function of time, has been described previously
[9,12). This previous software was modified in
order to obtain and store the peak-height ab-
sorbance values, taking into account the selected
baseline and the exact position of the absorbance
maxima, and to determine the derivative spectra
and establish the corresponding FI peaks in the
derivative mode.

M. de la Guardia et al. / Anal. Chim. Acta 282 (1993) 543-550

The second part of the software was developed
for this study and from the program CALCU-
LAR.oy (written in OBEY). It combines the pos-
sibilities of the data station to carry out the
mathematical treatment of the IR spectra and
those of the developed software to select and
store the IR data. The data obtained by this
modified program (at present called PROC-
ESS.oy) are employed in the program FIA-
GRAMA bas (written in BASIC) to record, as a
function of time, the derivative values of the
absorbance spectra, in a similar way to that de-
scribed previously [9] for zero-order spectra.

General procedure

To develop the FI-FT-IR procedure, the IR
spectra of real gasoline samples and standard
solutions of MTBE in hexane were studied in the
range 1350-800 cm™!, carrying out direct ab-
sorbance measurements in the zero-order and
different derivative order modes to obtain the
most appropriate conditions for the determina-
tion of MTBE in gasolines without any sample
pretreatment. Subsequently effect of flow-injec-
tion parameters was studied in order to deter-
mine the analytical figures of merit under the
most convenient conditions. Several experiments
were also carried out in the stopped-flow mode in
order to improve the limit of detection by means
of the accumulation of a series of spectra.

FI derivative FT-IR analysis

Dilute 10 ml of gasoline to 25 ml with hexane
and inject 320 wl of this solution into a 0.45 ml
min~! carrier stream of pure hexane. Solutions of
MTBE in hexane, in a concentration range from
0.035 to 1.5% (v/v) and containing also 40%
(v/v) of a leaded gasoline without MTBE, were
employed as standards. Record the FT-IR spec-
tra of samples and standards, using a nominal
resolution of 4 cm ™! between 1350 and 800 cm ™!,
calculate the first-order derivative and determine
the derivative values between 1209 and 1201
cm ™. From these data construct the FI peaks for
each solution. Determine the peak heights and,
from the measurement obtained for standards,
adjust the corresponding calibration line by the
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least-squares method. Interpolate the peak-height
values of samples in the above regression line.

MTBE standards in pure hexane provide, in
the derivative mode, a calibration line similar
than that obtained in the presence of a leaded
gasoline matrix, so this kind of standard can also
be employed.

Alternatively, gasoline samples were analysed
by using the zero-order absorbance spectra, work-
ing at 1088 cm~! with a baseline established
between 1154 and 985 cm ™!, both directly and by
the standard addition method. In the latter in-
stance, known volumes of a stock solution of 5%
(v/v) MTBE in hexane were added to 5-ml vol-
umes of gasoline and the volume was completed
to 25 ml with hexane.

Gas chromatographic analysis

Using the ASTM procedure [20], commercial
samples of gasoline were analyzed by an indepen-
dent laboratory (British Petroleum, Castellén,
Spain).

The standard test method consists of in adding
tert-amyl alcohol, as an internal standard, to the
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gasoline samples, which are then injected (3 nl)
into a gas chromatograph equipped with a polar
1,2,3-tris-2-cyanoethoxypropane (TCEP) liquid-
phase column, a non-polar wall-coated open
tubular methylsilicone capillary column and a col-
umn-switching valve.

RESULTS AND DISCUSSION

FT-IR spectra of MTBE

Figure 1 shows the transmittance spectrum of
a film of pure MTBE compared with the spec-
trum of hexane. The additive shows a series of
well defined bands in the wavenumber range
1350-800 cm™!, so these bands could be em-
ployed for the determination of MTBE in paraf-
finic solutions. However, when the spectra of
different types of gasolines are recordered in the
above-mentioned wavenumber range (see Fig. 2),
strong matrix interferences can be seen.

Figure 3 demonstrates that the absorbance
spectra of hexane solutions containing MTBE,
measured in a micro flow cell with a spacer of
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Fig. 1. Transmittance spectra, obtained in film for (A) pure MTBE and (B) hexane.
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Fig. 2. Transmittance spectra of (A) MTBE, (C) a gasoline

sample containing MTBE and (B) a gasoline without MTBE.
All the spectra were obtained in film.
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0.117 mm, provides two strong bands at 1205 and
1088 cm ™! and a less intense band at 853 cm™?.
These bands overlap the matrix bands (see the
spectrum of a leaded gasoline without MTBE),
but could be employed to determine the additive
in real gasoline samples, as can be seen in Fig. 4.
Figure 4 shows the spectra of a 1% (v/v) MTBE
in hexane solution, a hexane solution of a real
gasoline sample containing MTBE and the same
sample fortified with an additional concentration
of MTBE, and it can be seen that probably an
appropriate selection of the spectral baseline and
the use of the standard addition technique could
provide good results in the analysis of real gaso-
lines.

Direct determination of MTBE in gasolines

Attempts were made to determine MTBE in
real gasoline samples by using the highest sensi-
tivity band, at 1088 cm~!. Volumes of 320 ul of
different standards of pure MTBE in hexane
(from 0.035 to 1.5%, v/v) were injected into a
hexane carrier flow of 0.45 ml min~! and the
absorbance at 1088 cm~! was recordered as a

~
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Fig. 3. Absorbance spectra, obtained in a micro flow cell with a 0.117-mm spacer, of: (1) hexane and 40% (v/v) gasoline in hexane

solutions both (2) without and (3) with MTBE.
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Fig. 4. Absorbance spectra of (4) a 1% (v/v) MTBE solution in hexane, (3) a 40% (v/v) gasoline solution and (5) the same solution
of gasoline fortified with an additional 1% (v/v) of MTBE. Reference: hexane (1).

function of time. A baseline between 1154 and
985 cm ! was employed. .

The least-squares fitting of the absorbance val-
ues (A) versus MTBE concentration [C (%, v/V)]
provides the following regression line:

A=0.0018 + 0.2510C

with a regression coefficient R = 0.99989 (n = 7),
which is similar to that obtained by the standard
addition method for the analysis of an unleaded
sample:

A =0.300+ 0.2536C

However, analysis of a sample containing 1.78%
(v/v) MTBE gave a result of 2.94% (v/v) by the
direct procedure and 2.90% (v /v) by the standard
addition method, indicating that the band at 1088
cm~! is strongly affected by spectral interfer-
ences from the matrix. Similar results were ob-
tained when the same study was carried out at
1205 cm ™! using different baselines. On the other
hand, low values of MTBE in leaded gasolines
(which do not contain the additive) were obtained
by direct FT-IR measurements at 1088 and 1205

cm™!, also indicating the presence of spectral

interferences from the matrix.
For the band at 853 cm™!, the following cali-
bration line could be established:

A =0.000, + 0.0645C

which shows a considerably decreased sensitivity
and makes it necessary to prepare standard solu-
tions of MTBE in a leaded gasoline matrix (not
containing MTBE) in order to define an appro-
priate baseline between 865 and 840 cm ™.

By using the above-mentioned calibration line,
values of the same order as the real values ones
could be obtained for unleaded gasolines. A con-
centration of 0.38% (v/v) was obtained for a
gasoline sample actually containing 0.46% (v/v)
of MTBE.

Derivative spectra of MTBE

Figure 5 shows the zeroth-, first-, second-,
third- and fourth-order derivative absorbance
spectra of a 40% (v/v) solution in hexane of a
gasoline without additive, a 1% MTBE solution
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Fig. 5. Zeroth-, first-, second-, third- and fourth-order derivative spectra of MTBE at (A) 1088, (B) 1205 and (C) 853 cm ™. Spectra
(a) correspond to a real matrix of leaded gasoline diluted 40% (v/v) in hexane, spectra (b) were obtained for 1% (v/v) MTBE in
hexane solutions and spectra (c) for the same solutions in the presence of 40% (v/v) of a real gasoline not containing the additive.

in hexane and the same solution in the presence
of a 40% (v/v) real gasoline matrix and it can be
seen that the matrix strongly affects the most
important bands of MTBE (1088 and 1205 cm ™ 1).
However, the use of derivatives provides greater
similarity between MTBE signals both in the
presence and absence of the matrix, especially at
the 1205 cm ™. Therefore, for the direct determi-
nation of MTBE in real gasolines, the use of the
first-order derivative spectra at 1205 cm ™! can be
recommended. For the band at 853 cm™! poorer
results were found (see Fig. 5C) owing to the low
sensitivity of the MTBE determination at this
wavenumber.

All the spectra in Fig. 5 correspond to the
same concentration of MTBE and the sequence
of the different order derivative spectra indicates
that the spectrometer changes the ordinate scale,
in order to compensate for the loss of sensitivity
caused by the use of derivatives. However, there
is an increase in noise, as evidenced by the signals
obtained for blank solutions. Hence, it is prefer-
able to use low derivative orders for the determi-
nation of MTBE by FT-IR spectrometry.

In this study, peak-to-peak measurement be-
tween 1209 and 1201 cm™! in the first-order
derivative spectra was selected, which permits an
analytical sensitivity comparable to that obtained
by using zero-order absorbance values to be ob-
tained.

Effect of the derivative window on the FT-IR
determination of MTBE

To work in the derivative mode it is necessary
to select the derivative window of the spectrome-
ter. As can be see in Fig. 6, the increase in the
size of the window provides a decrease of sensi-
tivity and this parameter must be optimized. A
sensitivity value (expressed as the slope of the
calibration line) of 0.3518 “derivative units” per
% (v/v) of MTBE was found for a derivative
window of five points. Under the same conditions
a limit of detection of 0.035% (v/v) for MTBE
and a relative standard deviation of 0.6%, for five
independent measurements of a sample contain-
ing 0.8% (v/v) of MTBE, were found.

The above figures of merit compare well with
those obtained by direct measurement of the
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Fig. 6. Effect of the derivative window on the calibration lines
obtained for the derivative spectra of MTBE solutions. Win-
dows values of (0) 5, (0) 9 and () 13 data points were
assayed for a reading interval of 1 cm~! and a resolution of
4ecm™ L

absorbance at 1205 cm™!, because in this in-
stance a sensitivity of 0.1881 absorbance per %
(v/v) and a limit of detection of 0.025% were
found.

To check the accuracy of the derivative FT-IR
determination of MTBE, the recovery of MTBE
added to leaded gasolines not containing the ad-
ditive was measured. The results in Table 1 indi-
cate that the method provides a recovery between
98.2 and 101.2%.

FI-derivative FT-IR determination of MTBE in
real gasoline samples

Based on the above, the first-order derivative
FT-IR spectra measured between 1209 and 1201
em~! can be selected for the determination of
MTBE in gasoline using hexane as the carrier
and diluent of samples. The FI parameters were
chosen in the same way as in previous studies
[9-13] in order to obtain a good sensitivity and a
high sample throughput.

TABLE 1

Recoveries of MTBE obtained by the derivative FT-IR analy-
sis of gasoline samples

MTBE added MTBE found Recovery (%)
(%, v/v) (%, v/v)

0.400 0.395 98.8

0.800 0.810 101.2

1.200 1.180 98.3
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TABLE 2

Results obtained for the GC and FI-derivative FT-IR analy-
ses of commercial gasoline samples for MTBE

Sample MTBE found (%, v/v)

No. GC FT-derivative FT-IR ?
1 0.38 0.39+0.02

2 1.78 1.77+0.03

3 0 Below detection limit
4 0.82 0.83+0.01

5 0 Below detection limit
6 4.4 46 +0.1

2 Mean+S.D. (n=5).

An injection volume of 320 pl assumes only an
8% decrease in the sensitivity obtained when
working in the batch mode. The use of a carrier
flow-rate of 0.45 ml min~! provides a 45 injec-
tions per hour sample throughput. Under these
conditions each FI peak can be defined from
three FT-IR spectra (taking into account that the
instrument employed permits only one spectrum
to be obtained and stored every 19 s).

Under the above conditions, and using the
procedure described under Experimental, a series
of real gasolines samples were analysed. Table 2
summarizes the results obtained by the proposed
FI-derivative FT-IR method and also those ob-
tained for the GC determination of MTBE, car-
ried out by a control laboratory in the petroleum
industry. As can be seen, the developed proce-
dure provides the same results as the ASTM GC
procedure [20).

A typical equation of the calibration line ob-
tained by FI-FT-IR is

dA/dr=0.000, + 0.3524C

with a regression coefficient R =0.9998 (n=7)
when standards were prepared in hexane and

dA/dr=0.000, + 0.3518C

with a regression coefficient R =0.9998 (n=7)
when standards were prepared in leaded gasoline
not containing MTBE.

In order to improve the limit of detection of
the FI-derivative FT-Ir determination of MTBE,
a series of experiments were carried out in the
stopped-flow mode. Under these conditions good
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calibration lines were obtained with a typical
equation

dA/dr =0.000, + 0.3830C

with a regression coefficient R =0.9998 (n =7),
which provides a small increase in sensitivity and
a limit of detection of 0.025% (v/v), which is
lower than that obtained in the FI mode. Under
these conditions the relative standard deviation
for five measurements of a sample containing
0.8% (v/v) of MTBE was 0.2%.
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Abstract

Flow analysis methodology is presented for the determination of morphine in process streams. Detection is
achieved by monitoring the resultant chemiluminescence (CL) emission from the reaction of morphine and acidic
potassium permanganate in the presence of tetraphosphoric acid. Calibration graphs are linear over two orders of
magnitude of concentration with a detection limit (3:1 signal-to-noise ratio) of 5 X 10~® M and relative standard
deviation of 0.4% at 1.4 X 10~* M. Interferences from other alkaloids in the extract are negligible due either to lack
of CL response or to low concentrations of the concomitants. Some discussion regarding the nature of the emitting
species is presented based on CL spectra from morphine and other structurally related alkaloids. The analytical
results obtained on process samples compared most favourably with results from a validated liquid chromatographic

method.

Keywords: Chemiluminescence; Flow injection; Morphine

Analytical interest in chemiluminescence (CL)
has increased considerably in the last few years as
shown in the review of CL by Townshend [1]
which indicated the selectivity and sensitivity pos-
sible with this mode of detection. It has been
assumed that the oxidation of morphine to its
dimer (pseudomorphine) directly produces CL,
with the use of acidic permanganate and te-
traphosphoric acid giving the greatest intensity
[1,2]. Abbott et al. [2] employed this reaction with
flow-injection analysis (FIA) to produce a screen-
ing method for forensic purposes.

Morphine is extracted from Papaver som-
niferum (opium poppies) by a proprietary process

Correspondence to: N.W. Barnett, School of Biological and
Chemical Sciences, Deakin University, Geelong, Victoria 3217
(Australia).

involving a series of alkaline, acidic and solvent
extraction procedures. Two aqueous process
streams were studied and are designated here as
extract A and extract B. Control of the concen-
tration of morphine in these process streams in-
fluences directly manufacturing capacity and effi-
ciency. Therefore rapid measurement of the mor-
phine concentration allows adjustment of process
control parameters (e.g., extraction ratios, flow-
rates) to allow continual system optimisation.
Historically the analysis of these streams has been
performed using variants of colorimetric tech-
niques [3], radioimmunoassay [4] and liquid chro-
matography (LC) [5]. On-line analysis has been
performed on the above process with segmented
flow analysis (SFA) [6] using oxidation of mor-
phine to pseudomorphine followed by fluores-
cence detection. The disadvantages of this ap-
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proach are the need for the removal of fluores-
cent interferences by solvent extraction, long
analysis times (20 min per determination), high
cost of reagents and the intrinsic limitations of
process SFA. The typical aqueous process stream
from morphine manufacture presents a number
of challenges to the design of a system for on-line
analysis. The process liquors are characterised by
a pH between 9.0 to 12.6 and a large organic
content containing a mixture of organic acids,
sugars, as well as complex aromatic and aliphatic
species including the presence of other alkaloids
related structurally to morphine. The major alka-
loids present in extracts of Australian P. som-
niferum are morphine, codeine, thebaine, pa-
paverine, pseudomorphine and oripavine [7] with
morphine concentrations typically 100 times
greater than the other alkaloids [8].

This paper describes the modification and util-
isation of a FIA-CL method [2] for the determi-
nation of morphine in aqueous solutions obtained
during the full-scale process extraction of alka-
loids from P. somniferum. Quantitative data are
compared with results using established reversed-
phase LC methodology [9]. CL emission spectra
were recorded for morphine, pseudomorphine
and oripavine with a view to elucidating the pos-
sible nature of the emitting species.

EXPERIMENTAL

Instrumentation

A simple two-line FIA manifold was employed
with no reaction coil required, reagent and car-
rier solutions were pumped at flow-rates between
1-4 ml min~! by a peristaltic pump (Technicon
AA?2). Samples and standards were injected into
the carrier stream via a six port valve (Waters)
with a 100-ul sample loop. PTFE tubing (0.8 mm
i.d.) was used to connect the reagent streams to a
T-piece with 0.9 mm i.d. The CL emission was
detected with a modified Millipore (Waters)
Model 420 fluorescence detector with the flow
cell and lamp removed and a replacement flow
cell consisting of a coil of PTFE tubing placed
directly in front of the PMT, as described previ-
ously [1,2]. The cell housing was covered to pre-
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vent entry of stray light to the PMT. The detector
response was recorded on a Millipore (Waters)
Model 745 computing integrator. The CL inten-
sity time profile was measured on a modified
Beckman DB-G spectrophotometer. The light
source was removed, the reference beam blocked
and a microswitch added to permit synchronisa-
tion of injection time. CL spectra were obtained
by continuously pumping solutions of alkaloids
(0.1%) and potassium permanganate (1.2 X 1073
M) in sodium hexametaphosphate solution at pH
1.2 into a mixing T-piece positioned immediately
prior to the flow cell of a spectrofluorimeter
(Perkin Elmer Model 204A). The respective
flow-rates of the two streams were 2.5 ml min~!
and 0.7 ml min~!. The spectrofluorimeter was
operated with the excitation source shutter closed
and in scanning made from 220 nm to 780 nm at
60 nm min ~!. The resultant spectra were recorded
on a computing integrator (Perkin Elmer 740).
31p NMR measurements were made on a Jeol
Model INM-GX270 FT-NMR spectrometer.

Reagents

Analytical-reagent grade chemicals were used
throughout with the exception of sodium hexam-
etaphosphate technical grade (Albright and Wil-
son, Melbourne). Solutions were prepared in high
purity deionised water (Millipore, MilliQ Water
System, Bedford, MA). Morphine and other alka-
loid standards were obtained from Glaxo Aus-
tralia and solutions were prepared by dissolving
the free base in dilute sulfuric acid and diluting
as required. The potassium permanganate solu-
tion was kept in a light-tight bottle at a concen-
tration of 6 X 10~* M and the sulfuric acid car-
rier solution was maintained at 0.1 M except for
the experiments with sodium hexametaphosphate
at varying pH values.

RESULT AND DISCUSSION

Preliminary experiments

Approximately 2 ml of various alkaloid solu-
tions (5 X 10™* M) in tetraphosphoric acid (0.1
M) were injected into test tubes containing 2 ml
of potassium permanganate solution (6 X 104 M
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Fig. 1. A typical CL intensity-time profile resulting from the
mixing of morphine (5X 10™* M) in tetraphosphoric acid (0.1
M) with potassium permanganate (6 10~* M, pH 1.2).

at pH 1.2). This was carried out in a darkened
room in order to visually observe any resultant
CL emission. A rapid flash of bright red-orange
light was observed for morphine, pseudomor-
phine and oripavine, however no light was seen
upon introduction of either codeine or thebaine
solutions. These qualitative tests were transferred
to the modified Beckman DB-G spectrophotome-
ter so as to investigate the intensity versus time
profiles of the CL reactions. Figure 1 shows a
typical response for morphine with the maximum
occurring around 0.9 s after injection. While less
intense, response profiles for the other alkaloids
which exhibited CL were similar. To complement
the visual observations, CL emission spectra were
obtained for morphine, pseudomorphine and ori-
pavine (Fig. 2). The poor signal-to-noise ratio
(SNR) characteristics of these spectra result from
insufficient damping of the LC pump pulsations.
However, within the limits of the SNR the three
spectra are essentially the same with respect to
wavelength, all exhibiting emission maxima in the
range 608 to 611 nm. The magnitude of the
change in CL intensities from morphine to ori-
pavine to pseudomorphine is quantified in the
following section. The high degree of coincidence
of the three spectra shown in Fig. 2 together with
the observed kinetic similarity implies that the
emitting species in each case is the same or
closely related. Tsaplev [10] has shown that acidic
potassium permanganate solutions will generate
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red-orange CL from compounds including ascor-
bic acid, hydroquinone and p-phenylenediamine
as well as morphine. Both in this study [10] and in
the work of Abbott et al. [2] the presence of
Mn?* was shown to enhance the CL resulting
from the reaction of morphine with acidic KMnO,
in orthophosphate solution. Tsaplev [10] uses this
observation to propose a mechanism for the gen-

morphine

oripavine

RELATIVE CHEMILUMINESCENCE INTENSITY

pseudomorphine

AN

T T T T |
220 340 460 580 700 820

Wavelength (nm)

Fig. 2. CL emission spectra of the three alkaloids which gave a
positive visual response. All three alkaloid solutions were
0.1% and the spectra were recorded at the same attenuation.
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eration of CL that involves the reduction of man-
ganese(III) ions to electronically excited man-
ganese(Il) ions which subsequently emit orange
photons to return to the ground state. This path-
way is not unreasonable since Mn(III) is relatively
stable in acidic solution and can be obtained
by either oxidation of Mn(II) or reduction of
Mn(VID) [11].

We should like to extend this proposed mecha-
nism [10] by considering some common structural
features of the molecules studied here and by
others [2,10). Many of the compounds investi-
gated by ourselves and Abbott et al. [2] are struc-
turally related as illustrated below by the six
major alkaloids from P. somniferum [7] with pa-
paravine being the obvious exception.

H,CO 0 OH

Oripavine

Pseudomorphine is the dimer of morphine joined
at carbon-2.

HO o) OCH,

\

N

|
CH,

Codeine

N.W. Barnett et al. / Anal. Chim. Acta 282 (1993) 551-557

OCH,

Papaverine

The only molecules which gave analytically
useful CL in either the present study or that of
Abbott et al. [2] were those possessing the pheno-
lic-OH group at carbon-3 and the furan bridge
between carbons-4 and -5.

It is feasible that the manganese(II) may be
complexed via the furan and phenolic oxygens;
two or three suitable molecules may form the
complex. It is known [11] that manganese(I)
complexes can be oxidised to manganese(III)
species using acidic potassium permanganate. It
is our postulate that the manganese(III)-alkaloid
complex is subsequently reduced (possibly via the
tertiary amine between carbon-9 and -16) to an
electronically excited manganese(II) complex
which then emits a photon. The proposed path-
way is analogous to the generation of CL from
the reduction of ruthenium(I1I) chelates [12]. The
computer generated structure of morphine shown
in Fig. 3 is instructive for visualising how the
Mn?* ion might coordinate with the oxygen atoms
thus forming a rigid complex, which is most desir-
able for all types of luminescence [13]. The varia-
tion in CL intensity between compounds (see Fig.
2) probably reflects the relative ease of forming
the manganese(I) complex. Given the size of
pseudomorphine it is reasonable to expect that it
may be sterically hindered in forming a chelate
with Mn?* relative to morphine and/or ori-
pavine and this is reflected in the relative FIA
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Fig. 3. A computer generated structure of morphine showing
the positions of the chelating oxygens and the rigid nature of
benzene and furan rings.

responses observed. It is also clear from our study
and the work of others [2] that the large “poly-
phosphate” anions play a role in the generation
of CL. However what is not understood is their
actual function which may be either as a complex-
ing ligand or as a media organiser (similar to a
micelle).

Method development

The geometry of the modified fluorescence
detector restricted the positioning of the mixing
T-piece (which joined the reagent and carrier
tubes) to a minimum distance of 15 mm from the
flow cell. CL response for a 3.5 X 10™* M mor-
phine standard was monitored with the T-piece at
various distances up to 100 mm from the flow
cell. The maximum response was achieved with
the T-piece as close as possible (15 mm) to the
flow cell. This was to be expected on the basis of
the kinetic profile shown in Fig. 1. In order to
ensure that the maximum amount of CL emission
was seen by the PMT, the coiled flow cell was 150
mm in length. The CL response from the PTFE
flow cell was compared with that from a similar
device fabricated from a glass capillary. The re-
sultant CL intensities were the same within in-
strumental precision. Therefore, PFTE was cho-
sen for all further work providing adequate sensi-
tivity and the robustness required in process anal-
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ysis. In a purpose built process instrument the
T-piece would be placed inside the detector hous-
ing.

The total flow-rate (with equal carrier and
reagent flow-rates) was varied from 2.2 ml min !
up to 6.3 ml min~! with the maximum response
being achieved at 6.3 ml min~!. The measured
response at 2.2 ml min~! was about 40% of that
at 6.3 ml min~ !, which is consistent with the rate
of the CL reaction and the respective linear flow
velocities. A total flow-rate of 5.0 ml min~! was
chosen for the system as we had experienced
some back pressure problems at the higher flow-
rates. The slight drop in response (~ 10%) at the
lower flow-rate was considered an acceptable ex-
change for the increase in instrumental reliability.
Reagent consumption at these flow-rate was ap-
propriate for continuous process monitoring.

It has been shown [2] that the presence of
tetraphoshoric acid greatly enhances the CL sig-
nal. However, the CL response when using te-
traphosphoric acid decreases significantly
overnight. As the sample throughput of the pre-
sent system is better than 100 h~! periodic recali-
bration will compensate for the changing re-
sponse. The loss in response was postulated to be
caused by the acid hydrolysis of the tetraphos-
phoric acid to orthophosphoric acid thereby cre-
ating a significantly different molecular environ-
ment. To test this hypothesis a fresh solution of
0.1 M tetraphosphoric acid was used to examine
morphine response in the system and a second
sample of the acid was placed simultaneously in a
3P NMR sample tube. Tri-n-butylphosphine ox-
ide (0.1 M) was used as an internal standard. The
peak integrals for the major peaks observed in
the tetraphosphoric acid spectra were processed
relative to the internal standard (see Fig. 4). The
conversion of the phosphorus chemical environ-
ment was represented by the chemical shift of
—23.4 ppm into another environment at +0.74
ppm. While the 3'P NMR results do not defini-
tively support the hypothesis it is clear that there
is a change in the phosphorus species present
which parallels the decrease in CL intensity.
Sodium hexametaphosphate was thought to be a
possible alternative to tetraphosphoric acid as it
has a slower hydrolysis. Instrumental response
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Fig. 4. A comparison of relative responses (with time) be-
tween the morphine CL response (5X10~% M) and two 3'P
NMR signals at +0.74 ppm and —23.4 ppm.

and temporal stability was monitored for a mor-
phine standard (3.5 X 10™% M) in solutions of
sodium hexametaphosphate (0.1 M) at various pH
values. These results were compared with the
response from a morphine standard (3.5 X 104
M) prepared in tetraphosphoric acid (0.1 M) at
pH 1.2. The initial responses at pH 1.2 with both
tetraphosphoric acid and sodium hexametaphos-
phate were identical. After 24 h the decreases in
the responses were 40% and 20%, respectively.
This improved temporal stability was observed as
the pH of the sodium hexametaphosphate was
increased to pH 6.6 (unadjusted) at which point
the percentage change in response after 24 h was
zero. However, the sensitivity was degraded by
about an order of magnitude. Depending upon
the dilution factors chosen for the process ex-
tracts A and B the sodium hexametaphosphate
matrix at its unadjusted pH of 6.6 may provide
adequate sensitivity coupled with the reagent sta-
bility necessary for continuous on-line monitor-
ing.

To ascertain the magnitude of concomitant
interferences, solutions of five major alkaloids
from P. somniferum (3.5 X 10~% M) were moni-
tored with the FIA-CL system. Relative to the
3.5x 10~* M morphine signal the codeine, the-
baine and papaverine standards gave no measur-
able response, however, the relative responses of
pseudomorphine and oripavine were 29% and
71% of the morphine signal. Thus, the latter two
alkaloids could interfere with the determination
of morphine at this concentration. Fortunately
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these species are present in the process extracts
at concentrations considerably less than 100 times
that of the morphine [8] and thus they do not
constitute a significant interference problem.

Calibration graphs were obtained with the te-
traphosphoric acid at pH 1.2 and the sodium
hexametaphosphate at pH 6.6. Five aqueous mor-
phine standards ranging in concentration from
35X 107% M to 3.5 X 10~* M were injected five
times and the mean area plotted. Both graphs
were linear up to the highest standard with equa-
tions to the lines of y =2.4x — 6.8 and y = 0.25x
+2.4 respectively, where y is the CL signal in
area counts and x is the morphine concentration
(x10™% M), the correlation coefficients were
0.9999 and 0.9989, respectively. Detection limits
were determined (signal to noise ratio of 3:1) as
5% 1078 M using tetraphosphoric acid and 1 X
1075 M with sodium hexametaphosphate. The
respective relative standard deviations were cal-
culated from ten replicate injections as 0.4% (at
1.4 X 10~* M) and 1.4% (at 3.5 X 10~* M). These
two morphine concentrations were chosen for the
precision determinations as they represent the
approximate concentrations of the diluted pro-
cess extract A used for analysis.

Analysis of process streams

In order to alleviate sample matrix effects aris-
ing from the pH and dissolved solids content the
extracts were manually diluted prior to analysis.
Dilution was routinely carried out with 0.1 M
sulfuric acid to increase compatibility with the
carrier and reagent streams. As the morphine
concentration range of extract A was 0.3% to
05% w/v (1.1xX107%2 M to 1.8x1072 M) a
dilution factor of 100 was required to ensure
good sensitivity in the linear region of the calibra-
tion graph obtained with tetraphosphoric acid.
The relatively high dilution of extract A samples
also facilitated the elimination of any possible
interferences from either pseudomorphine or ori-
pavine. The morphine concentration in extract B
was generally 100 times less than that of extract
A, therefore a dilution factor of 5 only was em-
ployed. While the dissolved solids contents of
extracts A and B are essentially the same, the
concentrations of pseudomorphine and oripavine
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TABLE 1

Comparative results for the determination of morphine in
process liquors by LC and FIA-CL

Extract LC (%) FIA-CL?
(w /v, morphine) (%, w /v, morphine)

A 0.31 0.31
0.28 0.28
0.41 0.41
0.48 0.48
0.50 0.50

B 0.002 0.003
0.003 0.003
0.004 0.004
0.002 0.002
0.004 0.004
0.004 0.004
0.003 0.006
0.003 0.007
0.004 0.004
0.003 0.002

2 The FIA-CL results are the means of triplicate determina-
tions.

are proportionally lower and as such do not inter-
fere with the morphine determinations.

Five samples of extract A and ten samples of
extract B were taken randomly from the process
and the morphine concentrations were deter-
mined using both FIA-CL and LC. The re-
versed-phase LC methodology [9] was based on
an ion-pair technique using a C,3 column with an
acetonitrile—water (80:20) mobile phase contain-
ing octanesulfonic acid and adjusted to pH 3.5.
Detection was achieved by UV absorption at 230
nm. The resultant sample throughput is 2 h™!. A
high degree of confidence exists in the validity of
this methodology [9] for the analysis of samples of
extract A, however, in the analysis of extract B
there are potential concomitant interferences
arising from the complex organic matrix. The
results obtained from the two procedures are
listed in Table 1. An excellent correlation exists
for the more concentrated extract samples. This
demonstrates the utility of the FIA-CL for moni-
toring this particular stream in the morphine
extraction process. The generally good agreement
for the extract B samples is acceptable given the
lower analyte concentrations and the L.C uncer-
tainties. Following the work of Abbott et al. [14]
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we are investigating coupling the CL detection
chemistry to the present LC separation {9] so as
to eliminate interferences by increasing detector
selectivity and sensitivity. With improved LC data
for extract B samples a more valid comparison
with the FIA-CL results could be made. The
FIA-CL methodology also exhibited greater in-
strumental stability and reliability than that shown
by the current on-line SFA system. Together with
the demonstrated analytical performance the
FIA-CL system offers lower capital and consum-
able costs plus the facility for automated on-line
instrumentation.

Future studies will be concerned with the de-
sign, construction and evaluation of an auto-
mated on-line instrument. The process instru-
mentation will incorporate a zone sampler and a
robust purpose built CL detector. A proposed
mechanism for the generation of CL from mor-
phine and other species has been also outlined
based upon our experiments and the investiga-
tions of others [2,10].
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Abstract

A reversed-phase liquid chromatographic method for the determination of the anti-malarial drug pyronaridine in
plasma was developed. The optimum conditions for the determination of pyronaridine in spiked human plasma were
also used to assay the drug in animal plasma and blood. Diethyl ether used for liquid—-liquid extraction was found to
give the highest recovery (85%) among several solvents tested. A column packed with 10-um octadecyl (C,g) particles
was used with isocratic elution with 0.08 M potassium dihydrogenphosphate buffer-acetonitrile (85:15, v/v)
containing 1% triethylamine. The detection limit with a UV detector measuring at 278 nm was 5 and 70 ng

on-column for the pure compound and plasma, respectively.

Keywords: Liquid chromatography; Blood; Pharmaceuticals; Plasma; Pyronaridine

The development of resistance by Plasmodium
falciparum to chloroquine has led to the synthesis
of new anti-malarial drugs with high activity and
low toxicity. Zheng et al. [1] synthesized pyronari-
dine at the Institute of Parasitic Disease, Chinese
Academy of Medical Sciences, Shanghai. Pyron-
aridine is a Mannich base, 2-methoxy-7-chloro-
10[3’,5’-bis(pyrolidiyl-1-methyl)-4’-hydroxyanili-
nollbenzo[b}-1,5-naphthyridines, with the struc-
ture shown in Fig. 1. This drug was reported to
be effective against the disease caused by P.
falciparum (which is resistant to chloroquine) and
to have no major side effects [2]. Minor side-ef-
fects such as mild abdominal pain, vomiting and
diarrhoea were observed, however, in a chemical
trial by oral administration; the drug is not yet
endorsed by the WHO for human testing.

Pharmacokinetic studies have utilized a fluori-
metric method for quantification [3-5], and the
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Fig. 1. Structures of pyronaridine (I) and the internal standard
chloroquine (II).
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assay methods involved laborious separation be-
fore measurement. In order to shorten the analy-
sis time and achieve reliable detection, studies on
some chemical properties for the liquid chro-
matographic (LC) assay of pyronaridine have been
reported previously [6]. As pyronaridine is very
basic in nature, very soluble in water and easily
ionized, reversed-phase LC is a suitable method
for separation [7,8]. This paper is concerned with
the isolation of pyronaridine from plasma and
blood samples by liquid-liquid extraction fol-
lowed by LC separation and determination.

EXPERIMENTAL

Chemicals

Solvents of analytical-reagent grade, namely
hexane, ethyl acetate and chloroform, were ob-
tained from Merck (Darmstadt); dichloromethane
was obtained from Ajax (Auburn, Australia) and
diethyl ether and ethanol from May and Baker
(Dagenham).

Components of the buffer solution were of
analytical-reagent grade; acetic acid was obtained
from Merck, citric acid, phosphoric acid and hy-
drochloric acid from BDH (Poole), potassium di-
hydrogenphosphate and trisodium phosphate
from Merck and TRIZMA base from Sigma.
Sodium hydroxide and triethylamine of analytical
reagent grade and methanol and acetonitrile of
HPLC grade were obtained from Merck. Pyronar-
idine tetraphosphate was supplied by the WHO.
Chloroquine diphosphate was purchased from
Sigma. Stock standard solutions and internal
standard solutions were prepared in methanol
(0.1 mg ml™!). An appropriate volume of stock
solution was pipetted into a screw-capped test-
tube followed by 10 ul of chloroquine (Fig. 1) as
internal standard. Plasma or whole blood (200 w1)
was added to make a standard solution. Whole
blood samples were preserved with sodium hepar-
inate and stored at —20°C until required.

Instrumentation
pH values were measured with a Hanna Model
8417 pH meter. Plasma and blood were extracted
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with a Thermolyne Maximix MI6710-12 vortex
mixer followed by centrifugation using a Hettich
EBA 3S centrifuge (2500 rpm). LC with an HP
1090 diode-array detector was used for peak
identification. For method development a Gilson
Model 303 LC system with dual pumps and a
Rheodyne Model 7125 injector, a Waters Lamda-
Max Model 481 detector, an HP 3392 integrator
and an Apple microcomputer were used.

Sample preparation

A plasma or blood sample of 200 wl was
spiked with 250 ng of chloroquine in a screw-
capped test-tube. Buffer solution (500 ul) was
added followed by 3 ml of organic solution. The
mixture was homogenized with a vortex mixer for
2 min, followed by centrifugation for 10 min
(2500 rpm). The organic layer was transferred
into a new test-tube and 100 ul of ethanol were
added before drying under a flow of nitrogen.
The dried sample was dissolved in 100 ul of
mobile phase and a 50-ul aliquot was injected.

Stability and validity tests

The stability of pyronaridine in human plasma
was investigated. Spiked samples were prepared
with drug-free plasma and were stored at —20°C,
thawed and analysed every day using a standard
calibration with freshly prepared solution.

The recoveries of pyronaridine and the inter-
nal standard from plasma and blood were as-
sessed by comparison of the peak heights ob-
tained by direct injection of stock standard solu-
tions of the compounds with those found by isola-
tion of the spiked samples. The precision and
accuracy of the method in within-day analyses of
plasma were evaluated by assaying replicate
spiked samples (n =4 for each concentration of
pyronaridine used). For blood six different con-
centrations were evaluated. For evaluation of the
day-to-day precision and accuracy replicate sam-
ples (n =5) were measured on five consecutive
days. The observed concentrations were calcu-
lated using calibration graphs prepared daily. The
limit of detection was defined as the amount of
pyronaridine per 200 1 of plasma and blood that
can be detected with a relative standard deviation
(R.S.D.) of less than 10%.
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RESULTS AND DISCUSSION

As pyronaridine is a basic compound and eas-
ily ionized, the mobile phase has to be buffered
for rapid equilibration and to avoid unsymmetric
peaks due to slow kinetic processes. In order to
improve the peak shape or eliminate tailing, in
addition to the pH of the mobile phase, several
other parameters such as the concentrations of
tricthylamine and phosphate, ion pairing with
perchlorate and mobile phase composition were
studied. Table 1 gives a summary of the condi-
tions and peak symmetries. From the observation
of zone broadening due to slow kinetic processes,
the optimum conditions were achieved at a mo-
bile phase composition of 15% acetonitrile and
85% phosphate buffer (pH 2.8) containing 1% of
triethylamine. At this low pH, the cationic form
of the drug is easily paired with perchlorate, as
can be seen from the increase in retention time
with the decrease in peak symmetry on increasing
the concentration of perchlorate. Even phosphate
ion is capable of pairing with pyronaridine, as
observed from the increase in retention time with
increase in phosphate concentration. The buffer
solution therefore not only maintains a constant

TABLE 1
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pH of the solution, but can also affect the peak
shape. Melander and Horvath [9] suggested that
maintaining a high concentration of buffer will
speed up the protonic equilibration, hence peak
splitting or asymmetric peaks are due to the slow
kinetic processes. With a bulky molecule such as
pyronaridine, surface silanol adsorption (silano-
philic) can still be observed, as by the addition of
tricthylamine lowered the retention time, even
though the manufacturer claimed that the col-
umn was end-capped.

Figure 2 shows the chromatograms of blank
human plasma and plasma spiked with 100 ng of
pyronaridine and 250 ng of internal standard in
200 wul of plasma. Chloroquine was found to be
suitable as an internal standard owing to its struc-
ture (see Fig. 1) and its recovery was 94.47% and
79.46% from plasma and whole blood, respec-
tively. Even though the blank extract was rather
“dirty”, the pyronaridine and chloroquine peaks
were clearly distinct and can be used for quantifi-
cation. Peak height was used instead of peak area
for quantification. A good straight line (r=
0.9999) with a negligible intercept on the ordinate
was obtained for the calibration graph. The low-
est amount detected was 5 ng or 5.5 X 10~ !2 mol

Peak symmetry as a measure of peak width at 10% height for several mobile phase compositions and conditions

Mobile phase condition

Peak width at 10%

Fixed parameter Variable parameter peak height (min)

Aqueous Solvent 35% methanol 1.2
0.02 M KH, PO, (pH 3) 25% acetonitrile 0.5
and 1% TEA

Aqueous 75% Buffer pH 2.50 0.4
0.02 M KH,PO,, 3.50 0.5
1% TEA and 25% 4.00 4.0
acetonitrile

Aqueous 75% TEA 0.5% 1.2
0.02 M KH,PO,, 1.0% 0.5
(pH 3) and 25% 1.5% 0.4
acetonitrile

Aqueous 80% KH,PO,, KH, PO, 0.02M 0.7
1% TEA and 0.05M 0.6
20% acetonitrile 0.08 M 0.5

Aqueous 75% HCIO, None 0.5
0.02M KH,PO,, 0.03 M 1.0
1% TEA and 25% 001 M 2.0

acetonitrile
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Fig. 2. Chromatograms of (i) blank human plasma and (ii)
plasma spiked with 100 ng of pyronaridine (PY) and 250 ng of
chloroquine (CQ) (internal standard).

of pure pyronaridine tetraphosphate on-column
with R.S.D. 5.3% (n =5) at a signal-to-noise ra-
tio at 4. The detection limit of pyronaridine in
plasma samples was 70 ng or 7.7 X 10~ mol.
Extraction with several solvents did not reduce
the unwanted peaks. The recovery of pyronari-
dine from plasma by different solvents is shown
in Fig. 3; only diethyl ether gives recoveries >
80%. With respect to the recovery and easy re-

100
90
80 |
70
60
= 50
2 40
2
8 30 Diethyl ether
& Hexane
20 ¢
Chioroform
10 Dichloromethane
o Ethy! acetate

Plasma PH

Fig. 3. Recovery of pyronaridine from plasma buffered at
different pHs extracted with various solvents (n =3 for every
point).
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constitution to the desired volume, diethyl ether
was the best choice. Maximum recovery for all
solvents studied did not occur at the same pH, as
shown in Fig. 3; the highest recovery was ob-
tained at pH 9-11 for diethyl ether and hexane
whereas dichloromethane and ethyl acetate gave
maximum extraction at pH 5-8. The highest re-
covery (85%) attained with diethyl ether is due to
its moderate polarity and ability to accept protons
according to the solvent selectivity classification
of Snyder and Kirkland [7]. Pyronaridine, with its
phenol groups, can donate its proton for hydro-
gen bonding with diethyl ether. The volume of
the extraction solvent did not have any effect on
the recovery of pyronaridine, no significant dif-
ference being observed on changing the volume
from 1 to 7 ml. These was also no significant
difference between single and double extraction
with 3 ml of diethyl ether.

The recovery of pyronaridine from plasma and
whole blood extracted with diethyl ether is shown
in Table 2. The separation and determination
procedure developed is very effective, with an
R.S.D. for 50 ng on-column of 1.3% (n =38).
Table 3 gives the within-day precision for plasma
and whole blood and Table 4 gives the day-to-day
variation. A high R.S.D. of ca. 10% was only
observed at the low concentrations of pyronari-
dine. At high concentrations (above 10 ng)
R.S.D.s of less than 5% were observed.

The method developed for human plasma and
blood was applied to the determination of py-

TABLE 2

Recovery of pyronaridine from 20 wl of plasma and blood
(n=4)

Amount added Recovery
to plasma From plasma From blood
or blood (ng)
ng % ng %o
14.00 12.80 91.43 12.13 86.64
25.00 21.21 84.84 22.24 88.96
50.00 41.56 83.12 - -
100.00 89.80 85.80 86.24 86.84
200.00 170.92 85.55 167.50 83.75
400.00 336.19 84.05 337.90 84.47
800.00 705.32 88.16 659.27 82.41
1000.00 859.00 85.90 - -
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TABLE 3

Within-day precision for the determination of pyronaridine
added to 200 ul of plasma or blood (n = 4)

Amount Found

added to Plasma Blood

plasma

or blood (ng) Ng R.S.D.(%) ng R.S.D. (%)
14.00 12.97 8.27 13.12 8.76
25.00 2712 947 23.50 9.73
50.00 5070 9.71 - -

100.00 96.00 2.76 97.00 3.24

200.00 200.00 3.84 185.63 4.87

400.00 392.54 4.68 39581 1.57

800.00 803.90 1.55 780.00 2.54

TABLE 4

Day-to-day-precision for the determination of pyronaridine
added to 200 ul of plasma or blood (n=5)

Amount  Found
added Plasma Blood
(ng)
ng RS.D.(%) ng R.S.D. (%)
25.00 2487 535 2637  9.60
100.00 102.04 4.72 98.57  2.06
400.00 40129 142 400.54  1.65

ronaridine in rat and monkey samples. Figure 4
shows the chromatogram of blank rat plasma
extract and for samples taken 1 and 6 h after
drug administration. The interference of an un-
known peak between the internal standard and

(i (i) (i)
PY

ca ca

j

0246810 246 8112024 6 8112

PY

Absorbance

Time, min Time. min Time, min

Fig. 4. Representative chromatograms of extracts from (i)
drug-free plasma, (ii) plasma 1 h after and (iii) plasma 6 h
after drug administration to rat.
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Fig. 5. Representative chromatograms of extract from (i)
drug-free plasma, (ii) plasma 15 min after and (iii) plasma 1 h
after drug administration to monkey.

pyronaridine (see Fig. 2) was not observed here.
Figure 5 shows the chromatogram of blank mon-
key plasma extract and for samples taken 15 min
and 1 h after drug administration.

Conclusion

A method for isolation prior to separation of
pyronaridine from plasma and blood sample was
developed. Pyronaridine, which is basic, was
shown to be very dependent on the hydrogen ion
concentration for extraction or separation by re-
versed-phase LC. The use of triethylamine for
elution is important, as elution is impractical
without the addition of a masking agent even
though the column is claimed to be end-capped.
The use of volatile diethyl ether for extraction
decreases the total analysis time. Sample prepa-
ration requires about 2 h and the analysis time by
LC was 10 min. By using a guard column, the
analytical column did not show any deterioration
after several hundred injections. The method de-
veloped is suitable for the analysis of human, rat
and monkey plasma and whole blood samples.

This project was financed by a UNDP /World
Bank/WHO Institutional Strengthening Grant
for Tropical Disease Research. The Director of
Drug Research Centre, Universiti Sains Malaysia,
is thanked for the facilities provided for this
project.
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Determination of the specific surface area
of silica gel by on-column titration with hydrochloric acid
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Abstract

Specific surface areas of silica gel packings could be determined by an on-column acid-base titration method.
Silica gel materials packed in microcolumns were equilibrated with sodium hydrogencarbonate, followed by titration
with hydrochloric acid. The effluents from the columns were monitored by an electrical conductivity detector and the
end-points were determined from the breakthrough curves. The breakthrough volume was linearly dependent on the
surface area per unit volume of the packings or on the total surface area of the column.

Keywords: Liquid chromatography; Titrimetry; Silanol groups; Silica gel packings; Specific surface area

Among packing materials developed for liquid
chromatography (LC), silica-based materials are
the most widely employed [1]. The chromato-
graphic characteristics of silica-based materials
are affected by their size, shape and surface
properties such as particle diameter, specific sur-
face area, pore diameter, pore volume, residual
silanol groups, metal impurities and type of
bonded groups.

It is generally accepted that the surface silanol
concentration for most forms of silica is about 8
pmol m~2 (or 4.8 silanol groups per square nm?).
Amounts of silanol groups of silica gel and resid-
ual silanol groups of bonded-phase materials have
been quantitatively measured by isotope ex-
change methods [2-4], methyl red adsorption [5],
complexation with metal species [6], titration [7,8]
and gas chromatographic retention of cyclohex-
ane and benzene [9]. Another approach for the
evaluation of residual silanol groups of bonded-
phase materials involves spectroscopic methods

Correspondence to: T. Takeuchi, Faculty of Engineering, Gifu
University, 1-1 Yanagido, Gifu 501-11 (Japan).

such as infrared, photoacoustic and nuclear mag-
netic resonance spectrometry.

The specific surface area of silica-based mate-
rials has been commonly determined by a nitro-
gen adsorption method. In addition, some of the
above methods which give quantitative informa-
tion on silanol groups can also provide the spe-
cific surface area. Among the methods reported,
the titration methods described by Sears [7] and
Cheng and McCown [8], in which silica gel mate-
rials were titrated with sodium hydroxide in a
batch operation, achieve a rapid and accurate
determination of the specific surface area of sil-
ica-based materials.

Sears’ method [7] involves the titration of the
silica surface with 0.1 M sodium hydroxide in a
medium of 20% aqueous sodium chloride be-
tween pH 4.0 and 9.0 This is based on the fact
that 1.26 hydroxyl ions are adsorbed per nm? of
surface at pH 9.0 and the titration volume can be
related to the surface area. Cheng and McCown
[8] modified Sears’ method for the determination
of the silanol concentration of alkyl-bonded silica
gel packings, in which 1-propanol was added to

0003-2670 /93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved



566

the solution in order to disperse such hydropho-
bic packings. In our experience, alkyl-bonded sil-
ica packings became coagulated during the titra-
tion even if 1-propanol was added to the solution,
which caused difficulty in the accurate determi-
nation of the surface silanol concentration.

This paper describes an on-column acid-base
titration method for the determination of the
specific surface area of silica gel packings.

EXPERIMENTAL

Apparatus

The microcolumn liquid chromatograph was
assembled from an MF-2 microfeeder (Azuma-
denki Kogyo, Tokyo) equipped with a 0.5-ml MS-
GANO50 gas-tight syringe (Ito, Fuji) as a pump,
an ML-522 microvalve injector with an injection
volume of 0.02 ul (Jasco, Tokyo), a 150 mm X 0.35
mm i.d. microcolumn, an LIC-10-EI electrical
conductivity detector (DKK, Tokyo) with a labo-
ratory-made flow cell and a Chromatopac C-
R4AX data processor (Shimadzu, Kyoto). The
flow cell was composed of four electrodes made
of stainless-steel tubes of 0.13 mm i.d. X 0.31 mm
o.d. [10]. The time constant of the conductivity
detector was kept at 1 s. The microcolumn was
prepared from fused-silica tubing as reported

TABLE 1

Surface properties of the packing materials used

T. Takeuchi and T. Miwa / Anal. Chim. Acta 282 (1993) 565-570

previously [11] and 5-um silica gel and octadecyl-
bonded silica gel (Develosil; Nomura Chemical,
Seto) were employed as packings. The packings
employed and their surface properties are listed
in Table 1. The pore volumes (PV) (defined as
the pore volume per unit weight) and weight-
specific surface areas (WSA4) (defined as the sur-
face area per unit weight) were given by the
manufacturer. The flow-rate of the eluent was 2.8
wl min~!. When the column was exchanged, the
ML-522 microvalve injector was used as a stop
valve to maintain the pressure applied between
the injector and the pump.

The separation of ions was also performed
with the above chromatograph, and they were
determined by ion chromatography with indirect
photometric detection. For this purpose, a
Uvidec-100V UV detector (Jasco) with a labora-
tory-made flow cell was used.

Reagents

Guaranteed-reagent grade solvents and rea-
gents were obtained from Nacalai Tesque (Kyoto),
unless indicated otherwise. These reagents were
used as received. Purified water was prepared
from distilled water by using a Milli-Q Plus sys-
tem (Millipore, Molsheim, France). All standard
solutions and eluents were prepared with this
purified water.

Packing PV 2 WSA® VSA © Packing TSA® ECf Carbon
(mig™D) (m2g™YH (m? ml~1) amount ¢ (m?) content
(mg) (%)
Develosil:
300-5 1.03 156 106 4.9 0.76
100-5 1.06 324 215 4.8 1.6
100-5 1.04 360 242 5.6 2.0
60-5 0.84 437 339 6.0 2.6
30-5 0.62 704 659 7.9 5.6
ODS-5 0.38 157 - 7.1 1.1 Y 20.2 &
ODS-T-5 0.42 150 - 7.7 1.1 Y 19.7 &
ODS-A-5 0.42 152 - 7.6 1.1 N 19.4

2 Pore volume per unit weight. ® Weight-specific surface area (surface area per unit weight). ¢ Volume-specific surface area
(surface areas per unit volume). ¢ Amounts per 15-cm column. ¢ Total surface area per 15 cm column. { Y = trimethylsilylated for
end-capping; N = no end-capping. & Carbon content after end-capping.
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Titration method

A 80-250-u1 volume of 0.1 M sodium hydro-
gencarbonate (pH 9.9, adjusted with sodium hy-
droxide) was passed through 150 mm X 0.35 mm
i.d. columns packed with the silica gel materials
listed in Table 1, followed by titration with 0.1 M
hydrochloric acid at a flow-rate of 2.8 ul min~ L.
The effluent was monitored with an electrical
conductivity detector. Titration was carried out at
room temperature (ca. 20°C).

RESULTS AND DISCUSSION

On-column titration with hydrochloric acid

When silica gel is treated with sodium hydro-
gencarbonate, it is considered that sodium ions
are introduced into silanol groups by ion ex-
change:

=SiOH + NaHCO; —— =SiONa + H,CO;,
(silica) (silica)
(1

The sodium ions introduced can in turn be re-
moved by treatment with hydrochloric acid:

=SiONa + HCl —— =SiOH + NaCl (2)
(silica) (silica)
Excess of hydrochloric acid elutes from the col-
umn when the reaction shown in Eqn. 2 is com-
pleted. The replaced sodium ions, therefore, can
be calculated from the breakthrough volume and
the hydrochloric acid concentration. The amount
of sodium ions introduced into silica gel are then
related to the surface area of the packing.
Figure 1 shows a titration curve for a Develosil
30-5 silica gel column, in which two jumps are
observed in ca. 3 and 16 min. The column was
previously equilibrated with 0.1 M sodium hydro-
gencarbonate (pH 9.9) and was titrated with 0.1
M hydrochloric acid. The latter solution gave an
electrical conductivity of ca. 1 mS cm™!. The
distance from the electrodes of the flow cell was
adjusted so that the signal remained within the
full scale [10]. When used a silica gel column
equilibrated with 0.1 M hydrochloric acid was
titrated with 0.1 M sodium hydrogencarbonate
(pH 9.9) in the absence of sodium chloride, broad
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Fig. 1. On-column titration curve for Develosil 30-5 column.
Column, 150 mm X0.35 mm i.d., packed with Develosil 30-5;
titration eluent, 0.1 M hydrochloric acid; flow-rate, 2.8 ul
min—1; detector, electrical conductivity.

breakthrough curves were observed, which did
not allow the accurate determination of the titra-
tion volume. This is because the number of hy-
droxyl ions adsorbed per unit area depends on
the pH, e.g., 1.26 hydroxyl ions per nm? at pH
9.0, 2.2 at pH 10.0, 3.3 at pH 11.0, etc. [7]. In
contrast, when silica gel columns equilibrated with
0.1 M sodium hydrogencarbonate (pH 9.9) were
titrated with hydrochloric acid, sharp break-
through curves were observed, as shown in Fig. 1.

It is presumed that the first jump is due to
elution of sodium chloride and the second to
elution of hydrochloric acid. In order to confirm
this assumption, the concentration of ions con-
tained in the effluent between the two jumps was
determined by ion chromatography.

Ion chromatography of effluents

For the determination of anions, octadecyl-
bonded silica gel (ODS) coated with cetyltrimeth-
ylammonium bromide (Cetrimide) was employed
as the anion-exchange column and 1 mM sodium
salicylate dissolved in 5% acetonitrile aqueous
solution was employed as the eluent [12]. Anions
were detected indirectly at 230 nm as demon-
strated in Fig. 2. In Fig. 2A the separation of a
reference mixture of 2 mM hydrogencarbonate
and 2 mM chloride is demonstrated, and Fig. 2B
shows the separation of ions contained in the
effluent eluting between the two jumps appearing
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Fig. 2. Separation of anions by ion chromatography with
indirect photometric detection. Column, 150 mm X 0.35 mm
i.d., packed with Cetrimide-coated Develosil ODS-5; eluent, 1
mM sodium salicylate in 5% aqueous acetonitrile; flow-rate,
2.8 ul min~!; injection volume, 0.02 xl. Samples: (A) 2 mM
hydrogencarbonate (1) and 2 mM chloride (2); (B) 50-fold
diluted effluent eluting between the two jumps appearing in
Fig. 1.

in the titration curve. The effluent was diluted
50-fold with the eluent before injection. It was
found that 2 mM chloride ion only appeared in
Fig. 2B, which led to the conclusion that 0.1 M
chloride ion was contained in the effluent.

On the other hand, cations contained in the
same effluent were also determined by ion chro-
matography with indirect photometric detection
as reported previously {13], in which aqueous
copper sulphate was employed as the eluent. It
was found that 0.1 M sodium ion was contained
in the effluent.

From these results, it was concluded that the
effluent eluting between the two jumps appearing
in Fig. 1 contained 0.1 M sodium chloride. This
confirmed that the reaction shown in Eqn. 2
takes place during such a titration.

Amount of sodium ions replaced

The amounts of sodium ions replaced for the
Develosil 30-5 column, as demonstrated in Fig. 1,
can be calculated to be 3.6 pmol from the break-
through time (12.81 min), flow-rate (2.8 wl min~1!)

T. Takeuchi and T. Miwa / Anal. Chim. Acta 282 (1993) 565-570

and the hydrochloric acid concentration (0.1 M).
This column has a total surface area of 5.6 m?, as
shown in Table 1. If it is assumed that the surface
silanol concentration of silica gel is 8 wmol m™~?,
the Develosil 30-5 column has 45 pmol of total
silanol groups. These results indicate that not all
forms of silanol groups of silica gel can be re-
placed by sodium ions when treated with sodium
hydrogencarbonate, and only 8% of silanol groups
were subjected to replacement with sodium ions.
This may be because there are various types of
silanol groups existing on silica gel, such as free
hydroxyl groups, vicinal hydroxyl groups and hy-
droxyl groups bound to water by hydrogen bond-
ing [2], and because some types of silanol groups
cannot be replaced with sodium ions.

The reproducibility of the breakthrough vol-
ume for five successive measurements was deter-
mined by using a single column packed with
Develosil 60-5. The breakthrough volume gradu-
ally increased during the successive experiments,
and the relative standard deviation of the break-
through volume was 4.9%. This result suggests
that the properties of the silica surface change
during the titration. Therefore, the breakthrough
volume obtained in the first measurement was
adopted as the value for each material.

Relationship between breakthrough volume and
surface area

Figure 3 shows the relationship between the
breakthrough volume and WSA for the 150 mm X

40

20r

Breakthrough Volume (L)

o 400 800

WSA (m?g™")
Fig. 3. Breakthrough volume as a function of the weight-
specific surface area (WSA). Columns, 150 mm X 0.35 mm i.d.;
titration eluent, 0.1 M hydrochloric acid; flow-rate, 2.8 ul
min~'; detector, electrical conductivity.
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0.35 mm i.d. columns packed with various silica
gels. The relationship is not linear, because the
density of each packing is different and different
amounts of silica gel materials are therefore
packed in the column.

As the column volume is constant, it is reason-
able to plot the breakthrough volume versus the
volume-specific surface area [defined as the sur-
face area per unit volume (VV54)]. When the pore
volume (PV') and the density of the core of silica
gel (2.23 g ml™') are known, VSA can be calcu-
lated from

VSA = WSA /(2237 + PV) (3)

Figure 4 shows a plot of the breakthrough
volume versus VSA, which is linear. This result
indicates that if WSA is known, PV can be calcu-
lated from the breakthrough volume using Eqn.
3, and vice versa.

When the amounts of silica gel packed in the
column are measured, the total surface area (7.54)
can be calculated from its WSA. In Fig. 5 the
breakthrough volume is plotted as a function of
the 754 of the, column, showing the linear rela-
tionship between the two parameters. Therefore,
the WSA of silica packings can be calculated
using such a calibration graph from their break-
through volumes and the amounts packed in the
column. Then, PV can be calculated using the
calibration graph shown in Fig. 4 and Eqn. 3.

As the column tubing employed in this work
was narrow (0.35 mm i.d.), the precision is slightly

40
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Fig. 4. Breakthrough volume as a function of volume-specific
surface area (VSA). Operating conditions as in Fig. 3.
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Fig. 5. Breakthrough volume as a function of total surface
area (TSA). Operating conditions as in Fig. 3.

poor. There are two reasons why microcolumns
were employed in this work: microcolumns could
easily be disposed of when the column efficiency
was lost after titration, and the electrical conduc-
tivity of 0.1 M hydrochloric acid was much higher
than the full-scale signal of the detector when the
flow cell commercially available for conventional
LC was employed. The magnitude of the output
signal could be easily altered with micro flow cell
employed in this work by changing the distance of
the electrodes [10]. It should be noted that the
precision will be improved by using large-bore
columns and an appropriate detector such as a
refractive index detector.

Determination of residual silanol groups on ODS
materials

The method was applied to the determination
of residual silanol groups for the ODS materials
Develosil ODS-5, ODS-T-5 and ODS-A-5, as
shown in Table 1. Develosil ODS-5 was prepared
with dimethyloctadecylchlorosilane, whereas
ODS-T-5 and ODS-A-5 were prepared with octa-
decyltrichlorosilane in the absence of water.
ODS-5 and ODS-T-5 were further subjected to
trimethylsilylation for end-capping. These materi-
als were packed into fused-silica tubing of 150
mm X 0.35 mm i.d.. The breakthrough volumes
achieved with these columns under the same con-
ditions as in Fig. 5 were 0.39, 1.3 and 2.2 ul,
respectively. The breakthrough volumes then al-
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low the determination of the percentage of resid-
ual silanol groups by using the calibration graph
shown in Fig. 5. Unfortunately, the breakthrough
volumes observed for the ODS column were so
small that residual silanol groups cannot be de-
termined accurately. In order to improve this,
additional experiments should be carried out for
silica gel with much smaller WSA values.

Conclusion

The present on-column titration method can
rapidly determine the specific surface area or
pore volume of silica gel materials and also allows
the determination of the residual silanol groups
of bonded-phase materials. As the method does
not involve ion exchange of all types of silanol
groups of silica gel materials with sodium ions, a
calibration graph will be required for each brand
(or type) of silica gel material.

The authors thank Nomura Chemical for the
kind gift of the packing materials employed in
this work.
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Nickel-chromium alloy electrode as a carbohydrate
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Abstract

A nickel-chromium alloy electrode was applied as an electrochemical detector for the analysis of carbohydrates
by high performance anion-exchange liquid chromatography. This alloy electrode exhibited excellent sensitivity,
reproducibility and stability. The carbohydrates are oxidatively detected by a surface catalyzed process, proposed to
involve nickel(III) oxyhydroxides, which are formed in the range of ca. 0.45 to 0.5 V vs. a Ag/AgCl reference
electrode. The cyclic voltammograms of the Ni—Cr electrode are compared to pure Ni in order to understand the
basic mechanism of the oxidation. The effects of the temperature, the sodium hydroxide concentration, the mobile
phase flow-rate, and the working potential on the electrode response were analyzed to optimize the detection
conditions. The reproducibility of the electrode response to the injection of 100 pmol of glucose was studied
continuously for a period of 21 days. A limit-of-detection (LOD) of approximately 500 fmol of glucose (signal-to-noise
ratio of 3) makes this alloy electrode well suited for the high sensitive detection of carbohydrates.

Keywords: Liquid chromatography; Chromium; Nickel; Ni—Cr alloy electrode

The electrochemical detection (EC) of carbo-
hydrates following liquid chromatographic (LC)
separations has several advantages over other
methods of detection. For example, refractive
index and conductivity based detection methods
exhibit relatively low sensitivity [1]. High sensitiv-
ity optical detection in the ultraviolet region of
the spectrum for carbohydrates on the other hand,
requires extreme precaution in controlling the
purity of the mobile phase. Also, it is necessary to
derivatize the carbohydrates in order to use
UV-visible detection methods, which have sensi-
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tivities similar to their EC counterpart [2,3]. How-
ever, the need for derivatization adds complexity
to the analysis. Only fluorescence based detection
methods give higher sensitivity compared to EC
methods [4]. But derivatization is also required
for fluorescence.

The electrochemical detection of carbohy-
drates can be performed using different electro-
analytical techniques with a variety of electrode
materials. Pulsed amperometry at gold or plat-
inum electrodes in alkaline solution [5,6], poten-
tiometry at copper electrodes in solution contain-
ing cupric ions and weakly complexing com-
pounds [7], and constant potential amperometry
at metallic and modified electrodes [8-11] are
among the various EC detection schemes. With
constant potential amperometry it is possible to
achieve sensitivities in the femtomole range
[12,13] with certain metal electrodes. Such sensi-

0003-2670,/93 /306.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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tivity can be attained because the background
current can be very low at constant potential,
after the initial charging of the electrochemical
double layer and the formation of surface oxides.
On the other hand, constant potential amperom-
etry has the problem of electrode contamination,
or slow surface changes that lead to decreases in
the sensitivity and reproducibility of the response
[6,8].

Metal and metal oxide electrodes have shown
high catalytic activity to the oxidation of carbohy-
drates [8,10,14,15]. However, the corrosion of the
electrode surface or the formation of inactive
oxide layers are problems that need to be over-
come in order to improve their analytical perfor-
mance.

Nickel electrodes exhibit catalytic activity to
the oxidation of a wide variety of organic com-
pounds in alkaline solutions [16—18]. The Ni(III)
species is generated on the electrode surface at
potentials in the region of 0.45 to 0.5 V wvs.
Ag/ AgCl reference electrodes. The Ni(III) sur-
face acts as an effective catalyst to oxidize the
carbohydrates [16]. The general pathway pro-
posed is illustrated by reactions 1-4:

Ni+20H~ «— Ni(OH), + 2¢ (D
Ni(OH), + OH™ «— NiOOH +e¢ (2)
NiOOH + organic molecule ——

Ni(OH), + intermediate (3)
intermediate —— product + e 4

Several research groups have applied the cat-
alytic activity of the nickel-nickel oxide electrode
for the electrochemical detection of various or-
ganic compounds [8,10,17,18]. However, the re-
sponse of the electrode decayed after a short
time [8].

It is our goal to find an electrode that pos-
sesses high sensitivity, reproducibility and long-
term stability for the amperometric LC-EC detec-
tion of carbohydrates. To that end, we have ex-
plored the addition of chromium or other metals
to stabilize nickel and have found that in addition
to increased stability, the nickel alloys retain the
electrochemical characteristics of the base metal,
nickel [19]. It is the combination of these proper-
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ties that have led us to undertake a study of
various alloys, as being reported herein for Ni-Cr.

Cyclic voltammetric (CV) results show that the
oxidation of the carbohydrates is associated with
the Ni(III) / Ni(ID) redox couple. This oxidation is
clearly seen by the current increase on the anodic
Ni(III) / Ni(IT) current-voltage (i—E) wave, when
a carbohydrates such as glucose is added to the
solution. This increase followed by a decrease in
the cathodic current for the reduction of Ni(IIl)
on CV scan reversal is consistent with a catalytic
mechanism in which a chemical reaction (reaction
3) follows the electron transfer step (reaction 2).

Liquid chromatographic experiments were per-
formed to assess various analytical properties
(e.g., the linearity of the response with concentra-
tion, the reproducibility, etc.) of the Ni—Cr elec-
trode. Hydrodynamic voltammograms of various
carbohydrates, performed in a flowing solution,
showed a current plateau in the potential range
between 0.48 and 0.52 V, prior to the region for
oxygen evolution. However, the signal-to-noise
(§/N) ratio for the amperometric LC-EC detec-
tion with the Ni-Cr electrode was found to be
optimal at 0.48 V vs. a Ag/AgCl reference elec-
trode in 0.10 M NaOH solution.

EXPERIMENTAL

Reagents

Solutions of sorbitol, glucose, xylitol, maltose,
ribose and sucrose (Aldrich, Milwaukee, WI),
rhamnose, and lactose (Sigma, St. Louis, MO)
were prepared daily. The water used in the exper-
iments were purified by the NANOpure System
(Barnstead, Boston, MA). Sodium hydroxide so-
lutions of the desired concentrations were pre-
pared from electrolytic grade sodium hydroxide
(Aldrich) and NANOpure water.

Equipment

Cyclic voltammetric (CV) experiments were
performed with a laboratory built potentiostat or
a Cypress Model CS1090 computerized potentio-
stat (Cypress Systems, Lawrence, KS). A BAS
Model MF-1052 (Bioanalytical Systems, West
Lafayette, IN) electrochemical cell was used for
the voltammetric experiments. A Ag/AgCl, 3 M
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KCl reference electrode (BAS Model RE-1), and
a platinum wire auxiliary electrode were used
throughout the voltammetric experiments.

The chromatographic system (Shimadzu, Co-
lumbia, MD) consisted of pumps (LC-600), a col-
umn oven (CTO-6A), an electrochemical detector
(L-ECD-6A), an auto sampler (SIL-6B), a system
controller (SCL-6B), and a recorder (CR-4A).
Either a CarboPac PA-1, 250 X 4 mm (Dionex,
Sunnyvale, CA), or a Wescan Anion-R, 250 X 4
mm (Hamilton, Santa Clara, CA) anion exchange
columns were used for the liquid chromato-
graphic (LC) separations. The electrochemical cell
for the flow experiments consisted of a home
made working electrode, a stainless steel auxiliary
electrode and a Ag/AgCl (3 M KCI reference
electrode.

The working electrodes for the CV experi-
ments were made of Ni, or Ni—Cr (80:20) wires of
1.0 mm diameter (Goodfellow, Malvern, PA) em-
bedded in PTFE shrinkable tubes. The working
electrodes for the LC experiments were made of
Ni—Cr (80:20) wires of 1.0 mm diameter embed-
ded in Kel-F blocks of 0.5 X 1.0x 1.0 in. The
electrodes were polished successively with emery
paper of 400, 600, and 0000 grit, and finished to a
mirror surface with 1, 0.3, and 0.05 um alumina
particles suspended in water on a microcloth pad
(Buehler, Lake Bluff, IL), sonicated, and then
thoroughly washed with NANOpure water.

RESULTS AND DISCUSSION

Electrochemical properties of Ni and Ni-Cr
electrodes

CV studies were conducted with both the Ni
and Ni~Cr electrodes to compare their behavior
in the absence and presence of a carbohydrate
such as glucose in 0.1 M NaOH solution. In the
potential region of ca. —1.0 to —0.34 V, as seen
in Fig. 1 (solid line), a quasi-reversible oxidative
and reductive CV wave is observed for pure Ni
with an anodic peak potential (E,) of —0.60 V
(Fig. 1, peak A) and cathodic peak (E,) of
—0.96 V (Fig. 1, peak B). This CV wave has been
attributed to the redox couple involving Ni” and
Ni(ID) [20,21]. It has been postulated [21] that the
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Fig. 1. Cyclic voltammetric response of a Ni electrode in 0.10
N NaOH. Scan rate = 0.05 V/s. T = 25°C. CV potential lim-
its: —1.07 V to —034 V (solid line); —1.07 V to 0.65 V
(dashed line).
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initial oxidation of Ni° produces a(Ni(OH),, as a
solid, on the electrode surface. This alpha-form
apparently converts with time to beta-Ni(OH),. If
the CV scanning is continued, the height of the
peak currents for both the anodic and cathodic
waves decreases.

When the anodic limit for the potential is
increased to +0.65 V, a second nearly reversible
CV wave is observed with an E,, of +047 V
(Fig. 1, peak ) and an E, of +0.42 V (Fig. 1,
peak D). The symmetric peak shapes of both the
anodic and cathodic waves are indicative of a
surface confined redox process. These waves have
been attributed to the oxidation of Ni(OH), to
Ni(III) as the nickel oxyhydroxide (i.e., NiOOH)
and its reduction back to Ni(II). The current
plateau between the first and second anodic
waves, has been attributed [21] to an increase in
the beta-form of the nickel hydroxide. This
plateau is observed only in the first CV cycle,
decreasing dramatically thereafter to nearly back-
ground. Since both the alpha- and beta-forms of
nickel hydroxide may be present, the one electron
oxidation of the Ni(II) to Ni(III) may involve the
formation of two forms of nickel oxyhydroxide.
This assumption, may partially explain the pres-
ence of a broad shoulder appearing at less posi-
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Fig. 2. Cyclic voltammograms shown for Ni-Cr electrode in
0.1 M NaOH solution. Inset shows a CV scan of a freshly
prepared Ni-Cr electrode scanned from —1.0 to +0.05 V
(trace A, solid line); trace A’ (dotted line) is for the second
CV scan. Trace B is the CV scan for subsequent scan between
the potential of —1.0 to +0.65 V (note change in current
scale from 0.5 p A for inset to 4 p A for CV curve B). Cyclic
voltammograms taken at a scan rate of 50 mV /s and T = 25°C.

tive potentials on both the anodic and cathodic
Ni(IIT) / Ni(IT) waves. If the CV scanning is con-
tinued between the potential limits of 0.0 and
+0.65 V, the peak height of the anodic wave
increases with the shoulder becoming less pro-
nounced. However, the cathodic wave reaches a
steady state and the wave at less positive poten-
tials becomes more prominent in size. The ap-
pearance of more than one reversible wave for
the Ni(IIT) / Ni(II) couple has been ascribed [22]
to the presence of more than one crystalline form
of both Ni(OH), and NiOOH. Intercalation of
ions also plays a role in the properties of the
hydrated nickel hydroxide / oxide layer [23,24].
The presence of chromium in the nickel
changes the CV waves in the potential range of
—1.05 V to 0.09 V (inset of Fig. 2, solid line A).
The CV wave for the first scan varies somewhat
depending on the previous history (or pretreat-
ment) of the electrode. A broad anodic wave is
observed in the region of ca. —0.63 V. A second
broad anodic wave is seen at approximately —0.17
V. The —-0.63 V wave may be due to the oxida-
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tion of Ni° to Ni(II), similar to the results for a
pure nickel electrode. The peak at —0.17 V is
most likely due to the oxidation of chromium,
although further experiments are needed to con-
firm this assumption. No cathodic waves are ob-
served during the reverse scan. The current re-
mains close to zero until the potential reaches a
value of —0.90 V, where the current increases
due to hydrogen evolution. Another interesting
characteristic of the i~F trace at Ni-Cr alloy
electrodes is that neither the anodic nor cathodic
waves are observed after the first CV cycle (inset
of Fig. 2, dashed line A’). Thus, the i—E curves
are featureless thereafter in the potential region
of —1.05 V to 0.09 V.

The CV i-E pattern for a Ni-Cr electrode,
after a few scans, is similar to that obtained for
pure Ni in the potential region of —1.06 V to
0.65 V (Fig. 2, curve B). The i-E curve is flat and
featureless in the potential interval of —1.06 V to
+0.05 V. As the potential is scanned toward
more positive potentials, a well-defined oxidative
wave develops with an E, value of ca. 0.48 V.
On reverse scan, a reductive wave is observed
with an E . of 0.40 V. These oxidative and reduc-
tive waves, as in the case of pure nickel, are
attributed to the Ni(II) / Ni(III) redox couple. Any
increase in the potential limit beyond +0.65 V
does not alter the featureless i—E response in the
potential region of —1.06 V to 0.05 V.

The changes to the CV waves in the potential
region of 0.0 V to 0.60 V for the Ni-Cr electrode
as a function of successive CV scans are essen-
tially similar to those of pure Ni. These changes
are shown in Fig. 3 as the potential is continu-
ously scanned between the limits of 0.0 V and
0.60 V in 0.1 M NaOH solution. The values of
the anodic and cathodic peak potentials, E,, and
E., for the 50th (Fig. 3, curve c) and 400th (Fig.
3, curve f) CV scans at a pure Ni and a Ni-Cr
electrode are summarized in Table 1. The data
were obtained at a scan rate of 50 mV /s. There
are very small differences between the E,, and
E . values, particularly as both the Ni and Ni-Cr
electrodes are continually cycled between the an-
odic and cathodic limits of 0.0 and 0.60 V. For
both electrodes the wave at less positive potential
on the reverse cathodic scan becomes more
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Fig. 3. Cyclic voltammograms shown for multiple scans of
Ni—Cr electrode in 0.1 M NaOH solution. Scan numbers:
a=1,b=10, ¢ =50, d =100, e =200 and f = 400. Scan rate
100 mV /s and T = 25°C. (See text for discussion of peaks A,
B and C.)

prominent as the number of scan cycles increases.
That is, the wave with an E__ of 0.31 V (Fig. 3,
peak C) increases with respect to the wave with a
peak at 0.39 V (Fig. 3, peak B). The ratio of the
electrochemical charge under the anodic and ca-
thodic waves, when the cathodic charge is deter-
mined by taking the charge under both reductive
waves, remains essentially constant and close to
unity. The ratio being close to unity indicates that
the anodically formed NiOOH on the surface of
the electrode is totally retained and not lost to
solution. The development of two reductive peaks
means that there is an interconversion occuring
in the type of nickel hydroxide/oxide on the
surface. This conversion may be the transforma-

TABLE 1

Cyclic voltammetric peak potentials for nickel and nickel-
chromium electrodes 2

Electrodes
Ni Ni-Cr
E,, Eg Eg, E,.
A 048 0.40 0.45 0.40
B 0.49 0.39, 0.30 0.49 0.39, 0.31

? Data taken at a scan rate of 50 mV /s in 0.1 M NaOH
solution. Peak potentials reported with respect to a Ag/AgCl
(3 M KQC)) reference electrode. (A) after completion of 50 CV
cycles. (B) after 400 CV cycles. Temperature is 25°C.
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Fig. 4. Cyclic voltammetric traces for Ni-Cr electrode with
and without added glucose in 0.1 M NaOH solution. Right
side: Voltammograms of 100th CV cycle without (A) and with
added 0.0010 M glucose (A’). Left side: voltammograms of
600th CV cycle without (B) and with added 0.0010 M glucose
(B’). Scan rate 50 mV /s. T = 25°C.

tion of the beta-NIOOH to the gamma-NiOOH
form, as proposed by other authors [22]. The
electrochemical behavior of Ni-Cr electrodes,
and the possible influence of this crystallographic
inter-conversion to the catalytic rate for glucose
electrooxidation, has yet to be studied.

Electrocatalytic oxidation of glucose

The addition of glucose to the background
solution produced an increase in the charge and
peak current under the wave assigned to the
oxidation of Ni(II) to Ni(III) while the reverse
cathodic peak height decreased. This effect of
glucose is typical of an EC catalytic mechanism
(Fig. 4, traces A and A’, and B and B’) where the
electrogenerated catalyst, Ni(III), oxidizes the
glucose diffusing to the electrode surface from
the bulk solution. Although the background cur-
rent under the Ni(III)/Ni(II) oxidation-reduc-
tion wave increases and the predominant oxide
form changes with the number of cycles, the
electrode still remains active toward glucose oxi-
dation. Since the background current is consider-
ably higher as the electrode is cycled, the increase
in current in the presence of glucose is propor-
tionally larger at a freshly produced NiOOH elec-
trode rather than at the one having been cycled
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for prolonged lengths of time. This proportional
enhancement is seen by comparing the ratio of
catalytic current for glucose oxidation to back-
ground at the Ni-Cr electrode. The charge and
current ratios are 1.66 and 1.39, respectively, for
the CVs obtained at the electrode which had
been cycled for 100 times (Fig. 4, curves A and
A’); while these ratios drop to 1.36 and 1.25,
respectively, after the electrode had been cycled
for 600 times (Fig. 4, curves B and B’).

The catalytic current is higher at a Ni-Cr
electrode than at pure Ni for the same oxidative
preparation. Thus, one finds that the slope of the
calibration curve for carbohydrates at the Ni-Cr
electrode is higher than that obtained with nickel.
Although the reason for this higher sensitivity is
currently unexplained, it does mean that the Ni-
Cr should yield correspondingly higher sensitivity
when it is used as an LC detector.

Liquid chromatography

Liquid chromatographic experiments were per-
formed with the Ni-Cr electrode in order to
evaluate various analytical parameters. Thus, the
hydrodynamic voltammograms (HDVs) with vari-
ous carbohydrates present, the signal-to-noise ra-
tio, the effect of the mobile phase flow rate and
of the temperature on the electrode response,
and the long term reproducibility of the response
were analyzed in order to determine the optimal
conditions for carbohydrates detection. Also, the
results obtained with the Ni-Cr electrode were
compared with those reported in the literature
using Ni electrodes.

Typical hydrodynamic voltammetric responses
for five common sugars are shown in Fig. 5. The
initial working potential was 0.32 V. After obtain-
ing a stable, drift free baseline at each set poten-
tial, ten separate injections of the carbohydrate
mixture were analyzed. The working potential
was then increased by increments of 0.020 V, and
the chromatographic analyses repeated. In the
region between 0.32 and 0.44 V, there is essen-
tially no evidence for carbohydrate oxidation. At
potentials greater than 0.44 V the current in-
creases and then plateaus at values above ca. 0.48
V. At potentials above 0.52 V, oxygen evolution
commences as characterized by an increase in the

J.M. Marioli et al. / Anal. Chim. Acta 282 (1993) 571-580

3.00
L T R
sorbitol /
/
2.00 + == glucose | /
R
E -—*— sucrose
E_ =~ - ribose
-
1.00 T —* - maltose
0.00 P

0.30 0.3 0.40 0.45 0.50 035
E/V

Fig. 5. Hydrodynamic voltammogram of various carbohydrates
at Ni—Cr electrodes in 0.10 M NaOH. Flow-rate 0.50 ml/min.
T = 25°C. LC column = Wescan anion-R. 100 pmol of each
carbohydrate injected onto column.

background noise level. Both mono and disaccha-
rides are readily oxidized at the Ni-Cr electrode,
although glucose gave the highest response
(Fig. 5).

The signal-to-noise ratio was analyzed in the
potential region of 0.32 V to 0.52 V (Fig. 6) to
determine the potential giving the highest S/N
ratio. This potential should be taken as the “opti-
mum” working potential [25] for the LC analysis
of carbohydrates. In the potential region of 0.32
V to 0.42 V there is little change to the S/N
ratio. Above ca. 0.42 V the §/N increases with

1500.00

1000.00-

Signal-to-Noise

0.52

Fig. 6. Analysis of signal-to-noise ratio for various carbohy-
drates with Ni-Cr electrodes at different working potentials
in 0.10 M NaOH solution. Flow-rate = 0.50 mi/min. T = 25°C.
LC column Wescan anion-R. 100 pmol of each carbohydrate
injected onto column.
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the maximum value in the region of 0.44 to 0.48
V, depending on the particular carbohydrate. At
higher potentials, the §/N ratio decreases. Max-
ima in the S/N ratio occur because in the poten-
tial region of 0.42 V to 0.48 V, the signal levels
increase while the background noise remains
nearly constant. On the other hand, the signal
remains almost constant while the noise increases
in the potential region above 0.48 V. The ob-
served increase in the noise at high potentials, as
explained earlier, is due to the proximity of the
potential to oxygen evolution.

The S/N ratio for the detection of glucose
was also studied at ‘the Ni-Cr electrode as a
function of the working potential and of the
concentration of sodium hydroxide (Fig. 7). This
analysis is important not only to assess the “best”
pH for carbohydrate analysis, but also to deter-
mine if this pH is within the recommended range
for use with the anion exchange column.

The S/N ratio for glucose detection increases
with increasing NaOH concentration. This in-
crease is noticeable (close to three times) when
the concentration of the sodium hydroxide is in-
creased from 0.05 M to 0.10 M. However, only a
small increase was observed when the NaOH
concentration in the mobile phase was increased
from 0.10 M to 0.20 M (Fig. 7). Moreover, the
S/N ratio at these two concentrations may be

2500
20001
[}
@2
2 15001 —
o)
<
% 40001 S
D
»
500-
0.20 M NaOH
0.10 M NaOH
ol 0.05 M NaOH

0.44 0.46 0.48 0.5
Potential / V

Fig. 7. Signal-to-noise ratio analysis for glucose at various
working potentials and at different sodium hydroxide concen-
trations. Flow-rate = 0.50 ml/min. T =25°C. LC column =
Wescan anion-R. 100 pmol of glucose injected.
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Fig. 8. Effect of temperature (A) and flow-rate (B) on the
response of the Ni-Cr electrode for the injection of 100 pmol
of glucose in 0.10 M NaOH solution. (A) Flow-rate = 0.5
ml/min; (B) T = 25°C.

considered as being approximately the same if
the errors in the S/N ratio determination are
taken into account. Thus, a concentration of 0.10
M NaOH is essentially the optimum pH value (at
an applied potential of 0.46 V), consistent with
the compatibility of the LC column to pH.

The effects of the mobile phase flow rate and
the temperature on the electrode response for
glucose are plotted in Fig. 8. An increase of
approximately 20% is observed to the electrode
response when the temperature is increased from
25°C to 32°C (Fig. 8A). As a consequence of the
background noise remaining nearly constant, the
S/N ratio increases within this temperature in-
crement.

An increase of approximately 65% is obtained
when the temperature is increased from 32°C to
40°C (Fig. 8A). However, the background noise
concomittantly increases by nearly a factor of
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three so that the S/N ratio decreases. The rea-
son for the increase in the signal with tempera-
ture may be explained by the following: (a) At
higher temperatures, the peak potential for the
oxidation of Ni(ID) to Ni(III) may be shifting in
the cathodic direction by —2 mV /°C [22]. With
such a shift, the electrocatalytic activity may be
higher even though the working potential is main-
tained at the same value; and (b) the temperature
increment may increase the velocity constant of
reaction 3. This reaction has been proposed [16]
as the rate limiting step in the electrocatalytic
mechanism,.

A small decrease in the LC-EC current is
observed for glucose when the mobile phase flow
rate is increased from 0.3 to 1.0 ml/min (Fig.
8B). The reason for this decrease is believed to
arise from the fact that the potential is set at 0.46
V rather than at 0.52 V, where the oxidation of
glucose would be mass transfer controlled. At
0.46 V the rate of glucose oxidation is governed
by reaction 3.

The reproducibility of the response for the
long term use of the Ni-Cr electrode was tested
during 21 days of continuous chromatographic
analysis. Thirty injections were made every half
an hour each day (an average of 15 hours of use
per day). The results are shown in Fig. 9. The
relative response is defined as the peak current
for the injection of 100 pmol of glucose, relative
to the response obtained during the first four
hours of analysis. As such, the electrode response
at any time can be easily compared to that ob-
tained at the beginning of the analysis (taken as
100%). The average relative response for daily
injections of thirty samples, once every 0.5 h, is
then plotted as a function of the number of days.

There is a decrease of approximately 30% in
the relative response during the first seven days
of analysis (Fig. 9). However, the signal remains
nearly constant after that time, decreasing only
by ca. 20% during the next two weeks. This is a
marked improvement to the reproducibility re-
ported in the literature for a nickel electrode [8].
Stitz and Buchberger [10] reported a high stability
for the detection of carbohydrates at a nickel
electrode for periods of time up to three weeks.
They pretreated the electrode by applying 2-3 V
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Fig. 9. Reproducibility of Ni-Cr electrodes for the injection of
100 pmol of glucose in 0.10 M NaOH solution. Flow-rate 0.50
ml/min. T = 25°C. Potential of the working electrode set at
0.47 V. LC column Wescan anion-R, relative response re=
i(t)/i,(0)x 100. Peak height, i, (1), at any time of analysis.
i(0) = average peak height during the first four hours of
analysis. Electrode “on” for 15 h per day.

for 5 min in 0.2 M or 0.3 M NaQOH at 70°C.
However, the limit of detection for glucose at an
S/N ratio of three was approximately 150 pmol,
which is markedly higher than that obtained at
the Ni-Cr electrode.

It should be mentioned that the relative per-
centage of error for the thirty daily injections is at
or below 5% for the 21 days of analysis. Errors
were below this value during the sixth and sev-
enth days of the analyses.

A chromatographic calibration curve was made
for several carbohydrates at the Ni—Cr electrode.
The results are summarized in Table 2. A wide
linear concentration range was obtained for all
the carbohydrates analyzed, including sugar alco-
hols, mono- and disaccharides. Excellent correla-
tion coefficients were obtained over the range of

TABLE 2

Data for liquid chromatographic analysis of carbohydrates at
Ni-Cr electrode

Compound Concentration range Correlation data ?
Sorbitol 1x1076-1x10~3 1.000 (10)
Glucose 1x1077-1x1073 1.000 (13)
Ribose 3x1077-1x 1073 1.000 (10)
Maltose 6x1077-1%x1073 0.999 (12)

# Correlation coefficient; (in parenthesis) number of points
for the linear regression calculation. Each point is the average
of ten injections. Experimental conditions: mobile phase, 0.10
M NaOH; flow-rate = 0.5 ml /min; applied potential = 0.47 V;
and temperature = 25°C.



J.M. Marioli et al. / Anal. Chim. Acta 282 (1993) 571-580
6

2nA

| ! ]

|u' 1

0 6.7 13.3 20.0 t/ min

Fig. 10. Chromatogram of various carbohydrates detected
with the Ni-Cr electrode in 0.10 M NaOH solution. Flow-rate
0.50 ml/min. Potential of working electrode set at 0.47 V.
T = 25°C. LC column CarboPac PA-1. Injection volume 10 ul.
Injected amount: 100 pmol each of xylitol, glucose, and rham-
nose (1, 3 and 4), 200 pmol of lactose and maltose (6 and 7),
and 400 pmol of sorbitol and ribose (2 and 5).

concentrations determined. The linearity at the
Ni-Cr alloy electrode is better than those ob-
tained at the Ni-Cr—Fe and the Ni—Cu alloy [26].
Based on a S/N ratio of 3, the limit of detection
for glucose was 500 fmol, as calculated from the
extrapolated S/N ratio obtained with an injec-
tion of 100 pmol. To confirm this sensitivity, a 3
pmol sample of glucose in 0.1 M NaOH was
injected into the anion exchange LC column. A
peak current of 100 pA was obtained. The S/N
ratio was approximately 15 at this current sensi-
tivity so that the calculated limit of detection is
600 fmol, close to the extrapolated value of 500
fmol. This sensitivity with the Ni—Cr electrode is
considerably better than that found with pure
nickel electrodes [8,10,12].

Various sugar alcohols, mono- and disaccha-
rides can be separated and detected with the
Ni-Cr electrode, as seen in Fig. 10. The elec-
trode responds quickly so that the column resolu-
tion is maintained.

The time required to obtain a stable baseline
is another parameter of considerable importance.
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A background baseline was considered “stable”
when the baseline changed less or equal to 5% at
a sensitivity setting of 1 nA full scale during a 20
min period. Four hours were required to obtain a
stable baseline with the Ni—-Cr electrode, similar
to the time required with a Ni-Cr-Fe alloy [26],
and markedly less than that necessary with Ni—Cu
and Cu electrodes (24 and 36 h, respectively).
Moreover, the magnitude of the background cur-
rent at the Ni—Cr electrode was ca. 2—-6 nA when
the applied potential was 0.47 V and the mobile
phase flow rate was 0.5 ml/min. The background
is considerably less than those obtained at the
Ni-Cr-Fe and Ni-Cu electrodes. A low back-
ground current usually exhibits less noise and
thus, gives an enhanced §/N ratio. The Ni-Cr
electrode appears viable as an amperometric LC-
EC detector for carbohydrate analysis in high-
performance anion exchange separations.

Conclusions

The Ni-~Cr alloy can be used for the constant
potential amperometric detection of carbohy-
drates in high-performance anion exchange chro-
matography. This alloy is quite resistant to corro-
sion. As such, its electrochemical response is im-
proved in comparison to that of pure nickel.
Cyclic voltammetric experiments suggest that the
sugars arc oxidized in the region of potential
between 0.4 and 0.5 V by nickel oxyhydroxides
that are formed on the electrode surface in the
strong alkaline solution. Additional studies are
needed to fully resolve the mechanistic details of
oxidative EC catalysis of the carbohydrates. With
optimization of the experimental parameters, a
limit of detection for glucose in the range of
500-600 fmol was achieved at a S/N ratio of
three. The electrode reaches a stable background
current after a relatively short period of 4 h.
Continuous operation for over 21 days was
achieved without serious degredation in the sig-
nal response. The electrode can be reactivated
easily by manually polishing the Ni—Cr surface, if
needed.

This work was supported by the Shimadzu Co.,
Kyoto, Japan, and the Kansas Technology Enter-
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Automatic method for on-line preparation of fatty acid
methyl esters from olive oil and other types of oil prior
to their gas chromatographic determination
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Abstract

Fatty acids in oils were on-line methylated with acetyl chloride in methanol by dissolving 10~120 mg of oil in 100
ml of n-hexane, followed by continuous transesterification of the triglycerides, and flushing of residual reaction
products by circulating a water stream through the derivatization manifold, after which the n-hexane phase from a
membrane separator containing the fatty acid methyl esters was injected (5 ul) via a valve into the injection port of a
gas chromatograph. Comparison of this transesterification method with the manual method involving saponification
with methanolic sodium hydroxide and esterification with boron trifluoride in methanol (Official Method of Analysis)
revealed good agreement between the results provided by both for olive and other vegetable oils as well as codfish oil.

Keywords: Gas chromatography; Continuous derivatization; Fatty acid methyl esters; Oils

The fatty acid composition of olive oil and
other vegetable oils is still used by lipid analysts
to determination of adulteration [1,2]. The direct
gas chromatographic analysis of triglycerides is
exceedingly difficult because of the low volatility
of these compounds [3]; thus, liquid chromatogra-
phy has been proposed for the direct determina-
tion of triglycerides using a refractive index de-
tector [4]; however, the analysis of samples having
triglycerides with a broad molecular weight distri-
bution is rather difficult. Accordingly, liquid
chromatographic analysis of oils and fats is not
yet practical, so gas-liquid chromatography
(GLC) continuous to be the most usual choice.
Derivatization of fatty acids is more frequently
accomplished by converting carboxyl groups into

Correspondence to: M. Valcarcel, Department of Analytical
Chemistry, Faculty of Sciences, University of Cérdoba, 14004
Cordoba (Spain).

trimethylsilyl esters or methyl esters [5]. Trimeth-
ylsylation is usually achieved with bis(trimethyl-
silyDtrifluoracetamide [6,7] or N-(tert-butyldi-
methylsilyl)-N-methyltrifluoro-acetamide [8],
while methylation of fatty acids is more com-
monly performed with diazomethane [9,10],
methyl iodide in N,N-dimethylacetamide [11] or
tetramethyl-ammonium [12] in ethyl ether, or
boron trifluoride [13-15), hydrochloric acid [16],
sulphuric acid [17] or acetyl chloride [18,19] in
methanol. As regards application, GLC has been
used to determine fatty acids in various types of
oil and fats, namely: olive oil [16,20], sunflower
oil [21], soybean oil [22,23], fish oil [24], milk
[25-27] and cheese [26,28], and various other
products. Other chromatographic techniques fre-
quently used for the determination of fatty acids
include thin layer chromatography [29] and liquid
chromatography [30-33]. Two GC methods for
the determination of a variety of phenols in water

0003-2670,/93 /306.00 © 1993 ~ Elsevier Science Publishers B.V. All rights reserved
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samples by use of a continuous liquid-liquid ex-
traction—derivatization system were also recently
developed by our group [34,35].

Procedures for preparation of fatty acid methyl
esters for subsequent GLC analysis usually em-
ploy anhydrous methanol containing an acid or
basic catalyst and involve refluxing for a few
minutes to a few hours. In addition, the boiled
mixture must be washed, filtered and evaporated
several times, and most derivatizing reagents are
toxic, explosive and expensive. Therefore, the aim
of this paper was to develop a new automatic
method for the direct determination of the fatty
acid composition of olive oil and other vegetable
oils with none of the lengthy steps of the conven-
tional procedure. In addition, it should minimize
contamination / losses of fatty acids typically in-
volved in the manual steps, as well as toxic haz-
ards (the reaction would take place in a closed
flow system) and reagent consumption. This pa-
per thus reports on the use of a continuous
derivatization system to preparate fatty acid
methyl esters and determine them by on-line
GLC.

EXPERIMENTAL

Chemicals

Fatty acids (palmitic, palmitoleic, stearic, oleic,
linoleic and linolenic) and acetyl chloride were
purchased from Aldrich. Heptadecanoic acid (in-
ternal standard) was obtained from Sigma, and
the remaining reagents (sodium sulphate, sodium
hydroxide, potassium methylate, sulphuric acid,
boron trifluoride reagent in methanol, n-hexane,
n-heptane, methanol, ethyl acetate and ethyl
ether) were supplied by Merck. The oils were
purchased from local suppliers.

Fatty acids were identified by using reference
standards of 4 g 1! in n-hexane that were stored
in PTFE bottles at 4°C. The optimal conditions
for GLC were established by using a mixture of
fatty acids based on the composition of olive oil
in n-hexane. A solution containing 5% (v/v)
acetyl chloride in methanol was used as derivatiz-
ing reagent.
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Apparatus

A Hewlett-Packard 5890 gas-liquid chromato-
graph equipped with a Hewlett-Packard 3392-A
integrator was used. The chromatograph was pro-
vided with a flame ionization detector (FID) and
a 30 m X 0.53 mm i.d. Supelcowax-10 glass col-
umn packed with polyethylene glycol (1 pwm film
thickness). Nitrogen was used as carrier gas at a
flow-rate of 16.2 ml min~'. The injector and
detector temperatures were kept at 250°C. The
column temperature was raised from 165°C (2
min) to 180°C at 4°C min~' (3 min), then to
200°C at 5°C min~!, and finally to 260°C at 15°C
min !, this last temperature being held for 2 min.

The flow derivatization system consisted of a
Gilson Minipuls-2 peristaltic pump, a Tecator
A-10 T solvent segmenter and a custom-made
phase separator [36] furnished with a fluoropore
membrane (1.0 um pore size, FALP, Millipore).
Poly(vinyl chloride) and Solvaflex pumping tubes
for water and organic solutions, respectively, and
PTFE tubing (0.5 mm i.d.) for coils were also
used. A six-port Knauer 6332000 injection valve
whose original volume was reduced to 5 ul was
mounted over the injection port of the gas chro-
matograph. A thermostated water bath was also
used.

Procedure

The manifold used is depicted in Fig. 1. It was
operated as follows: a liquid fat sample solution
containing 10-120 mg of oil plus 10 mg heptade-
canoic acid as internal standard in 100 ml of
n-hexane was continuously introduced into the
flow system and mixed with a stream of 5% (v/v)
acetyl chloride in methanol (derivatizing reagent).
Transesterification of triglycerides (i.e., formation
of fatty acid methyl esters) took places in a 500-cm
long reaction tube (0.5 mm i.d.) which was heated
at 80°C. Exactly 2 min after continuous introduc-
tion of sample reagent (the time required to load
the derivatization reactor with sample), the flow
was halted for 15 min to allow the derivatization
reaction to complete in the reaction coil. A water
stream was then inserted into the system to effect
separation of excess of acetyl chloride in methanol
and residual reaction products prior to the deter-
mination of the esters in the n-hexane phase. For
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Fig. 1. Schematic diagram of the system used for continuous
derivatization of triglycerides and determination of fatty acid
methyl esters. PS, phase separator; DC, desiccating column;
IV, injection valve; W, waste; GC, gas chromatograph. Sample
and reagent flow-rate, 0.28 ml min~!; water flow-rate, 1 ml
min " !; injected volume, 5 ul.

this purpose, 5-ul fraction of fatty acid methyl
esters was injected into the nitrogen carrier gas
and transferred to the chromatograph port. To
prevent any water trace from entering the col-
umn, the derivatization system included a desic-
cating column (50 X 3 mm i.d.) located before the
injection valve that was filled with sgdium alumi-
nosilicate pellets (pore diameter, 4 A).

RESULTS AND DISCUSSION

Selection of the derivatizing reagent and organic
solvent

The manifold used was similar to that depicted
in Fig. 1. Selection of reagents and optimization
of chemical variables were done by collecting the
extracts of fatty acid methyl esters in n-hexane
from the membrane separator in 4-ml glass vials
containing anhydrous sodium sulphate and inject-

TABLE 1
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ing 2-ul fractions manually into the chromato-
graph by means of a syringe.

The derivatizing reagent (potassium methylate,
boron trifluoride, acetyl chloride and sulphuric
acid, all in methanol) was prepared by dissolving
1.25 ml of each in 25 ml of methanol and the
sample containing 40 mg olive oil was diluted in
100 ml of n-hexane; for comparison, a reference
standard mixture of fatty acids (40 mg) with the
same composition as olive oil reported in the
literature [1] was also prepared in 100 ml of
n-hexane and assayed in parallel. The results
obtained are listed in Table 1; the esterification
yield relative to the reference standard mixture of
fatty acids was calculated and a mean was ob-
tained by using the normalization method [14].
When sulphuric acid or boron trifluoride in
methanol were used, the derivatization efficiency
ranged between 4.5 and 27.0% for triglycerides in
olive oil relative to the reference standard mix-
ture of fatty acids because the derivatization re-
action was favoured when the fatty acids were in
free form. With acetyl chloride, the transesterifi-
cation efficiency of triglycerides of olive oil and
the esterification of fatty acids in the reference
standard were similar and close to 94% in both
instances. Potassium methylate only derivatized
the olive oil sample (the peak area of each fatty
acid was similar to that obtained with acetyl chlo-
ride), but none of the fatty acids in the reference
standard under the assayed conditions; therefore,
Table 1 does not give the reaction yield, but only

Comparison of different esterification methods for the obtainment of methyl esters from olive oil

Fatty acid Method Mean € (%)
H,S0,~-MeOH BF;-MeOH CH ;COK-MeOH CH ;COCl-MeOH
Yield @ Mean Yield 2 Mean ® Yield @ Mean Yield @ Mean ®
(%) (%) (%) (%) (%) (%) (%) (%)
Palmitic 8.2 11.7 15.9 12.6 - 10.6 100.0 11.5 11
Palmitoleic 5.5 0.7 27.0 1.9 - 0.5 87.6 1.3 3
Stearic 6.3 2.5 115 2.5 - 1.7 88.3 1.8 1
Oleic 7.4 76.3 13.5 76.8 - 83.0 95.5 79.3 79
Linoleic 12.7 8.2 16.2 58 - 3.7 100.5 54 5
Linolenic 4.5 0.6 5.5 0.4 - 0.5 914 0.7 1

2 Yield of the reaction of each fatty acid from olive oil relative to the corresponding fatty acid free of a reference standard of olive
oil prepared as described elsewhere {1]. ® Mean obtained by the normalization method {14). © Reported mean for olive oil [1].
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the mean for each fatty acid. In was thus con-
cluded that neither sulphuric acid nor boron tri-
fluoride were efficient transestrification agents
for the triglycerides (both provided a reaction
yield of only 25%). Acetyl chloride was thus cho-
sen as derivatizing reagent because it provided
roughly the same reaction efficiency as potassium
methylate, but it also derivatized free fatty acids.
Also, as it can be seen in Table 1, the mean
obtained for individual fatty acids (%) derivatized
with acetyl chloride was closen to reported values
[1] than was that obtained with potassium meth-
ylate.

Four organic solvents (ethyl acetate, ethyl
ether, heptane and n-hexane) were assayed to
recove the esters. n-Hexane and n-heptane were
found to be the most efficient for transesterifiying
fatty acids in olive oil with acetyl chloride and
recovering the esters (recoveries were roughly 4
times higher than those afforded by ethyl acetate
and ethyl ether). n-Hexane was finally chosen as
solvent because Solvaflex pumping tubes are more
resistant to it than they are to n-heptane.

For optimization of variables, heptadecanoic
acid was used as internal standard on account of
its ready derivatization and virtual constancy of
its peak area throughout the experiments. The
concentration of acetyl chloride in methanol was
varied between 0 and 7% (v/v) and a sample
containing 40 mg olive oil and 10 mg of internal
standard in 100 ml n-hexane was used. Experi-
ments were done by stopping the flow 2 min after
continuous introduction of sample-reagent for 15
min and heating the mixture at 80°C to allow
complete transesterification. The analytical signal
thus obtained increased with increase in the con-
centration of acetyl chloride up to 4% (v/v). A
concentration of 5% (v/v) in methanol was thus
chosen for further experiments.

The effect of temperatures in the automatic
procedure was studied in the range 25-90°C.

Increasing temperatures of the reaction coil re-.

sulted in sharply increasing peak areas, as can be
seen in Fig. 2; the signal corresponding to oleic
acid was the tallest (its content in olive oil is ca.
79%). The analytical signal remained virtually
constant between 75 and 85°C, above which it
decreased lightly, probably through decomposi-
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Fig. 2. Influence of temperature on the derivatization reaction
of fatty acids present in an olive oil sample. (1) Oleic acid; (2)
palmitic acid; (3) linoleic acid; (4) stearic acid; (5) palmitoleic
acid; (6) linolenic acid. Sample, 40 mg olive oil in 100 ml
n-hexane. Relative area (analyte peak area/internal standard
peak area ratio).

tion of the derivatizing reagent (b.p. 52°C). The
derivatization coil (500 cm long) was heated at
80°C in a thermostated water bath.

Optimization of the flow derivatization system

The flow variables studied were flow-rates,
length of the derivatization coil and flow halting
interval (residence time of the sample-derivatiz-
ing reagent mixture).

The flow-rates of sample, derivatizing reagent
and water (for removal of excess of derivatizing
reagent and residual products of the derivatiza-
tion reaction) were optimized. The chromato-
graphic signals increased with decreasing flow-
rate of sample and reagents because the reaction
was quite slow. The water flow-rate had no effect
over the assayed range (0.3 to 1.5 ml min~?!) as
the stream was only required to remove residual
products, which must not reach the chromato-
graphic column. A compromise was thus made
and identical sample and reagent flow-rates of
0.28 ml min~! (overall flow-rate in the derivatiza-
tion coil, 0.56 ml min~') and a water stream
flow-rate of 1 ml min~! were chosen.

The influence of the derivatization coil length
was investigated between 10 and 700 cm (0.5 mm.
i.d.). Short reactor coils (less than 450 cm long)
resulted in too short residence times of the sam-
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ple-reagent mixture for the reaction to complete,
so a coil length of 500 cm was chosen. The
residence time was thus crucial in order to ensure
completion of the derivatization reaction. As can
be seen in Fig. 3, not stopping the mixing flow of
sample-reagent in the derivatization coil resulted
in short residence times (1.75 min) and hence in
inefficient mixing and incomplete reaction (some
fatty acids remained unesterified and the signals
were quite low). For a minimum residence time
of 10 min, transesterification was virtually com-
plete. Halting the flow for 15 min exactly 2 min
after continuous introduction of sample-reagent
was sufficient for the derivatization reaction to
complete (Fig. 3); this time was thus chosen as
optimal.

Coupling of the continuous derivatization system
to a gas chromatograph

The interface unit between the derivatization
system and gas chromatograph was an injection
valve similar to that previously used to couple an
extraction unit with a gas chromatograph [35], but
was slightly modified for the present purpose.
The first modification involved the injected vol-
ume. Owing to the large volume of the valve loop
(10 wl), a new loop of 2.5 ul was constructed
from PTFE tubing (35 X 0.3 mm i.d.). The new
injected sample volume was 5 ul (2.5 ul of inner
volume of valve plus 2.5 ul of loop). A second
alteration to the valve involved fitting a 4 cm
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Fig. 3. Effect of the residence time on the derivatization
reaction of fatty acids present in an olive oil sample. Numbers
corresponds to the same fatty acids as in Fig. 2.
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Fig. 4. Gas chromatograms of the fatty acid methyl esters in
olive oil (400 mg 1™!) obtained by automatic injection at
different carrier flow-rates: (A) 6.5 ml min~! and (B) 16.2 ml
min ™. Peaks: (1) palmitic acid; (2) palmitoleic acid; (3) hep-
tadecanoic acid (internal standard, 100 mg 171); (4) stearic
acid; (5) oleic acid; (6) linoleic acid; (7) linolenic acid.

PTFE tubing (0.3 mm i.d.) to the carrier outlet.
At the end of this tube was introduced a stainless
steel needle which was finally inserted into the
injection port of the instrument. The carrier gas
(nitrogen) inlet was split into two which were
directly connected to one of the ports of the valve
and the chromatograph injection port. The inlet
was shut by a stopcock so that the instrument
could be used for manual injections by allowing
the nitrogen stream to follow its normal route
through the instrument. Optimizing the flow-rate
gas carrier was necessary in order to reduce ad-
sorption of the derivatized sample in n-hexane by
the loop and tube valve port, as well as to im-
prove chromatographic resolution of the peaks.
Figure 4 shows the chromatograms obtained by
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TABLE 2

Features of the calibration graphs and determination of fatty acid methyl esters

Fatty acid Regression equation 2 Correlation Linear Detection Relative
coefficient range limit standard

(mgl™YH (mgl1™ 1 deviation (%)

Palmitic A=510x10"3Xx+1.28x10"3 0.998 1 -1000 0.8 2.10

Palmitoleic A=625%x10"3X+250%x10"* 0.997 0.9-1000 0.7 2.58

Stearic A=379%10"3Xx+257x10"* 0.997 2 -1000 0.9 3.40

Oleic A=460x10">X+8.80x 1073 0.998 3 -1000 0.9 2.92

Linoleic A=368x10"3X+482x1073 0.999 2 -1000 0.8 3.11

Linolenic A=729%10"3X+130x10"* 0.997 0.7-1000 0.5 2.78

2 4 = Analyte peak area/ internal standard peak area ratio; X = concentration (mg 1~ 1).

injecting extracts of the fatty acid methyl esters of min~! (flow-rate through the valve and injection
olive oil in n-hexane at various nitrogen flow- port 11.6 and 4.6 ml min~', respectively) was
rates. As can be seen, low nitrogen flow-rates found to be optimal.
(Fig. 4A) resulted in broad peaks (increased re-
tention times) and prevented the methyl esters of Figures of merit of the proposed method
stearic, linoleic and linolenic acids from being The analytical figures of merit of the proposed
identified. An overall gas flow-rate of 16.2 ml method were shown in Table 2. The standard
TABLE 3
Fatty acid contents in oil samples obtained by the proposed continuous method ? and the Official Method ®
Qil samples Fatty acids
Palmitic Palmitoleic Stearic Oleic Linoleic Linolenic Others °©
Virgin olive 11.3+03° 1.4+0.1 1.8+0.1 793+ 0.5 55+03 0.7 £ 0.05 -
109+0.1° 1.5+01 1.9+0.1 794 + 0.6 54+04 0.9 + 0.08 -
Refined olive 9.6+04°% 1.0+ 0.1 - 76.8 + 0.5 123+ 0.2 0.3+0.03 -
96+05P 1.1+02 - 76.9 + 0.6 121405 0.3 +0.02 -
Raw olive 120+02* 1.6 +02 - 73.1+0.6 13.3+0.3 - -
11.6+0.1° 1.5+0.1 - 741+ 04 128+0.3 - -
Sunflower-seed 79+02°2 - 1.7+02 29.6 + 0.5 60.8 + 0.6 - -
77+40.1° - 1.84+0.2 298+ 04 60.7 + 0.5 - -
Maize 954052 - 23+0.2 241107 64.1 +0.7 - -
99+06"° - 19+0.1 255+ 0.7 62.7 + 0.7 - -
Grape-seed 65+02°2 0.6+0.1 44+03 195+ 0.9 68.6 + 0.9 0.4 + 0.08 -
6.8+0.1° 0.6+ 0.1 3.6+0.1 202404 68.6 + 0.5 0.2+0.02 -
Wheat-germ 10.7+ 04 2 - 291402 247+ 05 589+ 0.8 28+0.1 -
11.1+£05° - 28+02 245+ 0.6 58.7+09 29402 -
Avocado pear w8+05°2 3.6+02 1.2+ 0.07 61.8+0.7 226 +0.3 - -
109+03° 3.8+04 1.2+ 0.04 62.3+0.5 21.8+04 - -
Peanut 79+03°% - 29401 49.1+0.7 30.6 + 0.6 22+0.1 73405
89+09° - 3.0+01 481+ 1.1 305403 23402 72403
Carrot 55+04°2 0.3+0.02 22402 265+ 0.8 60.8 + 1.0 34402 1.3+0.1
54+02° 0.3+0.03 22+02 265108 60.9 + 0.7 35+01 1.2+0.1
Linseed 56+032 - 35402 19.0+ 0.3 278+ 0.7 433+ 0.6 0.8 £ 0.05
60+02° - 35+02 203 +0.8 250404 441+ 1.1 1.1 +0.09
Codfish-liver 142+05°2 13.6 + 0.3 3.4+0.2 351+09 1.2 +£0.05 46 +0.2 27.9+09
155+06° 135+ 0.3 3.0+0.2 352407 1.0 £ 0.03 43+03 275408

¢ This column includes overall fatty acids not included in the above columns.
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curves obtained by plotting the analyte-to-inter-
nal standard peak area ratio against the analyte
concentrations in n-hexane were linear over the
tested range (0.7-1000 mg 17 '). The detection
limit was calculated as the concentration yielding
the minimum detectable signal in the chro-
matogram. The relative standard deviation was
checked on 11 samples containing 100 mg 17! of
each free fatty acid. The proposed method can be
applied to olive oil samples by diluting between
10 and 120 mg of sample in 100 ml of n-hexane.
The repeatability obtained in 11 injections of the
same sample containing 40 mg of olive oil in 100
ml of n-hexane ranged between 0.6 and 3.8% for
oleic and palmitoleic acid, respectively, expressed
as the relative standard deviation.

Application to oil samples

The proposed method was applied to the de-
termination of fatty acids in different types of oil:
virgin olive, refined olive, raw olive, maize, sun-
flower-seed, carrot, grape-seed, wheat-germ, pea-
nut, avocado pear, codfish-liver and linseed. The
results found were compared with those provided
by the Official Method [14]. Saponification of
triglycerides in the lattes was performed with
methanolic sodium hydroxide and refluxing until
fat globules disappeared, while esterification was
carried out in the presence of BF; (catalyst) in
methanol. n-Heptane was added, as was satu-
rated NaCl several times in order to float the
n-heptane solution; then, the water was removed
by adding Na,SO, to the upper n-heptane solu-
tion for GC analysis. For continuous analysis of
oils, 5 individual solutions containing 40 mg of
each plus 10 mg of internal standard were diluted
in n-hexane and introduced into the flow system
for analysis. The results obtained for 12 oils are
listed in Table 3. The composition was calculated
by using the normalization method (all sample
components are represented in the chromato-
gram, so the sum of peak areas represents 100%
of constituents) and the peak area for each fatty
acid was divided into that of the internal stan-
dard. Oils containing fatty acids other than those
indentified by the proposed method, are grouped
fatty acids of right-most Table 3. As can be seen,
proportions of fatty acids provided by the conven-
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tional Official Method and the proposed auto-
matic method are quite consistent.

Conclusions

In this work we assayed various classical
derivatizing reagents and selected acetyl chloride
because it converts fatty acids to their methyl
esters in a single step in only a few minutes. the
proposed automatic method permits fatty acids to
be derivatized in a closed system without the
need to handle toxic derivatizing reagents (as in
recent commercialized pretreatment modules)
and with minimal costs since of organic solvents
and reagents are consumed very sparingly. Fi-
nally, the results obtained in the analysis of oils
show the advantageous features of the automatic
proposed method againts the official method [14]
that involves two derivatization steps (saponifica-
tion of triglycerides and esterification of fatty
acids with BF, for further analysis), a great deal
of manipulation and a long sampling time.

The Spanish CICYT is acknowledged for fi-
nancial support awarded (Grant No. PB90-0925).
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Evaluation of ashing procedures for the gas
chromatographic determination of fluoride
in biological material
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Abstract

Fluoride in acidic aqueous solution was extracted with chlorodimethylphenylsilane in cyclohexane and converted
to fluorodimethylphenylsilane, which was quantified by gas-liquid chromatography (GC) with flame ionization
detection. The potential of GC, combined with different ashing procedures, including high pressure closed vessel acid
digestion, to determine trace amounts of fluoride was evaluated with different biological standard reference
materials. Major constituent elements such as Ca, Mg, Al and Si were also measured, but no correlation was apparent
as to their effect on fluoride yields. Cluster analysis of fluoride yields with the various ashing methods revealed a
difference between plant- and non-plant materials. Using alkaline fusion (KOH) for plant materials and a retaining
agent (CaO) for non-plant materials good agreement with either certified or published values was obtained. The
combination of both ashing aids gave satisfactory results regardless of the sample type. Application of this ashing
method to Swiss total diet samples from the year 1983 and comparison with an ion-selective procedure in another
laboratory yielded consistent results and identical mean values of 1.9 ng F g~ ! (dry matter), corresponding to a daily

dietary intake of 0.9 mg F per adult.

Keywords: Gas chromatography; Ashing; Fluoride in biological material

Fluoride is a natural trace constituent of food-
stuffs and drinking water. Although sufficient evi-
dence to qualify fluoride as an essential trace
element is lacking, the determination of fluoride
in biological samples is of interest. The majority
of effects ascribed to fluoride supplement are
probably pharmacological, including the preven-
tion of dental caries in children and osteoporosis
in elderly women [1]. On the other hand fluoride
may also be of some concern as an environmental
contaminant. Airborne fluoride in the vicinity of
urbanized areas is generated through human ac-

Correspondence to: M. Haldimann, Federal Office' of Public
Health, Section of Food Chemistry, CH-3000 Bern 14
(Switzerland).

tivities (e.g. the aluminium industry). The fluoride
content of topsoil may also be increased by fluo-
ride-containing phosphate fertilisers. It has been
estimated that the mean annual fluoride input to
Swiss agricultural soils through fertilizer amounts
to nearly 120 mg m 2, e.g. about 1000 times more
than cadmium [2].

There is a need to document the reliability of
analytical procedures for the determination of
fluoride, especially since no data on the daily
intake of fluoride through foodstuffs have been
published to date in Switzerland. The present
investigation was undertaken to develop an alter-
native method in order to measure fluoride in
total diet samples, to validate the results previ-
ously obtained by an ion-selective electrode (ISE)

0003-2670/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved



590 M. Haldimann and B. Zimmerli / Anal. Chim. Acta 282 (1993} 589-601

procedure carried out in another laboratory [3] as
well as to study the effect of different ashing
procedures on the “measurable” fluoride content
in biological samples. The determination of elec-
troactive species such as fluoride with ISE is
widely used. However, the precise measurement
of low concentrations is difficult owing to devia-
tion from linearity of the electrode response.
Complexation of fluoride in the presence of vari-
ous ions (e.g. aluminium, iron, calcium, magne-
sium) may result in an additional problem. To
overcome such potential difficulties, an extraction
procedure followed by gas chromatographic de-
termination was employed, paying special atten-
tion to sample preparation.

While numerous reference materials with cer-
tified element concentrations, mainly metals, are
available for testing the accuracy of analytical
methods, values for fluoride are normally lacking.
The National Institute of Technology (NIST)
standard reference material (SRM) 2695, fluoride
in vegetation, is an exception. However, there are
a number of reference materials for which either
an indicative value or a fluorine concentration
has been published.

Ashing procedures

Sample preparation is crucial owing to the
different forms of fluoride found in biological
samples (for a review see [4]). They can be classi-
fied as: ionic fluoride, complexed fluoride and
covalent fluoride. Among the various published
pretreatment steps, the most important ones are
open ashing, fusion, oxygen combustion and di-
gestion. These procedures can be followed by
separation or concentration steps such as distilla-
tion, diffusion, pyrolysis and solvent extraction. In
this work open ashing and nitric acid digestion in
closed vessels were investigated in more detail,
the latter method is not commonly recommended
for fluoride.

Open ashing is normally carried out in plat-
inum crucibles, often in combination with fluo-
ride retaining agents. The residual ash can be
fused with alkali hydroxide to release fluoride
from a complex matrix. The crucibles used in this
work were made from glassy carbon, which is a
carbon modification [5]. Exposed to air they can

be used up to 550°C. In contrast to platinum, this
material is resistant to acids, alkali hydroxides
and corrosive ions such as fluoride, which reduces
the susceptibility to memory effects.

Nitric acid digestion is rarely used because in
an open system the method is limited to moder-
ate temperatures [6] to avoid losses of volatile
fluoride compounds (e.g. HF). Being a rather
mild decomposition procedure it can yield low
results through incomplete liberation of fluoride
from its matrix or insolubility of its compounds.
In this work a closed vessel sample decomposi-
tion method was developed using a high pressure
asher and vessels made from glassy carbon as
well.

Absorption of diffusing hydrogen fluoride is
normally applied to ashes, in order to separate
fluoride from interferents (e.g. Al, Si). It is an
established procedure and was used in this work
for purposes of comparison [7-10].

Gas chromatographic determination

The technique, according to the original idea
of Bock and Semmler [11], is based on the princi-
ple that appropriate chloroalkyl- or chloroarylsi-
lanes are converted by water into the correspond-
ing silanol. The silanol reacts selectively to form
the fluorosilane, which can be extracted from the
acidified solution by an organic solvent and de-
termined by GC. In contrast to the ion-selective
electrode (ISE), which directly measures fluoride
activity, dissolved metal ions with a tendency to
form fluorocomplexes do not interfere in this
procedure.

Bock and Semmler made a comparative study
of various compounds capable of forming fluo-
rosilanes useful for GC [11]. Chlorotrimethylsi-
lane is commonly used [12-16] because it appears
in the chromatogram before the solvent and has a
favourable reaction rate. On the other hand the
resulting fluorotrimethylsilane has a boiling point
below room temperature (16.4°C) and therefore
evaporation may be a source of losses [14].
Chlorotriethylsilane is of some importance as well,
but separation from interfering peaks seems to be
more difficult [17,18]. Most authors used packed
GC columns instead of the newer wide-bore cap-
illary column used in this work, and measured the
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ilanes with flame ionization detectors which give
a signal proportional to the number of carbon
atoms in the derivative [17].

In this work chlorodimethylphenylsilane was
successfully used. It is comparable to chloro-
trimethylsilane in reaction rate and was among
the reagents Bock and Semmler recommended
for analytical use [11].

EXPERIMENTAL

Reagents and reference materials

Chlorodimethylphenylsilane (Fluka, No. 78390,
Buchs, Switzerland) was distilled; the collected
portion showed no contaminating GC peak in the
range of interest. Cyclohexane (Merck, No. 2822,
Darmstadt) was used without further purification.
Filtered, deionized water was obtained using a
Nanopure™ cartridge system (Skan, Basel). Ni-
tric acid (65%, Merck No. 456) was distilled in a
sub-boiling point quartz apparatus (Trabold,
Bern). Potassium hydroxide (Merck No. 5033)
was used without further purification. Calcium
oxide low in fluoride was prepared by extracting a
calcium chloride solution (10%, Merck No. 2382),
adjusted to 1 M HCI with 20% hydrochloric acid
(Merck, Suprapur®), with a solution of 1%
chlorotrimethylsilane (Fluka No. 92361) in cyclo-
hexane, followed by precipitation of Ca(OH), with
saturated sodium carbonate solution (Merck No.
6392). The precipitate was heated in a platinum
crucible over a flame, first at moderate heat to
dry the precipitate and then glowing for 30 min,
to yield calcium oxide. For fluoride standard so-
lutions a stock solution of 1000 mg 1! (Merck
No. 19814) was used.

Instrumentation

The high temperature /pressure asher-system
(HPA, Kiirner, Rosenheim) consists of an auto-
clave and a microprocessor control unit. The au-
toclave holds six 20 ml glassy carbon vessels for
acid digestion at up to 320°C. The autoclave
pressure is restricted to 130 bar by a release
valve. The following heating program was used
for acid digestion: initial temperature 80°C, a
temperature gradient of 1°C min~! for 30 min, a
gradient of 13°C min~! for 10 min, followed by

80 min at 240°C. The initial pressure was set to
100 bar.

A gas chromatograph (Fractovap series 2161,
Carlo Erba, Milan) equipped with a Grob-type
on-column injection system, a flame ionization
detector, a wide-bore capillary column (30 m X
0.53 mm i.d., film thickness 1 wm, DB-17, J and
W, Folsom, CA), and an integrator (33904,
Hewlett Packard, Palo Alto, CA) was operated
under the following conditions: detector tempera-
ture 200°C, helium pressure 0.5 bar (carrier gas),
hydrogen pressure 0.7 bar and air pressure 1.3
bar. Temperature program: 75°C (5 min), gradi-
ent of 30°C min~!, 170°C (5 min). The injection
volume was 2.5 pl. Under these conditions the
retention time of the fluorodimethylphenylsilane
was 4.5 min, allowing easy detection of 20 pg
fluoride (signal to noise ratio > 3).

A gas chromatograph-mass spectrometer (ion
trap system, ITS 40, Finnigan MAT, San Jose,
CA) equipped with a capillary column (30 m X
0.25 mm i.d., film thickness 0.25 wm, DB-5, J and
W) was operated under the following conditions:
0.8 wl split injection (ratio 1:25), injection tem-
perature 230°C, helium pressure 0.8 bar (carrier
gas) and transfer line temperature 265°C. Tem-
perature program: 70°C (6 min), gradient of 20°C
min~!, 260°C (2 min). MS parameters: ionization
by electron impact, mass range (m/e) 50-300,
manifold temperature 220°C, automatic ioniza-
tion control. Under these conditions the reten-
tion time of the fluorodimethylphenylsilane was
6.7 min.

An inductively coupled plasma-mass spectrom-
eter (ICP-MS, Elan 5000, Perkin Elmer, Norwalk,
CT and Sciex, Thornhill, Ontario) with a cross-
flow nebulizer was operated under the following
argon flow conditions: plasma 15 | min~!, nebu-
lizer 0.9 | min~! and auxiliary 0.8 1 min~'. For-
ward power was 1 kW and the dwell time per
element was 25 ms with 50 sweeps. Major con-
stituent elements were measured by external cali-
bration using the masses “Ca, 2*Mg, #Si and #Al
in the range of 0.1 to 0.2 ug 171 Yttrium was
used as internal standard.

Statistics were performed on a microcomputer
(IBM PS/2 70) with Systat software (Evanston,
IL).
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Methods 1-3: open ashing on a hot plate

A mass of 400-500 mg dried sample was
weighed into a glassy carbon crucible (10 ml
volume, Sigradur®, Sigri Elektrographit, Meitin-
gen) and ashed as outlined in Table 2. Methods 2
and 3 require calcium oxide; 40-60 mg of finely
ground CaO was added and blended thoroughly
with the dried sample using a vortex mixer. Ten
crucibles were placed together in a specially con-
structed nickel-plated copper box (18 c¢cm X 18
cm X 10 cm) that reflects heat. The box was fixed
upon a glass-ceramic heating element (¢ =25
cm, 1.2 kW, Miiller and Krempel, Biilach). In a
first step the samples were kept for one hour at
moderate temperature (200-300°C) to avoid
frothing. Afterwards the lid of the box was closed
and the heat was increased to crucible surface
temperatures of about 550°C. The temperature
was measured with a nickel /chrome-nickel ther-
moelement (D 1000, Huber, Offenburg). After
two hours the crucibles were allowed to cool
down.

In methods 1 and 2 where the residues were
fused, 2-3 pellets (500-600 mg) potassium hy-
droxide were added and the temperature was
again raised to 400°C for 30 min. In method 1,
with no calcium oxide, a clear melt resulted, with
the other methods a white crust ensued. Shortly
before extraction, the residues were dissolved in 3
ml water (with methods 2 and 3 a suspension
resulted) and 2 ml of concentrated nitric acid was
added dropwise. Care is essential at this stage as
the reaction is very vigorous. The subsequent
extraction of the solution (or an aliquot) is de-
scribed below.

Method 4: direct diffusion (unashed)

A mass of 100 mg dried sample was placed
into a polypropylene beaker (¢ = 3.5 cm, height
=3.5 ¢cm, Semadeni No. 2026) and about 5 mg
silver sulphate was added to precipitate halogens
other than fluoride. A filter-paper was wetted
with 180 ul of 6.5% potassium hydroxide dis-
solved in a water propylene glycol (50% v/v)
mixture (Siegfried, Zofingen). This solvent mix-
ture absorbs the diffusing hydroftuoric acid and
delays drying out of the impregnated filter-papers.
2 ml perchloric acid was added to the sample and

the beaker was immediately closed with a lid
holding the prepared filter-paper and allowed to
stand for 48 h at 60°C in a drying cupboard. The
filter-papers were removed and soaked in 5 ml
nitric acid (6.5%) for one hour prior to extraction
with cyclohexane.

Method 5: closed vessel acid digestion

A mass of 100-200 mg dried sample was
weighed directly into glassy carbon vessels (20 ml,
Kiirner, Rosenheim) and 2 ml concentrated nitric
acid added. Immediately, each vessel was sealed
with an analytical grade strip of Teflon® tape and
closed with a lid fastened firmly with a tungsten
spring. The vessels were put into the autoclave.
After closing, the autoclave was filled with nitro-
gen to a pressure of 100 bar. As the vessels were
heated the counter pressure still exceeded the
reaction pressure, thus keeping the lids closed.
Once the temperature program was finished the
autoclave cooled down to below 30°C, leaving a
residual pressure in the vessels. After the nitro-
gen was released slowly from the autoclave and
vessels they were removed and opened. Immedi-
ately, the contents were diluted with 5 ml water
and the solutions extracted without further treat-
ment.

Derivatisation of fluoride and extraction

The acidic, fluoride-containing solution (or an
aliquot thereof, depending on the fluoride con-
tent) was transferred into a 10-ml fluoroethylene-
propylene (FEP) test-tube (Semadeni No. 3436,
Ostermundigen). A 0.1% chlorodimethylphenylsi-
lane solution in cyclohexane (2.0 ml) was added
using a dispenser (Tamm, Salem). The tubes were
closed and shaken for one hour in a shaker
(Infors, Bottmingen). 2.5 ul of the organic layer
was injected directly into the gas chromatograph.
Although FEP is a fluorine polymer it did not
contribute fluoride measurably to blank solutions
under experimental conditions. Its advantage is
the absence of easily soluble additives that could
migrate into organic solvents and result in poten-
tially interfering peaks in the GC. In contrast to
findings by other authors [17], contamination by
low molecular products was observed when
polypropylene tubes were used (Semadeni No.
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3199). In FEP tubes the solutions were stable for
several days.

Calibration

Standard solutions were prepared by extract-
ing 5 ml nitric acid (6.5%) containing 0, 0.3, 0.6,
0.9, 1.2, and 1.5 pg fluoride as described above.
With four independent replicates for each level, a
linear graph was obtained. Using least-squares
regression the calibration curve, including stan-
dard errors for slope and intercept was: Yg=
(0.0108 + 0.0001) X — (0.008 + 0.006). Yg is the
amount of fluoride in ug, corresponding to sam-
ple weight or aliquot, X is the GC peak area in
arbitrary units. The correlation coefficient was
0.999. The slope did not change significantly over
a period of some weeks.

RESULTS AND DISCUSSION

Identification with GC-MS

The mass spectrum of the analyte gave the
molecular ion [M]* (m/e 154) and the most
abundant ion [M — CH,]* (m/e 139) with rela-
tive abundances of 9% and 100%, respectively.
The latter is characteristic for dimethylphenylsilyl
derivates [22]. Other major fragment ions were
(m/e). 5009%), 51(17%), 77(15%), 79(9%) and
91(21%), 140(11%) and 141(4%). Calculated iso-
topic abundances of the [M — CH,]* ion fit the
pattern found in the spectrum. As there were no

TABLE 1

Standard reference materials containing trace amounts of fluoride

(a) (b) (c)

i 1 J I J

WL

Smin @ 5min Smin

Fig. 1. Chromatograms of fluoride determinations (FID). (a)
Standard containing 0.75 ng fluoride, corresponding to 0.12
wug mi~! in the aqueous extraction solution. (b) Total diet
sample (level 1.2 ug g~!, dry ashing). (c) IAEA A-11 sample
(milk powder, 0.26 ug g~ !, closed vessel acid digestion).
Peaks: 1=solvent (cyclohexane), 2 = fluorodimethylphenyl-
silane.

contradictions the analyte peak was identified as
fluorodimethylphenylsilane. The quantitative
measurements were based on the most abundant
[M — CH,]* ion. To verify the flame-ionization
detector response, identical extracts of a four-
value calibration series in the range of 0-0.4 ug
fluoride and a standard reference material were
measured jointly in flame-ionization (FID) and
ion-trap (ITD) systems. The reference material
used was milk powder ashed according to method
5 (closed vessel acid digestion). Although inlet
systems and columns were different, the FID
peak (Fig. 1) could be matched with the ITD

Biological material Code /origin Certified Indicative Values from
values values publications ?
(ngg™) (ngg™h (uge™

Vegetation (grass) NIST SRM 2695 64.0 + 8.4 - -

Oyster tissue NIST SRM 1566 - 52 -

Tomato leaves NIST SRM 1573 - - 5.0[19]

Pine needles NIST SRM 1575 - - 3.7[19]

Bowen’s kale Reading University - 5.87+0.97 -

Milk powder AEA A-11 - 0.27 0.26 + 0.07[10]

Aquatic moss BCR CRM 061 - 60.0 60.5 +3.3[20]

Single cell protein BCR CRM 27 - 176 +22 17.5 +0.3[21);

16.0 + 1.6{10]

? Reference literature in brackets.
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TABLE 2

Overview of the ashing methods used

Method Procedure Temperature Oxidant Ashing aid Fusion

code Q)

1 Hot plate, open (fusion) 550 Air - KOH

2 Hot plate, open (CaO /Fusion) 550 Air CaO KOH

3 Hot plate, open (CaO) 550 Air Ca0 -

4 Diffusion 2 60 HCIO, - -

5 Pressure (closed vessel) 240 HNO, - -

3 Sample not ashed, proposed procedure for determining “acid-labile fluoride” (4].

peak, because under these conditions the analyte
peak appeared well separated in calibration
standards. The values for two independent repli-
cates detected with FID and ITD were 0.24 /0.24
pg g~ ! and 0.28/0.31 ug g~ !, respectively. The
figures are in good agreement with the values
given in Table 1, thus indicate the absence of
impurities masked in FID chromatograms due to
peak overlapping. Such impurities could result
from incomplete degradation of organic com-
pounds (Fig. 1c). As method 5 did not yield
higher results than the methods 1-3 (Table 3)
with total degradation of organic matter, the
chromatograms were considered to be free from
interfering peaks for the remaining samples too.

Equilibration time

The time profile of the extraction procedure
was carried out by extracting a 1 ug ml~! fluo-
ride standard solution as described and injecting

TABLE 3

aliquots of the organic layer at the time intervals
shown in Fig. 2. A maximum response was ob-
tained after only 10 min; thus the one hour ex-
traction time includes a safety margin to allow for
possible matrix-dependent delays. The diagram
obtained is very similar to the one reported by
Bock and Semmler [11] at higher fluoride concen-
trations. Under slightly different conditions they
found only a minor increase in the signal after 10
min.

Limit of quantification

The limit of quantification (LOQ) can be de-
fined as mean fluoride concentration in the blank
(X,,) and 10 times the standard deviation (s) of
its measurement: LOQ = X, + 10s [23]. For the
methods 2 and 3 the measurable amount of fluo-
ride depends on the standard deviation (s,,) asso-
ciated with the measurements of the blank levels
of calcium oxide rather than on instrumental

Comparison of major elemental concentrations found (ICP-MS) with reference values quoted by the manufacturer or published by

other authors

Element

Ca Mg Al Si

(mgg™H (mgg™h (mgg™") (mgg™")

Sample ?

Found Ref. Found Ref. Found Ref. Found Ref.
Vegetation (grass) 8.1 - 2.6 - 0.35 - 12 -
Oyster tissue 4.5 1.5 1.4 1.3 0.23 - 1.2 13°¢
Tomato leaves 24 30 6.7 7.1° 1.0 1.2 10 10°¢
Pine needles 3.7 4.1 1.1 14° 0.53 0.55 1.5 14°¢
Bowen’s kale 50 41 1.6 1.6 0.055 0.040 12 0.25
Aquatic moss 32 17 42 39 7.8 11 61 75
Single cell protein 25 - 24 - 0.090 - 1.6 -

2 See Table 1. P [19]. © [26].
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Fig. 2. Overall rate of formation of fluorodimethylphenylsi-
lane during the extraction of 1 ug fluoride in 5 ml aqueous
solution.

noise. The mean fluoride concentration of the
prepared calcium oxide was estimated by direct
extraction of its nitric acid solutions as described
above: X, =085ugg ', 5,=021 ugg ', n=6.
We were not successful in preparing calcium ox-
ide containing less fluoride because the sodium
carbonate used itself had a low fluoride concen-
tration (0.1-0.2 g g~ ') and also possibly some
recontamination by air occurred during the
preparation of CaO. Even though this level is
much lower than that of commercially available
calcium oxide (e.g. 10-20 pg g™ 1), it cannot be
neglected. The corresponding limit of quantifica-
tion using our batch of CaO results in LOQ = 0.3
wg g~ !, for a sample-to-calcium oxide mass ratio
of 10 to 1. This is not critical for most of the
samples used in this work except milk powder
027 ugg™h.

The potassium hydroxide did not contribute
significantly to the blank value and consequently
the LOQ is lower for method 1. Method 5 shows
no peaks in blanks under experimental condi-
tions. However, if the temperature was raised to
over 260°C, blank peaks were observed, probably
due to partial degradation of the teflon strip seal
of the reaction vessel. Moreover, the fact that
residual decomposition products might cause in-
terfering GC peaks has to be considered when
method 5 is used.

Effect of major constituent elements

Ashing process. Constituent elements such as
Ca, Mg, Al and Si in the sample can have a
dominant influence on the determination of fluo-
ride. Especially the major elements present in
large excess compared to fluoride can affect its
extractability for final determination. Although
not precisely known, it has been suggested that
fluorine in plant tissues is present in combination
with calcium, magnesium, or in a complex matrix
with aluminium [24] and silicates [8].

To make a complete estimate of the concen-
trations of these most abundant elements, the
reference samples were ashed according to
method 1, which is also recommended for silicon
determinations [25], and elemental concentra-
tions were determined by ICP-MS after further
dilution. The results are summarized in Table 3
and compared with certified or indicative refer-
ence values as far as available. Although we were
only interested in approximate levels, the concen-
trations determined are in fairly good agreement
with the reference values.

Extraction process. Bock and Semmler [11] have
demonstrated that zirconium and thorium, as co-
existing cations, lower the extraction yield of fluo-
ride in acidic solution. Thorium is present in the
plant samples, but only in sub-microgram per
gram levels, too low to influence the extraction.
The elements listed in Table 3 are less critical
with respect to fluoride extraction, thus at con-
centrations of up to 10 mg 1~! should not influ-
ence fluoride yields [11]. Hence the extraction
itself was not considered to be a possible source
of fluoride deficiencies.

Analysis of biological reference materials and
ashing methods

Standard solutions. Determinations of ionic
fluoride from stock solutions (1 wg fluoride) sub-
jected to the five preparation procedures were
made. These results gave no information about
the actual ashing processes but indicated whether
severe losses could occur under practical working
conditions. In all determinations the recoveries
were higher than 98%, except, as expected, for
method 1 (6%). This demonstrated the impor-
tance of having a retaining agent or residual ash,
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which may serve the same purpose, in the ashed
mixture.

Survey of fluoride yields. The results of the
different ashing procedures are summarized in
Table 4, the values fluctuating according to the
method used. The results compared reasonably
well with the certified and indicative values (see
Table 1), provided an appropriate sample prepa-
ration method such as method 2 was used. It
seems that the results in Table 4 given some
information, but not apparently, about the chemi-
cal form (ionic, metal-complexed and covalent) of
the fluoride that is normally not known for a
certain type of sample. The results obtained with
method 2 consist obviously of total inorganic fluo-
ride, whereas method 4 theoretically yields the
contents of ionic fluoride. However, there could
be a chemical equilibrium between free ionic and
complexed fluoride, hence it may to some extent
appear in the diffusate as well. On the other
hand the powdered materials used in our study
formed gelatinous residues that may have inhib-
ited the diffusion of hydrogen fluoride. The
method 5 conditions are more favourable to es-
tablish chemical equilibria, this may explain the
considerably high results obtained in comparison
to method 4. The results obtained with method 5
are a better measure for the content of ionic
fluoride than method 4.

TABLE 4

Effect of the different ashing procedures on fluoride yields

Natural organic fluorine compounds (i.e. flu-
oro-oleic acid) are very rare in plant and food
samples, this is in contrast to human and animal
blood or serum [4,8,24]. The possibility, however,
remote, should not be overlooked. Whether the
differences in the results really reflect covalent
organic fluoride cannot be deduced from Table 4,
as this type of fluoride is probably not responsive
to the ashing methods tested in this work. Several
authors reported low recoveries for selected or-
ganic compounds with open ashing methods [4].
This is possibly due to evaporation during the
procedure. Moreover, simple mono or perfluoro
compounds cannot be degraded completely by
nitric acid as utilized in the closed vessel method
5. A suggested procedure for the selective deter-
mination of such organic fluoride is extraction
with a solvent followed by reaction with sodium
biphenyl or combustion in an oxygen bomb [4].

Cluster analysis. The multivariate data-set (Ta-
ble 4, without milk powder), was analysed with
the aim of classifying the samples into groups
with broadly similar fluoride result profiles, i.e.
groups that respond in a similar fashion to the
various ashing procedures. As a measure of asso-
ciation, correlation coefficients () were used,
calculated for each possible combination of sam-
ples. A high correlation of the values with meth-
ods 1-5 for two samples formulates similarity. A

(The values represent a mean of duplicate measurements with the difference in brackets)

Method *?

1 2 3 4 5

Sample €

Fusion CaO /Fusion CaO Diffusion ® Closed vessel

(ugg™" (ugg™" (pgg™h (ngg™ (nge™
Vegetation (grass) 66.2 (0.7) 65.5(1.2) 63.3(0.1) 17.4 (3.1) 18.5 (1.5)
Opyster tissue 24 (0.3) 7.9 (0.7) 6.4(0.2) 2.9(0.3) 6.8 (0.8)
Tomato leaves 8.0 (0.2) 8.2(0.7) 5.4(0.5) 21(0.2) 7.2 (0.3)
Pine needles 2.6 (0.1 26(0.2) 2.1003) 1.1(0) 2.7 (0.2)
Bowen’s kale 5.2 (0.5 5.4(0.1) 5.2(0) 2.9(0.3) 57 @
Milk powder 9 0.24 (0.1) - - -~ 0.24 (0)
Aquatic moss 63.5 (2.0) 62.7(5.1) 29.6 (0.3) 18.8 (1.7) 422 (0.4)
Single cell protein 1.6 (0.2) 17.4 (2.8) 18.7 (0.8) 11.9(0.3) 160 (1.7

2 See Table 2. P Not a real ashing method. © See Table 1 for reference values. ¢ Not determined with the methods 2, 3 and 4.
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High € Similarity > Low
(t-r)

Vegetation (Grass)

Aquatic Moss

Tomato Leaves
Pine Needles E]i
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Oyster Tissue -———————-——1
Single Cell Protein —

0 0.6

Fig. 3. Dendrogram visualizing the hierarchical clustering of
reference samples. Metric distance is 1—correlation coeffi-
cient, and the single linkage method (nearest neighbour) is
employed.

tree (Fig. 3) was printed with a unique hierarchi-
cal ordering in which every branch is lined up in
such a manner that the most similar samples
(high values of r) are closest to each other and
hence dissimilar to distant groups. The linkage
shows clustering and the distance is a similarity
index displayed as 1 — r. The method with corre-
lation coefficients was used because the measure-
ments were not affected by the broad differences
of fluoride levels in the reference samples. Figure
3 reveals two main groups: plant, and non-plant
materials. Within the plant-group the vegetation
sample (grass) shows little similarity to the re-
maining samples even though it is of plant origin.
It is noteworthy that the different ashing charac-
teristics of plant and non-plant materials were
reported by Oelschlager as well [27,28].

Plant materials. This group showed no signifi-
cant difference in results whether calcium oxide
was used or not, as demonstrated by the compari-
son of methods 1 and 2, hence it seems that
fluoride was fixed by a matrix. However, if one
compares methods 2 and 3, it is clear that potas-
sium hydroxide fusion was necessary for this type
of sample. The efficiency of fusion was very pro-
nounced for aquatic moss. Moss contains sub-
stantial amounts of silicon and aluminium in
comparison to kale (Table 3), which showed the
most constant results in all instances. It can be
concluded that for samples with high concentra-
tions of silicon part of the fluoride is released
only by potassium hydroxide fusion, which de-

grades refractory fluorine compounds. This fact
was further corroborated by the poor results seen
for aquatic moss with method 5. With the latter
method total decomposition of the matrix was not
achieved, hence there is some analogy to method
3.

In contrast, to the above, the grass sample,
which also had a high silicon content, although
showing low values for method 5 gave reasonable
values with method 2. This effect is likely to be
attributed to the elevated fluoride level, above
the baseline of natural plant materials. This sam-
ple was prepared by the NIST to simulate con-
taminated material possibly by the addition of a
fluoride-containing salt and accordingly it showed
a different response in comparison to aquatic
moss, which has a high natural fluoride level.

Non-plant materials. Generally, the complete
decomposition and dissolution of biological sam-
ples requires complete oxidation of the organic
matter. Although fusion had little influence on
the samples in this group, it was observed that in
methods where it was applied, hardly any residual
carbon remained, probably due to the oxidizing
effect of KO, formed under these conditions [29].
The retaining agent (CaO) may assist the oxida-
tion process, but its main function is to retain
fluoride. Absence of CaO significantly lowered
results (method 1 vs. 2, Table 4). It is interesting
to note that although calcium and magnesium are
already present in the protein sample to a consid-
erable extent (Table 3), they are obviously not in
a form capable of retaining fluoride!

Methods. Low values for moss and grass were
obtained with method 5, probably because of
incomplete dissolution of concomitant inorganic
compounds, in particular siliceous material, which
remained as a visible fine residue. In order not to
attribute this to random losses, additional meas-
urements were carried out on the grass sample
and a mean value of 185 ug g™ ! (S.D.=1.5 ug
g~ !, n = 6) was obtained. Method 5 theoretically
provides a good alternative to open ashing be-
cause the sealed system prevents both the intro-
duction of airborne fluoride as well as losses of
volatile compounds such as HF and SiF, during
decomposition. However, it can be applied only if
the samples are readily dissolved, without resid-
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val inorganic material. This excludes aquatic moss
and grass samples. Repeatability of this method
was tested using the kale sample; a mean fluoride
concentration of 5.4 ug g ! (S.D.=03 ug g™},
n = 6) was obtained.

Only method 2 seems to be applicable to every
type of biological sample. This is in accordance
with the proposal of an analytical working group
of the Comité Technique Européen du Fluor [30].
It recommended a similar method, consisting of
alkaline fusion and the use of a retaining agent.
However, the method may be plagued by two
general problems: a higher blank level and the
possibility of contamination with variable amounts
of extraneous fluoride that make blank correction
more difficult in the cases of low-level concentra-
tions. The mean fluoride concentration of re-
peated Bowen’s kale determinations with method
2was 59 ugg ' (S.D.=05ugg !, n="7). The
good agreement between kale results obtained
with methods 2 and 5 (see above) indicates that
both methods are valid for this type of sample.

It was not unexpected that the direct diffusion
(method 4) produced comparatively low results
for all samples. The perchloric acid at 60°C is
unable to completely digest the samples, hence
some fluoride was apparently trapped in gelati-
nous residues. This is in accordance with the
results of other authors [7,31], where direct diffu-
sion gave lower values in comparison to an open
ashing procedure. This method may be useful to
give some information about acid-diffusible (bio-
logically available) ionic fluoride. However, a clear
distinction between ionic and total fluoride can-
not be made, as the results of the more vigorous
acid procedure (method 5) demonstrate (Table
4).

In summary, the most important reasons for
lower results are: losses during open ashing, and
the inaccessibility of fluoride in complex matrices
due either to the stability of the matrices or
simply to poor solubility. Referring to the data in
Table 3 (in comparison to Table 4) no general
rule for the ashing characteristics of fluoride in
relation to major constituent elements can be
derived, except that it seems that for samples
with a silicon content of >10 mg g~ ! acidic
digestion is inappropriate and a fusion method

has to be used. Apparently it is the structure
incorporating the fluoride which determines the
most appropriate type of preparation method,
and not simply the excess of aggregates of inter-
fering elements present in the sample.

Application to total diet samples and compari-
son to an ion-selective procedure

Complete daily menus for adults including
breakfast, were sampled in 1983 at four different
food service kitchens in the city of Bern; the
fluoride concentration of drinking water in July
1991 was 0.06 to 0.08 wg ml~!. The specific
locations were: a company cafeteria, a hospital, a
vegetarian restaurant and military canteen. De-
tails on sampling and composition of the samples
are described elsewhere [32]. Each sample was
homogenized, the pH values (normally 4.4-6.0)
adjusted to 7.1-7.5 by addition of sodium hydrox-
ide solution and then dried [3].

As in the total diet samples consist of plant
and non-plant materials the specimens were ashed
with method 2, which seems to be the most
universal method for biological samples. Using
identical batches, our results were compared with
those previously obtained by another laboratory
[3], which followed a standard procedure for de-
termination of fluoride in biological samples [33].
This procedure consists of a sample preparation
very similar to method 1. Fluoride was quantified
by ISE measurements.

Both procedures resulted in identical mean
values of the fluoride level of 39 samples: 1.9 ug
g~ 1. This corresponds to a mean daily intake of
about 0.9 mg fluoride per adult on the basis of a
mean daily intake of 460 g dried matter. How-
ever, other sources such as fluoride containing
dentifrices may significantly increase the daily
intake. A detailed discussion of the results (in-
cluding nitrate, nitrite and sulphur dioxide), will
be published elsewhere [34].

These data were used to further investigate
the reliability of method 2 combined with gas
chromatographic measurement. Figure 4 shows a
scatter plot of the mean GC values (duplicates)
versus ISE values. The position of the linear
regression line theoretically should reveal any
analytical bias; however, when comparing analyti-
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Fig. 4. Comparison (with the linear regression line) of fluoride
results of total diet samples determined in different laborato-
ries by an ion-selective electrode method and a gas chromato-
graphic method, respectively.

cal methods this is not strictly valid because it
must be assumed that the independent variable
(x-value) is free from error. But fairly accurate
estimates of bias can be obtained if the method
giving the least variation is used as x-value [35].
Precision data for each of the ISE values were
not provided, so a more rigorous statistical com-
parison was not possible, but standard deviations
vary from 0.2 to 0.6 ug g~ ! [3]. For the proposed
GC procedure in this work an estimate of the
standard deviation (s,) of 0.2 ug g~ (n=238)
was estimated from the ranges (R) of the inde-
pendent duplicate determinations according to:
s, = (2R?/2n)'/? [35). Therefore, the GC proce-
dure was chosen as independent variable. An
additional requirement when comparing methods
is that the analyte levels should cover the meas-
ured range uniformly [36], therefore the highest

TABLE 5
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Fig. 5. Probability plot: residuals of the regression data in Fig.
4 vs. expected values of the normal distribution.

measured value, (above 6 ug g~!) was not taken
into account. If no bias exists, an intercept (a) of
zero and a slope (b) of one should result. Whether
the likely range of “a” includes zero or that of
“b” includes one was tested as shown in Table 5.
The values of ¢, and ¢, are less than the critical
value (z,4s) at the 95% level with n — 2 degrees
of freedom (v), thus no significant bias was de-
tected. Although different methods were used in
different laboratories and the fluoride concentra-
tions were relatively low (1-3 ug g~! dry matter)
the data compare acceptably well.

Whether our data fit the regression model is
demonstrated by the probability plot in Fig. 5.
The differences between the observed and pre-
dicted ISE values (residuals) are plotted against
the corresponding percentage points of the nor-
mal distribution: a normal distribution of the
residuals exists if the plotted residuals fall ap-
proximately on a straight line.

Statistical calculations of the method comparison ISE vs. GC for total diet samples (see Fig. 4) 2

Estimate Standard Hypothesis t-Value calculation togs

error (v =36)
Intercept a: (ug F/g) 0.38 0.22 (s,) a=0 t,=lal/s,=173 2.03
Slope b: (-) 0.80 0.12 (sy,) b=1 ty=1(b—Dl/s, =174 2.03

2 Linear regression model: ygg = a + bx g (correlation coefficient = 0.749).
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Conclusions

Gas chromatographic determination of fluo-
ride with the newly introduced dimethyl-phenyl-
silane derivative is suitable for biological samples.
The combination with the ashing method 2, in-
volving the use of CaO as a retaining agent and
subsequent fusion with KOH, has been shown
effectively to yield results that compare reason-
ably well with either certified or indicative values.
However, the limit of quantification is relatively
high (0.3 ug g~!), owing to the concentration of
fluoride in the CaQ. The glassy carbon crucibles
have proven to be advantageous in comparison to
platinum ones because of their inertness, hence
no fluoride contribution attributed to the mate-
rial was observed.

In general, GC measurement of fluoride via
organosilane is accurate and specific and it is
applicable over a wide range because the extrac-
tion step can also be used to concentrate the
analyte. However, the dynamic range that GC
provides may not be fully exploited if in the
course of sample preparation retaining agents are
employed that contribute considerable amounts
of fluoride to the blank.

The results of total diet determinations with
the proposed GC procedure and with a standard
ISE procedure, that was carried out in another
laboratory, compare acceptably well. This sug-
gests that the use of CaO was unnecessary be-
cause the latter procedure did not include the use
of a retaining agent. The repeatability for the
total diet samples and for Bowen’s kale was about
10% (concentration range 1-6 ug g~ ! in dry
matter).

It is a well-known fact that constituent ele-
ments such as Ca, Mg, Al and Si may interfere
with the determination of fluoride. However, as
the measurements of these elements indicated
there is no simple relationship between the con-
centration of the constituent elements and the
fluoride yields of the different ashing procedures.
The survey made of the different ashing methods
gives some information on the properties of the
fluoride or its matrix, respectively. The use of a
retaining agent (CaQ) is particularly suitable for
non-plant samples, whereas the fusion (KOH) of
residual ash seems to be necessary for plant sam-

ples. Used in combination CaO and KOH have
been shown effectively to yield satisfactory results
for both types of samples.

The high temperature /pressure asher (HPA)
is a good means for preparing difficult sample
material for elemental analysis by ICP-MS. To
measure fluoride it is favourable for samples that
show no inorganic residues after the ashing pro-
cess and furthermore, as some concomitant or-
ganic products are not completely decomposed a
good chromatographic separation of interfering
peaks is needed. Losses due to diffusing hydro-
gen fluoride have not been observed. Comple-
mentary studies are necessary to clarify whether
the HPA procedure can provide useful informa-
tion on the dietary bioavailability of fluoride.
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Abstract

UV absorbance and second-derivative spectrophotometry were used to analyse some tryptic and pancreatic casein
hydrolysates. The decrease in absorptivities detected at the initial stage of protein hydrolysis indicated some
similarities with the denaturation process, probably owing to the rupture of hydrophobic bonds. This technique was
used to determine the degree of hydrolysis and the homogeneity of such preparations and was shown to be useful as a
complementary method in characterizing casein hydrolysates. Tryptophan addition, used to compensate for the losses
during the fabrication of protein hydrolysates, could also be detected by this technique.

Keywords: UV-Visible spectrophotometry; Casein hydrolysates; Derivative spectroscopy

Knowledge of protein hydrolysate composition
is difficult to obtain because of the large number
of possible constituents. This is due to the multi-
ple degrees of polymerization of the peptides,
characterized by twenty natural amino acids. Of-
ficial methods used total nitrogen and a-amino
nitrogen assays are unsuitable for assessing the
nutritional quality of these products. Recent work
has demonstrated the interest in small peptides
for which prehydrolysis is not needed [1-5]. These
findings show that a better estimation of the
extent of hydrolysis is required. Gel permeation
chromatography allows a first estimation. How-
ever, considering the great complexity of protein
hydrolysates, it is desirable to use rapid and sim-
ple techniques.

Correspondence to: M. Hamon, Laboratoire de Chimie Analy-
tique, Faculté de Pharmacie, Chatenay-Malabry (France).

A cuprimetric assay for analysing casein hydro-
lysates was described recently [6]. Another possi-
bility would be UV spectrophotometry. Analytical
methods using visible and UV spectrophotometry
have attracted increasing interest in recent years
owing to the introduction of commercial devices
allowing the rapid calculation of absorbance
derivatives with respect to wavelength. Notably,
second-derivative spectra, highlighting inflection
points and shoulders of the absorbance spectrum,
allow an ecasier identification of a component
[7-12].

In the field of protein analysis, this technique
has allowed the titration of isolated or mixed
proteins [13—15], determination of their aromatic
amino acid content [16-20] and assessment of
their positions within a protein molecule [17,21-
23]. Coupled with liquid chromatography, deriva-
tive spectrophotometry has been used to identify

0003-2670/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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aromatic amino acids [24-26] and protein
oligomers [27] in the chromatograms.

This paper describes a comparative spec-
trophotometric study of casein hydrolysates with
regard to native casein and its constituent amino
acids.

EXPERIMENTAL

Equipment

All spectra were recorded with a Shimadzu
(Kyoto) Model 2100 UV-visible spectrophotome-
ter.

Chemicals and reagents

Commercial casein hydrolysates were provided
by Nutripharm-Gallia (Steevoorde, France): H1
(2% free amino acids), H2 (5% free amino acids)
and H3 (25% amino acids). Amino acids and
peptides were purchased from Sigma (St. Louis,
MO) and other reagents from Prolabo (Paris).

Preparation of casein hydrolysates

Bovine whole casein was precipitated from
fresh skimmed milk by the addition of 1 M HCI
until the solution reached pH 4.6. Four successive
precipitations were carried out, between each of
which the precipitate was washed and dissolved
in water by slow addition of 1 M NaOH until the
solution reached pH 7. After the fourth precipita-
tion, the solution of casein of pH 7 was dialysed
against distilled water and then lyophilized.

A 1% solution of whole casein in 0.01 M
phosphate buffer (pH 7.5) was submitted to pro-
teolysis by pancreatin and trypsin, at 37°C, using
the following enzyme-to-substrate ratios (E/S)
and hydrolysis times: with pancreatin, E/S =
1:25,6 h (P1), E/S=1:200, 6 h (P2), and E/S
=1:200, 2 h (P3); and with trypsin, E/S = 1:25,
15 h (T1) and E/S =1:200, 2 h (T2). The reac-
tions were stopped by decreasing the pH to 2.0
with formic acid and these preparations, named
standard hydrolysates, were lyophilized.

Tryptophan addition

Three products were prepared, P1IW1, P1W2
and P1W3, by adding 50, 100 and 150 mmol kg !
of tryptophan, respectively, to the hydrolysate P1.

M.P.C. Silvestre et al. / Anal. Chim. Acta 282 (1993) 603-612

UV absorbance and second-derivative spec-
trophotometry

Spectra were recorded between 250 and 300
nm directly on solutions of the components to be
analysed in 0.1 M phosphate buffer (pH 7). For
the second-derivative spectra, the wavelength dif-
ference (AA) used was 2 nm. For each product
studied, we recorded five spectra, except for pep-
tides containing three or more amino acid
residues, for which we recorded a single spec-
trum.

The concentrations of the studied solutions
were as follows: tryptophan (W), 9.79 X 1076 M;
tryptophanylglycine (W-G), 7.65 X 10~ M; glycyl
tryptophan (G-W), 7.65X 1075 M; lysyltrypto-
phanyllysine (K-W-K), 8.68 X 10~¢ M; leukokinin
I (D-P-A-F-N-S-W-G), 7.42 X 107 M; tyrosine
(Y) 3.67 x 10™* M; glycyltyrosine (G-Y), 5.88 X
1073 M; tyrosylglycine (Y-G), 5.88 X 107> M; a-
bag cell peptide 1-9 (A-P-R-L-R-F-Y-S-L), 1.1 X
107* M; and whole casein, sodium caseinate,
standard, commercial and tryptophan-added ca-
sein hydrolysates, protein-hydrolysate and pro-
tein-amino acid mixtures, 1 g 171,

Calculations of peak-to-peak distances in sec-
ond-derivative spectra were made by the peak-
trough method, using both pairs of spectra (Figs.
1 and 4), labelled a (peak around 288 nm, through
around 284 nm) and b (peak around 294 nm,
trough around 291 nm), with r representing the
a /b ratio.

RESULTS AND DISCUSSION

Study of absorbance spectra

First, it is important to note that, owing to the
development of the chromatographic method, it
was possible to separate and determine the dif-
ferent components of the standard hydrolysates
and, consequently, to classify them in relation to
their degree of hydrolysis, expressed as the ratio
between the number of free amino acid moles
contained in 1 g of hydrolysate and the number of
moles of amino acid achieved after total hydroly-
sis of the same mass of product. This classifica-
tion, according to the degree of hydrolysis, is as
follows: P1 > P2 > P3 > T1 > T2 [29].
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TABLE 1

Wavelengths and absorptivities (1% /cm, on a molar basis), at
the maximum of absorption, on absorbance spectra of casein
and pure and tryptophan added casein hydrolysates ?

Product A (max) (nm) Absorptivity
Casein 271.5 9.7
P3 hydrolysate 275.5 55
P2 hydrolysate 274.9 5.9
P1 hydrolysate 274.6 6.4
T2 hydrolysate 275.7 8.6
T1 hydrolysate 275.4 6.4
H1 hydrolysate 274.9 9.2
H2 hydrolysate 275.0 8.3
H3 hydrolysate 273.6 7.7
P1W1 274.5 9.3
P1W2 274.1 12.7
P1W3 276.4 15.2

Wavelength (1) and absorptivity (A) values at
the absorption maximum (Table 1) show the dif-
ference between casein and its pancreatic and
tryptic hydrolysates. As an example, the weaker
(T2) and the stronger (P1) casein hydrolysate
spectra are shown in Fig. 1. A low tryptic and
pancreatic hydrolysis (T2 and P3 hydrolysates)
produced hypsochromic and hypochromic effects
with respect to the casein spectrum.

The presence of hydrophobic bonds, mainly
due to aromatic nuclei, leads to a poorly polar
environment around the aromatic amino acid
residues. It is well known that a difference in
spectral behaviour exists for oxygen and nitro-
gen-containing molecules, depending on the sol-
vent used, and that the use of a polar solvent
produces a hypsochromic and a hypochromic ef-
fect with respect to a non-polar solvent, owing to
the formation of dipole—dipole interactions or
hydrogen bonds.

It is possible to consider, at the beginning of
the protein hydrolysis, the occurrence of similar
phenomena to those described during protein
denaturation [30]. In the latter instance, rupture
of hydrophobic bonds, involved in the formation
of tertiary and quaternary structures, produces an
unfolding of the molecule, increasing the solva-
tion, particularly near the aromatic amino acids.
At the beginning of enzymatic action, attack of
some peptidic bonds leads to cleavage of the
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protein into several independent chains and
thereby prompts the disappearance of hydropho-
bic bonds. As hydrolysis continues, successive
protein cleavages lead to the production of shorter
and shorter peptides, in which tryptophan is nec-
essarily situated closer to the ends of the pep-
tides. This leads to an “exposure” [23] of this
amino acid and thus an increase in absorptivity
(Table 1). This evolution is shown for some exam-
ples of peptides (Table 2).

For tryptic hydrolysis, this evolution is logically
less clear than in pancreatic hydrolysis, as trypsin
does not cleave peptidic chains near the aromatic
amino acids. In contrast, for the pancreatic hy-
drolysis, chymotrypsin activity leads to a cleavage
of the chains beside the aromatic amino acids,
notably tryptophan. This results in an earlier in-
crease in absorptivity than in the case of tryptic
hydrolysis. These observations could explain, at
least in part, the hypsochromic and hypochromic
followed by hyperchromic effects observed in ab-
sorbance spectra, during protein enzymic hydroly-
sis. Both stages of hypochromic followed by hy-
perchromic variation of absorptivity with respect
to the extent of hydrolysis can be better observed
in Fig. 2.

The solvation of tryptophan, more important
at the beginning of hydrolysis, is shown in ab-

TABLE 2

Wavelengths and absorptivities (1% /cm, on molar basis), at
the absorption maximum, on a absorbance spectra of trypto-
phan- (W), tyrosine- (Y) and tryptophanyl tyrosine-containing
peptides ?

Product A (max) Absorp- Molar
(nm) tivity absorptivity, €
(mol 'em™Y)
w 278.4 2555 52200
W-G 278.1 1840 48100
G-W 278.9 1610 42100
K-W-K* 279.7 865 39800
D-P-A-F-N-S-W-G* 279.5 171 15200
Y 274.5 74 1300
Y-G 274.0 519 12500
G-Y 274.5 508 12000
A-P-R-L-R-F-Y-S-L* 2744 17 1900

2 Values are the means for five spectra (one spectrum for the
products marked with asterisks), recorded between 250 and
300 nm in 0.1 M phosphate buffer (pH 7.0).
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Fig. 2. Plots of absorptivities (1% /cm), at the absorption

maximum, as a function of the degree of hydrolysis, for casein,

pancreatic (P) and tryptic (T) casein hydrolysates.

sorbance spectra by the evolution of the shoulder
situated around 287 nm (Fig. 1). Although not
very clear in the casein spectrum, it becomes
more pronounced in the weaker hydrolysate spec-
trum (T2). Nevertheless, no noteworthy alteration
appears in relation to the degree of hydrolysis.
Hence the increasing terminal “exposure” of
tryptophan in the peptides formed does not alter
the spectrum at that level.

Study of second-derivative spectra

The results described above are corroborated,
even more clearly, by second-derivative spec-
trophotometry. The spectra of tyrosine and tryp-
tophan containing proteins display two important
peak-to-peak systems, a and b, the former corre-
sponding to both tryptophan and tyrosine and the
latter to tryptophan only. Hence measurement of
the peak-to-peak distances for both systems and
calculation of their ratio r allowed the spec-
trophotometric study of casein hydrolysates to be
improved (Table 3).

An increase in solvation of aromatic amino
acid residues, corresponding to the descending
part of the curve in Fig. 2, occurred here in three
different stages (Fig. 3). In the first (transforma-
tion of native casein into the weaker hydrolysate
T2), the a and b distances increased, the former
more than the latter, leading to a small increase
in r. This could be due, at least in part, to
“exposure” of tyrosine to a more polar medium.
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TABLE 3

a and b peak-to-peak distances and their ratio r on second-
derivative spectra of casein and pure and tryptophan-supple-
mented casein hydrolysates ?

Product a b r

Casein 215 91 2.36
P3 hydrolysate 218 80 2.73
P2 hydrolysate 223 81 2.74
P1 hydrolysate 232 91 254
T2 hydrolysate 245 101 2.43
T1 hydrolysate 248 86 2.89
H1 hydrolysate 311 178 1.75
H2 hydrolysate 289 175 1.66
H3 hydrolysate 281 274 1.02
P1W1 265 173 1.53
P1W2 320 264 1.21
P1W3 509 545 0.93

2 The a and b values, calculated by the peak—trough method,
correspond to 1 g 1~ ! concentrations and represent the means
for five spectra (one spectrum for the products marked with
asterisks), recorded between 250 and 300 nm in 0.1 M phos-
phate buffer (pH 7.0). The a (in absorbance nm ™2 x10~%)
distance corresponds to a peak around 285 nm and a trough
around 281 nm, and the b distance (in absorbance nm~2 X
10~*) to a peak around 292 nm and a trough around 288 nm.

Indeed, according to Ragone et al. [23], the influ-
ence of solvent polarity on the ratio r, absent in
the case of tryptophan, becomes important for
tyrosine, causing a hypsochromic effect. This phe-
nomenon leads to two effects: at wavelengths
near 284 nm a, the minimum on the tyrosine
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Fig. 3. Plots of a and b peak-to-peak distances and their ratio
r as a function of the degree of hydrolysis, for casein, tryptic
(T) and pancreatic (P) casein hydrolysates.
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spectrum comes closer to that on the tryptophan
spectrum. In contrast, at wavelengths near 291
nm b, the maximum on the tyrosine spectrum
tends towards low values, so decreasing its nega-
tive influence on the importance of the minimum
on the tryptophan spectrum. The overall result
was an increase in a and b distances but, quanti-
tatively, the change in a was larger than that in
b, resulting in an increase in r.

For the other stages, corresponding to an in-
crease in solvation of aromatic amino acid
residues (between T2 and T1, then T1 and P3),
variations in the a and b distances allows the
existence of numerous and opposing influences to
be anticipated. The results obtained with some
peptides are insufficient to explain these modifi-
cations (Table 4).

The increase in absorptivity, covered by the
ascending portion of the curve in Fig. 2, also
corresponds to an increase in the a and b dis-
tances. As b increased more than g, it caused a
decrease in r (Fig. 3). This is probably due to a
release of peptides containing tryptophan closer
to the ends of the peptides. This evolution is
shown for some peptides in Table 4.

TABLE 4

a and b peak-to-peak distances and their ratio r on second-
derivative spectra of tryptophan-, tyrosine- and tryptophanyl
tyrosine-containing peptides ?

Product a b r
w 223 325 0.69
W-G 224 323 0.69
G-W 161 207 0.78
K-W-K* 153 217 0.71
D-P-A-F-N-S-W-G * 67 70 0.96
Y 7 - -
Y-G 70 - -
G-Y 64 - -
A-P-R-L-R-F-Y-S-L* 7 - -

2 The a and b values, calculated by the peak—trough method,
correspond to 10 M concentrations and represent the means
for five spectra (one spectrum for the products marked with
asterisks), recorded between 250 and 300 nm, in 0.1 M phos-
phate buffer (pH 7.0). The a (in absorbance nm~2 X 107%)
distance corresponds to a peak around 285 nm and a trough
around 281 nm, and the b distance (in absorbance nm 2 X
10~*) to a peak around 292 nm and a trough around 288 nm.
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Although it is difficult to explain accurately all
these spectral modifications, it is important to
emphasize that at any stage of the studied enzy-
matic hydrolysis, the ratio r for hydrolysed ca-
seins was greater, even if the variation was some-
times very small compared with that of native
casein. This confirms the analogy with protein
denaturation suggested previously. In fact, Rago-
ne et al. [23] observed an increase in r, also
sometimes very small, after guanidine hydrochlo-
ride treatement for denaturating proteins.

Moreover, according to Ragone et al. [23], as r
for tryptophan is not influenced by the nature of
the solvent, the increase induced by protein de-
naturation should be associated with the changes
that occur around the tyrosine residues. How-
ever, the results for some tryptophan-containing
peptides (Table 4) showed that other elements
could influence r, such as the nature of the
linking amino acids, the mode of tryptophan link-
age (by the carboxylic or by the amino function)
and the peptide size. Hence, in the case of pro-
tein hydrolysis, in addition to tyrosine-associated
alterations, an influence of these tryptophan-re-
lated factors on r ratio could be observed. This
observation, different from that stated by Ragone
et al. [23], seems to be due to the fact that, in
contrast to denaturation, the enzymatic action
leads to cleavage of the protein molecule.

Effect of adding tryptophan to hydrolysates

Commercially available casein hydrolysates are
often supplemented with tryptophan to compen-
sate for losses during their preparation. We
therefore studied the influence of this addition
on the absorbance and second-derivative spectra.
Increasing amounts of this amino acid were added
to the P1 hydrolysate and spectra of the three
prepared products, P1IW1, P1W2 and P1W3, were
recorded. As an example, absorbance and sec-
ond-derivative spectra of P1W3 are shown in
Fig. 4.

It can be seen in Table 1 that absorptivity
increased on tryptophan addition and that even
the smallest amount added (50 mmol kg™!) pro-
duced an increase of about 50%. Moreover, the
shoulder situated around 287 nm became more
visible as tryptophan was added. It should be
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noted that this small amount added corresponds
to an increase of about 60% in the tryptophan
fraction, as the tryptophan content of bovine ca-
sein is about 1.7% [31]. However, it is not possi-
ble to determine a quantitative relationship be-
tween the absorptivity of a nontryptophan supple-
mented hydrolysate and that of tryptophan-sup-
plemented products. In fact, a 275 nm, tyrosine,
whose fraction in the casein molecule is much
higher than that of tryptophan, absorbs signifi-
cantly. In addition, the tryptophan absorptivity
was different depending on whether it was in the
free form or within a peptide molecule (Table 2).

These differences were even more obvious in
the derivative spectra. There was a greater in-
crease in b than a and, consequently, a decrease
in r parallel to tryptophan addition.

On the other hand, the shifts of the peaks and
troughs in the second-derivative spectra were
negligible when small amounts of tryptophan were
added (Table 4). Nevertheless, adding an larger
amount (150 mmol kg~ !) led to a marked
bathochromic shift in the absorbance spectrum,
bringing the absorption wavelength nearer to that
of free tryptophan (Table 1).

Analysis of commercial casein hydrolysates

After studying the spectra of the standard ca-
sein hydrolysates, this technique was applied to
the analysis of three commercial casein hydro-
lysates. As an example, the absorbance and sec-
ond-derivative spectra of the H3 hydrolysate are
shown in Fig. 4.

It can be seen that the absorption maxima
(Table 1) on the absorbance spectra are situated
in the same wavelength region as those of stan-
dard hydrolysates, except for H3, for which a
slightly lower value can be observed. The same
applies to the wavelengths of a and b on the
derivative spectra (Table 5).

It should be noted that the H1 and H2 ab-
sorbance spectra look similar to those of standard
hydrolysates, whereas that of H3, the richest in
free amino acids, displays a more pronounced
shoulder around 287 nm. This might indicate that
H3 contains more “exposed” tryptophan.

Also, it seemed of particular interest to com-
pare the experimental results on the degree of
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TABLE 5

Wavelengths of a and b systems on second-derivative spectra
of casein and pure and tryptophan supplemented casein hy-
drolysates 2

Product a system, b system,
peak-trough peak-trough
(nm) (nm)
Casein 288.0-284.1 294.3-290.8
P3 hydrolysate 286.2-282.4 262.8-289.1
P2 hydrolysate 286.1-282.3 292.7-289.1
P1 hydrolysate 285.9-282.1 292.3-288.8
T2 hydrolysate 286.4-282.9 292.6-289.8
T1 hydrolysate 286.5-282.6 293.8-289.6
H1 hydrolysate 285.5-281.7 292.3-288.6
H2 hydrolysate 285.5-281.6 292.4-288.5
H3 hydrolysate 284.9-281.1 291.6-288.2
P1W1 285.6-282.0 292.7-288.6
P1W2 285.5-281.8 292.4-288.6
P1W3 285.3-281.6 292.5-288.4

2 Values are the means for five spectra recorded between 250
and 300 nm, in 0.1 M phosphate buffer (pH 7.0).

hydrolysis with those which can be obtained from
the curve in Fig. 2. In fact, transferring the mea-
sured absorptivities on this curve demonstrated
that for H1 and H2 hydrolysates, the calculated
degrees of hydrolysis were 1.3 and 3.0, respec-
tively. Regarding H3, from the determination of
the P3-P1 and P2-P1 straight-line slopes and
their interests on the ordinate in Fig. 2, the
degrees of hydrolysis could be obtained by ex-
trapolating the two straight lines and were 19.8
and 18.2, respectively. The latter in particular is
very near to the experimental value of 18.4.

The analysis of the second-derivative spectra
showed a discrepancy between the results ob-
tained with these commercial hydrolysates and
those described above for the standard hydro-
lysates. In fact, the values found for a, b and r do
not agree with those expected, considering the
degree of hydrolysis (Table 3). Thus, the peak-
to-peak distances were much larger than ex-
pected and their ratio definitely smaller. Compar-
ing these results with those obtained with trypto-
phan-supplemented hydrolysates led to the hy-
pothesis that supplementation with this amino
acid might explain these discrepancies. The cur-
rent work mentioned above should allow this
hypothesis to be confirmed.
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Determination of casein hydrolysate homogene-
ity

In a previous study [32}, we showed the useful-
ness of a cuprimetric titration for checking the
homogeneity of casein hydrolysates. Some com-
mercial products whose labels indicated a-amino
nitrogen and total nitrogen contents, which should
logically be used to estimate the average size of
peptides, were, in fact, heterogeneous. They may
be composed of proteolysates of different degrees
of hydrolysis with the addition of native proteins
or amino acids. Some examples are given in
Table 6.

For this study, three preparations were anal-
ysed, exhibiting a similar free amino acid content
(2%): a homogenous casein hydrolysate (H1), a
mixture of sodium caseinate and 2% of free amino
acids in the proportions existing in casein and a
mixture of 92% of sodium caseinate and 8% of a
casein hydrolysate containing 25% of amino acids
(H3). As an example, absorbance and second-de-
rivative spectra of the caseinate—amino acid mix-
ture are shown in Fig. 4.

It can be seen that the absorptivity is higher in
the homogeneous hydrolysate than in mixtures of
casein and either amino acids or hydrolysate hav-
ing the same free amino acid content (Table 6).
On the other hand, the shoulder situated at 287
nm is more pronounced on the spectrum of the
mixtures containing the H3 hydrolysate. This is
probably due to its higher “exposed to solvation”

TABLE 6

Wavelengths and absorptivities (1% /cm), at the absorption
maximum, on absorbance spectra of sodium caseinate, a ho-
mogeneous casein hydrolysate and 2% free amino acid-con-
taining mixture 2

Product A (max) (nm)  Absorptivity
Sodium caseinate 276.6 42

H1 hydrolysate

(2% of free amino acids)  274.9 9.2

92% sodium caseinate +

8% H3 hydrolysate 275.0 7.7

98% sodium caseinate +

2% amino acid mixture

(in casein proportions) 276.2 5.8

2 Values are the means for five spectra recorded between 250
and 300 nm, in 0.1 M phosphate buffer (pH 7.0).
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TABLE 7

a and b peak-to-peak distances and their ratio r on second-
derivative spectra of sodium caseinate, a homogeneous casein
hydrolysate and a 2% free amino acid-containing mixture 2

Product : a b r
Sodium caseinate 97 48 2.02
H1 hydrolysate

(2% of free amino acids) 311 178 1.75
92% sodium caseinate

+ 8% H3 hydrolysate 213 199 1.08

98% sodium caseinate
+ 2% amino acid mixture
(in casein proportions) 117 42 2.52

2 The a and b values, calculated by the peak—trough method,
correspond to 1 g 1~ ! concentrations and represent the means
for five spectra (one spectrum for the.products marked with
asterisks), recorded between 250 and 300 nm, in 0.1 M phos-
phate buffer (pH 7.0). The a (in absorbance nm~2 X 10~ %)
distance corresponds to a peak around 285 nm and a trough
around 281 nm, and the b distance (in absorbance nm ™2 X
10~*) to a peak around 292 nm and a trough around 288 nm.

tryptophan content with respect to other prepara-
tions studied.

Measurement of the @ and b peak-to-peak
distances and determination of r highlight even
more the spectral differences between the three
preparations studied (Table 7). Thus, for the ca-
sein—hydrolysate mixture, a decreased while b
increased and as a result, r decreased with re-
spect to the homogeneous hydrolysate. For the
casein—amino acid mixture, both a and b de-
creased but, as b decreased more than a, r was
greater than that for the homogenous hydro-
lysate.

On the other hand, shifts in the absorption
maximum on the absorbance spectra and in the
peaks and troughs on the derivative spectra (Ta-
bles 6 and 8), can be used to differentiate only a
homogeneous hydrolysate from a casein—amino
acid mixture. In fact, as the protein content in
this mixture is high (98%), the a and b wave-
lengths are virtually identical with those observed
for sodium caseinate. Conversely, when the pro-
tein is mixed with a hydrolysate, in the above-
mentioned proportions, the positions of the ab-
sorption maximum and of peaks and troughs are
those of the hydrolysate.
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TABLE 8

Wavelengths of a and b systems on second-derivative spectra
of sodium caseinate, a homogeneous casein hydrolysate and
2% free amino acid-containing mixtures *

Product a system b system
peak-trough  peak-trough
(nm) (nm)

Sodium caseinate 287.2-283.3 294.1-290.3

H1 hydroplysate

(2% of free amino acids)  285.5-281.7 292.3-288.6

92% sodium caseinate

+ 8% H3 hydrolysate 285.4-281.6 292.2-288.5

98% sodium hydrolysate

+2% amino acids 287.4-283.2 294.3-289.8

(in casein proportions)

2 These values are the means for five spectra recorded be-
tween 250 and 300 nm, in 0.1 M phosphate buffer (pH 7.0).

As UV absorbance and second-derivative spec-
trophotometry are simple and a rapid methods,
they could be used to check the homogeneity of
casein hydrolysates, in parallel with the cuprimet-
ric technique developed previously [32].
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Andreu Cladera Forteza, Consuelo Tomas Mas, José M. Estela Ripoll and Victor Cerd4d Martin
Departament de Quimica, Universitat de les Illes Balears, 07071 Palma de Mallorca (Spain)

Guillermo Ramis-Ramos

Departament de Quimica Analitica, Universitat de Valéncia, 46100 Burjassot, Valéncia (Spain)

(Received 15th February 1993; revised manuscript received 18th May 1993)

Abstract

A simple and compact dual-laser crossed-beam thermal lens spectrophotometer pumped with a semiconductor
diode-array laser, emitting up to 100 mW of power at 818 nm, is described. The pump laser aperture was located at a
very small distance from the cell wall and was not focused. The He-Ne probe beam was made to pass near the cell
wall, almost grazing the wall inner surface, crossing the pump beam at right-angles with respect to the beam
propagation direction, but parallel to the major axes of the narrow elliptical lobes emitted by the array. Owing the
particular spatial characteristics of the pump beam, a thermal lens signal with a complex spatial distribution was
obtained. Univariant and simplex optimization of the set-up were performed using CuSO, and phosphomolybdenum
blue solutions. Limits of detection of absorbance were 3.9 X 10™% in CCl,, 34X 104 in 2-butanol, 1.1 X 1073 in

ethyl acetate and 3.0 X 10~ in water.

Keywords: Diode lasers; Semiconductor lasers; Thermal lens; UV-Visible spectrophotometry

Very small absorbance values can be accu-
rately measured using thermal lens spectropho-
tometry (TLS) [1-7]. In TLS, absorption of a
pump laser beam generates a thermal gradient
associated with a refractive index gradient. The
intensity of the gradient is proportional to the
concentration of the absorbing species and is
measured with a probe laser beam. Coaxial
pump-probe configurations are most frequently
used in thermal lens spectrophotometry [8]. The
thermal lens effect causes a change of divergence
of the probe beam which is measured in the
far-field with an intensity-sensitive detector.

Correspondence to: G. Ramis-Ramos, Departament de
Quimica Analitica, Universitat de Valéncia, 46100 Burjassot,
Valéncia (Spain).

In the last decade, the application of TLS to
the field of trace analysis has been investigated
[7-20]. In many instances, very low limits of de-
tection have been obtained; however, the devel-
opment of commercial TLS instruments is still
prevented by the high prices, physical complexity
and performance limitations of powerful lasers in
the UV and visible regions.

Pulsed lasers have been used to pump TLS
instruments [7,9]; however, continuous-wave (cw)
lasers give much better limits of detection [7].
Ideally, the characteristics of a cw laser to be
used as the pump beam source in TLS would be
the following: one or several lines should be
provided within the UV and visible regions, par-
ticularly within the 220-550-nm range, where
most chromophores of analytical interest absorb;

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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line or band widths can be large, e.g., pumping
with a band as wide as 10 nm would not be
detrimental to most TLS applications; more than
500 mW of cw pump power are rarely used, but
at least 50 mW of cw power per line or band
should be available, otherwise the sensitivity
would be low; the spatial characteristics of the
beam should be adequate for a tight focus to be
easily formed, which would maximize the thermal
gradient and the sensitivity; the power should be
easily and accurately reproduced from one work-
ing session to another; and long-term power drift
and low-frequency variations of the power (e.g.,
below 1 kHz) should be as small as possible,
preferably less than 1%, to reduce systematic
errors associated with sensitivity variations and
random noise. The latter condition also implies
that the warming up period should not be too
long.

The development of cw lasers approaching
these characteristics is probably necessary for
compact and practical TLS instruments, well
adapted to the needs of routine analytical appli-
cations, to be made commercially available. Ion
gas lasers approach some of these characteristics,
and are most frequently used in TLS studies.
Semiconductor or diode lasers are less conve-
nient, but the cost is low, they are compact and
rough and, when properly operated, they offer a
long life and a high energy vield which makes the
energy supply and cooling requirements low. In
addition, they can be easily driven with a voltage
source or a function generator, which facilitates
pump modulation and power stabilization.

Unfortunately, diode lasers emit highly diver-
gent beams of too long wavelength radiation to
be of much interest in TLS applications. How-
ever, new diode lasers, emitting at decreasing
wavelengths with increasing power, can be ex-
pected to be available in a near future. Further,
diode laser systems with several linear (single-
stripe arrays) and matrix (multi-stripe and stacked
arrays) geometries are commercially available.
The facet of a single diode laser is damaged by a
high optical intensity (typically above 30-50 mW),
which limits the available power {19]. Diode laser
arrays produce much higher total output powers
operating at a low power per emitter. Some man-
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ufacturers offer the possibility of producing spe-
cial customer-designed products [18)]. To take ad-
vantage of this possibility makes the design of
TLS instruments pumped with diode lasers of
new types a challenging and promising task.

A thermal lens instrument pumped by a diode
laser emitting 10 mW at 824 nm was described by
Nakanishi et al. [20]. They used two convergent
lenses to form a beam waist at the sample loca-
tion. The irregular profile and the aberrations led
to a loss of sensitivity with respect to the ex-
pected theoretical value. The limit of detection
(LOD) was 0.2 ng ml~! phosphorus using the
phosphomolybdenum blue method after extrac-
tion into 2-butanol. A low-cost coaxial beam-de-
flection TLS instrument, pumped by a GaAlAs
diode laser emitting 10 mW at 790 nm, was also
described by Bicanic et al. [21]; the LOD was 1.5
ng ml~! phosphorus (5 X 10™% M), again using
the phosphomolybdenum blue method.

In this paper, a low-cost, simple and compact
TLS instrument pumped with a linear-array diode
laser, is described. The spatial characteristics of
the beam are indicated in Fig. 1: the divergence
was large and the energy was equally split in two
lobes, each with the same narrow elliptical pro-
file. A He—Ne laser was used to probe the ther-
mal lens effects in a crossed-beam configuration.
The pump laser was not focused; instead, the
laser emission window was located at a very small

VN
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6, (degrees) 8, (degrees)

Fig. 1. Far-field energy distribution of the SDL-2410-H1
diode-array laser (reproduced from [18] with permission of
Spectra Diode Labs., San Jose, CA).
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distance from the cell wall, and the probe beam
was made to pass near the cell wall, almost graz-
ing the wall inner surface, crossing the pump
beam at right-angles with respect to the propaga-
tion direction, but parallel to the major axes of
the lobe profiles. In this way, maximum overlap
between the probe and pump beams was achieved.

In this design, crossing of the beams at a short
distance from the diode window prevented the
use of any optical component to focus the pump
beam, but at the crossing region, the section area
of the pump beam was not excessively large, the
instrument was simple and compact and optical
alignment was very easy. Owing to the particular
spatial characteristics of the pump beam, a ther-
mal lens signal with a complex spatial distribution
was obtained. Univariant and simplex optimiza-
tion of the set-up were performed using both
CuSO, and phosphomolybdenum blue solutions
in several solvents.

EXPERIMENTAL

Apparatus and software

A schematic diagram of the set-up is shown in
Fig. 2. The diode-array laser was a Model SDL-
2410-H1 provided with a Model SDI. 800 laser
diode driver (Spectra Diode Labs., San Jose, CA),
emitting a maximum power of 100 mW at 818 nm.
The nominal dimensions of the linear array of
emitters were 100 X 1 wm [18]. The probe beam,
provided by a Model 102P He-Ne laser
(Spectra-Physics, Mountain View, CA), was fo-
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cused with a 200-mm biconvex lens (Pedret,
Barcelona). The probe and pump beams crossed
at right-angles. As shown in Fig. 3 (right), the
probe beam propagated along the major axes of
pump beam lobes.

The detector system was constructed using a
15-cm long aluminium tube which was blackened
inside. A 1-mm pinhole mask was glued at one
end and a 100 mm? silicon photodiode (Model
OSD-100-5T; Centronic, Croydon, UK) was fixed
at the other end of the tube. The signal was
conditioned with a laboratory-made amplifier
provided with offset correction, and fed to an
analog input of a DAS-8 board (MetraByte,
Taunton, MA). The board was installed in a
PC-compatible computer (uP 386SX). The pump
beam power was modulated with a Model 171
function generator (Wavetek, San Diego, CA). To
synchronize pump modulation, data acquisition
and analytical signal demodulation, the TTL ref-
erence output of the function generator was con-
nected to a digital input of the DAS-8 board.

A fluorescence-type 1 X 1x 4.5 cm® standard
quartz cell was used. A lateral wall of the cell
holder (Shimadzu, Kyoto) was drilled to make it
possible to mount the diode laser with the win-
dow aperture almost touching the cell wall. The
diode laser was fixed to the cell holder using a
laboratory-made aluminium mount. Thus, the
cell-diode laser distance was not modified
throughout this study. All the elements of the
set-up were fixed on a 100 X 50 cm? 12-mm thick
aluminium plate using mounting elements from
Ealing Electro-Optics (Watford, UK).

Fig. 2. Schematic diagram of the set-up. (a) He-Ne laser; (b) diode-array laser; (c) diode laser driver; (d) function generator
connected to a digital input of the DAS-8 interface; (¢) 200-mm biconvex lens; (f) cell; (g) detector; (h) signal conditioning circuit
connected to an analog input of the DAS-8 interface. The y-axis is normal to the paper. The distances between optical elements

are not reproduced to scale.
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Fig. 3. Left: sketch of the spot observed at the detector mask
when pumping is on; the grey level indicates the illuminated
regions which are surrounded by dark regions. Right:
schematic diagram showing a section of the probe beam at the
crossed-beam region. (a) Probe beam waist; (b) probe beam
propagation direction following the z-axis; (c) pump beam
propagation direction following the x-axis (backwards normal
to the paper); (d) pump beam profile at the crossed-beam
region; (e) laser diode.

The program TLS4.EXE, written in Microsoft
BASIC 7.1 and linked with the DAS-8 subrou-
tines (MetraByte), was used to acquire and treat
the data. The program continuously transferred
data to an intermediate buffer where up to ten
series of formation-dissipation thermal lens cy-
cles could be optionally stored. Data transfer to
the buffer was synchronized with pump modula-
tion, hence an integer number of cycles with a
constant dephase was stored.

To obtain a TLS measurement, the program
transferred the contents of the buffer to the
treatment subroutine. The difference between the
maximum and minimum of the signal within each
cycle was obtained and the mean and standard
deviation of all the differences was calculated.
Finally, the thermal lens signal was calculated as
S =[1(0) — I()] /I() (1)
where I(0) — I(x) is the mean of the differences
and 7(0) is the mean of the maxima, which was
not significantly different from the intensity given
by the unperturbed probe beam. Other options of
the program included monitoring of the TLS sig-
nal with time and simplex optimization.

Absorbance measurements were performed
with a Model HP-8452A spectrophotometer
(Hewlett-Packard). For all the TLS measure-
ments the pump power was adjusted to 60 mW
and was electronically chopped at 1 Hz.

A.C. Forteza et al. / Anal. Chim. Acta 282 (1993) 613-623

Reagents and procedures

Analytical-reagent grade reagents from Probus
(Barcelona) were used; the organic solvents were
obtained from Solvent Doc. Synt. (Paris, France).
Water was deionized and distilled. Optimization
and characterization of the set-up were per-
formed using a 1.5 X 10~* M CuSO, - 5H,0 solu-
tion in ‘a water—dimethyl sulphoxide (DMSO) (50
+ 50, v/v) and a 50 pg ml~! aqueous phospho-
rus standard solution prepared with H,KPO,.

To develop the chromogenic reaction, 10 ml of
0.1 M Na,MoO, - 2H,O0 solution in 5 M H,SO,,
4 ml of 0.01 M hydrazine sulphate in water and
an aliquot of the phosphorus solution were intro-
duced into a 100-ml volumetric flask and diluted
to volume with water and the mixture was heated
at 85°C in a water-bath for 10 min. After cooling,
liquid-liquid extraction was performed when nec-
essary and the absorbance and the TLS signal
were measured. All results were calculated as
averages of ten measurements, each being ob-
tained from eight thermal lens formation—dis-
sipation cycles.

Extraction was performed by shaking 10 ml of
the aqueous phosphomolybdenum blue solution
with 10 ml of 2-butanol or ethyl acetate and by
drying the organic phase with anhydrous Na,SO,.
The same procedure was followed for carbon
tetrachloride, but 0.05% Adogen 464 was added
before shaking.

RESULTS AND DISCUSSION

Nature of the signal and univariant optimization

CuSO, solution was used to study the nature
and spatial distribution of the signal obtained and
to optimize the geometric variables. The positive
z- and x-axes were assumed to follow the ortho-
gonal probe and pump beam propagation direc-
tions, respectively, and the y-axis was assumed to
follow the positive vertical direction. The origin
of the x- and y-axes was located at the centre of
the probe beam section (see Fig. 2).

Within each pump cycle, the probe beam swung
from a circularly symmetrical to an elliptical pro-
file. Further, the elliptical profile of the per-
turbed probe beam showed two dark regions lo-
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cated immediately above and below the beam
centre, and crossing across the beam profile hori-
zontally (Fig. 3, left). From Figs. 1 and 3, it is
deduced that the formation of the dark regions is
due to the increase in divergence produced by the
thermal lens effect in those regions of the probe
beam crossing the pump beam lobes. This was
confirmed by the next experiment, in which the
1-Hz modulated signal was measured all along
the probe beam profile.

The variations in sensitivity obtained by modi-
fying the location of the detector along the x- and
y-axes are shown in Fig. 4. The signal presented
two clongated maxima of similar intensity at two
y values, symmetrically located above and below
the horizontal symmetry plane of the probe beam,
and separated by an glongated minimum at y = 0.

The variation of sensitivity obtained by modify-
ing the cell-pump laser assembly—detector dis-
tance and the detector vertical position is shown
in Fig. 5. The two maxima increased and became

A
A
IR A
il SN
g
N\
l”l"““z*‘-;//t/h&\\’ \

b

Thermal Lens Intensity
Q)

S

Ay
N
\FAEN
Ny
i —

“

LI s; .% )
AN

]

2L 7
77
2]
-.'.'.'.'.'

..
WX

\ \v‘;'.........

\\\\\\\\‘:i-"{,

NS5
\-.;

617

more separated from each other when the cell-
detector distance increased. A few secondary
maxima were also observed. These can be at-
tributed to diffraction, but also to the secondary
maxima of the far-field energy distribution of the
diode (see Fig. 1).

In the following experiments, the pinhole was
always located at the centre of the probe beam
section, so only thermal lens rather than thermal
deflection effects could be detected. The varia-
tion of the signal with the position of the cell-di-
ode laser assembly respecting the x- and y-axes is
shown in Fig. 6. Each of the two maxima along
the y-axis was resolved into a pair of maxima.
This could be due to the formation of four re-
gions with a maximum value of the thermal gradi-
ent along the y-axis.

Maximum sensitivity was obtained when the
cell was located at the largest x-coordinate value,
which corresponded to the probe beam crossing
the pump beam at a minimum distance from the

Fig. 4. Sensitivity (arbitrary units) as a function of the detector location along the x- and y-axes.
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Fig. 5. Sensitivity (arbitrary units) as a function of the detector location along the y-axis and the cell-pump laser assembly—detector

distance.

diode surface. At this position of the cell on the
x-axis, the region of the four maxima extended
over ca. 2 mm along the y-axis.

Experiments performed by turning the diode
array round by 90° were also performed. In this
instance, the probe beam crossed the pump beam
perpendicularly to the major axes of the elliptical
profiles of the lobes. Overlap between the probe
and pump beams was very small, pumping did not
produce a thermal gradient across the probe beam
profile, and consequently an almost zero sensitiv-
ity was obtained.

Next, a vertical scan of the cell-diode laser
assembly was performed, and data showing the
form and sign (phase angle) of the signal at
several points were obtained. In this scan the
cell-diode iaser assembly position along the x-axis
was kept fixed at 3.9 mm. The results are shown
in Figs. 7 and 8.

Figure 7 shows that the sensitivity was positive

only along two broad regions surrounded by neg-
ative sensitivity regions. At the regions of a maxi-
mum positive value of the sensitivity, the shape of
the time-resolved signal (Fig. 8, curves 1 and 8)
indicated a typical thermal lens effect, with an
exponential decrease in irradiation intensity dur-
ing the pumping half-cycle. In contrast, the nega-
tive sensitivity regions showed an increase in in-
tensity during pumping (Fig. 8, curve 5) or a
mixed behaviour (Fig. 8, curves 3 and 4).

It is concluded that pumping caused the typi-
cal thermal lens increase of the divergence of the
pump beam at the two regions of the probe beam
profile where the pump and probe beams over-
lapped. In these regions the sensitivity was con-
sidered to be positive. Concentration of the en-
ergy of the probe beam in the vicinity of the two
pumping regions, where deflected and unper-
turbed parts of the beam coincided, should cause
negative sensitivity.



A.C. Forteza et al. / Anal. Chim. Acta 282 (1993) 613-623

3
e {

Intensity
2.0

2.9

1.8
© Vs soad e i craadrrrereg

n

10

Coy 0
Y. ~10
e (mem) 29" o

619

Fig. 6. Sensitivity (arbitrary units) as a function of the cell-pump laser assembly location along the x- and y-axes. The detector was

maintained at the centre of the probe beam profile.
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Finally, Fig. 9 shows the results obtained by
varying the cell-pump laser assembly-lens dis-
tance. At each position of the lens (f= 200 mm),
the cell-pump laser assembly location with re-
spect to the x- and y-axes was adjusted to main-
tain the maximum value of the signal within one
of the two positive sensitivity regions. As ex-
pected, the sensitivity increased with increasing
cell-lens distance, a maximum being obtained at
16.5 cm.

In most TLS set-ups, the thermal lens effect
cannot be detected when the cell is located at the
probe beam waist, the signal undergoing a 180°
change of phase. However, Fig. 9 showed a mini-
mum rather than a zero-crossing point (a 180°
change of phase) at 21 cm from the lens, where
the cell was located at the probe beam waist. This
can be attributed to the large overlapping region
of the beams, which should reach probe beam
regions outside the waist. Further, the divergence
of the probe beam should be continuously
changed by the thermal lens effect all along the
overlapping region. This made the interpretation
and modelling of the thermal lens effect difficult.
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Simplex optimization

The modified simplex algorithm, provided with
unidirectional translation, contraction and inter-
polation operations, was used [22,23]. In the uni-
variant optimization studies, sensitivity was found
to depend mainly on the cell-detector and cell-
lens distances and on the detector and cell posi-
tions along the y-axis. Therefore, these parame-
ters were simultaneously optimized, while main-
taining the locations of the detector and the cell
along the x-axis at constant optimum values.

In addition, owing to the critical values of the
cell y-coordinate, this parameter was not intro-
duced in the optimization process, but it was
manually adjusted within each iteration. The cell
was always relocated along the y-axis, sensitivity
being optimized at the positive maximum located
at the lower position. As shown in Table 1, when
the CuSO, solution was used the univariant and
the simplex optimization procedures led to very
similar values of the parameters.

The simplex optimization procedure was ap-
plied again using an aqueous phosphomolybde-
num blue solution, in addition to phosphomolyb-

0.0 1

Cell - Lens Distance (cm)

90 1.0 130 150 170 190 210 23.0

L e I Ban
250 270 290 3t

Fig. 9. Sensitivity (arbitrary units) as a function of the cell-pump laser assembly-lens distance.
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TABLE 1

Optimum values of the parameters obtained by the univariant
and simplex methods using 1.5x 1078 CuSO, solution in a
water—-DMSO (50+ 50)
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TABLE 2

Optimum values of the parameters obtained by the simplex
method using phosphomolybdenum blue solutions in different
solvents

Parameter Univariant  Simplex
Lens-cell distance (cm) 16.5 15.0
Detector—cell distance (cm) 53.0 51.5
Detector location, y-axis (mm) —1.5 -13

Cell location, y-axis (mm) -0.2 -0.2

Signal + standard deviation 5.06+0.03 5.126+0.02

2 Arbitrary units (n = 10).

denum blue extracts obtained with four organic
solvents. The advance of the simplex is repre-
sented in Fig. 10 and the optimized parameters
are given in Table 2. The differences between the
values of the parameters were small, but not
negligible. In some instances (e.g., water with
respect to the other solvents), the differences
were large enough to make optimization advis-
able.

Enhancement factors and figures of merit

In TLS, the enhancement factor, E, indicates
how much the sensitivity is enhanced in relation
to conventional spectrophotometry. The enhance-

100

% of optim

Parameter Water Ethyl Carbon 2-Butanol
acetate tetrachloride

Phosphorus

concentration

(ugl™) 500 100 50 100
Lens~cell

distance (cm) 141 158 15.8 16.3
Detector—cell

distance (cm) 470 524 53.7 53.6
Detector location,

y-axis (mm) -13 -22 =25 -24
Cell location,

y-axis (mm) -02 -04 -04 -03

ment factors depend strongly on the nature of the
media used, and can be theoretically calculated
as

E, =052P(dn/dT)/Ak (2)
where P is the pump power, dn/dT is the tem-

perature coefficient of the refractive index, A is
the wavelength of the probe laser and « is the

0
1 3 5 7 9 1" 13 15 17

Iteration Number

LN L S S B s B S L B B e |

21 23 25 27

Fig. 10. Advance of the simplex optimization processes. Sample used: (W) 500 pg 1! P in water; (+) 100 g 1~! P in ethyl acetate;

(*)50 ug 17! P in CCl,; (X) 100 ug 1=! P in 2-butanol.
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thermal conductivity. The enhancement factors
can be also obtained experimentally using

E.=5/23 A (3)

where § and A4 are the TLS signal and the
absorbance, respectively [7,24]. The differences
between theoretical and experimental enhance-
ment factors are a measure of the performance of
the set-up. Phosphorus solutions of increasing
concentrations were used to obtain the spec-
trophotometric and TLS sensitivities in the differ-
ent media and to calculate the corresponding E,
factors. The values found were as follows: carbon
tetrachloride, 76; 2-butanol, 37; ethyl acetate, 6.7;
and water, 1.2. The results are compared in Fig.
11.

To compare these factors with those obtained
under other working conditions, normalization is
necessary. Some workers have referred the E
factors to P=1 mW and A = 632.8 nm [2]. In this
work, less than half the pump power was used in
generating each of the two broad maxima. There-
fore, it seems reasonable to use P =30 mW in-
stead of using 60 mW to normalize the E, values.
Theoretical and experimental normalized E val-
ues are given and compared in Table 3. The
E_ /E, ratios found were not much lower than
those obtained by Nakanishi et al. [20], also using
a diode laser to pump a TLS experiment. Larger
differences were observed in water, with 38% in

2.72

0.60

.50

Q

N

[\
1

T. L. Intensity

2.30]

1ve

.20

Relat;

.10

Fig. 11. TLS signal and absorbance values obtained using
phosphomolybdenum blue solutions in several solvents: (a)
CCl,; (O) 2-butanol; () ethyl acetate; (0) H,O.
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TABLE 3

Theoretical and experimental normalized enhancement fac-

tors, E, and E_?

Solvent E, E.(E./E, %)
This Other workers
work

CCl, 4.9 2.5(5D -

CHCl, 42 - (38)

Ethyl acetate 2.7 0.23(9) -

2-Butanol 2.0 1.24 (62) (25-33)

Water 0.11 0.042 (38) 60)

2 Theoretical calculations were made using data from (7).
Experimental values obtained by other workers pumping with
a diode laser were adapted from [20].

this work compared with 60% by Nakanishi et al.
[20] and 100% obtained by Dovichi and Harris [2]
using a He~Ne laser to pump the TLS set-up.

Limits of detection (30, n =10) given as ab-
sorbance were as follows: carbon tetrachloride,
3.9 X 10™4; 2-butanol, 3.4 X 10~*%; ethyl acetate,
1.1 x1073; and water, 3.0 X 1073, A value of
2X 10~* was obtained by Nakanishi et al. [20]
using a 10-mW diode laser-pumped set-up and
the same chromophore in 2-butanol.

Conclusions

The TLS instrument described here is compact
and simple, and the normalized enhancement
factors and limits of detection obtained were
similar to those obtained by other workers also
using a TLS set-up pumped with a diode laser.
The results also indicated that diode lasers are
less efficient than other lasers for pumping TLS
instruments. This is a consequence of the diffi-
culty found in concentrating the energy in a tight
focus, the excessive dispersion of the pump en-
ergy leading to weaker thermal gradients than
expected.

In the approach used in this work, the regions
where the beams overlaped were large, in fact
much larger than the usual values found in
crossed-beam designs. At the optimum location
of the cell-pump probe system, the overlapping
region along the probe beam propagation direc-
tion could be estimated to be ca. 2.3 mm. This
was probably very important in increasing the
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sensitivity, but was not enough to compensate for
the sensitivity decrease caused by the dispersion
of the energy in two non-focused beams.

The difficulty in concentrating the energy pro-
duced by a diode laser in a tight focus should not
to be considered as a serious drawback of diode
TLS pumping, owing the large energetic yield of
these devices, together with the possibility of
reaching high powers. Diode pumping is not effi-
cient in terms of sensitivity per mW, but it could
be competitive in terms of sensitivity per cost of 1
mW. Further, it should be possible to increase
the pumping efficiency of diode lasers by using
very large and powerful matrix multi-stripe diode
lasers provided with adequate masks and conver-
gent optics in pump-probe coaxial configura-
tions.

Finally, it has been shown that the geometric
parameters of a TLS set-up can be adequately
and conveniently optimized using the simplex
method, which is of interest in automating opti-
mization. However, a previous study of the signif-
icance of the variables to be included in the
optimization process would always be required.

Thanks are due to the DGICyT of Spain for
financial support (Projects PB90-0359 and PB90-
0425).
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2-Aminothiophenols as fluorogenic reagents
for aromatic aldehydes
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Abstract

Substituted 2-aminothiophenols (7 species) were evaluated for fluorescence derivatization reagents of aromatic
aldehydes in spectrofluorimetry and liquid chromatography. Of the compounds, 2-amino-5-methoxythiophenol was
the most favourable in practical use. The reagent reacts selectively with aromatic aldehydes in acidic media within 70
min at 50°C. The fluorescent products from benzaldehyde and 4-hydroxybenzaldehyde are shown to be 2-phenyl-6-
methoxybenzothiazole and 2-(4-hydroxyphenyl)-6-methoxybenzothiazole, respectively. The detection limits for aro-
matic aldehydes in the spectrofluorometric method were 7-80 pmol mi~! depending on the aldehydes. The
fluorescent derivatives of aromatic aldehydes can be separated by reversed-phase chromatography and their detection

limits (S /N = 3) are 0.1-0.4 pmol on column.

Keywords: Fluorimetry; Aminothiophenols; Aromatic aldehydes; Fluorogenic reagents

Several aromatic 1,2-diamino compounds, i.e.
1,2-diaminonaphthalene [1], 1,2-diamino-4,5-di-
methoxybenzene [2], 1,2-diamino-4,5-dimethyl-
benzene [3], 1,2-diamino-4,5-ethylenedioxyben-
zene [4] and 1,2-diamino-4,5-methylenedioxyben-
zene [4], have been developed as fluorogenic
reagents for the determination of aromatic alde-
hydes. They are based on the cyclization reaction
between the diamino moiety in the reagents and
formyl moiety in the aldehydes, to form fluores-
cent imidazole derivatives. Through these studies,
alkoxyl groups in the reagents were demonstrated
to provide higher detection sensitivity [5]. On the

Correspondence to: Y. Ohkura, Faculty of Pharmaceutical
Sciences, Kyushu University 62, Maidashi, Higashi-ku,
Fukuoka 812 (Japan).

other hand, aromatic 1-amino-2-sulfhydryl com-
pounds, i.e. 2-aminothiophenol (AT) [6] and
2,2'-dithiobis(1-aminonaphthalene) (DTAN)
which is derived to 1-amino-2-sulfhydrylnaphthal-
ene when required for use [7], were also reported
to be selective fluorogenic reagents for aromatic
aldehydes. They react with the aldehydes in a
similar manner, to form fluorescent thiazole com-
pounds. DTAN afforded fairly intense fluores-
cence with a wide variety of aromatic aldehydes,
and the reaction was applied to the assay for
dopamine B-hydroxylase [8], monoamine oxidase
[9] and catechol-O-methyltransferase [10] in bio-
logical samples. However, DTAN caused an in-
tense blank peak in the liquid chromatographic
(LC) determination of the derivatization reaction
mixtures [8,10], and its derivatives of aromatic
aldehydes are too hydrophobic to be completely

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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separated on a reversed-phase column. The pur-
pose of this study was to find more favourable
reagents for the manual spectrofluorometric and
LC determination of aromatic aldehydes; 2-
aminothiophenols substituted with alkoxyl, methyl
or fluoro group(s) [2-amino-5-methoxythiophenol
(MAT), 2-amino-5-ethoxythiophenol (EAT), 2-
amino-4,5-methylenedioxythiophenol (MDAT),
2-amino-4,5-ethylenedioxythiophenol (EDAT),
2-amino-4,5-dimethoxythiophenol (DMOAT), 2-
amino-4,5-dimethylthiophenol (DMAT) and 2-
amino-5-fluorothiophenol (FAT)] (7 species) were
examined together with AT. MAT selected as the
most favourable reagent in practice was further
investigated to establish the optimum conditions
of spectrofluorometric and LC methods. The
chemical structures of the fluorescent products of
benzaldehyde and 4-hydroxybenzaldehyde with
MAT were also investigated.

EXPERIMENTAL

Chemicals and solutions

The seven substituted aminothiophenols were
synthesized according to the procedure in the
literature [11] and their hydrochlorides were pre-
pared in the usual manner. The hydrochlorides
were stable at 4°C for at least three months.
Other chemicals were of reagent grade. Each
substituted aminothiophenol hydrochloride (0.2
mmol) was dissolved in 100 ml of a mixture of
methanol and 20 mM perchloric acid (9:1, v/v)
containing 2 mM tri-rn-butylphosphine as an an-
tioxidant. This solution could be used for at least
1 month when stored at 4°C. Stock solutions (10
mM) of aromatic aldehydes were prepared in
water (or aqueous 50% (v/v) ethanol for hardly
water-soluble aldehydes), and diluted with water
before use. The stock solutions were stable for at
least 1 month when stored at —20°C.

Apparatus

Uncorrected fluorescence excitation and emis-
sion spectra were measured with an MPF-4 spec-
trofluorimeter (Hitachi, Tokyo) in 10 X 10 mm
quartz cells; spectral bandwidths of 5 nm were
used for both the excitation and emission

H. Nohta et al. / Anal. Chim. Acta 282 (1993) 625-631

monochromators. Electron impact mass (MS)
spectra were measured with a Jeol JMS-01-SG
mass spectrometer. 'H Nuclear magnetic reso-
nance (NMR) spectra were taken on a Jeol JMN-
PS-110 spectrometer at 100 MHz using approxi-
mately 5% (w/v) solution in chloroform-d; or
dimethylsulfoxide-d, containing tetramethylsilane
as an internal standard.

LC system and its operation conditions

A CCPM chromatograph (Tosoh, Tokyo)
equipped with a Rheodyne 7125 syringe-loading
sample injection valve (20-u1 loop) and a Hitachi
F1000 fluorescence spectrometer fitted with a
12-u1 flow-cell was used. The fluorescence spec-
trometer was operated at the following excitation
and emission wavelengths; 335 and 385 nm for
MAT and EAT, 345 and 410 nm for MDAT, 340
and 410 nm for DMOAT, 340 and 400 nm for
EDAT, 325 and 395 nm for DMAT and FAT,
and 325 and 380 nm for AT, respectively. A
TSKgel ODS-80T,, (150 mm X 4.6 mm i.d.; parti-
cle size, 5 um; Tosoh) column was used. The
column temperature was ambient (25 + 2°C). The
mobile phase was an aqueous 70% (v/v)
methanol, which was delivered at a flow rate of

0.8 ml min 1,

Isolation of the reaction products of benzalde-
hyde and 4-hydroxybenzaldehyde with MAT

Benzaldehyde. To a methanolic solution of
benzaldehyde (3 mmol in 10 ml) was added MAT
solution (2.6 mmol MAT hydrochloride and 0.6 g
of tri-n-butylphosphine in 10 ml of methanol),
and 10 ml each of 3 M perchloric acid and 4 mM
sodium sulphite — 0.35 M sodium hydrogen phos-
phite mixture. The mixture was allowed to stand
at 45°C for 1 h with stirring, then followed by
additional stirring for 12 h at room temperature
(23-25°C). The precipitates were filtered, washed
with aqueous 50% (v/v) methanol and dried in
vacuo. The crude product was subjected to chro-
matography on a silica gel (30 g, Wako gel C-200;
Wako Pure Chemicals) column (12 X3 cm id.)
with chloroform - n-hexane (1:1, v/v); the main
fraction was collected and the solvent was re-
moved in vacuo. The residue was recrystallized
from methanol to give colorless needles, m.p.
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118-120°C; yield 0.21 g (35% calculated from
MAT). Elemental analysis (%), calculated for
C4H,;NOS, C 69.68, H 4.59, N 5.80; found C
69.65, H 4.61, N 5.79. MS spectrum, m/z = 241
(M*, base peak), 226 (M*— CH,), 198 (M*—
CH, — CO). '"H NMR spectrum (chloroform-d,),
(ppm) 3.8 (singlet, 3H, —OCH), 6.1-6.7 (multi-
plet, 3H, aromatic protons in benzothiazole moi-
ety), 7.4-7.6 (multiplet, 4H, aromatic protons in
phenyl moiety).

4-Hydroxybenzaldehyde. The precipitates pro-
duced from 4-hydroxybenzaldehyde under the
same reaction conditions as those for benzalde-
hyde were recrystallized from methanol to give
colorless needles, m.p. 232-234°C; yield 0.27 g
(41%). Elemental analysis (%), calculated for
C,,H,;;NO,S, C 65.35, H 4.31, N 5.44; found C
65.35, H 4.37, N 5.50. MS, m/z = 257 (M*, base
peak), 242 (M*— CH,), 214 (M*— CH, — CO).
'H NMR spectrum (dimethylsulfoxide-d), (ppm)
3.8 (singlet, 3H, ~-OCH,), 6.9-7.1 (multiplet, 3H,
aromatic protons in benzothiazole moiety), 7.7-
7.9 (multiplet, 4H, aromatic protons in phenyl
moiety), 10.3 (broad singlet, 1H, hydroxyl proton,
exchangeable with deuterium).

Procedure for the spectrofluorometric and LC
determinations with MAT

To 1.0 ml of aqueous test solution, 1.0 ml each
of 3 M perchloric acid, 4 mM sodium sulfite~0.35
M disodium hydrogen phosphite mixture and 2.0
mM MAT solution were added. The mixture was
allowed to stand at 50°C for 70 min, and the
resulting fluorescence was measured at the exci-
tation and emission maxima (see Table 2). To
prepare the reagent blank, 1.0 ml of water in
place of 1.0 ml of test solution was carried through
the procedure.

For LC, the reaction mixture was neutralized
to pH 6-7 with approximately 1 ml of 3 M
sodium hydroxide, then an aliquot (20 wl) of the
solution was used.

RESULTS AND DISCUSSION

Spectrofluorometric determination
All of the tested 2-aminothiophenols (8 species)
gave fluorescence, but fluorescence intensities,
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and excitation and emission maxima differed de-
pending on the reagents when examined in com-
bination with benzaldehyde (Table 1). Alkoxyl
groups introduced to the 4- and/ or 5-position of
the reagents provided the aldehyde with more
intense fluorescence of which excitation and
emission maxima were at longer wavelengths;
MAT and EAT were further subjected to the
investigations together with AT for comparison.
All of the aromatic aldehydes tested fluoresced
intensely with MAT and EAT (Table 2), though
the intensities with AT strongly depended on the
aldehydes used. The fluorescent derivatives of
MAT and EAT showed close resemblance in
their fluorescence properties: excitation and
emission maxima (350-370 and 455-475 nm, re-
spectively), and the intensities. From these re-
sults, MAT was selected as the most favourable
reagent for aromatic aldehydes.

The fluorescent products of benzaldehyde and
4-hydroxybenzaldehyde were found to be 2-
phenyl-6-methoxybenzothiazole and 2-(4-hydroxy-
phenyl)-6-methoxybenzothiazole, respectively,
based on the spectral data. Further, the fluores-
cence excitation and emission spectra of the
products dissolved in the reagent blank were
identical with those of the reaction mixture of the
corresponding aldehydes. The retention times of
the products under the reversed-phase LC condi-
tions also coincided with those for the corre-
sponding reaction mixtures.

TABLE 1

Excitaton and emission maxima (A, A.n) of the fluorescence
from benzaldehyde with various aminothiophenols, and their

relative fluorescence intensities (RFI) ®

2-Aminothiophenol Aex Aem RFI®
derivative (nm) (nm)

MAT 352 465 100
EAT 353 467 103
MDAT 37 485 54
EDAT 368 486 44
DMOAT 370 488 15
DMAT 344 420 13
FAT 328 400 15
AT 329 398 7

a Portions (1.0 ml) of 5 nmol mi~! benzaldehyde were treated
according to the procedure. ® The intensity obtained with
MAT was taken as 100.
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The optimum conditions of the reaction was
established using benzaldehyde because it re-
acted with MAT most slowly of the tested aldehy-
des (Table 2). Concentrations of MAT ranging
from 1.7 to 2.2 mM gave almost maximum fluo-
rescence intensity; 2.0 mM was recommended.
MAT in a solution was slightly oxidized to the
disulfide by molecular oxygen or other oxidants; 2
mM tri-n-butylphosphine was added to the MAT
solution as an antioxidant; it did not affect the
fluorescence reaction.

The reaction proceeded under strongly acidic
conditions (perchloric acid or sulfuric acid). The
maximum reaction rate was attained at concen-
trations of 2-6 M perchloric acid and 7-10 M
sulfuric acid, but sulfuric acid could not give
reproducible results with highly hydrophobic
aldehydes such as benzaldehyde, naphthaldehyde
and some alkoxybenzaldehydes probably due to
the insolubility of the MAT-derivatives in the
reaction mixture; 3 M perchloric acid was recom-
mended in the procedure.

Sodium sulfite and disodium hydrogen phos-
phite accelerated the fluorescence reaction of
aromatic aldehydes with DTAN [7]. They also
accelerate the MAT reaction; 4.0 mM sodium
sulfite and 0.35 M disodium hydrogen phosphite

TABLE 2

Excitation and emission maxima (A,
relative fluorescence intensities (RFI) #
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yielded the highest fluorescence intensity.
Water-miscible organic solvents (methanol,
ethanol, isopropanol, acetonitrile and 2-methoxy-
ethanol) also accelerated the reaction; methanol,
ethanol and isopropanol [20-30% (v/v) each in
the reaction mixture] gave the best result.
Methanol at concentration of 22.5% (v/v) was
selected, which corresponded to 90% (v/v)
methanol in the MAT solution.

The MAT reaction with the aldehydes (Table
2) occurred at a temperature above 0°C; higher
temperature allowed the fluorescence to develop
more rapidly. However, temperatures higher than
60°C caused reduction of the fluorescence, proba-
bly because of decomposition of the produced
derivatives. The fluorescence intensities at 50°C
reached maxima after standing for 30 min (vanil-
lin and 4-hydroxybenzaldehyde) and for 45-60
min (the others), and the resulting fluorescence
was stable at 50°C for at least 60 min. Warming at
50°C for 70 min was selected for reproducible
results.

Aliphatic aldehydes (formaldehyde, acetalde-
hyde, propionaldehyde and n-butyraldehyde) and
the following compounds of biological impor-
tance did not fluoresce under the conditions at a
concentration of 100 nmol ml~!; the compounds

Aem) of the fluorescence from various aromatic aldehydes with MAT, EAT and AT and their

Aromatic aldehyde MAT EAT AT

Aex Aem RFI ° Aex Xem RFI Aex Aem RFI

(nm) (nm) (nm) (nm) (nm) (nm)
Benzaldehyde 352 465 100 352 465 103 329 398 7
Vanillin 375 452 23 376 455 24 369 440 4
4-Methoxybenzaldehyde 365 455 115 368 458 117 358 410 502
4-Methylbenzaldehyde 355 460 118 358 468 103 338 395 30
Piperonal 380 451 98 380 456 119 372 448 409
4-Chlorobenzaldehyde 357 470 148 357 470 137 331 400 98
2-Naphthaldehyde 370 468 130 370 473 99 348 465 192
4-Cyanobenzaldehyde 355 490 234 358 492 156 328 415 3
4-Phenylbenzaldehyde 370 468 429 370 470 307 359 440 580
4-Diethylaminobenzaldehyde 348 475 175 350 473 127 - ¢ - <0.1
Benzaldehyde-2-sulfonic

acid, sodium salt 322 470 37 323 473 36 - - <0.1

4-Hydroxybenzaldehyde 360 455 104 360 452 104 356 415 26

2 Portions (1.0 ml) of 5 nmol ml~! aromatic aldehyde solutions were treated according to the procedure using MAT, EAT and AT
as fluorogenic reagents. ® The fluorescence intensity of the MAT derivative of benzaldehyde was taken as 100. ¢ Undiscernible.
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tested were seventeen different L-a-amino acid,
biogenic amines (dopamine, norepinephrine,
epinephrine, serotonin and histamine), their
metabolites (homovanillic acid, vanillylmandelic
acid, 5-hydroxyindoleacetic acid and imida-
zoleacetic acid), a-keto acids (a-ketoglutaric acid
and phenylpyruvic acid), oxalic acid, acetic acid,
uric acid, L-ascorbic acid, creatine, creatinine,
sugars (p-glucose, D-fructose, p-galactose, D-
ribose, D-glucosamine, maltose and sucrose), nu-
cleic acid bases (adenine, guanine, thymine, cy-
tocine and uracil) and their nucleosides and nu-
cleotides, and cholesterol. This suggests that the
MAT reaction has sufficient selectivity for aro-
matic aldehydes.

The fluorescence developed from benzalde-
hyde under the recommended conditions did not
change on irradiation for 30 min at its excitation
maximum, and was stable for at least 5 h in
daylight and for 48 h at 4°C in the dark.

The calibration graphs for the aldehydes listed
in Table 2 were linear in the range 0.1-10 nmol
ml~!. The detection limits (defined as the con-
centration giving a fluorescence intensity corre-

() (b}
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sponding to the blank value + three times the
standard deviation) for the aldehydes varied from
7 to 80 pmol ml~! depending on the aldehydes
examined. This sensitivity was comparable to
those with DTAN and 1,2-diamino-4,5-methyl-
enedioxybenzene. The precision was established
using 5 nmol ml~! benzaldehyde; the relative
standard deviation was 1.4% (n = 10).

LC determination with precolumn drivatization

Six aromatic aldehydes (3,4-dihydroxyben-
zaldehyde, isovanillin, vanillin, benzaldehyde, 4-
methoxybenzaldehyde and 4-methylbenzalde-
hyde), were subjected to the reaction with the
2-aminothiophenols (8 species). Figure 1 shows
typical chromatograms obtained with a standard
mixture of the aldehydes using MAT, MDAT and
DMOAT (recommendable in the procedure) as
pre-column derivatization reagents. Table 3 shows
the retention times, fluorescence excitation and
emission maxima, and relative peak heights of the
fluorescent derivatives under the LC conditions
with the eight reagents. Under these conditions,
all the reagents afforded the corresponding single

(c)
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Fig. 1. Chromatograms of (a) MAT, (b) MDAT and (¢) DMOAT derivatives of aromatic aldehydes. A portion (1.0 ml) of a standard
mixture of six aldehydes (0.1 nmo! ml~! each) was treated according to the procedure with each reagent, and the resulting mixture

was subjected to the LC. Peaks:

1 = 3,4-dihydroxybenzaldehyde; 2 = isovanillin; 3 = vanillin; 4 = benzaldehyde; 5 = 4-

methoxybenzaldehyde; 6 = 4-methylbenzaldehyde; others = reagent blank.
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peaks to the aldehydes. However, the derivatives
of vanillin and isovanillin were unsatisfactorily
separated with any of the reagents: the resolution
(Rs) values, calculated from retention times and
peak widths of chromatograms of the pure com-
pounds, were in the range of 0.5 (DMOAT) to 1.1
(MAT and EAT). The excitation and emission
maxima of the fluorescence derivatives in the
mobile phase shifted to shorter wavelengths
(330-350 nm and 370-415 nm, respectively; Table
3), compared with those in strongly acidic media
in the spectrofluorometric method (Table 2).
MAT, EAT, MDAT and DMOAT gave greater
peak heights to the aldehydes. MAT seems to be
the best in practical use, because it did not show
so great difference in fluorescent peak height
among the aromatic aldehydes and its derivatives
could be separated easily and rapidly by the re-
versed-phase LC. However, MDAT and DMOAT
are also useful when higher sensitivity is required.

The calibration graphs for the aldehydes were
linear in the range 0.05-10 nmol ml~! with MAT,
MDAT and DMOAT, and the detection limits
(pmol on column, S/N=3) were 0.1-0.4 for
MAT, 0.1-0.2 for MDAT and 0.01-0.2 for
DMOAT. The precision was established by re-
peated determination (n = 10) of a standard mix-
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ture of the eight aldehydes (5 nmol ml~!) with
MAT; the relative standard deviations did not
exceed 3%.

MAT is easy to synthesize and stable in the
reagent solution. Further, it is highly sensitive
towards a wide variety of aromatic aldehydes, as
well as highly selective.
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Synthesis, spectral properties and photostabilities
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with long-wavelength excitation and emission

Ewald Terpetschnig, Henryk Szmacinski and Joseph R. Lakowicz

Center for Fluorescence Spectroscopy, University of Maryland at Baltimore, School of Medicine, Department of Biological Chemistry,
108 North Greene Street, Baltimore, MD 21201 (USA)

(Received 27th January 1993; revised manuscript received 7th June 1993)

Abstract

The absorption and fluorescence properties of squaraine derivatives in different organic solvents, and in water in
presence of bovine serum albumin were investigated. The objective is to identify long-wavelength probes with
reasonable quantum yields, reasonably long lifetimes and good photostabilities for use in fluorescence-based assays
and /or imaging. Both symmetrical and unsymmetrical squaraines were studied and a correlation is made between the
spectral properties and the electronic symmetry of the molecules. Like normal cyanines, squaraines show negative
solvatochromy and band width broadening with increasing asymmetry. Based on this investigation the most suitable
probes for use in a biological application were found to be the symmetrical indolenine derivatives of the squaraines,
which display the highest photostability. Importantly, their quantum yields and lifetimes increase significantly upon
binding to bovine serum albumin, suggesting that a conjugatable derivative of these indolenine squaraines will be
suitable for use in labeling proteins. The squaraine absorbance maxima between 630 and 650-nm allows the use of the

new commercially available 635- and 650-nm diode lasers.

Keywords: Fluorimetry; Phase-modulation fluorimetry; Squaraines

Fluorescence detection is widely used in im-
munoassays and fluorescence microscopy, and
there is an increasing use of fluorescence in clini-
cal chemistry. In such measurements it is advan-
tageous to use long wavelength excitation and
emission, which results in decreased autofluores-
cence from cells and tissues, and allows the use of
simple laser light sources. However, the use of
simple lasers, such as the 635- nm to 670-nm laser

Correspondence to: J.R. Lakowicz, Center for Fluorescence
Spectroscopy, Dept. Biological Chemistry, University of Mary-
land, School of Medicine, 108 N. Greene Street, Baltimore,
MD 21201 (USA).

diodes, has been hindered by the lack of suitable
fluorescent probes. The objective of the present
work is to investigate the spectral properties of
squaraines for use in fluorescence-based assays.
For this purpose we synthesized ten squaraines
with different combinations of their heterocyclic
nuclei. These dyes have structures which are simi-
lar to those of cyanine dyes, but also contain a
central squarate bridge. The squarate residue
shifts the absorption and emission maxima to
longer wavelengths, relative to the comparable
cyanine dye, and is expected to increase the pho-
tostability of the dyes [1]. However, there is no
information on the fluorescence properties of the

0003-2670,/93 /306.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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squaraines. In this paper we describe the absorp-
tion and emission spectral data, fluorescence life-
times and quantum yields of ten squaraines, and
attempt to correlate these properties with the
heterocyclic moieties of the squaraines. Addition-
ally, we studied the photostabilities of these
squaraines in methylene chloride, isopropanol,
and in water when bound to bovine serum albu-
min.

E. Terpetschnig et al. / Anal. Chim. Acta 282 (1993) 633641

EXPERIMENTAL

'H NMR spectra were recorded on a General
Electric QE-300 spectrometer in CDCl, with TMS
as internal standard unless otherwise stated. Ab-
sorption spectra were taken on a Perkin Elmer
Lambda 6 UV-visible spectrometer. Emission
spectra were taken with an SLM 8000 spectroflu-
orometer, and lifetimes were determined with
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Scheme 1. Synthesis of a symmetrical and an unsymmetrical squaraine.
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our frequency-domain instrument [2], using magic
angle polarization conditions. The light source
was the cavity-dumped output of rhodamine 6G
dye laser at 600 nm. The emission was observed
through 660 or 680 interference filters with a
10-nm bandpass.

The frequency-domain data were used to de-
termine the lifetimes using the multi-exponential
model,

()= ¥ a; et/ (1)
i=1

where a; is the pre-exponential factor, 7, the
lifetime, and n =1 or 2 for the single or double
exponential fits, respectively. The fractional in-
tensity of each component in the intensity decay
I(t) is given by

fi=a;1/ ZajTj (2)

The mean decay time is given by
T= Zai7i2= ZfiTi (3)
i i

Prior to recording of spectra or lifetime the
dyes 1-10 were purified with liquid chromatogra-
phy (LC) using a C,4 reversed-phase column with
methanol as eluent. Quantum yields of the dyes
were obtained using the method described in [3].
Quantum yields of the dyes in isopropanol were
determined by comparison to a base form of
carboxy-SNARF-6 at the excitation wavelength of
577 nm, which has a quantum vyield 0.053 in
potassium phosphate buffer [4]. The quantum
yields of the squaraines 1-10 in water containing
5 mg ml~! bovine serum albumin (BSA) were
determined with CY-5.18-OH as the reference,
which has a quantum yield of 0.27 in PBS [5]. The
excitation wavelength was 600 nm, and the emis-
sion spectra were corrected for the different
spectral response of the spectrofluorimeter at the
appropriate emission.

Representative syntheses of the squaraines 2 and
5

The synthesis of dyes 1-10 was reported previ-
ously in more detail [6,7]. A representative syn-
thesis of the symmetrical squaraine 2, the unsym-
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metrical squaraine 5, and its precursors 5a and 5b
are given below (Scheme 1).

Symmetrical squaraine 2 [7]

3 mmole of N-ethyl-2-methylbenzothiazolium
iodite, 1.5 mmole squaric acid, and 3 mmole of
quinoline are suspended in 25 ml butanol-ben-
zene (2:1) and the mixture is refluxed for 20 h
using a Dean-Stark trap to separate the azeotrop-
ically removed water. After cooling the precipi-
tate is collected and purified with column chro-
matography on silica gel using chloroform: iso-
propanol = 15:1 as eluent. Yield: 30 mg (25%),
m.p. 300-301°C. 8 1.45 (t, 6H, CH,), 4.16 (q, 4H,
N-CH,), 5.90 (s, 2H, =CH), 7.15 (t, 2H, H-6),
7.21 (d, 2H, H-4), 7.37 (t, 2H, H-5), 7.54 (d, 2H,
H-7).

Unsymmetrical squaraine 5 [6-9]
This squaraine is synthesized in three steps
(see Scheme 1).

1-[3'-Ethyl-2(3H)benzothiazolylidene-2'-meth-
yl]3-ethoxycyclobuten-3,4-dione 5a

15 mmole of the N-ethyl-2-methylbenzothia-
zolium iodite are added to a stirred, hot solution
of 10 mmole ethylsquarate and 2 ml of trieth-
ylamine in 15 ml ethanol. The solution is kept at
70-80°C for 5 min, cooled down to RT and the
yellow to red colored precipitates are isolated,
washed with diethyl ether and dried. The product
was purified by column chromatography using
CHCI;-EtOAc = 9:1 as eluent. Yield: 41%, m.p.
185-187°C. & 1.40 (t, 3H, CH,), 1.52 (t, 3H,
CH,), 4.07 (g, 2H, N-CH,), 4.85 (q, 2H, O-CH,),
5.48(s, 1H, CH=), aromatic protons: 7.08 (d, 1H),
7.17 (t, 1H), 7.35 (t, 1H), 7.51 (d, 1H).

2-Hydroxy-1-[3'-ethyl-2(3H )benzothiazolyli-
dene-2'-methyl]cyclobuten-3,4-dione 5b

5 mmole of 5a are suspended in 20 ml boiling
ethanol. On adding 0.6 ml of 40% NaOH the
precipitate dissolves and the solution is kept at
boiling for another 5 min and then cooled to RT.
After addition of 6-7 ml 2 M HCI, the ethanol
solution is concentrated by rotary evaporation,
the resulting precipitate collected and used in the
squaraine synthesis without further purification.
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Yield: 89%, m.p. 246-248°C. 6 (D,-DMSO) 1.25
(t, 3H, CH,), 4.12 (q, 2H, N—CH,), 5.66 (s, 1H,
CH=), aromatic protons: 7.18 (t, 1H), 7.39 (m,
2H), 7.77 (d, 1H).

Unsymmetrical squaraine 5

1 mmole of the squaric acid 5b (see above) and
1 mmole of 2-methylene-1,3,3-trimethylindole-
nine were heated under reflux in a mixture of 20
ml toluene and 20 ml 1-butanol. The water was
removed azeotropically using a Dean-Stark trap.
After 16 h, the reaction mixture was cooled to
room temperature and the solvents removed by
rotary evaporation. The residue was treated with
diethyl ether and the product was isolated by
filtration. Further purification was achieved by
column chromatography using chloroform-2-pro-
panol mixtures as eluent or LC with methanol as
solvent. Yield: 77%, m.p. 312 — 314°C. & 1.45 (t,
3H, CH,-CH,), 1.71 (s, 3H, C-3-CH,), 1.78 (s,
3H, C-3-CH,), 3.46 (s, 3H, N-CH,), 4.23 (q,
2H, N-CH,) 5.77 (s, 1H, CH=), 6.03 (s, 1H,
CH=), aromatic protons: 6.92 (d, 1H), 7.08 (t,
1H), 7.21-7.35 (m, 4H), 7.42 (t, 1H), 7.58 (d, 1H).

RESULTS AND DISCUSSION
The structures of the dyes synthesized are
shown in Fig. 1. The absorption maxima (see

Table 1) in methanol, chloroform, methylene
chloride and water containing 5 mg mi~! BSA

TABLE 1
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(o]
X % R
\@%CH CH%D/
\ e

R2

o I

R4 ° R3
Compound X Y R4 Ro R3 Ry
1 C(Me); C(Me), Et H Et H
2 s s Et H Et H
3 Se Se Et H Et H
4 C(Me), C(Me); Me cl Me cl
5 CMe) S Me H Et H
6 C(Me)y Se Me H Et H
7 CMe); S Me cl Et H
8 C(Me); CMe)y Me cl Me H
9 CMe),  Se Me c Et H
10 s Se Et H Et H

Fig. 1. Structure of the ten newly synthesized squaraines.

range from 630 to 690 nm, which makes them
perfectly suitable for excitation with a red He-Ne
laser (633 nm) or laser diodes (635 and 670 nm).
Their high extinction coefficients (e = 200000-
250000 1 mol~! em™!) [6] and their narrow ab-

Absorption maxima (A, ), solvatochromic shifts (AA) and bandwidths (o) of the squaraine dyes in organic solvents

Dye Ay (nm) in AA (nm) o (nm)
MeOH CHCI, CH,Cl, H,0-BSA (Acny1,~Ameon) in CHCl,
1 628 635 637 636 9 25
2 649 669 670 663 21 2
3 665 684 686 678 21 36
4 632 641 641 642 9 28
5 635 (638.5) ® 649 (652) 650 647 15 35
6 643 (646.5) 657 (659.5) 658 659 15 33
7 634 (640.5) 649 (655) 650 651 16 40
8 629 (630) 637 (638) 638 643 9 27
9 644 (648.5) 655 (662.5) 659 663 14 39
10 658 (657) 677 (676.5) 678 671 20 32

# Values in parentheses are values calculated as the arithmetic mean of the absorption maxima values of related symmetrical dyes.
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sorption band widths (see Table 1) are advanta-
geous when used as sensing probes. This is be-
cause the energy of the laser light can be effec-
tively coupled with the narrow absorption band of
the probe, and the available emission occurs in a
narrow region of the spectrum and can be readily
isolated using an interference filter.

Absorption maxima of the unsymmetrical
squaraines 5-10

In order to determine the effect of structural
asymmetry on the spectral properties of dyes
5-10 we used the values of the absorption max-
ima of the symmetrical squaraines 1-4 to calcu-
late A_,.calc for the unsymmetrical squaraines.
The values of A, calc were obtained as the
arithmetic means of the absorption maxima of
the related symmetrical dyes (Table 1). The devi-
ations (A,,,,0bs—A . calc) can be attributed to
the different basicities of the heterocyclic nuclei
in the squaraines and are a qualitative measure of
the electronic asymmetry in cyanines [10]. Gener-
ally, the largest deviations are observed when
heterocyclic bases with very different basicity are
combined in a single dye, less sharply contrasting
nuclei give smaller deviations. Our squaraines
contain mostly three heterocyclic nuclei with ba-
sicity in the following order: (Se) benzoselena-
zolium-> (S) benzothiazolium-> (CMe,) di-
methylindolenine nuclei. The largest deviations
are observed for the squaraines 7 (—6.5 nm in
methanol and —6.0 nm in CHCIl;) and 9 (—4.5
nm in MeOH and - 7.5 nm in CHCI;) with the
combination of a 5-chloro-3,3-dimethylindolenine
moiety and a benzothiazolium- (7) or benzosele-
nazolium base (9). The smallest deviations in
electronic symmetry were calculated for the
squaraines 8 (—1.0 nm in MeOH and —1.0 in
CHCl,) and 10 (+0.5 in CHCIl;). This is also
revealed in their spectroscopic properties (life-
times, solvatochromic shifts and photostabilities),
which are similar to those of their symmetrical
parent-squaraines (see Discussion).

Solvent effects on the absorption spectra of dyes
1-10

It is known that the ground state of ionic
cyanine dyes has much more polar character than
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the excited state, and their absorption spectra
generally display negative solvatochromism, that
is a blue shift of the absorbance maximum with
increasing solvent polarity [11]. Negative solva-
tochromic shifts are caused by interactions be-
tween the dye molecule and the solvent, which
lowers the energy of the ground state relative to
the excited state in the dye molecules. Compared
to normal cyanines, the squaraines have two addi-
tional substituents (carbonyl and hydroxyl anion),
which can interact with a polar solvent to stabi-
lize the ground state. This produces a larger
negative solvatochromic shift in the squaraines
relative to the cyanines [1]. Due to their elec-
tronic asymmetry, squaraines 5-10 may be ex-
pected to show increased negative solvatochromy
relative to the symmetrical dyes 1-4. The effect
of the solvent polarity on A, is illustrated by
the AA values, the difference of the absorption
maxima values in CH,Cl, and methanol (Table
1). The values for the solvatochromic shifts can
be correlated with the basicity of the heterocyclic
nuclei but do not show any dependence on the
symmetry of the dyes. For both, symmetrical and
unsymmetrical squaraines, these values are in the
range of 9 to 21 nm, and do not show any
evidence of larger blue shifts for the unsymmetri-
cal squaraines 5-10.

A comparison of the half bandwidth of the
symmetrical and unsymmetrical squaraines shows
that electronic asymmetry is correlated with a
broadening of the absorption bands [12]. The
highest values of peak broadening of the absorp-
tion bands in chloroform were measured for the
spectra of the squaraines 7 and 9 (Table 1).

Fluorescence spectral properties of the squaraines

The emission maxima, Stokes’ shifts, quanturm
yields and lifetimes of the squaraines 1-10 in
different solvents are listed in Tables 2 and 3.
The Stokes’ shifts of compounds 1-10 are rather
small and in the range of 14 to 21 nm in MeOH,
13 to 30 nm in CHCl,; and 10 to 15 nm in
water-BSA solutions (Table 2). The quantum
yields as well as the lifetimes of dyes 1-10 vary
with solvent, and are dependent on the nature of
the heterocyclic bases (Table 3). In isopropanol
the highest quantum yields are exhibited by sele-
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TABLE 2

Emission maxima (A,,,,) and Stokes’ shifts (A) for squaraines
in organic solvents and water—-BSA

Dye  Apgy (nm) A (Apm—2AAps)
MeOH CHCl, BSA MeOH CHCl, BSA

1 644 645 669 16 10 13
2 663 687 677 14 18 14
3 688 714 688 23 30 10
4 653 654 652 21 13 10
5 651 666 662 16 17 15
6 661 675 672 18 18 13
7 653 664 661 19 15 10
8 648 653 655 19 16 12
9 662 677 676 18 22 13

10 674 699 684 16 22 13

nium and sulfur containing cyanines 2, 3 and 10,
which also show the longest lifetimes in organic
solvents. Importantly, on binding to BSA dyes 1,
4 and 5 exhibit the highest quantum yields and
the largest increase in lifetimes (15-20 fold) com-
pared to methanol. The lifetimes of 2, 3 and 10
are increased only 3-8 fold in this media. The
increase in quantum vyield of 1, 4 and 5 in water—
BSA solution is demonstrated in Fig. 2 with the
representative plot of the absorption and emis-
sion spectra of dye 1 in methanol and water
containing 5 mg ml~! BSA. The non-polar dye
binding site of BSA is revealed by the red shift of

TABLE 3

Quantum yields () and mean fluorescence lifetime (7) of the
squaraine dyes *

Dye Quantum yields () in Mean lifetime 7 (ns) in
Isopropanol BSA® MeOH CHCl, BSA®

1 0.09 0.70 0.20 1.52 3.25
2 0.13 0.26 0.56 4.05 4.03
3 0.14 0.30 1.19 4.15 342
4 0.10 0.68 0.21 1.42 2.80
5 0.10 0.78 0.24 1.95 3.53
6 0.11 0.38 0.41 2.44 3.56
7 0.08 0.34 0.26 1.65 3.01
8 0.07 0.34 0.20 1.05 2.29
9 0.10 0.20 0.43 2.14 227

10 0.17 0.38 0.83 441 3.93

AA.. =600 nm, A

€xc

obs

=660 or 680 nm (+10 nm), T = 25°C.
b In water with 5 mg ml~! BSA.
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Fig. 2. Absorption and emission spectra of the photostable
indolenine squaraine 1, in methanol and in water with 5 mg
ml~! BSA. The emission spectra were recorded with an
excitation wavelength of 600 nm with an excitation and emis-
sion bandpass of 16 and 8 nm, respectively.

the absorption spectrum in relation to that in
MeOH.

As will be shown below, the symmetrical
squaraines 1 and 4 are also the most photostable,
and therefore the most suitable dyes for analyti-
cal use. For such uses we expect the squaraines to
be covalently coupled to proteins, such as im-
munoglobins, to obtain the desired specificity. To
mimic this use of the squaraines, without the
need to synthesize conjugatable forms of all the
dyes, we examined the absorption spectra, emis-
sion spectra, and the lifetimes of these dyes when
non-covalently bound to BSA. Typical spectral
data for representative squaraines 1-4, as well as
the emission spectrum of the cyanine dye CY5
are shown in Fig. 3. The fact that the squaraines
display an increase in quantum yield upon bind-
ing to proteins can be an advantage, in that the
emission may be dominantly due to the protein-
bound species, with little emission from the free
dye.

The use of fluorescence lifetimes offers many
advantages in analytical and clinical chemistry
applications, and lifetimes-based sensing is tech-
nologically simple at the present time [13-16]. In
order to use moderately simple instrumentation it
is desirable for the lifetime to be longer than 0.2
ns, as observed for the most photostable indole-
nine derivatives 1, 4 and 8 in methanol. Fortu-
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Fig. 3. Relative emission spectra of the symmetrical squaraines
1-4 in water-BSA (5 mg ml~!) and CY-5.18-OH in PBS
(———) with A, =600 nm and T = 25°C.

nately, the mean lifetimes increase substantially
upon binding to BSA (Tables 3 and 4). The
increase in lifetime when bound to BSA, relative
to dissolved in methanol is demonstrated in Fig.
4, as seen by the dramatic shift to lower frequen-
cies upon binding to BSA. It is important to note

TABLE 4

Multiexponential intensity decays of squaraines in water with
5mg ml~! BSA, A, =600 nm, T =25°C

Dye 7,(ns) 7,(ns) af ff X&

1 316 - 1000 1000  58°

3.38 1.52 0.862 0.933 2.1

2 3.95 - 1.000 1.000 42

4.15 1.92 0.892 0.347 21

3 3.18 ~ 1.000 1.000 78.5

3.56 0.50 0.748 0.955 2.7

4 2.66 - 1.000 1.000 16.8

2.95 1.04 0.810 0.924 23

5 3.27 - 1.000 1.000 40.4

3.73 0.98 0.769 0.927 2.5

6 3.36 - 1.000 1.000 11.5

4.08 2.26 0.577 0.711 2.0

7 2.73 - 1.000 1.000 90.5

3.21 0.63 0.705 0.924 3.5

8 1.95 - 1.000 1.000 153.7

2.67 0.68 0.526 0.813 25

9 1.91 - 1.000 1.000 116.6

2.78 0.89 0.466 0.731 2.7

10 379 - 1.000 1.000 54

4.42 2.78 0.595 0.700 1.9

da,=1-a,, f,=1— f;. ® The value of y} were calculated
with uncertainties of 0.2° and 0.005, in phase angle and
modulation, respectively.
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Fig. 4. Frequency responses and mean lifetimes of the sym-
metrical indolenine squaraine 1 in methanol (A), chloroform
(B) and when bound to BSA (C) with A_,. =600 nm and
Aem =660 nm, T = 25°C.

that there is already a substantial difference in
phase shift of 35 to 55 degrees in the range from
100 to 200 MHz in the BSA-bound form of 1.
This is valuable for lifetime-based sensing, which
will most likely be accomplished using standard
dynode-type PMTs, which have a practical upper
frequency limit near 200 MHz.

The double exponential intensity decays pa-
rameters for the BSA-bound forms of 1-10 are
summarized in Table 4. The intensity decays were
found to be heterogeneous with a dominant con-
tribution of the longer-lived component.

Photochemical stabilities of the squaraines

In order to be useful in a diagnostic assay, or
for fluorescence microscopy, a fluorophore must
display good photochemical stability. Therefore
we tested the photostabilities of squaraines 1-10.
The fading tests were performed in methylene
chloride, isopropanol and in water containing 5
mg ml~! BSA. Two sets of dye solutions of 1-10
were made with known optical densities in the
range of 0.2 to 0.4. One set was exposed to
ambient light, which consisted of both fluorescent
lighting and indirect light from nearby windows.
The other set was kept in the dark. The absorp-
tion was measured after 40 and 120 h in case of
methylene chloride, 120 h in water—-BSA and 12
and 24 days in case of isopropanol. The absorp-
tions were compared to those of the dye solutions
in the dark. During this time the fading of the
solutions which were kept in the dark was negligi-
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TABLE 5

Remaining absorbance (%) of dyes 1-10 in methylene chlo-
ride, isopropanol and water—BSA, after exposure to ambient
light

Dye  Absorbance remaining (%) in
CH,Cl, after isopropanol after H,O-BSA after
40h 120h 12d 24days 120h

1 92 85 100 100 90
2 27 0 53 3 0
3 14 0 45 1 0
4 98 92 100 98 100
5 88 68 96 92 45
6 83 52 88 79 18
7 93 76 97 94 55
8 95 90 100 98 98
9 86 55 100 99 21
10 13 0 46 1 0

ble. Time intervals of measurements were chosen
in respect to the stabilities of dyes in different
solvents.

After 24 days of exposure in isopropanol dyes
1, 4, 8 and 9 faded only 0-2%, whereas the
extinction of 2, 3 and 10 decreased 97-99%. In
methylene chloride and water—BSA solutions the
photobleaching occurred faster, but the stability
patterns of the dyes remain similar (see Table 5).
The data in Table 5 show that the lightfastness of
the squaraines decreases in the order chloroin-
dolenine > indolenine > benzothiazole > benzo-
selenazole for these heterocyclic bases. Selenium
and sulfur-containing squaraines fade rapidly,
while the indolenine moiety seem to have a much
higher photostability. The importance of the het-
erocyclic moiety as the determining factor for the
photostabilities in cyanines is demonstrated in an
earlier publication by Heilig and Luettke [17]. As
reported in [17], the selenium-containing cyanines
exhibited the lowest photostabilities. Compared
to normal cyanines, the corresponding squaraine
analogues appear to have better lightfastness [1].

DISCUSSION
Based on their spectral properties squaraines

1-10 can be divided into three subgroups. The
first group containing the indolenine dyes 1, 4

E. Terpetschnig et al. / Anal. Chim. Acta 282 (1993) 633641

and 8 shows small solvatochromic shifts (AA,, =
9 nm), high photostabilities and shorter lifetimes
in organic solvents (r =1.1 to 1.5 ns in chloro-
form and 0.2 ns in methanol). The second sub-
group with dyes 2, 3 and 10 exhibits the largest
solvatochromic shifts (AA_,, =20-21 nm), low
photostabilities and long lifetimes (7 = 4.1 to 4.4
ns in chloroform, and 0.6 to 1.2 ns in methanol).
The remaining unsymmetrical squaraines 5, 6, 7
and 9 can be summarized in the last group. Their
values for the solvatochromic shifts and lifetimes
are in between those listed in the first two sub-
classes: (AA,,, = 14-16 nm), (r=1.7-2.4 ns in
chloroform, and 0.2-0.4 ns in methanol).

Importantly, the most photostable indolenine
squaraines also display the largest increase in
lifetime and quantum yield upon binding to BSA
(about 15 fold) compared to methanol. Based on
our experience in lifetime-based sensing [13-16),
the nanosecond lifetimes displayed by the indole-
nine derivatives when bound to BSA are ade-
quately long to allow the use of simple phase-
modulation instrumentation, which can be practi-
cal in a clinical environment. We conclude that
the absorption and emission spectral properties,
and the lifetime, of the indolenine derivatives of
squaraines are suitable for their use as labels in
immunoassays and other clinical applications.
Synthesis of protein-conjugatable forms of the
squaraines is now in progress. We are presently
investigating the spectral properties of conjugat-
able forms of these dyes when they are covalently
bound to proteins. Preliminary measurements on
these protein conjugates also show evidence of
significantly increased lifetimes [18] compared to
unbound forms of these probes.

This work was supported by grants from the
National Institutes of Health (RR 08119) with
support for instrumentation from the NIH (RR-
07510) and the National Science Foundation
(DIR-8710401).
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Abstract

Boron can be determined spectrofluorimetricatly based on the reaction of borate ion and Alizarin Red S in
aqueous media using flow-injection analysis. The carrier stream was deionized water and the reagent streams were
1% (w/v) EDTA, phosphate buffer (pH 7.5) and 2 X 107> M Alizarin Red S solutions. The injection rate was 50
h~!. The calibration graph was linear up to 40 wg ml~! boron and the relative standard deviation for the
determination of 4.0 ug ml~! of boron was 0.83% (n = 10). The detection limit was 0.34 g ml~! based on injection
volumes of 250 ul. The system was applied to the determination of boron in electroplating solutions.

Keywords: Spectrophotometry; Fluorimetry; Flow System; Alizarin Red S; Boron

Boric acid is used as a buffer component when
controlling the pH of the cathode film in electro-
plating, particularly for the deposition of nickel
and cobalt [1]. Many spectrophotometric methods
for the determination of boron utilise the reac-
tion of boric acid with hydroxyl compounds, par-
ticularly those based on anthraquinone, in con-
centrated sulphuric acid media or after evapora-
tion to dryness with the reagents [2,3]. Boron
forms fluorescent compounds in concentrated
sulphuric acid with dibenzoylmethane [4-6], 4'-
chloro-2-hydroxy-4-methoxybenzophenone [7,10],
Thoron I [11,12] resacetophenone [13,14], 2,4-di-
hydroxybenzophenone [15-17], salicylic acid
[18,19], acetylsalicylic acid [20], carminic acid

Correspondence to: D.T. Burns, Department of Chemistry,
The Queen’s University of Belfast, Belfast BT9 5AG, UK.

[21,22], quinizarin [23], quinizarin-2-sulfonic acid
[24] and Alizarin Red S [25]. Milder conditions
have been shown to apply for Alizarin Red S
[26,27], chromotropic acid [28-30), Victoria Blue
Violet [31] and for Phthalein Violet [32]. Of these
only that based on chromotropic acid has been
used in flow-injection analysis [33]. Herein we
report the first flow injection application of the
reaction of boric acid with Alizarin Red S under
mild conditions for the spectrofluorimetric deter-
mination of boron.

EXPERIMENTAL

Apparatus
Emission intensities were measured at 575 nm
(with excitation at 465 nm) using a Shimadzu

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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pump

13

) irum

Fig. 1. Schematic diagram of the flow-injection system: (1)
deionized water at 1.40 ml min~ !, (2) 1% (w/v) EDTA
solution at 1.40 ml min~!; (3) buffer solution pH 7.5 at 1.40
ml min~%; (4) 2x10~3 M Alixarin Red S solution at 1.40 m)
min~!; (5) sample injector (250 wD); (6, 8, 10) mixing points
(Omnifit three-way connector, “Hex”); (7,9) mixing coil (200
cm X 0.8 mm i.d.); (12) spectrofluorometer; (13) recorder; (14)
waste.

RF-540 spectrofluorimeter fitted with a 25 ul, 1.5
mm Quartz Glass Suprasil I flow cell (Hellma)
and recorded with a Shimadzu DR-3 data
recorder. Solutions were pumped using a vari-
able-speed peristaltic pump (MS-Reglo, Ismatec)
fitted with Tygon pump tubes. Samples were in-
jected using an Omnifit six-way valve fitted with a
by-pass coil. Flow lines were PTFE tubing (0.8
mm i.d.). The flow system is shown in Fig. 1.
Omnifit three-way connectors (“Hex”) were used
for mixing the solutions.

Reagents and solutions

All reagents were of analytical-reagent grade
unless indicated otherwise. Deionized water was
used throughout.

Boron standard solution 1000 pwg mi~' B.
0.1429 g of boric acid (H;BO;) (AnalaR, BDH)
was dissolved in 250 ml of water. The solution
was stored in a polyethylene bottle. Working
standard solutions were prepared by suitable di-
lution as required.

Alizarin Red S solution, 2 X 10 =3 M. 0.68 g of
Alizarin Red S (puriss, Fluka) was dissolved in
1000 ml of water.

Buffer solution, pH 7.5. 1.22 g of potassium
dihydrogenphosphate and 4.25 g amount of di-
sodium hydrogenphosphate were dissolved in
1000 ml of water.

EDTA solution, 1% (w/v). 5.0 g of EDTA
(disodium salt) was dissolved in 500 ml of water.

N. Chimpalee et al. / Anal. Chim. Acta 282 (1993) 643-646

General procedure
Samples and standards were examined using
the flow system and conditions given in Fig. 1.

Examination of main experimental variables

The experimental variables were examined in
a univariate manner.

Effect of reagent concentrations. When the con-
centration of EDTA solution was fixed at 1%
(w/v), the peak heights were found to increase
with Alizarin Red S concentration from 1.0 X
1073 M to 2.0x 1073 M and only slightly in-
crease thereafter, so an Alizarin Red S concen-
tration of 2.0 X 107> M was used in the subse-
quent experiments.,

With the concentration of Alizarin Red S fixed
at 2.0 X 1073 M, the peak heights were found to
increase rapidly with increasing pH of the buffer
solution up to 6.8 and very slightly increase up to
pH 7.5 and then to decrease. A buffer solution of
pH 7.5 was therefore adopted.

Effect of operating variables. The effect of
flow-rate, reaction coil length, mixing coil length
and sample injection volume were each studied
under the above optimum concentrations of
Alizarin Red S and pH. The total flow-rate ‘was
varied from 4.00 to 7.00 ml min~!, keeping the
flow-rate in each reagent line identical. The peak
heights were found to decrease with increase in
the total flow-rate and the peak widths became
narrower. A total flow-rate of 5.50 ml min~! was
selected as a compromise between sampling rate
and sensitivity.

When two mixing coils (7 and 9 in Fig. 1) were
fixed at 200 cm, the peak heights were found to
increase with increasing the reaction coil length
from 100 to 300 cm and were slightly decreased
and the peak widths also became broader above
300 cm. A 300 cm reaction coil (0.8 mm i.d.) was
chosen from consideration of peak height and
residence time. In the same way when the reac-
tion coil was fixed, heights were slightly de-
creased with increase in the mixing coil length
from 100 to 200 cm, but the baseline became
more stable. A mixing coil of 200 cm was there-
fore adopted.

The volume of sample injected was varied from
100 to 500 wul by changing the length of the
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sample loop in the injection vailve. The peak
heights increased non-linearly with increase in
sample size as the peak widths became broader.
A volume of 250 ul was a compromise between
sensitivity and sample injection rate.

Effect of acid concentration of sample solution.
The acid concentration in the sample solution
was varied from 0 to 0.7% (v/v) hydrochloric
acid. The peak heights were found to be constant
up to 0.3% (v/v) and then increased with increas-
ing acid concentration up to 0.5% (v/v) and
decreased at higher concentrated ions. The acid
concentration of sample solution was adjusted to
be 0-0.3% (v/v) in subsequent work.

RESULTS AND DISCUSSION

A linear calibration graph was obtained up to
40 ng ml~! B (r=0.999, n=10). The relative
standard deviation for the determination of 4 ug
ml™! was 0.83% (10 replicates). The limit of
detection (three times baseline noise) was 0.34
wg ml~l. The possible interference of diverse
ions on the determination of 6 ug ml~! B was
examined using the flow system and conditions
given in Fig. 1. The tolerable (less than 2% change
in peak height is considered free from interfer-
ence) ratios, added ion to boron (w/w) were as

TABLE 1

Determination of boric acid in plating solutions

Sample Composition Boric acid
€™ Added Found
(g17! (G
H;BO,;) H,;BO;)
A NiSO,-H,0 = 240.0 32.21 32274022
NiCl,-6H,0 = 50.0
B CoSO,-7TH,0 =60.0 29.72 30.16 £0.26
MgSO,-7H,0 = 140.0
Tartaric acid = 120.0
C CoSO,-7H,0 = 60.0 34.73 36.37+0.76
MgSO,-7H,0 =140.0
Tartaric acid = 120.0
D CoSO,:7H,0 = 60.0 39.50 40.72+0.41

MgSO,-7H,0 = 140.0
Tartaric acid = 120.0

2 Mean + standard deviation for five replicates.
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follows: Mg?*, Ca**, Co?*, Cu®*, Fe?*, NOj,
SOZ~, PO}~ and tartaric acid, 50; F~, 10; Ba®*,
1.

Analysis of plating solutions

The results for the determination of boric acid
in plating solutions (Table 1) were in good agree-
ment with the prepared values. Sample A was
prepared according to Lowenheim [1]. B, C and
D were working solutions obtained from industry
(USAM Metals). The method is simple to operate
and more rapid (50 injections h~!) than the
equivalent manual method.
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Abstract

A novel approach to the problem of k-medoid clustering of large data sets is presented, using a genetic algorithm.
Genetic algorithms comprise a family of optimization methods based loosely upon principles of natural evolution.
They have proven to be especially suited to tackle complex, large-scale optimization problems efficiently, including a
rapidly growing variety of problems of practical utility. Our pilot study lays emphasis on the feasibility of GCA - our
genetic algorithm for k-medoid clustering of large datasets — and provides some background information to elucidate
differences with traditional approaches. The experimental part of this study is done on the basis of artificial data sets
and includes a comparison with CLARA - another approach to k-medoid clustering of large data sets, introduced
recently. Results indicate that GCA accomplishes a better sampling of the combinatorial search space.

Keywords: Data reduction; k-Medoid clustering; Genetic algorithms; Subset selection

Cluster analysis comprises a widely applied
science [1-3] within the rapidly growing area
known as exploratory data analysis — a denomina-
tor for methods which explore the structure of
data that does not require the assumptions com-
mon to many statistical methods. Numerous ap-
plications reported in the literature concern ana-
lytical chemical problems [4-10].

In brief, a cluster analysis is concerned with
the problem of finding k& groups - or partitions,
or similarity classes, or indeed clusters — of ob-
jects in a metric data matrix according to some
plausible (dis)similarity criterion, thereby reveal-
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Chemistry, Facuity of Science, Katholieke Universiteit Nij-
megen, Toernooiveld 1, 6525 ED Nijmegen (Netherlands).
After Nov. 1: Dept. of Chemistry, Dalhousie University, Hali-
fax, Nova Scotia B3H 4J3 (Canada).

ing hidden, a priori unknown, structure. The ob-
jects, or patterns, are the rows in the data matrix;
each pattern among the K patterns (k < K), lists
L numerical values for a given set of variables
that describe some system. A particular partition-
ing must fulfil the condition that each partition
contains at least one object, and that each object
belongs to exactly one partition.

Exploratory data analysis methods fit in the
broader class of data reduction methods — meth-
ods which aim to explicit hidden structure in a
K XL data matrix. Data reduction in cluster
analysis is effectuated when a pattern is selected
from each of the k& clusters and considered as a
representative of that cluster. From this view-
point, a clustering problem can also be seen as a
subset selection problem: the selection of a sub-
set of k representative patterns from the source
set of K patterns. It should be realized that

0003-2670/93 /306.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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pattern selection is but one way to accomplish
data reduction. In other approaches to data re-
duction, one reduces the L variables to / vari-
ables (dimensionality reduction), using some cri-
terion in order to minimize the loss of informa-
tion. Variable reduction can be accomplished ei-
ther by the selection of a subset of [ variables
from the source set of L variables, or by the
creation of / new (ad hoc, or latent) variables
such as in principal components analysis (linear,
Karhunen-Loeve projection) or in non-linear
mapping [9] in generalized form. Genetic algo-
rithms appear to be competitive in both variable
reduction [11-16] and pattern reduction [17].

Method validation criteria

In this paper, generally important criteria for
the validation of computational methods are as-
sumed to be:

The quality of the end solution found by the
method;

The amount of computation time required by
the method; here, “computation time” is defined
as the time the method uses in order to terminate
according to some criterion other than an im-
posed maximum time that the user is prepared to
wait in practice, e.g., according to a convergence
criterion or a criterion based on a predefined
acceptable quality of the estimated solution; in
contrast, “running time” is defined as the time
that the method is allowed to run in practice,
never exceeding a predetermined maximum wait-
ing time;

The amount of computer memory required by
the method;

The ease of developing and implementing the
method,;

The ease of using the method.

In the course of this paper, these criteria are
regularly addressed in order to validate the meth-

ods of interest. For the moment, it is important to

realize that these criteria can be mutually con-
flicting in practice. For instance, it may be diffi-
cult to maximize the quality of the end solution
and at the same time minimize the amount of
computation time. Indeed, it turns out in practice
that simultaneous optimization of the criteria of-
ten forces one to make compromises.

C.B. Lucasius et al. / Anal. Chim. Acta 282 (1993) 647-669

COMBINATORIAL OPTIMIZATION APPROACH TO
CLUSTERING

In this section, we examine clustering as a
combinatorial optimization problem and motivate
the choice for a so-called partitional clustering
strategy when large data sets are concerned. A
genetic algorithm is proposed as a strategy that
can be brought to bear competitively on parti-
tional clustering.

Measures of dissimilarity for optimality criteria

The collection of all legal clusterings, or parti-
tionings, for a particular clustering problem is
hereafter called the search space. In searching
for the best partitioning in this space, an optimal-
ity criterion — or evaluation criterion, or objective
function - is applied in order to rate any candi-
date partitioning according to a plausible figure
of merit (utility, quality). Here, “plausible” indi-
cates the intuition that a particular clustering is
better when the average dissimilarity between
intra-cluster objects is smaller, while the average
dissimilarity between inter-cluster objects is
larger. Many ways seem acceptable to formalize
this notion into an optimality criterion. An exam-
ple is an optimality criterion based on the so-
called k-medoid model, which comes up in sev-
eral sections below.

Pairwise inter-object dissimilarities, or dis-
tances, are denoted as d,;, where i and j are
unique indices attached to the objects (1 < {i, j)
< K). The distances can be calculated according
to different measures, e.g. [2] the Minkowski dis-
tance, Mahalanobis distance, and 1 — | r;; | (where
r;; denotes the correlation coefficient). The dis-
tances are elements in a square, K X K, distance
matrix, D, which is mathematically derived from
the KX L data matrix (i.e., the data set), X.
Owing to the properties d;; = d;; (symmetry) and
d; =0, only the K(K—1)/2 d;; values for i <},
comprising the upper triangle of D (diagonal ex-
clusive), need to be stored in computer memory
or calculated in run-time as they are needed.
Incidentally, for larger L values it becomes more
attractive to store the d;; values in memory,
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because the time of their calculation is propor-
tional to L.

The second order Minkowski distance, also
known as the Euclidean distance, is popular and
therefore adopted in our study. Moreover, it is
hereafter implicitly assumed that D is calculated
from an autoscaled (that is, z-transformed) X; in
this way, equal importance is given to the L
variables.

Sampling the search space

Clustering techniques which have apparently
enjoyed most widespread application up to now,
fall within the categories hierarchical clustering
and partitional clustering [2,3,6,9].

In order to motivate our choice for partitional
clustering, we briefly pass in review the sampling
properties of hierarchical clustering first. The
main shortcoming of hierarchical clustering is
shown to be related to a “greedy” way in which
the search space is sampled. General consensus
exists that partitional clustering methods amount
to a much better sampling scheme, in general.
That this optimism is not entirely justified follows
in due course when we discuss a recently devel-
oped, highly praised partitional clustering method
and show that it too is in fact based on a greedy
sampling scheme which, although certainly quite
different from an hierarchical sampling scheme,
features some striking parallels with the hierar-
chical scheme in a more subtle sense.

Properties of hierarchical clustering

Hierarchical clustering is traditionally most ap-
plied, for its speed and its ease of implementa-
tion and use. A sequence of nested partitionings
is generated incrementally, such that at the bot-
tom level each object forms a separate cluster, or
singleton (k = K), and at the top level all objects
form one single cluster (k = 1); hence, all values
of k are dealt with in the same run. One of the
K — 2 intermediate levels represents the solution
of the problem, and is chosen at the discretion of
the user (through visual inspection of a graphical
representation of the sequence, called a dendro-
gram). The procedure is either started at the
bottom level, merging one object with a cluster at
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a time (agglomerative strategy), or at the top
level, splitting one object from a cluster at a time
(divisive strategy). In either case, each step is
performed in a greedy way in that the merging/
splitting object is selected deterministically (i.e.,
not probabilistically) according to the greatest
relative gain in overall similarity, and the choice
is irreversible (i.e., can not be canceled at a later
stage if that would then increase overall similar-
ity).

The most important shortcoming of hierarchi-
cal clustering is the poor sampling of the search
space: due to greedy nature of the search heuris-
tic, only a tiny fraction of the search space is
sampled. Adding to that the presence of sub-opti-
mal partitionings, it turns out that this fraction
does not necessarily contain the best partitioning
or even an acceptable partitioning. More quanti-
tatively, the number of partitions that are evalu-
ated is:

(K—1)+(K=2)+ - +2
= (K+1)(K-2)/2

For K =19, this is 170. Indeed, the search space
is much larger, considering that the number of
legal partitionings for given K and k is:

k K
= koL Z e LIK ~ k_ (1)

k! = il(k—1i)! k!
For K =19 and k = 4, say, this is 11259666 000 —
merely the size of a subspace in the entire search
space defined by a fixed K. (The size of the
entire search space is obtained by summing for
k=1,---,K) When k is kept fixed, the size of
the search space grows exponentially with K (re-
aching astronomical proportions quickly), whereas
the portion sampled during the search grows only
as a quadratic function of K; we say that hierar-
chical clustering has a time complexity of O(K?),
or order 2 in K. Thus, with increasing K, the
disparity between the size of the search space and
that of the portion sampled grows rapidly. It
follows from practice that for large data sets —
more precisely, typically for K> 100 - the solu-
tions found by hierarchical clustering are no
longer acceptable, as a rule; the comparatively
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short convergence time is then meaningless, of
course.

Properties of partitional clustering

There is a general consensus among practition-
ers that when it comes to clustering of large data
sets, a non-hierarchical, or partitional, clustering
method is imperative. By definition, such a
method employs a search heuristic which per-
forms steps in the search space that are not
confined to irreversible merges/ splits of objects
with /from clusters, thus allowing a better sam-
pling of the search space.

Partitional clustering problems - or rather
partitioning problems in general — are provably
N P-complete [18]. Formally, this means that it is
impossible, or at least extremely difficult, to ob-
tain a search heuristic that can find the true
solution of the problem in polynomial time [19].
Intuitively, a practically appropriate search
heuristic must be “intelligent”, i.e., neither too
“weak” (e.g., not exhaustively scanning the search
space) nor too “strong” (i.e., not too greedy);
such search heuristics are also called “moderate”
[19]; reasonably efficient and reasonably reliable
(robust).

Countless partitional clustering methods are
conceivable. Approaches which guarantee that
the best partitioning will be found, e.g., enumera-
tive search, are not practically feasible, as the
entire search space must be scanned exhaustively;
this is an astronomical enterprise for problems of
interest (K > 100). On the other hand, for practi-
cally feasible approaches, among which some are
briefly passed in review in the next section, it is
not guaranteed that the best partitioning will be
found, albeit near-optimal or acceptable parti-
tionings can be obtained, in general.

At this juncture, we emphasize that in the
remainder of this paper it is implicitly assumed
that K> 100 and k < K (typically k& <K/10),
unless explicitly stated otherwise.

Approaches to partitional clustering
Among putatively intelligent methods for par-

titional clustering are the following.
The branch and bound method [20] has been
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applied to partitional clustering by Koontz et al.
[21] and later by Massart et al. [22]. However, the
method has been criticized as computationally
too expensive for the large data sets frequently
encountered in practice. Moreover, the method is
based on assumptions which are often not realis-
tic in practice, viz.: the optimality criterion must
satisfy monotonicity (a subset should not be bet-
ter than any larger set that contains it) and a
lowerbound on the optimum (maximum) must be
known. Also, the development and implementa-
tion of the method is sometimes criticized as
being error-prone due to the complex bookkeep-
ing explicitly needed.

Simulated annealing [23-25] has been applied
to partitional clustering by Klein and Dubes [26].
This method is based on probabilistic (i.e., non-
deterministic) search heuristics that are relatively
easy to develop and implement. An advantage of
probabilistic search heuristics, in general, is that
end solutions do not depend strongly on the
initial estimate. Good results have been obtained
in various applications. However, the space of
“cooling” schedules is huge and complex, i.e., to
find an acceptable configuration of the method is
normally troublesome.

Recently, artificial neural networks have also
found promising application to partitional cluster-
ing [27-29]. In this methodology too, the configu-
ration space is huge and complex, and finding an
acceptable configuration is normally troublesome.

Tabu search [30-32] has been proposed for
large-scale combinatorial problem solving, inter
alia, and can thus be brought to bear on parti-
tional clustering. (An application of tabu search
involving hierarchical clustering is described in
[33])

A method apparently tailored to partitional
clustering — CLARA, from Clustering LARge
Applications — was recently introduced by Kauf-
man and Rousseeuw, and later also applied by
Hopke and co-workers [3,34-37]. Based on these
pilot studies, CLARA has been praised for its
efficiency and robustness attributed to a report-
edly unique, intelligent statistical resampling
heuristic. CLARA is founded upon the afore-
mentioned k-medoid model, and is used for the
comparative part of our study.
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Motivation for a genetic algorithm

Genetic algorithms [19,38—45] have been ap-
plied competitively to various complex, large-scale
optimization problems of practical importance
{39,40,46—49] (including several problems in ana-
Iytical chemistry, referenced in [19,50]), and
therefore naturally seem a profitable choice to
tackle partitional clustering problems. Genetic
algorithms for partitioning problems in general,
have only recently attracted the attention of some
scientists [51-55]. (Historically, genetic algo-
rithms were first predominantly applied to nu-
merical parameter estimation problems, later also
substantially to sequencing problems, e.g.,
scheduling problems. At this point in time, one
can only speculate on the impact that genetic
algorithms are going to have on partitioning prob-
lems.)

One of the, up to now few, studies involving
genetic algorithms for partitional clustering
specifically, is due to Bhuyan et al. [51]. They
conducted a comparison with a greedy partitional
clustering technique, and showed that the genetic
algorithm performs better. However, they did not
use large data sets (K < 60). Our study is differ-
ent in that we challenge large data sets (K = 1000)
and perform a comparison with another parti-
tional clustering technique (CLARA).

The power (efficiency and robustness) of ge-
netic algorithms can be intuitively appreciated by
considering one of their distinguishing character-
istics, namely: not one candidate solution, but
rather a collection of candidate solutions, in en-
coded form, is iteratively modified by the search
heuristics. In this way, the search is multi-direc-
tional; that is, multiple searches are carried out in
a single run. Importantly, as these searches inter-
act, i.e., exchange information to enhance mutual
guidance, the overall search can become very
efficient. The collection, or population, of en-
coded candidate solutions undergoes a simulated
evolution process reminiscent of natural evolu-
tion according to Darwin; that is, at each time
step, or generation, in which the population is
updated, the relatively well ranking solutions re-
produce and create offspring, while the relatively
low ranking solutions are repelled from the popu-
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lation. More light on the mechanics of genetic
algorithms is shed below.

THEORY

Here we give a summary of CLARA as it has
been described in the literature, and introduce a
genetic algorithm for partitional clustering, named
GCA, from genetic clustering algorithm. CLARA
and GCA employ the same objective function,
based on the k-medoid model.

The k-medoid framework

A clustering heuristic that is based on the
k-medoid model [3,22,34-37] evaluates a set of k
selected objects considered representative for the
k clusters to be found within the source set of K
objects. Given the set of representative objects,
the remaining objects are assigned to the nearest
representative object (Fig. 1), using the chosen
distance measure (Euclidean distance in our case).
The underlying philosophy of this deterministic
object assignment procedure is that a better set of
clusters is obtained when the k representative
objects are more centrally located in the cluster
they define. For this reason, the (supposedly)
optimal representative objects are called medoids,
and a suitable objective function to be minimized
is the sum, D,, of the distances of the respective

Fig. 1. Illustration of the k-medoid model: object assignments
to medoids.
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medoids to all the other objects of the same
cluster:

k
D k= Z Z dxi (2)
k=1 i assigned
to medoid «
where the d,; values are retrieved from the dis-
tance matrix D. Alternatively, the average dis-
tance, 8, =D, /(K — k), can be minimized, but
the calculations are then numerically less accu-
rate {3].

Importantly, due to the object assignment im-
plied by the k-medoid model, the target k-ary
(k-way) partitioning problem is, in essence, re-
duced to a binary (2-way) partitioning problem,
or subset selection problem; from this perspec-
tive, the first partition is the subset of the &
medoids to be selected, and the second partition
is the thereby implied complementary subset of
the K — k non-medoid objects. Accordingly, the
number of possible k-medoid subsets comprising
the search space is given by:

K!
K______ =
Si k!/(K—k)! )
which, although sizably smaller than PX (Eqn. 1),
is in practice still beyond exhaustive search when
large data sets are concerned. For k <K, S¥
grows explosively with k. (By “explosive” we mean
“faster than quadratically, in many cases even
faster than a higher-order polynomial”.)

Other important characteristics of the k-
medoid model are: (1) the implicit assumption of
hyperspherical clusters in the L-dimensional data
space; (2) the objective function (D)) exhibits
bias for large k values, as can be readily appreci-
ated by considering the extreme case of singleton
clusters (k = K, resulting in D, = 0).

Due to the bias in the objective function, a
clustering method based on the k-medoid model
is normally configured such that k£ remains con-
stant during the search; in that case, therefore,
we speak of a fixed-size subset selection problem
[45,50]. (Ideally, one would prefer to approach
k-medoid clustering as an unknown-size subset
selection problem, as that would allow one to
implicitly obtain the best k in a single run.) In
practice, runs are often repeated for different

C.B. Lucasius et al. /Anal. Chim. Acta 282 (1993) 647-669

values of k, and the best k is found according to
an off-line cluster validation criterion applied to
the results; one such a criterion is based on the
recently introduced silhouette analysis [3,36,
37,56], which however lies outside the scope of
this paper.

Any clustering method based on the k-medoid
model is said to belong to the class of k-medoid
clustering methods, although the most popular
method therein is often referred to as “the”
k-medoid method. Recently, the name PAM
(partitioning around medoids) was coined for the
k-medoid method. Incidentally, relative to the
so-called k-means method [3], developed earlier,
PAM is often praised for its: (1) robustness; (2)
good characterization of all clusters that are not
too elongated; (3) good detection of outliers.

PAM consists of two procedures: a building
procedure followed by a swapping procedure,
each based on a different incremental stepping
heuristic. In general, incremental stepping heuris-
tics (including the abovementioned hierarchical
clustering methods) have a time complexity that
is quadratic in the dimensionality of the system
under consideration. Indeed, both procedures in
PAM can be estimated to have approximately
time complexity O(K ?) for fixed k; also, the time
complexity is approximately O(k?2) for fixed K.
(In making these estimates, it is assumed that the
computation time of PAM is predominantly de-
termined by the summation of distances to calcu-
late D,; this is reasonable, because the burden of
other computations, mostly distance retrievals
from D stored in memory, and object assign-
ments, is, in comparison, negligible.)

For a detailed description of PAM, the reader
is referred to [3]; here, we suffice with the follow-
ing concise outline.

In the building procedure, the first step con-
cerns the selection of the object that represents
the best medoid if k = 1; that is, D, is minimized,
all objects are considered to belong to the same
cluster. In each consecutive step, a new medoid is
added to the set of medoids, namely the object
which maximizes some predefined contribution
(relative gain); the stepping goes on until all k
medoids are selected. Although the contributions
evaluated in each step may be regarded as the
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values delivered by an objective function other
than D,, the overall procedure is supposed to
minimize D,; that is, the building procedure aims
to minimize D, indirectly.

Using the set of k& medoids thus obtained, the
swapping procedure attempts to further improve
this set by successively considering all pairs of
objects for which one object is a medoid and the
other is not. In each pair, the roles of medoid and
non-medoid are interchanged as part of a strat-
egy to calculate some predefined contribution,
and in each time-step the exchange which yields
the largest contribution is accepted. The proce-
dure terminates when there are no more pairs for
which an exchange leads to improvement. Note
that the swapping procedure too aims to mini-
mize D, indirectly by maximizing contributions in
the respective steps performed.

It is to be ascribed to PAMs quadratic time
complexity in K that computation times become
unacceptably long in practice when large data
sets are used. One way to potentially circumvent
this problem is to estimate the best clustering of
all objects from samples of objects passed to
PAM. Such an approach (statistical resampling) is
embodied in CLARA, discussed next.

CLARA

In CLARA [3], PAM is called M times by an
embedding, or major, iteration cycle, where M is
a control parameter; in this vein, PAM may be
considered the embedded, or minor, iteration cy-
cle of CLARA. In each major iteration, PAM
performs a clustering of K’ objects selected from
the K objects in the entire data set. The value of
K’(<K) is chosen according to the equation
K'=Ak + B, where A and B are control param-
eters; the standard values for M, A and B are
listed below.

In the first major iteration, the sample of K’
objects for PAM is selected randomly from the K
objects. After PAM has completed clustering this
sample, the remaining K-K' objects are quickly
assigned to the respective nearest k medoids;
next, D, (Eqn. 2) is calculated directly for all
objects thus clustered. Subsequent major itera-
tions follow a similar scheme, except that the
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sample of K’ objects for PAM is now required to
include the set of & medoids most recently found
and accepted. Only if the new set of medoids
found turns out to be better (i.e., features a lower
D,) than the most recently accepted set, it will be
accepted for use in the next major iteration;
otherwise it is rejected and the most recently
accepted set is reused in the next major iteration.

Computation time

As a consequence of CLARA'’s quadratic time
complexity in k (assuming K’'=Ak + B), any
reasonable maximum allocated running time is
reached quickly as k& increases. This is probably
an important reason why, to our knowledge, the
few hitherto reported applications of CLARA
typically feature k£ < 10. However, a more impor-
tant reason why small k values are used, proba-
bly lies in the fact that the size of the search
space grows explosively with increasing k (Eqn.
3); that is, with increasing k, the disparity be-
tween the size of the search space and that of the
portion sampled grows rapidly. Ironically, a simi-
lar drawback was diagnosed above for hierarchi-
cal clustering. These arguments should warn us
that CLARA is actually a greedy partitional clus-
tering method, even though this has hitherto not
been mentioned so explicitly in the literature.
Therefore, it seems reasonable to suspect, at this
juncture, that with increasing k, the search is
increasingly likely to converge into sub-optima,
especially when complex data sets are concerned.
Whether this is indeed the case, can only be
assessed empirically; this issue is addressed in the
experimental part of our study.

GCA

In this section, we discuss a general flowchart
of genetic algorithms, and indicate how it applies
to GCA in particular. The flowchart comprises
modules concerned with the exploration of the
search space, as well as modules concerned with
the exploitation of useful information collected
along the way. The need for a balance between
exploration and exploitation, and other general
conditions for optimal performance, are empha-
sized. In general, the optimal choice of the explo-
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ration operators in a genetic algorithm depends
on the type of domain under consideration, as
will become evident in the course of the discus-
sion.

As opposed to CLARA (or embedded PAM,
actually), GCA calculates D, directly in order to
evaluate each candidate solution. This allows a
better sampling of the search space.

Flowchart

Genetic algorithms comprise a family of prob-
abilistic optimization methods based loosely upon
principles of natural evolution. That is to say,
they fulfil a widely accepted but not very strickt
description, or generic flowchart [45,50] (nega-
tive-indexed steps represent preliminary actions):

— 3. Parameterize the objective function (mod-
ule 0). The domain parameters incorporated in
the objective function are set, using domain-de-
pendent input data. In the objective function of
GCA, this input is the distance matrix D (initially
derived from the data matrix X).

— 2. Parameterize the genetic routines (modules
—1,1, 2 3 a b, 4). Control parameters are set,
using domain-independent input data. Examples
of such parameters are the probabilities for re-
combination and mutation (see modules a and b
below); other important control parameters, e.g.,
the population size, are elucidated in the course
of the further discussion.

— 1. Initiate strings. The initial population is
created. Each string in the population uniquely
encodes a candidate solution of the target prob-
lem; many encodings are possible for a particular
problem, and the one chosen reflects an educated
guess of the implementor. Normally, the strings
are of a fixed length. Without prior knowledge
available, the initial population usually comprises
strings that represent random candidate solu-
tions. The population size is specified by the user
(in module —2 above).

0. Evaluate strings. Each string in the popula-
tion is decoded to obtain its actual meaning. This
is then passed on to the objective function, ¢, or
D, in GCA, in order to calculate and store a
numerical value indicating performance, called
the raw fitness, f,=¢. It is hereby assumed,
without loss of generality, that ¢ is a maxization
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criterion; if this is not the case, as in GCA, then
fo is calculated by applying some inverting trans-
formation to ¢, e.g., sign inversion (f; = —¢) or
reciprocation (f, = 1/¢). In this way, any genetic
algorithm always explicitly maximizes f,. (This
measure is called “raw” to emphasize how close
it stands to the problem domain, having under-
gone minimal numerical transformation.)

Next, a termination criterion is applied, based
on either the observed performance or on a maxi-
mum generation. If it succeeds, the algorithm
terminates; otherwise it continues. In GCA, the
termination critertion is based on a predeter-
mined maximum generation, i.e., based on the
allocated running time.

1. Scale fitnesses. Raw fitnesses are scaled in a
number of (possibly 0) transformation steps when
they are not suitable as such for the selective
reproduction or -replacement procedure (mod-
ules 2 and 4 below). Linear scaling is widely
employed; it is an option in GCA besides another
scaling mode mentioned in due course.

2. Selectively reproduce strings. A selection cri-
terion that shows bias for strings with compara-
tively high (scaled) fitness values is iteratively
applied to the strings in the population; each
selected string is copied to a temporary (new)
population, subject to a size not larger than the
current population. Due to the ensuing selection
“pressure”’, the temporary population may be
expected to perform better than the current pop-
ulation. In many implementations, the strings are
reproduced according to roulette selection; that
is, probabilistically with expected rates propor-
tional to their (scaled) fitness; roulette selection
is an option in GCA besides another selection
mode mentioned in due course.

3. Pair strings. In preparation for recombina-
tion (module a below), pair the strings in the
temporary population to obtain parent pairs. The
pairing is either random (as is the case in many
implementations, including GCA) or according to
a more sophisticated criterion.

a. Recombine strings. The recombination oper-
ator is iteratively applied to the pairs of parent
strings in the temporary population with probabil-
ity p, (the recombination probability). Upon suc-
cess for a particular pair, equally sized string
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fractions (“partial candidate solutions”) are se-
lected and swapped so that new strings (child
strings) are formed in the temporary population;
the fractions are selected probabilistically, ideally
according to the so-called building block principle
discussed below. Upon failure, the child strings
normally simply become copies of the parent
strings.

b. Mutate strings. The mutation operator is
iteratively applied to strings in the temporary
population. In a particular string, random local
changes are imposed, each with probability p,,
(the mutation probability). Mutation too intro-
duces diversity into the temporary population,
but merely with the aim to enhance the produc-
tivity of recombination.

4. Selectively replace strings. The strings in the
temporary population replace an equal number
of strings in the current population; the latter are
selected .according to some criterion, e.g. one
with bias for the worst performing strings. In
many implementations, including GCA, the size
of the temporary population equals that of the
current population, leaving complete replacement
- or replacement without “generation gap”, or
generational population handling — as the only
possibility.

Return to 0.

At any stage of a run of a genetic algorithm,
the best candidate solution so far encountered is
normally kept track of, and upon termination the
best candidate solution ever encountered is shown
to the user.

The modules 1, 2, 3 and 4 are called exploita-
tion modules, as they affect the survival rates of
the strings in the population, hence are con-
cerned with the exploitation of important infor-
mation currently stored in the population as indi-
cated by (raw or scaled) fitness. These modules
can be chosen quite independently of the type of
target problem [45,57]. Incidentally, fitness scal-
ing is only needed if the chosen reproduction- or
replacement module uses fitness values instead of
fitness ranks [57]. The modules a and b, on the
other hand, are concerned with the exploration of
the search space. The choice of these modules

655

depends considerably on the type of target prob-
lem and, related to that, on the encoding chosen
to represent the candidate solutions.

Structurally simple as a genetic algorithm may
seem and intuitively appealing its underlying evo-
lutionary principles, the overall evolution process
is mechanically very complex due to the large
amount of procedural interactions that take place
through the population, the central medium of all
procedural actions. This mechanical complexity,
in combination with the huge configuration space,
spanned by all possible procedural components
and their possible parameterizations, can make
the search for a configuration that leads to an
acceptable performance a troublesome enterprise
for which, not surprisingly, no standard method-
ology is available.

Principal conditions for optimal performance

Two important conditions for efficient and ef-
ficacious search are [19,45,50]: (1) the exploration
and exploitation are balanced; (2) the exploration
is intelligent.

The first condition can be accomplished by
parameterizing the selected modules appropri-
ately. That this task is not easy may be ascribed
to the mechanical complexity of genetic algo-
rithms, as pointed out above; it demands some
field experience, albeit general guidelines can be
obtained from the mainstream literature on the
subject.

The second condition can be fulfilled by using
exploration operators which strive after maximum
modification of strings (hence maximum explo-
ration) at minimal loss of relevant implicit infor-
mation, or properties, stored in the strings. This
can be accomplished with the recombination op-
erator. As this operator takes as input a pair of
parent strings, cuts them into fractions, and ex-
changes some of these fractions between the
strings to produce two new, equally sized strings
(child strings), it preserves, as opposed to the
mutation operator, all constituent elements of the
original string pair - intuitively an important
minimal condition to preserve relevant properties
from both parent strings. In this way, recombina-
tion exhibits assembly behavior and thus can ac-
complish, more so than mutation, comparatively
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large leaps in progress, even when the operation
does not show bias for any particular property.
With bias for the good properties, the recombina-
tion operator is even more intelligent; this notion
is commonly called the building block principle
[19,38,39,45]. Of course, this principle requires
that the designer of the recombination operator
knows what the good properties for the given
type of search task are. It is important to realize
that if such knowledge is based on false assump-
tions, the search can be frustrated (i.e., deceived)
and performance can thus be seriously degraded.

The exploration operators

For the comparison of GCA with CLARA to
be meaningful, the modification operators (re-
combination and mutation) in GCA are based on
the k-medoid model; that is, the operators mod-
ify strings in such a way that each new string still
represents a legal set of k medoids selected from
the source set of K objects.

Recombination. Initially, it was our intention to
use the recombination operators that have re-
cently become available for k-way partitioning
problems in general [51-55]; for k = 2, then, our
purpose would in principle be served, considering
the two partitions in this case as, respectively, the
subset of medoids and the thereby implied com-
plementary subset of non-medoid objects. How-
ever, upon closer inspection these operators turn
out to fall short seriously, since they regard find-
ing k, as well as finding the sizes of the &
partitions, a part of the search task. In this way,
these operators have an unacceptable amount of
overhead (redundancy) associated with them for
our purposes. This provided us with the incentive
to design home-made recombination operators
dedicated to fixed-size subset selection problems.

Our recombination operators for fixed-size
subset selection problems are [45,57,58] D_SX
(general-purpose subset recombination) and
D _MX (mix subset recombination); the prepend-
ed “D” in the names serves to remind of the fact
that direct (rather than binary) subset encoding is
used [45,50,57], i.e., the strings that represent
candidate subset are simply a concatenation of
indices that directly and uniquely denote the se-
lected elements. Unlike D_MX, D_SX can be
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used in additional modes, wherein it is aimed to
preserve, respectively, the order and position of
elements in the parent strings [57-60]. These
additional modes are, however, meaningless for
k-medoid selection; that is, if D _SX is used, then
only its regular mode (wherein the placement of
elements is immaterial) would make sense for our
purposes. Empirically, we established that D_SX
in regular mode results in performance similar to
D _MX. The latter is more memory efficient, and
was therefore implemented in GCA.

In general, many recombination operators, in-
cluding D_MX, when applied to two parent
strings (P, P,), produce two child strings
(C17 Cz):

D_MX
Pl’ PZ_’ Cl’ C2

The procedure for the swapping of string frac-
tions that is part of any recombination operator,
is applied with probability p,, the recombination
probability; otherwise, C; and C, simply become
copies of P, or P,, respectively. D_MX takes
into account the constraints related to direct sub-
set encoding, namely: any element that repre-
sents an object in the source set of objects, should
occur at most once in the string of elements that
represents a candidate subset. D _MX works as
follows, using P, =237 and P,=482 (hence
k = 3) for illustration purposes:

(1) Mix P, and P,:

(a) Append copies of P, and P, to obtain, say,
0:
Q= 213171428222

The subscripts are not actually part of the ele-
ments, but merely serve to remind of the original
parent.

(b) Randomly scramble the elements, e.g.:

Q= 422221827131

(2) Add new material; that is, apply the follow-
ing built-in mix mutation: With a predetermined
probability p, ..., replace each of the first k
consecutive elements in Q by a copy of an ele-
ment indicated randomly, but never more than
once, in the source set, e.g.:

Q =52,78,7,3,
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Note that in this example, 2 of the k trials
succeeded (at the first and third position).

(3) Randomly scramble the elements again,
e.g.:
0=2,7773,58,

(4) Build C, by copying k elements from Q,
starting at the leftmost element and going ele-
mentwise to the right, subject to the condition
that elements that are already in C, are skipped:

C, =273

(5) Build C, by copying k elements from Q,
starting at the rightmost element and going ele-
mentwise to the left, subject to the condition that
elements that are already in C, are skipped:

C,=853

Mutation. Besides the built-in mutation, a point
mutation operator, D _PM, is independently ap-
plied to all strings in the population: one element
in a child string C is selected randomly with a
predetermined probability, p,, o, and, upon
success, replaced by a copy of an element indi-
cated randomly in the complementary subset to

produce C':

D_PM
C—C

where, for instance, C=368 and C’'=348. (In-
cidentally, D _PM is the equivalent of one itera-

tion in D_TM, trade mutation, described in
[57,58])

Computation time

In any genetic algorithm run, a population
comprising N strings evolves for G generations.
In many implementations, including GCA, by far
most of the computational effort resides in the
NG string evaluations. In GCA, the time of one
such evaluation is proportional to the K — k dis-
tances summed to obtain D, . Thus, the computa-
tion time of GCA is proportional to NG(K — k).

Optimal values for N and G depend on how
one chooses to define “optimal”, e.g., as minimal
D, (i.e., maximal quality of the end solution); or
as some compromise between minimal NG (i.e.,
minimal computation time) and minimal D,. Ir-
respective of the criterion used, however, it is not
straightforward how to theoretically derive opti-
mal values for N and G. This may be ascribed to
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the mechanical complexity of genetic algorithms,
in general, which obstructs reliable theoretical
modeling of the search, thus making an empirical
approach imperative. Intuitively, it is reasonable
to expect that optimal values for N and G are
such that their product, NG, increases with in-
creasing problem dimensionality (defined by K
and k).

For all practical purposes, the computation
time of a particular, not necessarily optimally
configured genetic algorithm may be taken equal
to the convergence time, i.e., to the time after
which D, no longer decreases noticeably. This
definition is convenient because convergence can
easily be detected empirically (using some prede-
fined convergence criterion).

Although the theoretical relation between the
convergence time and the problem dimensionality
is generally unknown, there exist theoretical ar-
guments in favor of the statement that genetic
algorithms can reach time complexities that are a
small, possibly even fractional, power of the prob-
lem dimensionality — while (near-)optimal or ac-
ceptable solutions are still found. This attractive
property stems from the so-called schema theo-
rem: the mathematical framework of genetic algo-
rithms. It predicts that the search space is sam-
pled exponentially in time if the principal condi-
tions for optimal performance (as discussed
above) apply [19]. More precisely, as population
members — points in the search space — are
explicitly evaluated, an exponentially growing
portion of the search space is implicitly sampled;
the implicit sampling is a consequence of the fact
that schemata, or, basically, similarities between
points in the search space, are taken advantage of
during the search. Implicit exponential sampling
of the search space distinguishes genetic algo-
rithms from other search methods. It is widely
believed that this property is responsible for the
empirically established fact that a linear increase
in the problem dimensionality, which normally
leads to an exponential increase in the size of the
search space, usually does not cause an exponen-
tial increase in the computation time; instead, a
low-order polynomial increase is observed in most
studied cases. (In the experimental part of our
study, we aim at making a similar observation.)
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EXPERIMENTAL

Here the computer programs used in this study
are described, the comparison strategy followed is
outlined and the configuration of GCA is dis-
cussed in detail.

Computer programs

All computer programs were developed in the
computer language C for portability and speed of
execution. They were run on a SUN Sparc Sta-
tion 2 (under UNIX). Using this hardware, for
GCA the maximum allocated running time of a
few hours was empirically found to correspond
approximately with NG < 100000 (the number of
string evaluations). This constraint was taken into
account in empirically deriving optimal values for
N and G, as described below.

CLARA. The computer program for CLARA
was created from scratch, as described in [3]. For
small values of k, it can be empirically estab-
lished that the convergence time (computation
time) of CLARA is well within a reasonable
maximum allocated running time, e.g., within a
few hours, say, employing abovementioned type
of computer; this convergence does not automati-
cally imply that the best or even an acceptable
solution is found. The statement that a few hours
is a reasonable running time, is based on the
assumption that other analytical activities can be
carried out independently while computation is
performed, or computation can be performed
overnight; moreover, computation is nowadays
fast and relatively inexpensive.

GCA. The computer program for GCA was
created using a so-called genetic algorithm proto-
type in GATES (genetic algorithm toolbox for
evolutionary search) — a library of domain-inde-
pendent routines [50,57]; by “domain-indepen-
dent” routines are meant routines that can be
used for other application domains as well.
Among the prototypes available in GATES, the
one dedicated to regular, fixed-size subset selec-
tion problems was chosen. Simply phrased, a pro-
totype is a prefabricated, template genetic algo-
rithm without an objective function. Accordingly,
GCA was basically obtained by merely program-
ming the objective function and linking it to the
prototype.
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In practice, the convergence time of a genetic
algorithm often turns out to be larger than that of
a more locally (greedily) searching method ap-
plied to the same problem. While this seems to
contradict the theoretical claims of efficiency, it
should be realized that, as evidenced by many
practical applications, genetic algorithms tend to
find solutions of considerably better quality. Em-
pirically, we established that the computation time
of GCA, as applied to the data sets used in this
study, approximates a reasonable maximum run-
ning time (a few hours) employing abovemen-
tioned type of computer.

In both CLARA and GCA, D’s upper triangle,
or hereafter simply D for short, is calculated from
X and then stored in memory in a reduced form.
The motivation for the reduction is that other-
wise D occupies an unacceptable amount of
memory for large K values of interest, as the
amount needed grows quadratically with K.

In CLARA, the reduction in D is accom-
plished by taking advantage of the fact that in
each of the M major iterations, PAM considers
only a sample of (K'<K) objects. More pre-
cisely, in each major iteration, D is calculated
only for the objects in the sample, and stored in
memory for quick access by PAM as the latter
executes. A modification to CLARA that we be-
lieve is worth considering in the future, is the
following. Before CLARA starts its major itera-
tions, D is calculated from all K objects and then
stored in memory in a compressed format, as
elucidated shortly. In each iteration, D (com-
pressed) is passed to PAM, along with a vector of
K' integers that serve to index the objects in a
particular sample. Using this vector of indices,
compressed distances are quickly retrieved from
D in PAM as they are needed.

Reduction in D through compression is imple-
mented in GCA. The compression comes down to
encoding real values as integers. In order to store
a real number, ¢.g., a distance d,-]-(i <j), at least
64 bits are needed on many computers. We ac-
complish the compression of 4;; into a bitfield
(bit row) of 7 < 64 bits by calculating the integer
compressed distance, d ,-’}f, for d;; according to:
d} = integral part of (2¢— 1) ddi 4)

max
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where d,,, is the maximum d; in (uncom-
pressed) D and ¢ is the chosen digitization reso-
lution (in bits); in order to avoid an unacceptable
truncation error, ¢/ must not be too small. The
bitfields of the respective d%’s are concatenated
contiguously to form a so-called compact bit-
string, i.e., a bitstring in which all bits are actual
computer bits (instead of, say, bytes confined to
the values 0 and 1); 4 is accessed as the Ath
bitfield on the compact bitstring, where h =j + (i
—DK-i(i+1)/2 (i <j); the technicalities of
bitfield access on compact bitstrings are eluci-
dated in [57,65]). In our study, we used ¢= 10 for
all dj’s; this amounts to a compression of nearly
85% relative to 64-bit real numbers.

Upon decompression, a digital real value, the

decoded distance, is obtained:

dy

dij = ﬁdmax (5)
The summation of d,;’s, then, yields D,. How-
ever, since optimizing Dj (the sum of dj’s,
hereafter oftentimes referred to as “response”) is
equivalent with optimizing D,, run-time decom-
pression is not necessary and has therefore been
omitted from GCA. (The equivalence applies
since the same / is used for all d’s, thus con-
serving mutual importance among the L vari-
ables.)

GENERATE. The computer program GEN-
ERATE was developed for the creation of artifi-
cial data sets. The rationale for using artificial
data sets is that the structure is a priori known,
thus enabling a better validation of the methods
used [2,61]; this is important at the present stage
wherein still little is known about the relative
viability of genetic algorithms as applied to clus-
tering problems. GENERATE complies with the
k-medoid model in that it creates hyperspherical
clusters according to a method described in [2];
furthermore, the clusters created by this method
feature Gaussian distributed object densities, and
we purposefully avoided overlap between the
clusters.

Three data sets were created for our study,
each comprising K = 1000 objects (in a two-di-
mensional data space (L =2) to allow graphical
display) but different amounts of clusters: k = 15,
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k=25 and k =50; these (autoscaled) data sets
are contained in files named dat15.x,
dat25.x, and dat50.x, respectively, and are
illustrated in 'Fig. 2a—c (The extension .x re-
minds of the formal notation of the data matrix,
X.)

Comparison strategy

A comparison between two methods is mean-
ingful if both are optimally configured; when only
one method is optimally configured and the other
turns out to perform better nonetheless, then too
a comparison is meaningful, although this can
only be concluded afterwards, of course. Unfortu-
nately, however, for many optimization methods
used in practice, including CLARA and GCA,
there is no standard methodology available to
find an optimal working point in their configura-
tion space. Therefore, in practice, one needs to
accept the best configuration found for each
method after evaluating a fair but limited amount
of configurations, using the best available means.
Since the comparison can not be made more
reliable in practice, due reserve in drawing con-
clusions is in place.

Configuration of CLARA

The configuration of CLARA has been opti-
mized earlier by its creators and the result was
presented in the literature [3]. Since further opti-
mization is beyond the purposes of this pilot
study, we adopted this standard configuration:
M =5 (the number of major iterations), A =2
and B=40 in K'=Ak + B (the number of ob-
jects in the sample of objects passed to PAM).

Configuration of GCA

In general, the most successful strategy to opti-
mize the configuration of a genetic algorithm
turns out to be making educated estimates based
on rules of thumb obtained through practice, i.e.,
on expert intuition [19,45,50]. The disadvantage
of this approach, however, is that the expert
involved can often not rationally explain the
choices made.

Another approach that might be considered is
a fractional factorial design, e.g., a Plackett-Bur-
man design [62]. (A full factorial design, or grid
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Fig. 2. Atrtificial data sets for (a) k=15, (b) k=25 and (¢)
k =50 (K = 1000, L =2). (Cluster membership is denoted by
arbitrarily chosen characters.)
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search, would provide a guaranteed means to find
the optimal configuration, but is not feasible
within practically reasonable time due to the large
amount of factors involved.) The disadvantage of
fractional factorial designs is that they are based
on strong assumptions, €.g., on the assumption
that the factors involved are not correlated. Since
such assumptions are not acceptable for a com-
plex matter such as genetic configuration (where
the factors are genetic control parameters, among
which many are strongly correlated), it is impor-
tant to practise great restraint in drawing conclu-
sions from the results.

Our approach to the configuration of GCA is a
combination of the abovementioned two ap-
proaches, as follows. Using the experience we
have with the application of genetic algorithms,
we selected a number of supposedly influential
factors (control parameters) and made educated
guesses at two more or less realistic levels for
these; in this way, it is not likely that the space of
configurations considered contains very bad con-
figurations. These levels were used in a Plackett-
Burman design to study the factor effects; the
response measured to calculate these effects was
the D} of the best string in the population of the
generation of interest. The properties of a Plack-
ett-Burman design can be summarized as follows:

By conducting n experiments (where n is a
multiple of 4), n — 1 variables are screened, as-
suming first-order factor effects only (hence, as-
suming the lack of factor correlations);

In most Plackett-Burman designs (including
those considered for our study) the factors are
tested at [ = 2 levels, indicated in a binary way as
“+” and “—""; for numerical factors, these levels
indicate “high” and “low” values, respectively;

In the experiments, each factor is set n/2
times to “+ and n/2 times to “—

In order to enable statistical calculations, one
or more so-called dummy variables are taken into
account;

Results are evaluated using a Student’s t-test.

We adopted a (n = 12, [ = 2) Plackett-Burman
design, in which the binary levels are as listed in
Table 1.
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TABLE 1
Binary levels for the (n = 12, [ = 2) Plackett-Burman design
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=

X, X X3 X, X4 X5 X Xp Xq Xg X9
Experiment 1 + + - + + + — - - + —
2 - + + - + + + - - - +

3 + - + + - + + + - - -

4 - + - + + - + + + - -

5 - - + - + + - + + + -

6 - - - + - + + - + + +

7 + - - - + - + + - + +

8 + + - - - + - + + - +

9 + + + - - - + - + + -

10 - + + + - - - + - + +

11 + - + + + - - - + - +

12 - - - - - - - - - - -

The definition of the factors and their levels
are listed in Table 2; roulette selection was used
(see module 2 in the flowchart). The following
factors require some further explanation (see
[45,57] for more details): x, (fitness offset) is a
control parameter used in fitness translation, the
first fitness scaling step usually applied to the raw
fitness (see modules 0 and 1 in the flowchart);
after fitness translation, the fitness of the worst-
performing string equals the fitness offset; x,
(fitness scaling factor) is another handle to affect
fitness ratios; this factor is either the sensitivity in
static linear fitness scaling mode or the segrega-
tion degree in sigmoid fitness scaling mode,
whichever applies; both modes basically stabilize

TABLE 2

Levels considered in the (n =12, [ = 2) Plackett-Burman de-
sign

x; Control parameter - +

x; Number of generations 100 200

x, Population size 100 200

x4 Fitness offset 0.0 0.02

x, dummy Irrelevant  Irrelevant
x, Fitness scaling factor 15 2.5

x5 Fitness scaling mode Static linear Sigmoid
x¢ Fraction elitism 0.0 0.01

x, dummy Irrelevant  Irrelevant
x; Mix recombination probability 0.5 0.9

xg Point mutation probability 0.2 0.4

Xy Mix mutation probability 0.0 0.125

the competition between strings in roulette selec-
tion; x (fraction elitism) is the fraction of strings
which enjoy the privilege of guaranteed survival
(reproduction); in GCA, these strings are addi-
tionally “immunized” (protected) against modifi-
cation by recombination and mutation.

The experiments for the design were carried
out using data set dat15.x. Due to the proba-
bilistic nature of genetic algorithms, the response
is distributed. Therefore, in order to get a rough
impression about the reliability of the results,
each experiment was carried out in duplo. A
summary of the results is given in the next sec-
tion; details of the calculations involved are be-
yond the purposes of this paper, as they can be
derived from the theory in the cited literature on
Plackett-Burman designs.

The configuration thus obtained was not only
used in runs for data set dat15.x, but also in
runs for data sets dat25.x and dat50.x, as-
suming that optimal configuration does not de-
pend dramatically on the choice of the data set;
this assumption seems reasonable in view of the
widespread consensus among practitioners that
genetic algorithms are configurationally robust
{19,45]. (The chosen data set is considered a
legitimate part of the configuration, because it
determines the parameterization of the objective
function, module 0 in the flowchart.)

In a section below, the configuration found is
corroborated in three ways. One of these is the
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use of an additional, (n = 8, [ = 2) Plackett-Bur-
man design involving x,, x,, X5, X, Xg, Xo (and a
dummy factor), the factors that were observed to
have the most indeterminate impact in the first
Plackett-Burman design.

At first glance, a legitimate point of objection
against the pursued comparison between CLARA
and GCA is that the running time of CLARA
(used in standard configuration) is much smaller
than the running time of GCA. In principle, one
way to make the comparison more fair, would be
to configure GCA for less string evaluations.
However, this approach is not practically feasible
since genetic algorithms are “heavy duty” opti-
mizers; that is, at least in the order of 1000 to
10000 string evaluations must typically take place
in many cases before genetic search acquires
enough “momentum’ to commence searching ef-
ficiently. For this reason, we decided to ignore
the disparity between the running times in the
first instance; this makes sense in view of the
pilot nature of our study and of the fact that it
can not be a priori ruled out that CLARA finds
better solutions despite the shorter running time.
In the second instance, if these investigations
would reveal that GCA finds better solutions,
then, in order to make the comparison more fair,
we would decide to conduct additional runs with
CLARA configured for running times closer to
those of GCA.

RESULTS AND DISCUSSION

Configuration

The results of the experiments according to
the (n =12, [ =2) Plackett-Burman design lead
to the configuration listed in Table 3; the result
x; = 200 has been omitted from this table.

The spread we observed in the response
warned us that this configuration needs further
corroboration. This was done in the following
three different ways. First, the abovementioned
smaller (n = 8, [ = 2) Plackett-Burman design was
conducted. This did not lead to new results. How-
ever, since recombination is normally the most
important genetic exploration operator, we con-
sidered it worthwhile to examine four finer levels
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TABLE 3

Levels obtained for the (n = 12, I = 2) Plackett-Burman design
Control parameter Level
Population size 200

Fitness offset 0.02
Fitness scaling factor 25
Fitness scaling mode Static linear
Fraction elitism 0.01

Mix recombination probability 0.5

Point mutation probability 0.2

Mix mutation probability 0.125

about 0.5, namely 0.3, 0.4, 0.6, and 0.7; from this
fine-tuning it became apparent that level 0.4 is
the best, and we switched to it. Second, we con-
ducted some additional experiments for arbitrary
combinations of binary levels other than those
listed in Table 1. Again, no improvement was
observed. Finally, we verified the levels for the
recombination and mutation operators by way of
a so-called empirical complexity analysis {19,57].
In such an analysis, a particular secarch heuristic
of interest, the recombination or mutation opera-
tor in our case, is allowed to perform an explo-
rative walk in the search space. From the time-
series of fitness values thereby obtained, one can
derive (auto)correlation information indicating
the ruggedness of the fitness landscape. This
ruggedness is also called the apparent problem
complexity; “apparent”, as it is merely “per-
ceived” by the search heuristic used. A lower
apparent problem complexity is an indication of a
better configuration of the search heuristic used.
All combinations of binary levels for the recombi-
nation and mutation probabilities were tried, and
the levels listed in Table 3 were again found to be
the best.

Global sampling behavior

An impression of the global sampling behavior
of a particular search method, as applied to a
particular problem, can be obtained by measuring
the frequency distribution of responses (or fit-
nesses) for the points sampled in the search space
during a fixed-length run. Figure 3 depicts typical
response frequency distributions obtained for
random search (through a random walk) and
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Fig. 3. Response frequency distributions after 40000 string
evaluations by GCA and random search, respectively, using
dat15.x; the width chosen for the consecutive response
intervals is 100 response units. B = Random search; + =
GCA.

GCA, respectively. The procedure is as follows. A
range of feasible responses is subdivided into a
number of small, equally sized intervals. The
method of interest is then run for a fixed amount
of string evaluations, and the occurences of re-
sponses falling within the respective intervals are
counted in run-time; the count for each interval
corresponds with a point in the response fre-
quency distribution concerned. Useful informa-
tion can be derived from response frequency dis-
tributions; for instance, from the response fre-
quency distribution for random search in Fig. 3
one may conclude that there are many non-opti-
mal regions on the response landscape.
Response frequency distributions owe their
appeal to being universal; that is, any pair of
methods can be qualitatively compared through
visual inspection of their respective response fre-
quency distributions. A larger separation between
the distributions indicates a larger difference in
sampling efficiency, i.e., a larger difference in the
ability to catch and exploit promising leads in the
search space. Such a comparison is only meaning-
ful, of course, if the number of string evaluations
is chosen large enough. The 40000 evaluations
used in order to obtain Fig. 3 are considered
enough, because for a sequence of increasing
numbers of evaluations performed by either ran-
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dom search or GCA, we empirically established
that the response frequency ratios converge at a
number of evaluations well below 40000. (Con-
vergence of this kind reflects a state of “dynamic
equilibrium”. The reason why a genetic algorithm
too reaches such a dynamic equilibrium, is that it
constantly escapes optima in searching for better
optima, not “knowing” when the global optimum
is reached.)

Comparisons between a genetic algorithm and
random search are often described in the litera-
ture on genetic algorithms. The rationale for this
is that a genetic algorithm, being probabilistic,
can degrade to random search in the worst case;
among plausible reasons why such may occur are
a bad configuration or an inappropriate target
problem. Hence, a plausible minimal condition
for using a genetic algorithm is that it should
perform better than random search. In this re-
spect, response frequency distributions provide a
useful prescreening tool to test whether men-
tioned minimal condition is fulfilled. It appears
from Fig. 3 that GCA passes such a test success-
fully.

Evolution of the population variance

In any genetic algorithm, sufficient population
variance (diversity) must be maintained during
the search for recombination to be productive
[45]. Figure 4 illustrates the evolution of the
population variance measured as the variance in

Variance

als

T T T T I!ﬂ T T T T 3(‘0

Generation

Fig. 4. Evolution of the population variance (duplo runs).
® =Runl; + =run 2.
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Fig. 5. Evolution of the lowest, highest and mean response
(duplo runs). , lowest /mean response (run 1); ------ R

lowest /mean response (run 2); 8 = highest response (run 1);
+ = highest response (run 2).

string responses for a population at a particular
generation. (This approach is simple, yet provides
a useful rough estimate since strings must be
different if their responses are different; note
that the opposite is not necessarily true: different
strings may have the same response). Similar re-
sults were obtained for dat25.x and dat50.x.
Added to the fact that the search converges (see
next section), these results confirm that the con-
figuration employed is acceptable. For instance,
despite the strong selection pressure (exploita-
tion) arising from elitism, a proper balance be-
tween exploration and exploitation is apparently
maintained (since the average variance appears
to remain constant).

Evolution of the response

It is informative to keep track of the lowest-
(best-), highest- (worst-) and mean response in
the population as it evolves (Fig. 5). In this figure,
it can be seen that the highest response evolves in
a near-random way; this indicates that the genetic
algorithm samples remote “corners” of the search
space, which is desirable in order that local op-
tima can be escaped. Nonetheless, as may be
inferred from the way in which the mean re-
sponse evolves and as is indeed to be generally
expected, by far more search effort arises from
the better strings in the population. The evolu-
tion of the lowest response exhibits the lowest
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noise level, which is also generally to be expected;
moreover, note that the lowest response never
rises, which is to be attributed to elitism.

Figures 6a—c show in detail the evolution of
the lowest response for the three data sets of
interest. In these figures, the impact of a second
genetic optimization step, using a modified con-
figuration, is also shown; incidentally, such strate-
gies wherein it is aimed to improve the result of a
genetic algorithm by a second, differently config-
ured genetic algorithm have been called sequen-
tial self-hybridization [45). The configuration was
modified as follows. Starting from the knowledge
that, in general, recombination becomes less pro-
ductive upon convergence and mutation then be-
comes a comparatively more important explo-
ration operator accordingly, the mix recombina-
tion probability was changed from 0.4 to 0.0
(rendering the built-in mix mutation probability
meaningless, of course); the point mutation prob-
ability was changed from 0.2 to 1.0; since this
amounts to a stronger exploration, the level of
exploitation was also enhanced (in order to main-
tain a proper balance between exploration and
exploitation) by changing the fraction elitism from
0.01 to 0.02, and by switching from roulette selec-
tion to rank-based threshold selection [45,57]; in
this selection mode, strings with a fitness rank
below some predefined threshold stand no chance
of survival, i.e., are deterministically purged from
the population, rendering the fitness scaling fac-
tor (x,) and fitness scaling mode (x;) meaning-
less.

Upon visually inspecting Fig. 6a~c altogether,
one may draw the following important conclu-
sions. First, it is evident that a second optimiza-
tion step can lead to a significant improvement;
incidentally, this underscores the general intu-
ition that if genetic configuration is to stay opti-
mal during genetic search, then, ideally, it should
evolve dynamically in response to the evolving
population; nonetheless, only few applications of
dynamically evolving genetic configurations have
been reported up to now (see e.g., [13,63)), as it is
apparently difficult to find generally successful
strategies in practice. Second, convergence is rea-
sonably approached within 300 generations, i.e.,
within the maximum allocated running time. Re-
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lated to that, third, from the evolution of the
lowest response it appears that the time constant
of the convergence process is approximately 30
generations for all data sets, i.e., not strongly
dependent on k. This suggests that GCA’s time
complexity in k is small, which is a valuable
result since the end solutions are acceptable (as
follows from the next section). In other words,
the schema theorem (see above) seems to apply
in the cases studied, indicating that GCA recog-
nizes implicit structure in data spaces quickly.
However, it should be borne in mind that the
used data sets are ideal (with hyperspherical,
non-overlapping clusters).

In contrast, for CLARA the time constant of
convergence, estimated from similar response
evolution plots, was found to grow considerably
faster with increasing k. (These results are not
shown since the solutions found by CLARA are
inferior to those found by GCA, as follows from
the next section.)

Comparison of CLARA and GCA

In this section, we compare CLARA and GCA
by the validation criteria outlined in the introduc-
tory part.

Quality of the end solution. For the best solu-
tions found in two runs with GCA (with the
second optimization step) and two runs with
CLARA, the values of D, (decoded from D}, in
case of GCA, using Eqn. 5 after the runs) are
listed in Table 4.

These results indicate that GCA finds signifi-
cantly better clusterings, on average. Also, GCA
seems more robust (reliable) as the spread in its
results is smaller, although this may also be a
consequence of the larger running time.

TABLE 4

Sum of distances for end solutions (duplo runs)

D, (sum of distances)

Data set GCA CLARA

dat15.x 48.6959 48.769 59.208 67.9976
dat25.x 36.5417 36.7439 45.0311 49.3854
dat50.x 30.8936 31.0254 40.2195 39.0047
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Fig. 7. Clustering found for data set dat15.x using: (a) CLARA; (b) GCA (cf. Fig. 2a).

It makes sense to extend the above comparison
with a visual inspection of graphical plots of the
clusters found, as it can not be generally ruled
out that two different sets of medoids with differ-
ent D, result in the same clustering; this is
especially likely the case when clusters are well
separated. Such plots are shown in Fig. 7a and b
and Fig. 8a and b for dat15.x and dat50.x,
respectively.

From Fig. 7a and b it follows that both CLARA
and GCA generally manage to find all clusters in
dat15.x. CLARA seems to have somewhat
more difficulty with objects that lie between clus-
ters, but since the computation time is much
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shorter, this is a price many practitioners would
probably be willing to pay.

From Fig. 8a and b it follows that CLARA
does not succeed in finding all clusters in
dat50.x, as some are joined together while oth-
ers are split up; such performance is likely to be
deemed unsatisfactory by many practitioners.
GCA, on the other hand, still finds all clusters,
although now it too seems to have some difficulty
with objects that lie between clusters.

Computation time. From our experiments it
follows that GCA requires considerably more
running time in order to attain convergence. In
order to make the comparison more fair, we
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Fig. 8. Clustering found for data set dat50.x using: (a) CLARA; (b) GCA (cf. Fig. 2¢).
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examined whether CLARA would perform better
when it is configured differently such that its
computation time is larger (but still within the
maximum allocated running time). This can be
done in several ways. Recall that CLARA per-
forms M major iterations, in each of which PAM
performs a clustering of K'=Ak+ B <K ob-
jects, with 5, 2 and 40 as standard values for M,
A and B, respectively. Hence, the present aim
would be served by increasing M or K'. Both
approaches were pursued, using the three artifi-
cial data sets available. We suffice with the fol-
lowing summary of the results.

Larger M values (leading to a linear increase
in the computation time) generally did not im-
prove the results significantly. Indeed, for M val-
ues that correspond with computation times ap-
proximately equal to the running time of GCA,
the latter still performed considerably better for
all data sets.

On the other hand, larger K’ values (leading
to a quadratic increase in the computation time)
generally improved the results markedly, which is
in agreement with results reported by Hopke and
Kaufman [36]. For K' values that correspond
with computation times approximately equal to
the running time of GCA, CLARA performed
virtually as good as GCA for dat15.x and al-
most as good for dat25. x, but by far worse for
dat50.x. It is therefore concluded that for larger
k values (i.e., for larger, more complex clustering
problems), CLARA is increasingly prone to run
into a sub-optimal solution from which it can not
escape. We ascribe this shortcoming to the appar-
ently greedy search heuristics used in both the
minor cycle (PAM) and major cycle, in either
cycle each step starting deterministically from the
best that was found in the preceding step.

Memory usage. For both CLARA and GCA,
memory usage is well within the memory specifi-
cations of the hardware used. Both programs save
considerably on computer memory usage, as they
store D in reduced form. GCA uses approxi-
mately 50 to 100 kB more computer memory,
accounting for a somewhat larger program code
and a population.

Ease of development and implementation. 1f
developed from scratch, the programming and
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debugging of CLARA and GCA consumes ap-
proximately equal effort. In our specific case,
GCA was obtained with minimal effort since we
borrowed a genetic algorithm prototype from a
genetic software library (abovementioned
GATES) that was available. On the other hand,
however, the optimization of GCA is consider-
ably more laborious due to the larger amount of
(correlated) control parameters.

Ease of use. Once implemented and optimized,
CLARA and GCA feature comparable ease of
use. If wider distribution among routine users is
intended, a more advanced user interface is de-
sirable in both programs.

CONCLUSIONS AND OUTLOOK

A pilot study has been presented that treats
the background, feasibility and competitiveness of
GCA, a genetic algorithm for k-medoid parti-
tional clustering of large data sets. In general,
GCA turns out to be practically feasibe for prob-
lems of this kind, as it finds acceptable solutions
in reasonable time.

The competitiveness of GCA was rated with
respect to CLARA, an earlier approach to k-
medoid clustering of large datasets. This compar-
ison has been carried out using artificial data sets
with a known, ideal structure (hence with known
k) for verification purposes.

For small values of k, both CLARA and GCA
find acceptable solutions. Those found by GCA
are only slightly better at the expense of a consid-
erably larger amount of computation time. How-
ever, with increasing values of k, the picture
changes drastically: the computation time of
CLARA increases quadratically; in addition, the
quality of the solutions found drops rapidly below
acceptable. The computation time of GCA, on
the other hand, increases much slower and ac-
ceptable solutions are still found. These results
indicate that GCA is a better choice when many
clusters are present in the target data set.
Whether this conclusion still applies when non-
ideal, real-world data sets are used, is an impor-
tant subject for future investigation.
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A fruitful avenue for further research seems to
lie in the sequential hybridization [45] of GCA
with another method to enhance performance.
We demonstrated that self-hybridization (in our
case, a second optimization step to GCA by GCA
itself) comprises a viable approach. In a similar
way, GCA can be combined with CLARA to
obtain a hybrid searching system with better per-
formance. For instance, GCA can be post-hy-
bridized with CLARA by passing the solution
found by GCA to CLARA for further improve-
ment; this demands that CLARA is customized
such that in the first major iteration the sample
of objects passed to PAM contains the set of
medoids found by GCA. Also, GCA can be pre-
hybridized with CLARA by seeding the (other-
wise normally random) initial population of GCA
with a few solutions found by CLARA. Prelimi-
nary results that we have obtained with such post-
and pre-hybridization strategies are encouraging
and underscore the viability of hybrid searching
systems in general.

In principle, GCA lends itself excellently for
parallelization [64], as each string in the popula-
tion can be evaluated independently from the
other strings. When parallelized, the computation
is distributed across a host processor and several
slave processors; most of the code for GCA is
loaded on the host processor (except for the
objective function), while each slave processor
accommodates a small sub-population, possibly as
small as one string, and the code for the objective
function to evaluate the strings therein. In con-
trast, CLARA is more difficult to parallelize be-
cause the successive major iterations are not mu-
tually independent [35,37]; moreover, memory de-
mands are higher, as PAM needs to be loaded on
each of the slave processors. Importantly, the
parallelization of GCA can be accomplished
without specialized parallel hardware such as
transputer systems that make memory access and
host-slave communication fast, because the over-
all speed of execution is mostly determined by
string evaluations. An example of a parallel sys-
tem of processors that would suffice, is a local
area network of workstations; the software re-
quired for the communication is comparatively
simple and cheap.
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Abstract

A mathematical method that permits the determination of an analyte in the presence of n interferents was
developed. In order to apply the method it is not necessary to know the nature and/or the number of interferents.
The proposed procedure is based on obtaining the apparent content curves for the samples and the determination of
the analyte may be carried out in the same way as for binary mixtures. The procedure was applied to the
determination of theophylline in anti-asthmathic pharmaceutical products and good results were obtained in all

instances.

Keywords: UV-Visible spectrophotometry; Apparent content curves; Interferences; Pharmaceuticals; Theophylline

The development of mathematical methods
aimed at the resolution of overlapped response
curves constitutes a field of great analytical inter-
est. Most of the proposed procedures imply the
separation of each of the component responses
although, in many instances, this operation is
impractical or impossible. However, some meth-
ods allow to the resolution of overlapped re-
sponse curves without the need for independent
measurements of the responses. These methods
are mainly based on derivative spectroscopic
techniques [1,2], iterative procedures (Kalman fil-
ter, simplex) [3,4] or transformation of the data,
e.g., Fourier transformation [5].

Apparent content curves are the basis of a
mathematical method that permits the identifica-
tion of an interferent present in a binary mixture
and the subsequent determination of the analyte,
without the need to use standard solutions of the

Correspondence to: M. Llobat-Estelles, Departamento de
Quimica Analitica, Universitat de Valencia, Dr. Moliner 50,
E-46100 Burjassot, Valencia (Spain).

interferent [6]. Ternary mixtures containing vari-
able (interferent A)/(interferent B) ratios can be
resolved in a similar way [7]. These methods have
been applied to the analysis of binary and ternary
mixtures by UV spectrophotometry and spec-
trofluorimetry [8,9], although they can be used in
any analytical technique that provides pseudo-
Gaussian recordings.

The aim of this work was to adapt this ap-
proach to the analysis of muliti-component sam-
ples when the number and nature of the interfer-
ents in the sample are not known. In order to do
this it is only necessary to use a simulated spec-
trum that reproduces the behaviour of the total
interferents present in the sample.

THEORETICAL

For analytical techniques that provide Sy =
f(&;) (S,, being the value of the analytical signal
considered), the apparent content curves were
obtained by plotting F, values against A;, where

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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F,, is defined as

_ (S,

(@a)a,

A

(S1),. being the analytical signal for the sample
and '(aA)A, the coefficient of response of the
analyte at the wavelength considered.

Assuming that (S), = (ES;); (k=-each of
the constituents), F,_is given by

Zakck )
A;

TN

F, =Cy+ ( (1)

and the corresponding Q value at the three work-
ing wavelengths is

( Zakck) _( Zakck)

€= ( Zakck) _( Zakck) )

Analogously to binary mixtures, the parameter Q
represents a measure of the variation of the inter-
ferent effect introduced by the components of the
sample at the three working wavelengths. How-
ever, unlike in binary mixtures, this parameter
depends on the concentration of each of the
components and therefore it cannot be used for
the identification of the interferents.

On the other hand, the sample can be consid-
ered as a binary interference—analyte mixture in
such a manner that we can write

( Zakck)Ai = (aap)AiCap (3)

In this way, the determination of the analyte in
the sample would be carried out following the
procedure proposed for binary mixtures.

Logically, prior to the determination of the
analyte, it is necessary to know which is the
appropriate interference in each instance. To do
this, a simple computational program was devel-
oped that, by modifying the amplitude and/or
the position of a pseudo-Gaussian curve, allows a
simulated spectrum to be obtained that repro-
duces the features of the total interferents pre-
sent in each instance.
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Choosing the simulated spectrum

Obviously, the simulated spectrum must pro-
vide a Q value identical with that obtained for
the sample and therefore we can write

( Zakck) __( Zakck)

TN Qp
( Zakck) _ ( Zakck)
aA Al aA /\3

=), - 2]
Qp /i QA
() !
LTS LT
(ap)A‘_ being the coefficients of response of the
simulated spectrum at the working wavelengths.
In this way, the program looks for (ap),\‘_ values
which agree with the above expression.
However, several mathematical solutions are
possible and, obviously, only one is the correct
one. With the aim of finding the correct solution,
some limitations were introduced into the pro-
gram. First, obtaining values of C, (analyte con-
centration) lower than the minimum apparent
content curve must, logically, be rejected. Second,
it can be stated that the behaviour of both the

simulated interferent and the interferent in the
sample are identical only if

( aapcap ) - ( aapcap ) - ( aapcap ) B C
Ap  Ja, i T W e T W °

()

For this reason, it is necessary look for (ap))«,-
values which, in addition to providing identical Q
values, offer proportional signals at the three
working wavelengths.

P parameter. With the purpose of finding the
conditions that meet the previous assumption, the
parameter P is defined as

F

(Fx) F,
Fo ) p/a,

T TE (6)
%), (2],

pP=
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Taking into account that

Zakck )
A

Cy+

ap

a
(—ﬁ) C,+
a, /,,

we can write

i

According to Eqns. 3 and 5, the expression for P
becomes

( “A) ( “A)
ap . ap
p Al P /\3

and, as can be seen, under these conditions

%), (%),

P=r - (10)
%), (2],

Therefore, if the values of P obtained using
Eqns. 6 and 10 coincide, we can state that the
behaviour of both simulated and real interfer-
ences are identical at the working wavelengths.
Therefore, the program verifies the accomplish-
ment of this condition.

On the other hand,

)
aaCa 29N ;
p=( p p) e an
e
@A ) p,
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and considering Eqns. 1 and 3:
F),-C
Cp = ( x)A, A (12)
(Fo),

Taking into account Eqn. 12, the expression for P
becomes

1 1
(F)r—Ca  (F)\,-C
P= All A /\{ A (13)

(Fx))q_CA - (Fx)A;«)_CA

Logically, the value of P obtained using this
expression must agree with the value obtained by
means of Eqns. 6 and 10. The verification of this
condition is also tested by the program.

Finally, a last limitation imposed to the pro-
gram is based on the relationship existing be-
tween Q and P values.

Relationship between Q and P. The expression
for P given in Eqn. 13 can be written as follows:

_ (Fx)/\z_ (Fx)/\l (Fx)A3_CA

" )= (Fn, (F)—Ca 9
and as
(Fx)/\z_(Fx)/\l
" Fm (Fo, 15)
the value of P becomes
P=0 M] (16)
(F)a,—Ca

In this way, the value of C, can be obtained
through the following expression:

_ Q(Fx)).3 - P(Fx)A2
Q-P
The accomplishment of this condition consti-

tutes the last restriction imposed on the solutions
found by the program.

Ca (17)

Choosing the working wavelengths

It is obvious that the selection of the working
wavelengths affects the Q value obtained for the
sample. As the Q value is necessary for finding
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the correct simulated spectrum, it is evident that
this value must be as accurate as possible.

With the aim of establishing the wavelengths
that provide a Q value with the maximum preci-
sion, the following expression of the random er-
ror for Q is obtained.

_ (Fx))q - (Fx)Az
C= En= (Fo,

o 1., 0 1.,
55 = [a_(F_)T] Seron + [m] Seon,
30 ]2 ,

| —=
5(Fx))\3 (Fag

The random error of FA‘_ is, evidently, a func-
tion of the random error of absorbance measure-
ments. As we can consider that, under the work-
ing conditions (close working wavelengths and
similar absorbance values), the influence of the
different sources of instrumental imprecision are
similar for all values of FA'_ obtained, and so we
can write

S(ZFX»1 = S(?'F,»2 = S(ZFX)A3 =§?
and we obtain
o[ 2e0-1+2 |
Q 2
{(Fx))\l - (Fx)A:;]

As the above expression shows, the selection of
the wavelengths must be done in such a manner
that the Q value is as small as possible and
(F,),, — (F,),, is, obviously, as large as possible.

(18)

TABLE 1

Composition of samples
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EXPERIMENTAL

Apparatus

A Perkin-Elmer Lambda 16 UV-visible spec-
trophotometer was used for absorbance measure-
ments.

Reagents

All reagents were of analytical-reagent grade.

Stock solutions of Methyl Red, Methyl Or-
ange, Cresol Red, Alizarin and Tropaeolin OO in
water were prepared. Dilute solutions of these
compounds buffered with KH, PO,—~NaOH buffer
(pH 7) were also prepared. A stock solution of
theophylline in water was used.

Procedure

The spectrophotometric determination of an
compound in the presence of n interferents is
carried out as follows. First, spectra of samples
and standard solutions of an analyte of various
concentrations are obtained. Apparent content
curves for each sample are then plotted and,
following the criteria indicated above, working
wavelengths are chosen. Finally, using the com-
puter program, the concentration of the analyte
in each sample is calculated.

RESULTS AND DISCUSSION

Determination of Cresol Red in multi-compo-
nent mixtures

Spectra of several acid-base indicators are
shown in Fig. 1. As can be seen, the presence of

Sample No. Cresol Red (mol |1} Methyl Red (mol 17!) Methyl Orange (mol 1=!) Alizarin (mol 1~!) Tropaeolin OO (mol 1°1)

1 1.05% 1073 743 x 10~ 6.11x 1076 - 8.33x10°¢
2 2.09 X 10~° 7.43x 1078 3.05 %107 - 833x10°¢
3 157 %103 371x10°¢ 6.11 x 107 - 8.33x107°
4 5.23%x 1076 7.43 x 107 6.11 x 1076 - 416 %1076
5 1.31x 103 - 6.11x 107 - 2.54 %1076
6 1.83x 1073 7.43x 107 6.11 x 10~° 1.62x107° 8.33x10°¢
7 235%x 1075 7.43 %107 3.05x10°6 246 X 1075 833 x10°°




M. Llobat-Estelles et al. / Anal. Chim. Acta 282 (1993) 671-677

0.8000

A 4

0.4000 -

0.0000 T T T

Fig. 1. Spectra obtained for (1) 1.5%10~° mol 1-! Methyl
Red, (2) 1.2x107° mol 17! Methyl Orange, (3) 1.05x 105
mol 17! Cresol Red, (4) 1.67X 1075 mol 1~! Tropaeolin OO
and (5) 1.02x 1075 mol 1~ " Alizarin.

Methyl Red, Methyl Orange, Alizarin and
Tropaeolin OO produces a strong spectral inter-
ference with the determination of Cresol Red at
pH 7. For this reason, the determination of Cresol
Red in presence of these compounds cannot be
carry out directly.

Samples containing various amounts of each
compound were prepared (Table 1). Also, a cali-
bration graph for Cresol Red was prepared by
dilution of a stock solution of this compound.
Spectra of samples and calibration graphs were
then obtained and, following the described proce-
dure, apparent content curves for each sample
were constructed (Fig. 2). As can be seen, in all
instances substantial interference exists. From the
values of FM working wavelengths were chosen
following the criteria indicated earlier.

Finally, the analyte concentration was calcu-
lated for each sample using the computer pro-
gram. The results obtained are given in Table 2
and, as can be seen, are in agreement with the
theoretical contents in all instances.

Determination of theophylline in pharmaceuti-
cals

The analysis of pharmaceuticals was carried
out following the same procedure. The qualitative
compositions of the tested pharmaceuticals are
given in Table 3. The compounds present in these
pharmaceuticals have absorption spectra that
produces spectral interferences in the determina-
tion of theophylline. This requires the use of a

(=)

75

strategy that allows to the elimination of the
interferents.

Some samples are in the form of tablets or
capsules and others as syrups. Tablets or capsules
are dissolved in water or in 0.1 M NaOH when

A F
0.800 1. 12.800 1b
0.400 . 9,400
0 0 - 0 0 %0 o - o %0
A F
o] 2 . 26
0.400 11.200 ‘
0000 +~ 8000 T M
- ) 0 %0 80 0 0 “w = =0
A F %
0.000 3 14900
0.000 €000 v
»m - -0 200 0 .0 a0 0 - 200 o0
A F
0s0 4a o 4
0400 /\ 5.600
0.000 — 1.000 T T
0 0 0 800 0 = 00 w o 80
A F
o S| e %o
- /\ -
000 — 5.000 . v
0 400 450 - 00 550 %0 400 4% - 800 580
A F
0.000 Ga 26000 6b
or /\ o \/\
0.000 10.000
0 00 0 00 0 0 400 w o 80
A 3
°-l°\71 L 20.000 [
0.400 19500 M
omso P w0 500 P " 0 0 - 800 550

Fig. 2. (a) Spectra and (b) apparent content curves obtained
for several mixtures of acid—base indicators. Compositions of
samples 1-7 are given in Table 1.
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TABLE 2 phenobarbital is present, and the excipient is
Results obtained for Cresol Red contents removed by filtration. Syrops simply require dilu-
tion.

Sample Cresol Red content (mol 17!)  Relative error

No. - (%) Spectra of samples and calibration graphs for
Theore“i‘ Found — theophylline, in a suitable medium for each sam-
1 1.05><10_5 10 x107°  -438 ple, were obtained and apparent content curves
2 2.09%10 2.0 x10 -43 . .
3 157%10-5  152x10-5  —32 of the samples were plotted (Fig. 3). Working
4 523%x10-°5 51 x10-6¢  —2.5 wavelengths were then chosen and the analyte
5 131x107°  136x107%  +38 concentrations calculated for each sample. The
6 1.83><10:: 1.93><10:: +5.5 analysis of each pharmaceutical was carried out
7 235x10 238x10 +13 with three replicates of three independent sam-
ples.
1.0 18.0
1a 1b A 4a F 4b
10 160
A F ’_\_/
04 2 64
—— as LY
»”
oo 0.0 a0 00
240 nszD 290 240 mz'm 290 240 n..l 200 nm’ 2
10 2. 16.0 2b 1.0 5‘ 16.0 5b
2
A F A F
04 6.4 04 64
‘/1\ 1
 S—— S ———
oo 0.0 0.0 0.0
240 “m270 280 240 nmz'lo 290 240 n m270 290 240 nm”" 200
10 3a 1.0 3b L0 E— Y ®.0 6b
A F A F
2
0.4 64 04 64
1 2
1
00 0.0 00 00
240 2’0 290 240 an’® 290 240 2 200 240 am2T® 200

Fig. 3. (a) Spectra of samples (2) and standard solution of theophylline (1). (b) Apparent content curves obtained for pharmaceuti-
cals. Descriptions of samples 1-6 are given in Table 3.
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TABLE 3

Qualitative composition of pharmaceuticals

Sample Composition Dosage
No. form
1 N-Acetyl-pL-homocysteine thiolactone +
theophylline Capsule
2 Ephedrine hydrochloride +
phenobarbital + theophylline Tablet
3 Proxyphylline + diprophylline +
theophylline Tablet
4 Ephedrine sulphate +
phenobarbital + theophylline Tablet
5 Thonzylamine hydrochloride +
theophylline sodium glycinate +
ephedrine + potassium iodide +
menthol Syrup
6 Ephedrine hydrochioride + theophylline +
diphenhydramine hydrochloride +
dexamethasone + calcium lactate Tablet

The results obtained are given in Table 4. As
can be seen, the determination of theophylline in
pharmaceuticals using the proposed procedure

TABLE 4

Results obtained for theophylline content in pharmaceuticals

Sample Theophylline content (mg) ? Relative

No. Theoretical Found error (%)

1 0.042 0.042 +0.002 -
0.041 +0.002 -24
0.042 +0.004 -

2 0.173 .. 0.165 +0.009 —-4.6

~+ 016 +0.01 -75

0.166 +0.005 -4

3 0.082 0.09 +0.03 9.7
0.085 +0.006 3.6
0.09 +£0.02 9.7

4 0.131 0.131 +0.001 -
0.128 +0.001 -23
0.129 +0.003 -15

5 0.092 0.095 +0.009 33
0.09 +0.01 -22
0.092 +0.004 -03

6 0.050 0.055 +0.003 10
0.054 +0.001 8
0.0053 1 0.002 6

# Amount of theophylline found per tablet or capsule or 15 ml
of syrup.
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gave good results in all instances. The relative
errors are < 10%.

Conclusions

The principal advantage of the proposed pro-
cedure is the possibility of determining one ana-
lyte in the presence of n interferents without
knowing the number or nature of each of the
components of the sample. Also, the method
provides satisfactory results in an simple and rapid
manner. The best results are obtained when the
noise in determining Q, and therefore the instru-
mental noise, are as low as possible.

The application of the method requires a pre-
vious estimation of the shape of the spectrum of
the total interferents at the working wavelengths.
Hence, it is necessary to know if the total inter-
ferents provide increasing or decreasing signals in
the interval of wavelengths considered. Once this
fact has been established, the computational pro-
gram looks for the appropriate spectrum. To es-
tablish this general behaviour of the total inter-
ferents it is only necessary, generally to make a
comparison between the spectrum of the sample
and that of the analyte. Hence the above condi-
tion is not a limitation for the application of the
proposed procedure.
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Abstract

A general purpose simulation system (GPSS) discrete event simulation of the Savannah River Site Defense Waste
Processing Facility Analytical Facility has been constructed. It was used to estimate laboratory analysis times at
process analytical hold points and to study the effect of sample numbers on those times. Typical results are presented
for three different simulations representing increasing levels of complexity, and for different sampling schemes.
Example equipment utilization time plots are included. Laboratory personnel found the simulations very useful for

resource and schedule planning.

Keywords: Discrete event simulation; Simulation system

The Savannah River Site (SRS) Defense Waste
Processing Facility (DWPF) has been constructed
to encapsulate high level radioactive waste gener-
ated during the thirty-eight years of SRS opera-
tions in canistered, highly durable glass. The can-
isters will eventually be shipped to a permanent
waste repository for final storage. The actual
glass preparation processing strategies are still
under development, but the overall plan calls for
a batch process with hold points at several places.
Each hold point will necessitate the collection of
analytical data.

Current operational plans dictate the use of
statistical process control, which requires periodic
characterization of variance components. The
original plan required analysis of 32 samples in
duplicate to determine variance components as

Correspondence to: K.L. Shanahan, Westinghouse Savannah
River Company, Savannah River Technology Center 773-41A,
Aiken, SC 29808 (USA).

part of the normal process operations. However,
the current analytical methods were complex and
contained long sample preparation steps. This led
the DWPF Analytical Laboratory management to
request a study of turnaround times and resource
utilization, so that the laboratory’s effect on over-
all batch cycle times could be estimated.

In a manufacturing organization, this type of
study would be a typical application of the indus-
trial engineering technique of discrete event sim-
ulation (DES). However, most chemists are never
exposed to this type of computer modeling and as
such are unaware of the benefits that can be
obtained by the application of industrial engi-
neering technology to the chemical laboratory.
One group that has applied this technology to the
analytical laboratory is that of Klaessen et al. [1].
This paper describes the application of the DES
language GPSS (general purpose simulation sys-
tem) [2,3] in building a model of the DWPF
Analytical Laboratory Facility.

0003-2670 /93 /$06.00 © 1993 ~ Elsevier Science Publishers B.V. All rights reserved
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BACKGROUND

Process

The DWPF process has four major subpro-
cesses [4]. They are: caesium precipitation with
tetraphenylborate, waste slurry receipt with com-
position / property adjustment, slurry mix prepa-
ration, and melter feeding. These subprocesses
will be referred to as the PR, SRAT, SME, and
MF processes, respectively.

The DWPF was not designed to allow materi-
als to be returned to a tank once they have been
transferred. Therefore, several process control
hold points have been defined to avoid such
situations. The PR process has four analytical
hold points, the SRAT has two, the SME one,
and the MF has no hold points. However the MF
process does require a parallel analysis of vessel
contents. In addition, many of the process steps
involve evaporation and condensation, and all
condensate collection tanks must be analyzed be-
fore their contents can be transferred elsewhere.

The DWPF has plans to run for about 1 1/2
years with nonradioactive feeds before beginning
processing of radioactive waste. These cold runs
will allow process operations to be fine tuned and
any problems to be identified. Once radioactive
material is introduced into the system, the facility
must be operated remotely.

Analytical facility

The process chemical analyses will be per-
formed in a small analytical facility located in the
main process building. Because of the (eventual)
highly radioactive nature of the samples, most of
the sample collection and preparation will be
done remotely, using master—slave manipulators
mounted in shielded cells. The analytical facility
has three sample cells where samples from vari-
ous process vessels are collected. In a typical
operation one vessel can be sampled from only
one point in a single cell. Samples are then passed
to the first of a set of three chemical cells where
sample preparation and some analyses are con-
ducted. As the samples are sequentially diluted
and aliquoted to reduce the total radioactivity in
the actual analysis sample, they are moved into
the second and then third cells for further prepa-
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ration and analysis. In many cases, the samples
are diluted enough that they can be removed
from the cells via a glovebox for analysis on
contained instruments mounted in hoods.

The process samples are usually slurries of
radioactive waste and glass-forming materials, but
some samples from water condensation equip-
ment are also submitted. The samples are usually
filtered and dried, sometimes vitrified, and dis-
solved with sodium peroxide or acid matrices.
Multiple dissolution techniques using microwave
and conventional furnaces are employed.

A wide range of analytical techniques are em-
ployed, which include: inductively coupled plasma
emission spectroscopy, atomic absorption spec-
trometry, ion chromatography, gas chromatogra-
phy, liquid chromatography, ultraviolet—visible
spectrophotometry, total inorganic and organic
carbon analysis, pH measurement, weight percent
solids and density measurement. The laboratory
is equipped with one of each type of instrument.

Problem

The laboratory was requested to collect and
analyze 32 samples in duplicate to establish the
process’ statistical characteristics for composition
and weight percent solids analyses. Other analyti-
cal information needed was derived from single
samples analyzed in duplicate. Each major feed
composition change was to require an equivalent
set of analytical results. The possibility of having
to repeat the 32 samples on one additional batch
per feed type was also recognized. This formed
the basis of the first simulation scenario.

Simulation of the first scenario, abbreviated as
the “32 X 2 case”, showed an unacceptable batch
cycle time extension due to slow laboratory
turnaround times. Therefore a second scenario
was investigated where only four samples were
collected and each analyzed in duplicate, the
“4 x 2 case”. This scenario was found to be the
maximum process load the laboratory could have
without significantly impacting batch cycle times.

Model construction consisted of defining the
various operational steps associated with each
particular analytical method into a chain of
events. The chains were then appropriately com-
bined into blocks with multiple parallel paths
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representing a major analytical set. Sampling op-
erations were added to simulate sample collec-
tion and distribution. The analytical sets were
then combined with simple time delay blocks
representing the process steps into the full pro-
cess model.

The initial model had many simplifying as-
sumptions embedded in it. For example, conden-
sate analyses were not initially considered, and
technicians were considered to be fully inter-
changeable. Other known simplifications in-
cluded: no breaks, vacations, etc. for technicians;
no waste removal operations included; no equip-
ment down-time. The effect of most of these
simplifications was estimated by flat-rate in-
creases in calculated turnaround times.

Simulations were run at two levels. Small mod-
els representing cach analytical set were used to
study equipment and/or technician loading dur-
ing the analyses and to obtain turnaround time
values. The full process model was then run to
simulate the interactions produced when all ma-
jor subprocesses were in operation. Comparisons
of analytical set turnaround times were then made
to assess any potential slowdown.

EXPERIMENTAL

The software used in this project was GPSS/
PC (trademark of Minuteman software, Stow,
MA) for IBM compatible computers under the
DOS operating system. A 640K and an expanded
memory version are supplied. Both versions have
several interactive graphics windows which were
useful in debugging the program and understand-
ing what was happening during the simulation.

The full DWPF model required the use of
expanded memory to run while using DOS 4.0,
but a system using only DOS 5.0 had enough
standard memory to run the model if it was
stripped down by excluding programming state-
ments aimed at studying queuing. The model is
approximately 2000 lines long.

Resource utilization data were printed to a flat
file, transferred to a MicroVAX computer, and
incorporated into the RS /1 software package for
analysis and presentation. The GPSS software
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also produces some statistical information on re-
source utilization which was examined.

The model was constructed before the DWPF
laboratory was fully functional. Sequence dia-
grams showing each method’s individual steps
with time estimates were constructed and used as
programming guides. Time estimates for opera-
tional steps requiring the use of manipulators
were obtained by observing similar operations in
other site laboratories conducting remote sample
preparation. Instrumental analysis times were es-
timated from operating experience based on non-
radioactive sample analysis on the same or simi-
lar equipment installed in other site laboratories.
The full model used simple time delays for simu-
lated chemical process operations. Times for these
steps were obtained as best estimates from the
cognizant process engineers.

RESULTS

Table 1 lists the DWPF process’ sequential
steps. The chemical processing step times as sup-
plied by the process engineers are included. Times
shown for the analytical steps are simulation re-

TABLE 1
DWPF process steps for the “4X2” case

Description (acronym) Time
PR Process Step 1 90
Analytical Set 1 (PRL1) 239 (0
PR Process Step 2 180
Analytical Set 2 (PRL2) 231 (0
PR Process Step 3 270
Analytical Set 3 (PRL3) 111 (@
PR Process Step 4 840
Analytical Set 4 (PRLA4) 496 (19)
PR Process Step 5 60
SRAT Process Step 1 60
Analytical Set 6 (SRAT1) 846 (15)
SRAT Process Step 2 2058
Analytical Set 7 (SRAT2) 858 (11)
SRAT Process Step 3 60
SME Process Step 1 2880
Analytical Set 8 (SME) 1485 (17)
SME Process Step 2 60
MF Process Step 5160

Analytical Set 8 (MFT) 1504 (35)
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TABLE 2

Simulated analytical processing times for the “4X2” case

Process Partial - Partial - Full -

1 Batch 10 Batches 10 Batches
PR 1097 (12) 1242 (6) 1415 (16)
SRAT 1711 (30) 1773 (3 1992 (16)
SME 1469 (11) 1634 (7) 1794 (31)
MF 1597 (5) 1782 (15) 1882 (23)

sults for the simple analysis set, without any other
activities occurring. In the more complex analyti-
cal sets, the sample arrival to the different analyt-
ical method/preparation chains is randomized,
so differing times can be obtained. The numbers
presented are an average of five simulations. The
standard deviations are shown in parentheses.
Table 2 presents results for three simulation
cases. The “Partial - 1 Batch” case represents
one batch processing through the core DWPF
processes only. The “Partial - 10 Batches™ case

K L. Shanahan et al. / Anal. Chim. Acta 282 (1993) 679-685

represents ten batches processing through the
core processes. Thus each subprocess of the
DWPF process could potentially be running at
the same time. The “Full - 10 Batches” case
represents the addition of some independent in-
strument quality control samples on periodic
bases and four short analytical sets arising from
overheads condensation processes. Numbers
shown are time in minutes for the analytical
sections of the subprocesses. A minimum of three
and a maximum of five runs were used to derive
this data. The standard deviation is shown in
parentheses.

Figure 1 is a sequence plot spanning the full,
10 batch simulation for the “32 X 2” case. Plotted
sequentially is the time each RCT subprocess
analytical set required to be processed. The mini-
mum time was 110 min, which is also the fastest
allowable time. The maximum time observed was
2471 min, representing more than a twenty fold
increase in processing time.
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Fig. 1. Time required to complete RCT sample analyses during the “32 X 2” full (10 batch) simulation.
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Resource utilization was examined for each
analytical subset as well as for the overall simula-
tion. For unique resources a line plot showing
when the resource was in use was prepared and
combined into one graph. Fig. 2 shows one such
graph of this data for a center cut of the full
10-batch simulation. (The center cut was trig-
gered by the beginning of the fifth batch’s pro-
cessing.) For multiple resources (such as techni-
cians), a multi-valued graph was constructed,
showing how many were in use at a given time.
Figure 3 shows that plot for the technicians
(TECHS) and laboratory information manage-
ment system terminals (LIMS).

Discussion

The primary purpose of modeling the DWPF
Analytical facility was to aid the facility managers
in planning resource and manpower require-
ments. Therefore during construction of the
model, weekly review meetings were held with all
concerned laboratory personnel to validate any
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modeling assumptions. Approximately two man-
weeks of time were spent in developing the origi-
nal simulation. Subsequent revision for the sec-
ond scenario was accomplished more quickly, but
an equal time investment was spent in evaluating
the impact of sample numbers.

Table 2 illustrates the effects of sample com-
petition for the limited facility resources. When
multiple batches are processed, each subprocess
can be running at the same time. Thus, multiple
sets of samples arrive at the same time. Quality
control and condensate process operations sam-
ples further complicate the situation. Each addi-
tional sample set causes the overall process times
to extend due to conflicting requests for the same
resources. In some situations, extensive delays
can be experienced. It is identifying these delays
that most aids facility personnel in their planning
activities.

For the example presented in Fig. 1, the maxi-
mum time observed to process the RCT samples
was unacceptably long. Major delays are indica-
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tive of where the major process loads were occur-
ring in the laboratory. A prioritization scheme
could be constructed that would allow these sam-
ples to be analyzed first, thereby reducing the
turnaround time to acceptable levels. This scheme
could be built into the simulation to explore the
effect on other sample’s turnaround times.

Conclusions

Facility personnel examined utilization plots
and GPSS/ PC resource utility numbers to deter-
mine if enough time was available for waste re-
moval and other omitted activities. Additional
time for those activities was then included on a
flat percentage basis. Between the standard and
custom utility numbers and plots, facility man-
agers were able to get a relatively clear picture of
where bottlenecks were occurring. The adjusted
estimates were used to estimate the laboratory’s
impact on the overall DWPF process schedule.
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Based on these results and analysis, facility
operations were slightly restructured. In some
cases, alternate analysis schemes were indicated,
and resources to conduct these schemes are now
being developed.

Model refinement continues with limitations
being addressed and alternate operating scenar-
ios postulated. Timings are being verified by ac-
tual experience as the Laboratory comes on-line.
Incorporation of random error noted in these
studies will occur in a major model revision.
Because of the ease with which a model can be
changed, it will serve as the basis for future
off-line “what-if’ testing. This will serve as a
guide to future equipment and procedure
changes.

In conclusion, discrete event simulation has
shown itself to be a valuable tool. It allows rea-
sonable technical estimates of facility perfor-
mance to be made. It simplifies the task of per-
formance improvement by showing synergistic ef-
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fects on the computer, before equipment is pur-
chased or replaced and/or procedures are al-
tered. A refined, current laboratory model repre-
sents a cost-effective planning tool.

This paper was prepared in connection with
work done under Contract No. DE-AC09-
89SR 18035 with the U.S. Department of Energy.

GLOSSARY

Acronym  Definition

AA atomic absorption (spectophotometer)
AVC automated volatility computer
CEM microwave furnace

FURND muffle furnace for drying
FURNF muftle furnace for fusion
FURNYV muffle furnace for vitrification
GC gas chromatograph

GLOVE glovebox

GRIND sample grinder

HOTPL hot plate

IC ion chromatograph

ICPES inductively coupled plasma emission
spectrometer

LC liquid chromatograph

LIMS laboratory information management

system terminals
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MF melter feed (process)
MSMS  master-slave manipulator in sample
cell
MSM1 master—slave manipulator in cell 1
MSM2 master—slave manipulator in cell 2
MSM3 master—slave manipulator in cell 3
OVEN  sample drying oven
PR precipitate reactor
RCT recycle condensate tank
SME slurry mix evaporator
SRAT slurry receipt and adjustment tank
TIC total inorganic carbon/total organic
carbon (analyzer)
UVVIS  ultraviolet-visible (absorption spec-
tophotometer)
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Pulsed-laser fluorescence detection in capillary zone
electrophoresis of some banned substances in sport
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Abstract

A system of capillary zone electrophoresis with pulsed-laser fluorescence detection is presented. A pulsed
nitrogen laser delivering 2.5 mJ per pulse at 337.1 nm is proposed as a light source. Parameters that influence the
detector performance were studied. Three drugs (triamterene, acebutolol and bendroflumethiazide) were determined
to evaluate the laboratory-constructed capillary electrophoresis system. The technique was applied to human urine.
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Capillary zone electrophoresis (CZE) is an im-
portant technique that provides a high separation
efficiency with a short time of analysis. Compared
with liquid chromatography, CZE is a much sim-
pler instrumental approach, allowing extremely
high separation efficiencies from simple atomic
ions [1] to large DNA fragments [2-8]. A chal-
lenging issue in CZE is the detection and moni-
toring of the analytes after they have been sepa-
rated, as sub-nanolitre volumes are involved in
the detection process. Conventional absorbance
detectors are not sensitive enough for such small
sampling volumes owing to the short optical path
length. The detection limits of typical UV-visible
absorbance detectors equipped with commercial
CZE instruments are about 10> absorbance [9].

The laser has been demonstrated to be an
ideal light source for CZE, as its high irradiance
and spatial coherence facilitate the delivery of
large photon fluxes on small volume samples. So
far, laser-based detectors for CZE have used

Correspondence to: J.J. Laserna, Department of Analytical
Chemistry, Faculty of Sciences, University of Malaga, 29071-
Malaga (Spain).

continuous-wave (CW) laser sources, including
the He—Cd laser (lines at 325 and 442 nm) and
the argon ion laser (lines at 488 and 514.5 nm)
[9-14]. A significant drawback to CW visible lasers
is that only a limited number of molecular species
absorb in the spectral region covered. An inter-
esting alternative is offered by the pulsed nitro-
gen laser, as its output at 337.1 nm is able to
excite a range of organic molecules, It is a long-
lasting device requiring only occasional cleaning
of the optics. In addition, enormous laser energy
can be concentrated into a small sample volume.
For instance, a modest 2.5 mJ, 10 ns pulse fo-
cused to a 75-um diameter spot (the typical diam-
eter of a capillary) results in an irradiance at the
focal area of 5.6 X 10° W cm~2 Such a great
photon flux is capable of providing detection of a
single molecule in the focal region. Pulsed lasers
require gated detection devices for signal recov-
ery and accurate timing for synchronization of
the excitation—detection cycles. Boxcar averagers
are state-of-the-art instruments for this purpose.

In this paper, a laboratory-constructed CZE
system is presented. A pulsed nitrogen laser (337.1
nm) was used as an excitation source. The use of

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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pulsed lasers for detection in CZE has not been
reported previously. Fluorescence was detected
with a fast silicon photodiode and processed with
a boxcar averager. The performance of the sys-
tem was evaluated by using Rhodamine 6G as a
model compound. The system was also evaluated
for the separation and detection of fluorescent
drugs banned in sport (triamterene, acebutolol
and bendroflumethiazide). The analytical figures
of merit and the analysis of urine samples are
discussed.

EXPERIMENTAL

Apparatus

A schematic diagram of the capillary elec-
trophoresis apparatus is illustrated in Fig. 1. A
Laser Photonics Model UV 12 pulsed nitrogen
laser (337.1 nm, 2.5 mJ, pulse width 10 ns) was
used as an excitation source. The central part of
the laser beam was isolated with an iris di-
aphragm (8 mm diameter aperture) and focused
on to the capillary with a Suprasil f/1.5, 20-mm
diameter lens. Fluorescence was collected per-

B\S
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pendicular to the capillary and the exciting beam
(ortho configuration) with a 3-cm focal length
microscope objective. Fluorescence was spectrally
filtered to reject the laser scattered light with a
10-mm path length piece of Plexiglas. This proved
more effective for UV light rejection than, for
instance, carbon disulphide or 1 X 10~3 M potas-
sium dichromate solution at a similar path length.
Fluorescence was detected with a fast silicon pin
photodiode. The photoactive area was ca. 1 mm>2.
A laboratory-constructed voltage-mode preampli-
fier was used to convert the photocurrent to
voltage. The gain of the preamplifier was 107 V
A1, The preamplifier output was acquired with
a Stanford Research Systems SR250 boxcar aver-
ager. A Tektronix 2245A 100-MHz oscilloscope
was used to monitor the waveform magnitude.
The oscilloscope was also used to monitor the
setting of the gate width and delay of the boxcar
system. The aperture delay was 8 us and the
aperture duration was 600 ns, which gave the best
signal-to-noise ratio. The oscilloscope and the
boxcar were optically triggered with a beam de-
flected from the exciting laser and a fast photodi-
ode. The analogue signal from the boxcar was

MIRROR

NITROGEN LASER

TRIGGER

DETECTOR
PREAMPLIFIER [
OBJECTIVE

DIAPHRAGM

LENS

BOXCAR

OSCILLOSCOP

CAPILLARY

RECORDER

Fig. 1. Schematic diagram of the CZE apparatus. B/S = beam splitter.
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recorded with a Perkin-Elmer Model 023 chart
recorder.

Electrophoresis was driven by a 30000-V
high-voltage power supply [Spellman High Volt-
age Electronics (Plainview, NY) Model CZE 1000
R; current range 0-300 wA; voltage range 0-30
kV] and performed in a 100 cm X 75um id.
polyamide-coated fused-silica capillary tube
(Polymicro Technologies, Phoenix, AZ). Electri-
cal connection at both ends of the capillary was
effected with platinum electrodes immersed in
small-volume reservoirs. The sample was intro-
duced via electromigration of the sample solution
on to the capillary with a 10-kV injection applied
for 10 s.

Chemicals and procedure

All chemicals used were of analytical-reagent
or research grade. The drugs employed as refer-
ence compounds were from Sigma. Water was
demineralized (Millipore) and all samples were
dissolved in the zone buffer solution [Titrisol (pH
8), Merck]. Standard solutions of drugs were pre-
pared at different pH [buffer systems contained
20% (v/v) methanol to help to dissolve the drugs].
Human urine samples from volunteers not receiv-
ing any kind of pharmaceutical therapy were
analysed. The urine from a patient receiving a
daily dose of triamterene was also analysed. Prior
to use, the capillary was vacuum-cleaned succe-
sively with 0.1 M sodium hydroxide (3 min), dis-
tilled water (3 min) and buffer solution (5 min).

RESULTS AND DISCUSSION

Fluorescence detection

Boxcar averagers provide the potential to in-
crease the signal-to-noise ratio (S/N) in a
pulsed-laser experiment by averaging a number of
data points before the output signal is sent to the
recording device. As one averages many noisy
samples of a signal, the average will converge to
the mean value of the signal, and the noise will
average to zero. However, averaging a large num-
ber of points in high-efficiency CZE may result in
a decrease in peak height, as large signal gradi-
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the boxcar and (b) the laser frequency. Error bars represent
the standard deviations for three replicate measurements.

ents occur close to the peak concentration maxi-
mum. This effect is illustrated in Fig. 2a for the
injection of 1 X 10~ M Rhodamine 6G (R6G),



690

used as a model compound. As expected, S/N
increases increasing number of data samples.
However, averaging more than ten samples re-
sults in decreased S/N values as the points
defining the peak maximum are averaged with
points of fewer intensity. The time to acquire a
given number of data points can be reduced by
increasing the excitation frequency, i.e., by in-
creasing the laser repetition rate. Figure 2b shows
the effect of the laser frequency on S/N. The
optimum laser frequency is 10 Hz. At higher
repetition rates S/N degrades owing to laser
flicker noise. The combination of ten averaged
points and 10 Hz results in one point being sent
to the output device each second. This value is
adequate for most experiments on high-efficiency
CZE.

Figure 3 shows the dependence of the R6G
peak height on injection voltage, migration volt-
age and injection time. With increasing injection
voltage and injection time the peak height in-
creased whereas it decreased with increasing mi-
gration voltage. The reason for this is that as the
migration voltage increases, the residence time of
the sample segment on the detector decreases.
Consequently, for a given laser repetition rate,
the number of data points defining the peak
profile decreases, resulting in a smaller average
signal. Unfortunately, the parameters that en-
hanced detection also caused a decrease in effi-
ciency. For instance, the peak width at half maxi-
mum increased linearly with increasing injection
time, whereas it decreased with increasing migra-
tion voltage in the range 5-30 kV. Hence some
compromise between detection power and sepa-
ration efficiency has to be reached.

Effect of pH on separation of drugs in CZE

Three drugs (triamterene, bendroflumethia-
zide and acebutolol) were determined to evaluate
the laboratory-constructed capillary electrophore-
sis system. The effect of pH on the separation
(migration time), efficiency (peak width) and de-
tection (peak height) of the three drugs was eval-
uated. The results are illustrated in Fig. 4. It is
apparent that for triamterene the migration time
and the peak height are favourable at basic pH
values, whereas maximum efficiency is achieved
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Fig. 5. Direct fluorescence detection by CZE. (a) Electro-
pherogram of a standard containing acebutolol (1x10~* M),
triamterene (1X10~% M) and bendroflumethiazide (3x 1073
M); (b) electropherogram of spiked urine.

at pH 8. For bendroflumethiazide, the migration
time and peak width are minimum at pH 6. The
best separation and efficiency parameters for ace-
butolol occur at pH 10. As a compromise be-
tween detectability and speed of analysis, further
studies were conducted at pH 8. Figure 4 shows
that a greater separation of the three drugs would
occur, for instance, at pH 9. However, the high
efficiency provided by CZE allows a fairly good
separation at pH 8 (see Fig. 5) in a shorter
analysis time.

Analytical figures of merit

Table 1 summarizes the limits of detection
(LOD) and reproducibilities for three migration
parameters (peak height, migration time and peak
width) of the CZE method for the drugs studied.
The LOD for triamterene (0.31 fmol) is about
two orders of magnitude lower than that for
acebutolol (88 fmol) and bendroflumethiazide (18
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TABLE 1

Analytical figures of merit of the CZE determination of some
drugs

Drug LOD (mo)?® R.S.D.(%)°
Peak Migration Peak
height time width
Triamterene 3.1X 10716 5.8 1.5 10.2
Acebutolol 88x1071* 56 2.1 121
Bendroflu-
methiazide 1.8x1071% 4.1 2.4 14.1

2 Limit of detection for § /N = 2. ° Relative standard devia-
tion for n =15

fmol). In addition to variations in the fluores-
cence quantum yields, the reason for this differ-
ence is the lack of tunability of the nitrogen laser,
which prevents effective excitation of the last two
drugs at 337.1 nm. The relative standard devia-
tion of the measurements is about 5%, and is
limited by flicker noise in the laser source. The
reproducibility of the migration times is satisfac-
tory. The precision of the peak width measure-
ments is poorer and is related to the use of a
graphical procedure for width calculation. Ana-
logue-to-digital conversion of the boxcar output
would allow data processing using a standard
computer program and a improvement in peak
width evaluation.

Separation and urine analysis

The recorder output for the analysis of mix-
tures of the three drugs is illustrated in Fig. 5.
Human urine samples were spiked with three
drugs of interest and analysed by CZE as pro-
posed here. Figure 5a shows the separation of
acebutolol, triamterene and bendroflumethiazide
in a standard solution at pH 8. The three drugs
were separated in 5 min. It should be noted that
the baseline was restored after each component
had passed through the detector. Figure 5b shows
the electropherogram corresponding to a urine
sample spiked with the three drugs. No sample
conditioning was necessary, urine being injected
directly into the capillary by electromigration. For
acebutolol and, to a lesser extent, triamterene,
the efficiency was lower than that obtained for
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drug standards. However, the separation was still
satisfactory. Figures 5a and b also show that a
small drift in migration time occurs when the
drugs are injected in urine. The drift to longer
migration time was reproducible from run to run.
No laser-induced fluorescence peaks were ob-
served for a blank urine, which indicates the
suitability of the detector for direct urine analy-
sis.

The electropherogram of a urine sample from
a patient receiving triamterene medication is pre-
sented in Fig. 6a. The peak at 4.8 min corre-
sponds to triamterene, whereas that at 6.1 min is
due to a fluorescent drug or metabolite present in
this sample. The triamterene concentration was
ca.3x107° M (0.76 ng ml~!) as compared with
the peak height of a triamterene standard in
urine (Fig. 6b).

CZE is concluded to be a viable separation
method for the direct analysis of urine samples.
The absence of the column filling required in LC
and the peak-free baseline provided by urine
when fluorescence detection is used make sample
preconditioning unnecessary in CZE. In spite of
the complexity of the instrumental set-up,
pulsed-laser fluorimetry is a feasible detection
scheme. LOD values in the femtomole range
seem to be readily achievable by this approach.

(a) (b)

L e

6 o 2 4 6 8
Time (min)

) 2 <
Time (min)
Fig. 6. Electropherogram of a urine sample from a patient
receiving triamterene medication (left) compared with the
peak height of a triamterene standard (3x10~% M) in urine
(right).
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Abstract

The interaction of water-soluble cationic porphyrin meso-tetrakis(4-N-methylpyridinyl)porphyrin (TMPyP) man-
ganese derivatives with DNA was demonstrated by their catalytic activity on the luminol-H,0, chemiluminescence
(CL) system. The catalytic activity of Mn-TMPyP on the CL reaction was markedly enhanced when the complex was
bound to DNA. The native form of DNA and thermally denatured DNA show the same degrees of enhancement.
Different degrees of enhancement were obtained when Mn-TMPyP interacted with RNA and polynucleotides,
whereas the interaction of nucleotides and bases with Mn-TMPyP had no effect on its catalytic activity. To examine
the effect of the peripheral group of the porphyrin on its bonding properties, the interaction of manganese
tetrakis(4-aminophenyDporphyrin (Mn-TPPA ,), manganese tetrakis(carboxylphenyl)porphyrin (Mn-TPPC,), man-
ganese tetrakis(sulphophenyDporphyrin (Mn-TPPS,) and manganese tetrakis(4-trimethylaminophenyl)porphyrin
(Mn-TAPP) with DNA was tested. Only the Mn-TPPA ,-catalysed CL reaction was significantly enhanced. The
effects of the native form of DNA and thermally denatured DNA on the Mn-TPPA ,-catalysed CL reaction were very
different to that on the Mn-TMPyP-catalysed CL reaction. With a fixed concentration of Mn-TMPyP there was a
saturated concentration of DNA with respect to the metalloporphyrin (M-P). The binding number of M-P to DNA
was estimated. Optimum conditions of the M-P-DNA complex-catalysed luminol CL reaction were evaluated by
using a flow-injection system. The use of the analytical parameters of the phenomenon as a means of determining
DNA was examined. The detection limit (signal-to noise ratio > 3) of DNA was 0.20 ng ml~ . The relative standard
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deviation (n = 11) of the determination of 10 ng ml~! DNA was 2.6%.

Keywords: Chemiluminescence; Flow injection; Metalloporphyrins; Nucleic acids

Because of their interesting chemical proper-
ties and biological importance, porphyrins (P)
and metalloporphyrins (M-Ps) are among the most
interesting natural products. Examples include
their vital functions in haemoproteins, cytochro-
mes, catalases, peroxidases and reductases as the
prosthetic groups for a host of naturally occurring
enzymes and proteins [1]. Chemists and biologists
have often attempted to mimic the biological
properties of such natural systems [2]. M-Ps have
been widely used in the chemical modelling of

Correspondence to: Yun-Xiang Ci, Department of Chemistry,
Peking University, Beijing 100871 (China).

cytochrome P-450 [3}, peroxidase [4] and catalase
{5]. The successful association of various oxygen
atom donors (hydrogen peroxide, sodium hypo-
chlorite, alkyl hydroperoxides or potassium per-
oxodisulphate) with synthetic M-Ps led to a better
understanding of the chemistry of metal-oxo
species and their implications in those enzymes.
Regarding applications in analytical chemistry,
M-Ps have been used successfully as mimetic
peroxidase in calorimetric [6], fluorimetric [7] and
chemiluminescent [8] analyses.

In addition to the use of M-P complexes as
biomimetic catalysts in the oxygenation of hydro-
carbons, interactions of M-Ps with nucleic acids
have also been the subject of a number of investi-

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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gations. The DNA affinity of these flat te-
trapyrrolic macrocycles is very high. The mode of
M-P binding to DNA depends on many factors,
€.g., ionic strength, porphyrin to base-pair ratio
and mainly the porphyrin geometry. The size and
charge of peripheral groups attached at the meso
position of tetraarylporphyrins and the presence
or absence of axial ligands on the inserted metals
determine the interaction site on the polynu-
cleotide. The most actively studied DNA-binding
M-Ps are metal complexes of the tetracationic
water-soluble compound meso-tetrakis(4-N-meth-
ylpyridinyDporphyrin (TMPyP) [9]. Several ex-
haustive reviews in this field are available [10,11].
Regarding the binding mode of TMPyP deriva-
tives, TMPyP itself is an intercalating agent, as
are its metallated derivatives, such as Cu(ID),
Ni(II) and Pd(II) derivatives, whereas Mn(II),
Fe(II), Co(IIT) and Zn(II) complexes of TMPyP
bind to the outside of DNA with a significant
preference for A-T sequences compared with
G-C sequences [9].

In this work, the interaction of metallated
TmPyP derivatives with DNA were studied by
examining the catalytic activity of Mn-TMPyP on
the luminol-H,0, CL reaction. The presence of
DNA can significantly enhance the Mn-TMPyP-
catalysed CL reaction. The use of this phe-
nomenon as a means of determining DNA was
examined.

EXPERIMENTAL

Reagents

Calf thymus DNA (CT DNA) and yeast RNA
were purchased from Hua-Mei Biochemical,
polylA], -[G], {U], -[C], -[AG], and -[AGU] and
luminol from Sigma Chemical and nucleotides
and bases from Shanghai Biochemicals. All other
reagents were of analytical-reagent grade from
Beijing Chemical Works. All aqueous solutions
were prepared with doubly distilled water.

Stock standard solutions of CT DNA (400 ug
ml~!, 1.3 X 1073 M base concentration), polynu-
cleotides (100 pg mi~!), nucleotides (1 mg mi~1)
and bases (200 pwg ml™!) were prepared by dis-
solving the samples in water and stored at 4°C. A
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working standard solution of luminol was pre-
pared by diluting the stock standard solution (2.5
X102 M in 0.10 M NaOH) with 0.10 M
Na,CO,-NaHCO, buffer (pH 10.50). Metallo-
porphyrins used in the study were prepared as
reported previously [12,13].

Apparatus

The flow system used for flow-injection analy-
sis was identical with the system used previously
[12]. Luminol and H,O, reagent solutions were
pumped (4.0 ml min~! for each solution) and
mixed through a mixing coil (150 X 1 mm i.d.) by
one peristaltic pump of an intelligent flow-injec-
tion sampler (Xi’an Spring Institute) and deliv-
ered directly to the flow cell. The catalyst solu-
tions were pumped by another pump and a cer-
tain amount of the solution (150 w1) was injected
into the luminol-H,O, stream by the solenoid
valve automatically. The CL produced was moni-
tored by a GD-1 luminometer (Northwest Re-
search Institute of Geology) and the peak height
of the signal was recorded with a Type 3056 pen
recorder.

Ultrasonic denaturation of DNA was per-
formed in a Model CQ250 bath-type cleaning
sonicator (Shanghai Ultrasonic Instrument Fac-
tory).

Procedures

Interactions of M-Ps with DNA, polynu-
cleotides, nucleotides and bases were performed
in distilled water. Solutions of 2 X 10~ M Mn-
TMPyP and 1 ug ml~! DNA were reacted as the
final concentrations in a 5-ml volumetric flask
and the mixture was used as the catalyst solution
to optimize the CL reaction conditions. The opti-
mum pH was obtained by varying the pH of the
luminol-H,0, stream with 0.10 M carbonate
buffer.

RESULTS AND DISCUSSION

Optimization of the enhanced CL reaction con-
ditions

The optimum pH of the DNA-enhanced lumi-
nol-H,0,-Mn-TMPyP CL reaction was ob-
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Relative intensity

1 L 1 1 i l
9.5 10.0 10.5 11.0 1.6 12.0 12.6
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Fig. 1. Effect of pH on (a) Mn-TMPyP-catalysed and (b)
DNA-enhanced lumin6!-H,0O, CL reactions. © = Na,CO;-
NaHCO; buffer; ® = NaHCO;~-NaOH buffer. Luminol, 2.5 X
107* M; H,0,, 0.01 M; Mn-TMPyP, 2x 107% M; DNA, 1 ug
ml~ L ;

tained by varying the pH of the luminol-H,O,
stream. For buffer control, 0.10 M Na,CO,-Na-
HCO, (pH 9.46-11.22) and NaHCO,;-NaOH (pH
10.50-12.50) buffers were used. Figure 1 shows
the effect of pH on the relative CL intensity in
the presence and absence of DNA. At pH 10.50
there is a relatively high enhanced CL signal
whereas the unenhanced CL intensity is relatively
low. Therefore, a buffer of pH 10.50 (0.10 M
Na,CO,;-NaHCO,) was selected for use in sub-
sequent studies.

In an attempt to establish the optimum pH for
the interaction of M-Ps with DNA, 0.05 M barbi-
tal-HCI buffer (pH 6.50-8.20) was used for buffer
control in DNA and Mn-TMPyP solution. No
enhancement was found which was considered as
the effect of ionic strength. Pasternack et al. [14]
have reported that the binding constant of M-P
to nucleic acids decreases with increasing ionic
strength. Therefore, the interaction of DNA was
performed in distilled water.

The effect of luminol concentration on the CL
reaction in the presence and absence of DNA
was examined by fixing the concentration of
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H,0,, Mn-TMPyP and DNA at 0.01 M, 2 X 10~8
M and 1 pg ml™!, respectively. The pH of the
luminol solution was fixed at 10.50. The luminol
concentration was varied from 2.5 X 1079 to 5 X
10~* M. As the luminol concentration increased,
the relative intensity increased rapidly. At lumi-
nol concentrations > 7.5 X 107> M, the ratio of
the relative CL intensity in the presence and
absence of DNA remained the same. In order to
obtain an easily detectable CL signal, 2.5 x 10™4
M luminol was chosen as the optimum concentra-
tion.

Using the optimum conditions established, the
effects of H,0, concentration on the Mn-TMPy-
P-catalysed and DNA-enhanced CL reaction were
examined. The results are shown in Fig. 2. An
H,0, concentration of 0.03 M was selected as
the optimum concentration in further studies.

Interaction of metalloporphyrin with nucleic acid
The M-Ps extensively used for the DNA inter-
action study were metallated TMPyP derivatives.
As the complexes are devoid of hydrogen bond
donor and acceptor possibilities, it was proposed

Relative intensity

4 -3 -2
Ig[H.0,]

Fig. 2. Effect of H,0, concentration on (a) Mn-TMPyP-cata-
lysed and (b) DNA-enhanced CL reactions. Luminol, 2.5X
10~% M; Mn-TMPyP, 2x10~®% M; DNA, 1 ug ml~'; pH,
10.50.
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TABLE 1
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Enhancement effects of DNA, polynucleotides, nucleotides and bases on M-P-catalysed luminol CL reaction, expressed as relative

DL intensities (arbitrary units) 2

Parameter ® Blank RNA DNA Poly [A] [G] [U] [C] [AG] [AGU]

Iciy 10.0 48.0 49.0 60.0 65.0 60.0 35.0 51.0 51.0

Icrs 8.00 45.0 45.5 40.0 43.0 45.0 46.0 38.5 38.5
Nucleotides Bases

Tows 10.5 9.5

Icy, 8.00 8.5

2 Concentrations of DNA, RNA, polynucleotides, nucleotides and bases are 1 ug ml~!. Nucleotides include AMP, GMP, UMP,
TMP, dAMP, dCMP, GTP and ATP. Bases include A, G, U, C and T. Mo-TMPyP, 2 X 1078 M. P I 1 = Mn-TMPyP-catalysed CL

system; I, = Mn-TPPA ,-catalysed CL system.

that electrostatic and steric effects associated with
the minor groove, one of the two grooves of
B-form DNA, are the factors controlling speci-
ficity. For the metallated TMPyP derivatives three
modes of binding between DNA and M-P com-
plexes have been recognized: intercalated when
M-P do not have axial ligands; outside DNA
binding for complexes with axial ligands; and
minor groove binding in the case of Mn-TMPyP
2l

As Mn-TMPyP has a high affinity for nucleic
acids and a high catalytic activity in the luminol—
H,O0, CL reaction, it was used in the CL study of
the interaction of M-P with DNA. Under the
optimum conditions obtained, interactions of
Mn-TMPyP with CT DNA and yeast RNA were
examined by using the Mn-TMPyP-catalysed CL
reaction. Both of them enhanced the Mn-
TMPyP-catalysed CL significantly. In order to
obtain additional information on the enhance-
ment mechanism, the effects of polynucleotides,
nucleotides and bases on the Mn-TMPyP-cata-
lysed CL reaction were examined. The results are

TABLE 2

summarized in Table 1. No enhancement oc-
curred for nucleotides and bases and polynu-
cleotides showed different degrees of enhance-
ment.

As mentioned above, the size and charge of
peripheral groups attached at the meso position
of the M-P are also of importance for DNA
interaction. Therefore, the interaction of DNA
with Mn-TPPS,, Mn-TPPC,, Mn-TPPA, and
Mn-TAPP was examined under the same condi-
tions as for Mn-TMPyP. Only the Mn-TPPA ,-
catalysed CL reaction was enhanced by DNA.

Denaturation experiment ,

In order to compare the interactions between
M-Ps and natural and denatured DNA, the na-
tive form of DNA was denatured either by incu-
bating it at 100°C for 20 min followed by cooling
in ice—water or by sonication in a bath-type soni-
cator for 10 min. The interactions of the dena-
tured DNA with Mn-TMPyP and Mn-TPPA , dif-
fer considerably. The denatured DNA can en-
hance the Mn-TMPyP-catalysed CL reaction to

Results of denaturation experiment, expressed as relative CL intensities (arbitrary units).

Parameter * Before denaturation

Thermal denaturation

Sonic denaturation

Blank Sample B A B
DNA (pg ml™") 0.0 0.1 0.1 0.1 0.1 0.1
Ioy, 10.0 48.0 49.0 48.0 22.0 20.0
Ieps 8.00 46.0 9.00 8.50 6.00 7.00

# Icp 1 = Mn-TMPyP-catalysed CL system; I , = Mn-TPPA , catalysed CL system. Mn-TMPyP, 2 X 10~% M. P A = DNA denatu-
ration before interaction with M-P; B = DNA denaturation after interaction with M-P.
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almost at the same extent as the native DNA,
whereas for the Mn-TPPA ,-catalysed CL reac-
tion no enhancement was found for the dena-
tured DNA. In addition, the enhancement effect
of sonically denatured DNA on the MnTMPyP-
catalysed CL reaction was less than that of ther-
mally denatured DNA. The possible reason for
this is that DNA was partially interrupted under
the sonication conditions and the enhancement
effect of long-chain single-stranded DNA on the
M-P-catalysed CL reaction is greater than that of
the short-chain type. The results are presented in
Table 2.

Nature of the enhancement effect

The microenvironment and the axial coordi-
nate conditions of M-Ps are critical for their
catalytic activities. Characteristic structural fea-
tures for peroxidase, cytochrome P-450 and cata-
lase include the following: all of these enzymes
have an M-P as their prosthetic group; (2) one
side of the M-P molecule binds both the oxygen
and the substrate and this cofactor is deeply
buried in the protein [15]; and no additional
catalytically active groups have been found at this
active site. As ideal chemical models for these
enzymes, a fifth ligand for M-P (such as the
phenolic hydroxyl of tyrosine for catalase, the
imidazole of histidine for peroxidase and a sul-
phydryl of cystine for cytochrome P-450) that
characterizes these enzymes is often necessary,
which occupies one side of the porphyrin plane
such that the substrate can be located on the
opposite face of the M-P. Recently we have found
that when an M-P was bound to serum albumin,
the peroxidic activity of the M-P was dramatically
enhanced, which is explained by hydrophobic and
coordinate interactions of M-Ps with protein [13].

The most reasonable mode of binding of Mn-
TMPyP with DNA is end-on within the minor
groove. Raner et al. [16] have shown that the
Mn-TMPyP complex, which possesses bulky sub-
stituents in the P plane, exhibits a cleavage speci-
ficity that is identical with that of the parent
compound. This observation, along with recent
linear dichroism studies on the P-DNA interac-
tion [17], strongly suggests that the P is not only
bound end-on to DNA, but that the Watson and
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Crick hydrogen bonding between A and T is
disrupted at the site of binding. The angle of
orientation of the M-P relative to the DNA helix
axis is 62-67°.

Based on the above observations, the enhance-
ment effect of DNA on the Mn-TMPyP-catalysed
luminol CL reaction was explained as follows.
When Mn-TMPyP was bound to DNA via outside
binding, the binding leads to melting or partial
melting of the DNA, and the coordination effect
of A or T to Mn in Mn-TMPyP makes the M-P-
DNA complexes behave in the same way as iron
P in natural peroxidase, in which the Fe of the
M-P is coordinated with histidine, the interaction
of which is responsible for the effective decompo-
sition of H,0,.

Interestingly, both the natural and denatured
DNA have almost the same enhancement effect
on the Mn-TMPyP-catalysed CL reaction. The
possible binding of these axially ligated cationic
M-Ps to single-stranded polynucleotides has not
been demonstrated. A recent study of the degra-
dation of DNA, RNA and polynucleotides of
defined structure by Mn-TMPyP-KHSO, showed
that Mn-TMPyP-mediated polynucleotide degra-
dation involves binding of the M-P to its sub-
strates prior to degradation [18]. In the present
enhanced CL system, the enhancement effect of
denatured DNA was explained as the binding of
M-P to single-stranded DNA through electro-
static and coordinate interactions just as for the
interaction of M-Ps with polymers [19] in which
the catalytic activity of the M-P was enhanced.
Also consistent with this view was the finding that
the polynucleotides demonstrated an enhance-
ment effect on the Mn-TMPyP-catalysed CL re-
action whereas no enhancement was found for
nucleotides and bases, as Table 1 shows.

As indicated above, the native form of DNA
can enhance the Mn-TPPA ,-catalysed CL reac-
tion wherecas denatured DNA has no such effect.
The enhancement effect of the native form of
DNA on the Mn-TPPA ,-catalysed CL reaction
was explained by outside bonding of Mn-TPPA ,
to DNA, which provides a favourable microenvi-
ronment for the catalytic activity of the M-P.
With denatured DNA, the NH, groups of Mn-
TPPA , take part in the hydrogen bond formation
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with bases on the single-stranded DNA in which
Mn-TMPyP was completely enclosed in the sin-
gle-stranded DNA polymer. Therefore, both of
the axial coordinate sites may be occupied by
bases and lower catalytic activity was obtained
{12}

Analytical parameters of DNA-enhanced CL re-
action

After establishing the effect of DNA on the
M-P-catalysed CL reaction, the use of the analyti-
cal parameters of the enhancement the CL reac-
tion as a means of determining DNA were exam-
ined by using a flow-injection system. A calibra-
tion graph for DNA was obtained by varying the
concentration of DNA from 20 to 200 ng ml™!
with a fixed concentration of Mn-TMPyP of 2 X
10~ M. A typical plot of DNA concentration
versus relative CL intensity is presented in Fig. 3.
The relative CL intensity increases rapidly as the
concentration of DNA increases. At concentra-
tions of DNA > 100 ng ml~!, the CL intensity
levelled off. This indicates that Mn-TMPyP is
saturated by DNA. The concentration of DNA
corresponding to the turning point of the curve
represents the saturation concentration of DNA

Relative intensity

1 1 1 1 1
0 4 8 12 16 20
c.t.DNA, x10 %ug/ml

Fig. 3. Typical calibration graph for DNA. Mn-TMPyP, 2X
1078 M.
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TABLE 3

Analytical parameters of DNA-enhanced CL reaction
Mn-TMPyP (M)

4x107° 2x107% 1x1077 5x1077

Parameter ?

Working range

DNA(ngml™!) 1-18 20-100 50-500 200-2000
R 0.9951 0.9887 0.9894 0.9949
N 11.3 9.1 9.7 8.0

2 R = correlation coefficient of line of best fit (six points);
N = mole ratio of DNA to M-P.

with respect to the M-P. The mole ratio of DNA
(base concentration) to M-P means the base num-
ber per binding of M-P molecule. It is expected
that when the concentration of the M-P is in-
creased, the method can be extended to the mea-
surement of high DNA concentration. Table 3
summarizes the working ranges of DNA at differ-
ent concentrations of Mn-TMPyP and other ana-
lytical parameters. It was found that when the
Mn-TMPyP concentration was <2 X 1078 M, the
Mn-TMPyP-catalysed CL signal decreased
rapidly. The possible reason for this is the ab-

Relative intensity
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=
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<

Time. hr

Fig. 4. Time curves of (a) Mn-TMPyP-catalysed and (b)
DNA-enhanced CL reactions Mn-TMPyP, 4 x 10~° M; DNA,
10 ng ml~ L
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sorption of the M-P on the flask surface. The
interaction of the M-P with DNA will protect the
M-P from such absorption and the CL intensity
decreased slowly. Figure 4 shows the Mn-TMPyP
(4 X 10~° M)-catalysed and DNA-enhanced CL
signals as a function of time.

Under the optimum conditions obtained, the
detection limit (signal-to-noise ratio > 3) of DNA
was 0.20 ng ml ! and the relative standard devia-
tion (n = 11) was 2.6% for the determination of
10 ng mI~! DNA.
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Design of a flue gas probe for ammonia measurement
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Abstract

The emission of nitrogen oxides from combustion can be limited by selective catalytic reduction (SCR) and
selective non-catalytic reduction (SNR) by ammonia. In order to control the ammonia slip in these processes it is
desirable to measure the ammonia outlet concentration continuously. The problems in doing this are discussed,
among which are homogeneous and heterogeneous reactions of ammonia with nitric oxide in the sampling system.
The design and test of a diluting flue gas probe is presented, where ammonia is converted to and detected as nitric
oxide. The efficiency of various converter designs for the probe was studied in the laboratory.

Keywords: Catalytic methods; Ammonia; Flue gas probe

During the last years much effort has been put
into the development and test of analysis meth-
ods for the detection of ammonia in flue gas.
Basically, two problems have to be considered
when extractive ammonia analysis is carried out:
the sampling technique, and the detection princi-
ple of the analyzer.

The design of a sampling technique is not a
trivial problem as ammonia may adsorp on sur-
faces in the sample gas lines or on fly ash [1], and
it may react with oxygen, nitric oxides, sulphur
dioxide, and sulphur trioxide present in the flue
gas. Moreover, the ammonia may be unevenly
distributed in the flue gas channel or reactor
where the sample is taken. Unwanted side reac-
tions take place homogeneously at high tempera-
tures (above about 800°C) [2] and heteroge-
neously above about 250°C due to catalytic effects
of fly ash [3] or steel [4-7]. Below this tempera-

Correspondence to: K. Dam-Johansen, Department of Chemi-
cal Engineering, Technical University of Denmark, Building
229, 2800 Lyngby (Denmark).

ture in a wet flue gas, sulphur trioxide is con-
verted to gaseous sulphuric acid which may con-
dense as ammonium sulphate in the presence of
ammonia. At still lower temperatures (below
about 70°C) sulphur dioxide, water, and ammonia
forms ammonium sulphite on surfaces, which
subsequently is oxidized to ammonium sulphate
by oxygen and nitrogen dioxide. This problem has
been extensively studied in a recent work [8). The
potential problem of salt formation has, in a
particular design, been solved by removing sul-
phur dioxide selectively in the flue gas probe [5].

Gaseous ammonia may be detected directly
and continously in a number of ways, including
mass spectrometry, IR and UV spectrometry,
laser spectrometry [9,10], gas sensing electrodes,
and automized wet chemical methods [11]. Typi-
cally, the manufacturers may test their analyzers
by measuring ammonia in nitrogen or other rela-
tively simple mixtures. By testing in this way most
commercially available ammonia analyzers are
generally suitable, i.e., they are linear and have
reasonable response times. However, tests per-

0003-2670,/93 /$06.00 © 1993 — Elsevier Science Publishers B.V. All rights reserved
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formed with simulated flue gas may show signifi-
cant cross sensivities for other flue gas compo-
nents. For example, tests of an UV and an IR
anayzer in our laboratory have shown severe cross
sensivities for SO, and NO in the UV range and
for water in the IR range. Janssen et al. [3] found
that mass spectrometry was unsuitable for detec-
tion of ammonia in presence of flue gas contents
of water and oxygen. In general, technically so-
phisticated methods of detection may not be suit-
able for a process environment with vibrations,
dust, heat, etc.

Ammonia may also be detected indirectly by
chemiluminescence or UV spectrometry if it is
converted to nitric oxide. The NH; to NO con-
verter used in commercial equipment is typically
a tube reactor made of steel, which acts as a
catalyst due to the presence of metal oxides on
the surface. The use of platinum as a catalyst has
also been reported [12,13]. As nitric oxide is also
present in the unconverted flue gas this is a
differential technique, with the drawback that the
accuracy is lowered when the nitric oxide concen-
tration is high compared to the ammonia concen-
tration. However, on DeNO, plants the NH; and
NO concentrations are normally of the same or-
der of magnitude and calculations show that the
deterministic uncertainty of the method should
be lower than 3 ppm. Other nitrogen species such
as HCN, CH;NH,, etc., are oxidized as well as
NH, and may be detected as such, if present.
Reduced sulphur species are also oxidized, and
about 1% of any SO, present may be oxidized to
SO;. The formation of SO, may cause problems
with salt formation and corrosion downstream of
the converter if the measurement system is not
designed to take this into account.

On the basis of our experiences with ammonia
measurements on flue gas we find that the differ-
ential technique is reliable, reasonably accurate,
and moderate in cost. A measurement system
based on this technique has been designed. In the
following the design and laboratory test of the
ammonia to nitric oxide converter is discussed,
and the final measurement system is presented.
The measurement system was tested both on a
pilot scale SCR plant and on a full scale SNR
plant.

EXPERIMENTAL

To determine the optimal design and operat-
ing conditions of an NH; to NO converter (reac-
tor), laboratory test were performed at tempera-
tures in the 640-1000°C range, gas residence
times from 0.02 to 0.5 s, and various ammonia
inlet concentrations with and without NO pre-
sent. The outlet concentration of NO was deter-
mined by chemiluminiscence.

Two reactors were operated at atmospheric
pressure: an 1.8 mm i.d. stainless (316) steel tube,
and a 5.3 mm i.d. quartz glass U tube (10 ¢m in
length) containing 2.33 g platinum /rhodium net
(90:10, 80 mesh) as a catalyst. This catalyst is
well known from the production of nitric acid for
its high selectivity and stability. The oxygen par-
tial pressure was constant at about 4.3 vol.-%. A
third reactor could be operated at pressures down
to 0.1 atm; a 10 mm i.d. quartz glass tube (10.4
cm in length), also containing 2.33 g Pt/Rh net.
In this reactor the oxygen partial pressure was
constant at about 6.1 vol.-%. All tubes were
heated electrically in a tubular furnace and the
temperature was controlled within +5°C.

RESULTS AND DISCUSSION

Converter efficiency

By varying the length (5-40 cm) of steel tube
inserted into the furnace, the results shown in
Fig. 1 were obtained. The temperature and the
inlet partial pressure of NH, were 640°C and 200
ppm respectively (1 atm total pressure). At a gas
flow-rate of 75 ml min~! (at 298 K and 1 atm),
the observed conversion of NH; to NO was ap-
parently lower than at 520 ml min~—! (Re about
1200), indicating that the reaction is limited by
mass transfer to the tube wall. The observed
conversion is calculated as ([NO], -
[NOJ,)/[NH,];, where i and o denotes inlet and
outlet concentrations respectively.

The steel converter efficiency increased signifi-
cantly when the temperature was increased from
640 to 900°C, Fig. 2. According to the kinetics
discussed below, homogeneous reactions between
NH, and NO have increasing importance above
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Fig. 1. Observed conversion of NH ; versus the residence time
using the type 316, 1.8 mm i.d., steel tube reactor. The length
of reactor was varied. Reaction conditions: 200 ppm NHj,
640°C, 4.3 vol.-% O,, (0) flow-rate 75 ml min ~ !, (0) flow-rate
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Fig. 2. Observed conversion of NH; versus the reactor tem-
perature for the three reactors studied. The calculated con-
versions for the steel (considering only homogeneous reac-
tions, dashed line) and the atmospheric pressure Pt /Rh (solid
line) converters are shown for comparison. Reaction condi-
tions: steel (O): 200 ppm NH, residence time 32/T s (T in
Kelvin), flow rate 520 N ml min~!, 4.3 vol.-% O,. Pt/Rh, 1
atm. (a): 200 ppm NH,, residence time 73/ T s, flow-rate
520 ml min~!, 4.3 vol.-% O,. Pt/Rh, reduced pressure (X ):
20 ppm NHj3, 75 ppm NO, residence time 0.09-0.12 s, flow-
rate 1260 ml min~!, 6.1 vol.-% O,.

800°C (solid line) and some NH; is converted to
N,, thereby lowering the observed conversion.
The high temperature caused carbon particles to
be released from the 316 steel reactor tube, and
it was damaged irreversibly. On this basis the
steel converter was found unsuitable for practical
application, and the work continued with the
platinum converters.

The results obtained with the platinum con-
verter operated at atmospheric pressure are com-
pared with a mathematical model including both
homogenous and heterogeneous kinetics. The ho-
mogeneous reactions involved in selective non-
catalytic reduction of nitric oxide (SNR) at atmo-
spheric pressure was studied by Duo et al. {2],
who found that the kinetics of the overall reac-
tion could be simplified as:

rno = ko' [NH;] — &, - [NH;][NO] (1)
'nu, = —ko [NH;] — &, - [NH,][NO] (2)

where k, =2.212- 10" - exp(—38160/7) s~ ! and
k,=2.450-10" - exp(—29400/T) m* mol~! s~!
at about 4 vol.-% of oxygen. r; is the rate of
formation of component i in mol m~3 s~!. Plug
flow was assumed for the gas. The heterogeneous
rate of reaction was assumed to be mass transfer
limited and the empirical correlations for mass
transfer coefficients in nets developed by Shah
and Roberts [14] were used:

—rnn, = kgaW[NH;] (mol s™1) 3)

where k, = j,G/8Sc™?3 (cm s7'), j, =
0.865/e(Re /€)™ %% for 0.4 <Re<9 and j,=
0.644 /y(Re/y) %7 for 5 <Re<245. a is the
specific surface area of the net (cm? g~ !), W the
weight of catalyst, G the mass velocity (g cm™2
s™1!), & the gas density, and Sc the Schmidt
number. The characteristic dimension of the
Reynold number (Re) is the wire diameter (cm),
€ is the porosity of a single net, and y the
projected plane porosity of a single net.

The temperature dependency of the conver-
sion obtained using the Pt/Rh catalyst reactor
operated at atmospheric pressure is shown in Fig.
2. The corresponding calculated NH; to NO con-
version is shown for comparison (solid line). Ac-
cording to the calculations, the mass of catalyst
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present is more than 100 times higher than
needed, i.e., complete conversion would be ob-
tained if no homogeneous reactions took place.
Due to homogeneous reactions upstream of the
catalyst, the calculated observed conversion is not
complete above about 900°C. However, the exper-
imental observed conversion is even lower and
shows the opposite trend, which is probably due
to the catalysis of side reactions.

The effect of homogeneous reactions is more
clearly seen when NO is present in the inlet gas,
Fig. 3. In this case the observed conversion in-
creases with the NH,;/NO inlet ratio, approach-
ing the conversion without NO present. This
problem may be analyzed by dividing Eqn. 1 with
Eqn. 2:

d[NO]/d[NH;] = — (ko — k.- [NO])
/(k0x+kr- [NO])=0 (4)
therefore
[NO] =k /k,=0.903 - exp( —8760/T)
mol m ™3 (5)

The “critical” NO concentration, calculated by
Eqn. 5, is shown in Table 1 versus the tempera-
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Fig. 3. Observed conversion of NH, versus the inlet NH;
partial pressure for the atmospheric pressure Pt/Rh reactor.
The calculated conversion with 230 ppm NO present is also
shown (dashed line). Reaction conditions: (0) 0 ppm NO, (0O)
230 ppm NO, 910°C, residence time 0.077-0.101 s, flow-rate
375 N ml min~., 4.3 vol.-% O,.

TABLE 1

“Critical” NO concentration, calculated by Eqn. 5, versus
temperature

Temperature [NO]
cC) (ppm)
700 8.9
800 22.7
900 49.7

1000 97.0

ture. It is shown that if the NO inlet concentra-
tion is higher than the critical value, then NO
tends to be removed by homogeneous reactions
and vice versa. In Fig. 3, the NO inlet concentra-
tion is 230 ppm, which is above the critical value
of about 50 ppm (at 910°C). In this case NO is
removed by homogeneous reactions and the ob-
served conversion becomes relatively low.

It has been reported that almost complete
conversion in presence of NO is possible at re-
duced pressure (0.1 atm) using a Pt catalyst at
760°C [12]. In addition, the catalyst should be less
susceptible to poisoning. The effect of pressure
reduction was also investigated in this work. A
vaccuum pump was connected to the 10 mm i.d.
quarts glass tube with catalyst (Pt/Rh 2.33 g),
and the flow and pressure was adjusted by means
of needle valves. The homogeneous Kinetics dis-
cussed above has not been verified at reduced
pressure, and are therefore not modelled as the
second order terms (NH,-NO reactions) are in-
fluenced more than the first order terms.

The effect of the temperature on the observed
conversion at about 0.23 atm pressure was shown
in Fig. 2. The data show practically the same
temperature dependence as the atmospheric
pressure converters tested. In Fig. 4 is seen that
the observed conversion increases when the pres-
sure is decreased in the 0.9-0.1 atm range. With
175 ppm of NO present and 0.1 atm pressure the
observed conversion was nearly constant at about
0.90 independent of the NH, inlet partial pres-
sure. It was found that any NO, present was
reduced to NO at temperatures above 900°C.
Therefore NO, also has to be reduced in the
converter by pass stream in order to obtain a
correct difference signal. A molybdenum oxide
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catalyst is typically employed for this purpose,
but, as also reported by Janssen et al. [3], we have
observed that NO and NO, are reduced to N, in
the presence of NH;, and it is therefore recom-
mended that NH ; is removed selectively from the
converter by pass stream.

Measurement system

A measurement system with gas diluting was
designed on the basis of the laboratory tests in
cooperation with the instrument manufacturer
(Instrumatic, Denmark). It comprises a stainless
steel flue gas probe and a chemiluminescence
NO, analyzer, Fig. 5. The probe contains a di-
luter, a catalytic platinum/rhodium converter
operated at low pressure, and a selective NH,
absorber in the converter by-pass stream. A filter
cartridge with quartz wool and a 2.7-um mem-
brane filter is mounted at the probe inlet. The
gas is diluted with silica gel dryed air to a dew
point of about 0°C by means of heated critical
orifices. A converter pressure of 0.3 atm is
achieved by placing the converter down-stream of
the diluter, i.e. the sample stream of about 200
ml min~! is diluted before converting. A part of
the diluted and converted sample stream (about 3
1 min~!) is fed to a 2-channel chemiluminescence
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Fig. 4. Conversion of NH; versus the total pressure for the
reduced pressure Pt/Rh reactor. Reaction conditions: 130
ppm NH,, 170 ppm NO, 950°C, residence time 0.50 s, flow
rate 240 ml min~!, 6.1 vol.-% O,.
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Fig. 5. Outline of the ammonia measurement system with flue
gas filter, heated critical orifices for dilution, high tempera-
ture converter, selective ammonia scrubber, and two channel
chemiluminescence NO, analyzer.

NO, immision analyzer (Monitor Labs.) through
unheated PTFE lines. A relatively low converter
temperature of 900°C was chosen due to an oth-
erwise significant shortened lifetime of the con-
verter thermocouple and heating element.

As shown in Fig. 5, calibration gas is injected
at the probe inlet. Twice a week the measure-
ment system was zero point calibrated with nitro-
gen gas, and end point calibrated with certified
standard NO calibration gas (200 ppm + 2%).
The converter efficiency was tested with certified
standard NH; calibration gas (42 ppm + 2%).
The concentration of the NH , calibration gas was
checked by flow injection analysis (FIA) as de-
scribed below.

Field tests

SCR pilot plant. The ammonia measurement
system was tested at a low dust SCR pilot plant at
a coal fired facility. The flue gas probe was in-
stalled at the outlet of the SCR reactor at a
temperature of about 385°C. Wet chemical am-
monia measurements were made for comparison
using an ion selective electrode (ISE). The gas
was sampled for about 1 h by means of a glass
probe to two bubble flasks in series containing 0.1
M sulfuric acid. During the sampling period the
reactor NH,/NO, inlet ratio was kept constant.
The NO, level was typically 10-20 ppm. The gas
was dryed using silica gel, and the total quantity
sampled was measured using a gas meter. After
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sampling, the glass probe and gas lines were
flushed with distilled water. The liquid samples
were combined and made up to a known volume.

In Fig. 6, the probe measurements are com-
pared with the results obtained using ISE (both
wet gas basis, 7.5 vol.-% H,0). The probe mea-
surements were evaluated graphically as 1 h aver-
ages to be comparable. Using the wet chemical
method as a reference, the agreement is reason-
able although a zero point error of about 1 ppm
is found. This zero point error may be due to
nitrogen oxidation using air as a diluent. In the
laboratory test a zero point error of about (.2
ppm was typically found. Unfortunately, both the
heating element and the thermocouple of the
converter failed several times during the test pe-
riod due to heat impaction. Afterwards the sys-
tem was modified in the way that the converter
was heated separately and placed downstream of
the probe and diluting unit, but still operating at
reduced pressure.

SNR full scale plant. The flue gas probe with
separately heated converter was tested during full
scale experiments with selective non-catalytic re-
duction (SNR) of nitric oxide by ammonia [15].
The probe was mounted in the stack at about
120°C. Wet chemical ammonia measurements by
FIA were made for comparison. The gas sam-
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Fig. 6. Comparison of measurements obtained by the flue gas
probe and by wet chemical measurements (ISE). The results
were obtained at an SCR pilot plant.
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Fig. 7. Stack NO, concentration and NH, slip during full
scale SNR experiments. The NH; slip was measured using
the probe (O) and by wet chemical measurements (FIA) (o)
for comparison.

pling method for FIA was the same as for ISE.
The determination of ammonia nitrogen by FIA
was carried out as described in Tecator Applica-
tion Notes [16], except that a 1.0 M sodium
hydroxide solution was used to ensure a pH value
above 11 after mixing with the sample stream.

In Fig. 7, the NO, concentration in the stack
and the NH,; slip, measured using the probe and
FIA respectively, are shown for a period of time
where SNR experiments were carried out. The
NH; slip increased from below 10 ppm to about
25 ppm when NH, was injected, and the NO,
level (not shown) was simultaneously reduced
from about 450 ppm to about 225 ppm. The
variation with time of the probe measurements
agrees well with the FIA measurements, but the
probe measurements are consistently too low.
Any explanation to this has not been found. It is
apparently not due to homogeneous reactions as
the sample gas is diluted about 20 times upstream
of the converter, i.e., the NO concentration at the
converter inlet was lower than the critical value
of about 50 ppm.
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Thermal diffusivity of skin measured
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Abstract

The thermal diffusivity of pig abdomen stratum cornewm has been determined using photothermal beam
deflection measurements and time-resolved mode mismatched thermal lens spectrometry. The most precise determi-
nation (2.9 + 0.5 x 10™* cm? s~!) was obtained using the thermal lens technique. The practical utility of both

techniques is discussed.

Keywords: Photothermal beam deflection; Skin; Thermal diffusivity; Thermal lens spectrometry

There have been recent reports on the use of
photoacoustic spectrometry in skin research with
an emphasis upon measuring the depth of pene-
tration of topically applied substances [1,2]. In
principle this technique is simple. The thermal
diffusion length, i.e. the depth from which a
measurable thermal wave and hence photoacous-
tic signal can be observed is given by the follow-
ing simple expression:

w=(D/wf)" (1)
where u is the thermal diffusion length (cm), D
is the thermal diffusivity (cm? s~!) and f is the
modulation frequency (Hz) of the beam of
monochromatic light which illuminates the sam-
ple.

By changing the frequency of modulation,
therefore the diffusion length can be changed

Correspondence to: R.D. Snook, Department of Instrumenta-
tion and Analytical Science, University of Manchester, Insti-
tute of Science and Technology, P.O. Box 88, Manchester
M60 1QD (UK).

such that a depth profile of the sample can be
determined. For accurate depth resolution an
accurate and precise value of the thermal diffu-
sivity of the sample under investigation must be
known. Whilst such accurate and precise values
are known for many materials such as metals
there is no universally accepted value for skin.
The thermal diffusivity of skin will depend upon
its physical nature, e.g. degree of hydration and
the species from which the skin is taken as well as
the area of the body from which it is taken. In
addition there have been no systematic compar-
isons of values for a standard skin sample ob-
tained by different techniques. However, Warner
et al. [3] have reported a value of 2.8 + 0.9 x 10™*
cm? s~ ! for dry epidermis using a photothermal
technique.

In this paper two different photothermal tech-
niques are used to determine thermal diffusivity
of pig abdomen stratum corneum. The techniques
used were photothermal beam deflection spec-
trometry using a laser source and laser induced
thermal lens spectrometry. The principles, experi-

0003-2670,/93 /$06.00 © 1993 - Elsevier Science Publishers B.V. All rights reserved
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mental details, results and discussion appertain-
ing to each of these techniques are presented
separately for clarity.

PHOTOTHERMAL BEAM DEFLECTION SPECTROME-
TRY

Principles

The principles of photothermal beam deflec-
tion have been completely described by Aamodt
and Murphy [4] and proved experimentally in this
laboratory [S5]. A modulated laser is used as a
source to illuminate the sample. Provided that
the sample has a finite absorption coefficient

S.M. Brown et al. / Anal. Chim. Acta 282 (1993) 711-719

some of the radiation will be absorbed. In solids,
deactivation of excited states normally takes place
via non-radiative mechanisms giving rise to a
modulated heat source. This heat diffuses back to
the surface of the sample where it is transferred
to the contacting medium (in this case air). This
results in a modulated refractive index gradient
in the air which can be probed using a low-power
laser beam which passes through the heat field
orthogonal to the pump laser beam. The refrac-
tive index gradient deflects the probe beam or-
thogonally to its direction of propagation. The
deflection can be resolved into two components
using a quadrant position sensor in the far field
of the probe beam as illustrated in Fig. 1. The
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Fig. 1. Experimental arrangement for photothermal beam deflection measurements.
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normal component represents a deflection nor-
mal to the surface of the sample and the second
component, the transverse signal represents the
deflection parallel to the surface. To record these
signals experimentally the pump beam is scanned
across the surface using a suitable scan and stop
mechanism. At each position the normal and
transverse signal are measured.

The bipolar nature of the transverse signal
reflects the direction of deflection, i.e. left or
right as the beam propagates. Kuo et al. [6] have
shown that the distance x, shown on the trans-
verse signal in Fig. 2 varies with modulation fre-
quency, x, becoming smaller as the pump modu-
lation frequency is increased. Furthermore, Kuo
et al. showed that if x, is plotted against 1/f!/?
then a straight line will be derived for which the
gradient, g, is given by

g=(1.47wD)"? (2)

from which the thermal diffusivity, D, can be
calculated.

Experimental

The photothermal beam deflection measure-
ments were performed on samples of pig ab-
domen isolated stratum corneum. The samples
were mounted on glass microscope slides and
held in place by applying a cyanoacrylate adhe-
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sive around their edges. Isolated stratum corneum
samples were used, rather than samples of epi-
dermis, as the latter proved difficult to mount
satisfactorily, leading to insufficient signal levels
for accurate measurements.

The front face of the sample was illuminated
by the beam from a Coherent Ltd. Innova-90
argon ion laser. The laser was used in multi-line
mode (principal wavelengths 514.5 and 488.0
nm), providing a power of 6 W. As shown in Fig.
1, this laser beam, the “pump beam”, passed
through a mechanical chopper (Ortec-Brookdeal
9479) and was reflected off a computer-controlled
rotational mirror (General Scanning Inc. G100
PD) before being focused down onto the sample
surface by a 40-cm focal length biconvex lens.

The temperature gradient created in the air
adjacent to the sample surface by this was probed
by a second laser beam, the “probe beam”, from
a Siemens LGK7632 He-Ne laser. This beam
passed through a 20-cm focal length biconvex
lens, and skimmed the sample surface, reaching a
focus where it intersected the pump beam. The
probe beam then continued over the sample,
through a He—Ne bandpass filter, to remove am-
bient light, and onto a quadrant photodiode (RS
652-027) position sensor used to measure the
deflection of the probe beam. The normal and
transverse signal outputs of the sensor were fed

Transverse deflection (arb. units)

-3 -2 -1 0 1 2 3

Pump-Probe beam separation (mm)

Fig. 2. (a) Normal deflection signal. (b) Transverse deflection signal showing base line width, X,,.
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to an EG & G Brookdeal 5206 sensitive detector
and from these were captured by a personal
computer.

The computer-controlled mirror allowed the
pump beam to be scanned down the sample, in a
direction perpendicular to the probe beam. As
the path length between the mirror and the sam-
ple surface was long, the pump beam remained
approximately perpendicular to the sample sur-
face throughout each scan. This set-up permitted
the magnitude of the probe beam deflection sig-
nals to be captured at varying pump / probe beam
separations. Experiments were carried out in air
at room temperature and humidity (typically 50%
relative humidity at 22°C).

Results and discussion

Using the experimental set-up described above,
photothermal beam deflection signals were ob-
tained from pig abdomen isolated stratum
corneum at various pump beam chopping fre-
quencies. Typical normal and transverse deflec-
tion signals are shown in Fig. 2. The top signal
(Fig. 2a) is of a “normal” deflection, that is
deflection of the probe beam away from the
sample surface by the refractive index of gradient
set up by the heating action of the pump beam.
The lower signal (Fig. 2b) is of the corresponding
“transverse” deflection, that is deflection of the
probe beam across the sample surface. The spa-
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tial profiles of these signals are shown and are in
good agreement with the accepted theory for the
technique [4].

With increasing pump beam chopping fre-
quency (f) both normal and transverse signals
decreased in height and width as expected. The
transverse signal is somewhat noisy in the wings
so it is difficult to take an accurate measurement
of x,, therefore to improve the accuracy each
signal width was measured at half height to avoid
the baseline noise. Full baseline widths were then
calculated by assuming that the transverse signals
were differentiated Gaussian in shape, an as-
sumption which is compatible with theory. The
values of x, were then plotted against 1/f'/2 for
frequencies between 5 and 32.5 Hz as shown in
Fig. 3a.

Such a plot, obtained from a 30 um thick
sample of pig abdomen isolated stratum corneum
is shown in Fig. 3. Each point on the graph is an
average of three signal widths. The frequency
range on the graph is from 2 to 20 Hz, corre-
sponding to signals from depths of approximately
44 to 17 um in the sample, respectively, using an
assumed value of D =3 X 10™* cm? s~ ! and Eqn.
1. The valid region of this plot is between 10 and
20 Hz; below 10 Hz (u = ~ 31 um) a contribu-
tion from the backing layer and interface with the
stratum corneum and interface can be expected.
Above 20 Hz the thermal diffusion length in air
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Fig. 3. (a) Transverse signal width X, versus 1/f1/2 between f=35 and 32.5 Hz. (b) Transverse signal width X, versus l/fl/2

between f= 10 and 20 Hz.
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became less than the diameter of the probe beam.
This caused the probe beam to be affected by the
thermal properties of the surrounding air, not
just those of the sample, again leading to anoma-
lous results. The experiment was repeated in the
range 10-20 Hz (Fig. 3b) to obtain a gradient of
0.36 mm s~ !/? which gave a thermal diffusivity of
29+1.2%x107* cm? s~! which is in good agree-
ment with other values reported in this paper and
by Warner et al. [3] for dry human epidermis. The
high level of uncertainty associated with the mea-
surement is because the optical absorptivity of
stratum corneum at visible wavelengths is low,
leading to weak signals, even with high pump
beam powers. Additionally the final value is the
square of a very small gradient, amplifying any
uncertainties in the initial measurements. Tripli-
cate determination on the same sample gave an
average thermal diffusivity of 3.0+ 0.9 x 10~*
cm? s~!. The low optical absorptivity of stratum
corneum in the visible band will actually be a
benefit in future work, in which we intend to
monitor the diffusion of chemical species through
stratum corneum samples.

THERMAL LENS MEASUREMENTS

Principles

Thermal lens spectrometry (TLS) has enjoyed
great success since first reported by Gordon et al.
[7]. TLS has been applied mainly to ultra-weak
optical absorption measurements of transparent
samples because of its high sensitivity [8-10]. The
time-resolved method permits the measurement
of the development of the thermal lens in a short
time, and the optical absorption coefficient and
thermal diffusivity of a sample can be absolutely
measured [11-13]. Furthermore, it has been
proved that the dual-beam thermal lens measure-
ment is independent of light scattering [14]. TLS,
therefore, is suitable for thermal diffusivity mea-
surements of skin. Finally, TLS requires only
apparatus commonly available in modern laser
research, and no unusual detection apparatus is
required.

In the dual-beam thermal lens measurement a
sample is placed in a TEM,, Gaussian laser

715

beam (excitation beam), and a temperature rise is
produced by non-radiative decay processes fol-
lowing the optical energy absorption. Since the
refractive index of the sample is changed with
temperature, a refractive index gradient is pro-
duced, creating a lens-like optical element, the
so-called thermal lens. A weak TEM, Gaussian
laser beam (probe beam), which is co-linear with
the excitation beam, passing through the thermal
lens, will be affected, resulting in a variation in its
spot size and hence intensity at the beam centre.
By measuring these changes, information of the
thermal and optical properties of the sample can
be obtained. A theoretical model for a continu-
ous-wave (CW) laser-induced mode-mismatched
dual-beam TLS has been developed [11] and the
variation of the intensity in the centre of the
probe beam caused by the thermal lens can be
expressed as:

I(t) =1(0)|1— gtan‘1

2mv
X
[(l+2m)2+112]%+1+2m+1)2
(3)
where
P Al dn
== k, dT 4
2
e[
we
Z
v= Z(Zz>Zc) (6)
and
]
=15 (7)

Here 1(0) is the initial intensity when ¢ or 0 is
zero, P, is the excitation beam power (W), A is
the absorption coefficient (cm 1), A, is the probe
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beam wavelength (cm), dn/dT is the refractive
index change of the sample with temperature
(K™Y, Z,=mwd,/A, is the confocal distance
(ecm), D =k /(pc) is the thermal diffusivity of the
sample (cm? s~ 1), k is the thermal conductivity (J
s™1ecm™! K1), p is the density of the sample (g
cm™3), ¢ is the specific heat of the sample (J g!
K™!) and ¢, is the characteristic thermal time
constant (s). § and ¢, can be determined by
measuring the time-resolved intensity signal, I(¢),
and fitting Eqn. 1; w,, Z. and w,, can be ob-
tained from the spot size measurements [11]. The
thermal diffusivity, D, can be determined from ¢,
in Eqn. 7. The mathematical expression Eqn. 3 is
simple and is convenient to use. However, this
model assumes the sample is an infinite medium
both in the radial and axial directions (in cylindri-
cal coordinates in the sample). Recent studies
have shown that when the sample thickness (axial
direction) is still assumed to be infinite, the ra-
dial-infinite treatment is valid if the sample ra-
dius is larger than 2.5 times both the excitation
and probe beam radii in the sample, which is
ecasily satisfied in the thermal lens experiment. To
measure the thin-film sample, a thin-film model
of TLS has also been developed [15]. It shows
that when the sample thickness is larger than 0.2
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cm, the infinite model, Eqn. 3, describes the
behaviour well from ¢=0 to t — », while the
relative difference between the thin film and the
infinite models is less than 3% within ¢ = 5¢_ for
a sample of thickness 20 pm. This means that the
infinite model can be used to study a thin-film
sample, such as skin, by measuring the time-re-
solved thermal lens signals with short ¢ to obtain
optical and thermal parameters of the sample.

Experimental

The experimental apparatus for time-resolved
measurement of the skin sample is shown in Fig.
4. The excitation laser is a Kr* laser at 647.1 nm,
which was focused by three converging lenses
(lens 1-3), and the sample was put at the focal
plane of lens 3. Exposure of the sample to the
excitation beam was controlled by means of a
shutter, which was put at the focal plane of lens
1. The excitation beam was divided by a neutral
density filter (absorbance = 3), filter 3. One beam
was attenuated to 5 mW and was incident on the
sample, while the other was reflected onto a
photodiode to trigger a digital oscilloscope. The
He-Ne probe beam was attenuated to 0.8 mW by
a neutral density filter (absorbance = 1), filter 1.
After focusing by lens 4, the probe beam was

+
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" Lens 3 Sam ple Plllter !
VAN VaWa O A
\V I\/ \V L Vo
Lens 1 Lens 2 Filter 3 Lens 4
Filter 4
I | PMT
M3 |
Pinhole
Signal
Digital
osilloscope
Trigger

Fig. 4. Experimental arrangement for thermal lens measurements.
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TABLE 1

Experimental parameters

Excitation laser power in the sample S mW
Excitation laser spot size (w,) in the sample 6.13%x 1073 cm

Probe laser power in the sample 0.8 mW

Probe laser spot size (w;,) 1.07x107% cm
m 3.06

v 1.01

Z. of the probe beam 2.82 cm

z, ~ 100 cm

incident on the sample and carefully centred to
pass through the thermal lens to maximise the
thermal lens signal. After passing through the
sample the probe beam was reflected by filter 3
and mirror 3 to a pinhole mounted before a
photomultiplier tube (PMT). A band-pass filter,
filter 4, at the He—Ne laser wavelength was placed
over the PMT to prevent stray light entering the
PMT. The spot size of the probe beam at the
pinhole was about 10 cm because of scattering by
the sample, and the radius of the pinhole used
here was 0.5 cm. The output of the PMT was
coupled to the digital oscilloscope. The parame-
ters of the experimental set-up such as wg,, ®,,
w;, and Z_ were measured as described in [11],
and are summarised in Table 1.

The sample used was 30 wm thick pig stratum
corneum. In the experiment, the digital oscillo-
scope was set at the fifteen times average mode,
and the transient trace of the thermal lens build-
up signal as a fifteen-measurement average was
recorded. The magnitude of the signal with time
was recorded by moving the cursor along the
trace. In the experiment, the shutter opening
time was 1/15 s and the shutter was left open for
1 min.

Results and discussion

Figure 5 shows the normalised time-resolved
thermal lens signal of the sample with its best fit
curve. The correlation coefficient to the fit was
found to be R > 0.9999. The values of 8 = 0.25 +
0.03 and ¢,=32+5 ms corresponding to the
thermal diffusivity, D =29+ 0.5X 10™* cm? s !,
were found. In the experiment the position of the
laser beams at the sample was changed three
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times, and time-resolved thermal lens measure-
ments were carried out. The average of these
three determinations was 2.9 +0.5 X 10~* cm?
s~ L. Thus the same results of the thermal diffusiv-
ity of the sample were obtained, which are in
good agreement with the thermal diffusivity value
of the same sample measured by the photother-
mal beam deflection method.

TLS is suitable then for studying transparent
samples. Fortunately, the main optical absorption
band of stratum corneum and epidermis is lo-
cated in the UV region, and there is an optical
window between 600 and 1300 nm [16], which
offers the possibility of measuring the thermal
diffusivity of thin-film skin samples using TLS
with a long wavelength laser such as Kr* at 647.1
nm and He-Ne at 632.8 nm.

Optical scattering is usually a problem for op-
tical measurement of skin samples. However, in a
dual-beam thermal lens experiment, light scatter-
ing affects thermal lens signal magnitudes by de-
creasing the excitation beam power available to
form the thermal lens, rather than by attenuating

1(t)/1(0)

— Best fit curve

O Experiment data

0.992

0.984

0.976

0.968 L 1 1 1 1 1

t(ms)

Fig. 5. Time-resolved thermal lens data and best fit curve.
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the probe beam, which is affected to an equal
extent before and after the thermal lens forms.
Scattered light produces no direct interference in
a thermal lens experiment because the light which
is not absorbed makes no contribution to the
induced temperature rise and refractive index
gradient. Small to moderate losses in sensitivity
occur, which are proportional to the attenuation
of the excitation power when scattering occurs.
Reasonable scattering losses therefore are easily
compensated in the thermal lens experiments [13]
and do not effect ¢, and therefore thermal diffu-
sivity measurements. Thin-film skin samples can
therefore be studied by using TLS.

COMPARISON OF TECHNIQUES

The results for thermal diffusivity obtained by
photothermal beam deflection and TLS are in
excellent agreement. However, the errors for the
determination by TLS are somewhat smaller, be-
ing +0.5 cm? s~! compared to +0.9 cm? s~! for
the beam deflection measurement. The error is
larger in the latter case owing to the susceptibility
of the measurement to refractive index changes
in the air just above the sample caused by turbu-
lence. Also the measurement is being carried out
where the optical absorbance of skin is extremely
low. Even at the high powers used in this study
the overall signal-to-noise level is low. To make a
better measurement in terms of signal-to-noise
level would require a UV laser to exploit the
higher absorbance of skin in that spectral region.
Surface roughness of the sample also plays a part
in degrading the signal-to-noise level in the beam
deflection measurement by causing scatter which
alters the amount of energy absorbed. In contrast
the time-resolved thermal lens technique relies
upon the measurement of the critical time ¢,
which is independent of the illumination level
and therefore is less susceptible to scattering of
the pump beam. Any scattering of the probe
beam during thermal lens measurement in its
passage through the sample remains essentially
constant during the lensing process.

The poor signal-to-noise ratio in the beam
deflection measurements for skin in the spectral

S.M. Brown et al. / Anal. Chim. Acta 282 (1993) 711-719

region chosen will actually be advantageous when
studying topically applied substances with strong
absorbances in that region as the background
contribution will be negligible.

The probe beam deflection measurement may
also have the advantage over the thermal lens
technique for thicker samples than the stratum
corneum studied here. Preliminary studies in this
laboratory have shown that for skin thicknesses of
ca. 100 pm the probe He—-Ne beam of the ther-
mal lens technique is completely attenuated. Thus
no thermal lens signal can be observed. There is
also no possibility of carrying out in situ measure-
ments with the thermal lens spectrometer whereas
this can be envisaged with the beam deflection
measurements provided the subject can be immo-
bilised and a suitable absorber is applied such
that low pump laser powers can be employed to
avoid burning.

Further work will use the value of 2.9 + 0.5 X
107* cm? s~! for thermal diffusivity to obtain
depth-related information of absorbed chemicals
and preparations. These techniques will also be
applied to epidermis.
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Calendar of

Jorthcoming meetings

* indicates new or amended entry

November 1-4, 1993

Oslo, Norway

LAB 93, Laboratory Exhibition. Contact:
Norges Varemesse, P.O. Box 130,
Skoyen, 0212 Oslo 2, Norway. Tel.: +47
2-43 90100; Fax: +47 2-43 1914.

% November 1-4, 1993
Amsterdam, The Netherlands
Laboratory Information Management
Systems (LIMS). A Four-Day Practical
Course with Vendor Demonstrations.
Contact: The Center for Professional Ad-
vancement, Oudezijds Voorburgwal
316A, 1012 GM Amsterdam, The Neth-
erlands. Fax: +31 20-6202136.

November 24 1993

Helsinki, Finland

KEMIA 93. Finnish Chemical Congress
and Exhibition. Confact: Ms. Anita
Haatainen, tel.: +358 0 150-9207, or Mr.
Seppo Niiranen, tel.: +358 0 150-9215.

* November 2-5, 1994
Amsterdam, The Netherlands
Fourier Transform Infrared (FTIR) Spec-
troscopy: Principles, Techniques and
Applications; Sampling and Sample
Preparation; Selecting an Instrument;
Hyphenated Systems. A Four-Day In-
tensive Course. Contact: The Center for
Professional Advancement, Oudezijds
Voorburgwal 316A, 1012 GM Amster-
dam, The Netherlands. Fax: +31 20-
6202136.

% November 4-5, 1993

Munich, Germany

1st Journal of Organometallic Chemistry
Conference on Applied Organometallic
Chemistry. Contact: COMST, P.O. Box
415, 1001 Lausanne 1, Switzerland. Tel.:
+41 21-234886; Fax: +41 21-234972.

% November 7-10, 1993
Charleston, SC, USA
Electrophoresis ‘93. Contact: Mrs. Janet
Cunningham, Electrophoresis Society,
P.O. Box 279, Walkersville, MD 21793,
USA. Tel.: +1 301 898-3772.

December 6-8, 1993

Stockholm, Sweden

Symposium on Purity Determination of
Drugs. Contact: Swedish Academy of
Pharmaceutical Sciences, P.O. Box 1136,
S-111 81 Stockholm, Sweden. Tel.: +46 8
245085; Fax: +46 8 205511.

% January 5-7, 1994

San Diego, CA, USA

WCFIA 94. 6th Winter Conference on
Flow Injection Analysis. Contact:
WCFIA 94, Gary Christian, Department
of Chemistry, BG-10, University of
Washington, Seattle, WA 98195. Tel.: +1
206 543-1635; Fax: +1 206 685-3478; E-
mail: christia@chem.washington.edu.

January 10-15, 1994

San Diego, CA, USA

1994 Winter Conference on Plasma
Spectrochemistry. Contact: Dr. R. Bar-
nes, ICP Information Newsletter, De-
partment of Chemistry, GRC Towers,
University of Massachusetts, Amherst,
MA 01003-0035, USA. Tel.: +1 413-545-
2294; Fax: +1 413-545-4490. (Further de-
tails published in Vol. 272, No. 2).

% January 11-14, 1994
Baltimore, MD, USA

5th International Symposium on Super-
critical Fluid Chromatography and Ex-
traction. Contact: Prof. Larry T. Taylor,
Department of Chemistry, Virginia
Polytechnic and State University,
Blacksburg, VA 24061, USA. Tel.: +1 703
231-6680; Fax: +1 703 231-8517.

% January 25-28, 1994

San Diego, CA, USA

3rd International Symposium on Auto-
mation, Robotics and Artificial Intelli-
gence applied to Analytical Chemistry
and Laboratory Medicine. Contact:
SCITEC, av. de Provence 20, 1000
Lausanne 20, Switzerland. Tel.: +41 21
624 1533; Fax: +41 21 624 1549.

% January 31-February 3, 1994
San Diego, CA, USA

HPCE ’94. 6th International Symposium
on High Performance Capillary Electro-
phoresis. Contact: Shirley Schlessinger,
HPCE "94 Symposium Manager, 400
East Randolph Street, Suite 1015, Chi-
cago, IL 60601, USA. Tel.: +1 312 527-
2011.

% February 13-16, 1994

San Francisco, CA, USA

2nd International Glycobiology Sympo-
sium: Current Analytical Methods. Con-
tact: Paddy Batchelder, P.O. Box 370,
Pleasanton, CA, USA. Tel.: +1 510 426-
9601; Fax: +1 510 846-2242.

% February 21-25, 1994

Prague, Czech Republic
International Symposium and Exhibi-
tion on Fibre Optic Sensors and Envi-
ronmental Monitoring. Contact: Direct
Communications GmbH, Att. Ms. Karin
Burger, Xantener Strasse 22, D-1000 Ber-
lin 15, Germany. Tel.: +49 30-8815047;
Fax: +49 30-8822028; Telex: 181 479
speco d.

February 22-25, 1994

Antwerp, Belgium

HTC 3. Third International Symposium
on Hyphenated Techniques in Chroma-
tography. Contact: Royal Flemish
Chemical Society (KVCV), Working
Party on Chromatography, c/o Dr. R.
Smits, BASF Anstwerpen N.V., Central
Laboratory, Scheldelaan, B-2040 Ant-
werp, Belgium. Tel.: +32 3 568 2831; Fax:
+32 3 568 3250; Telex: 31047 basant b.
(Further details published in Vol. 268, No.
2).

% February 23-25, 1994

Workshops and short courses to pre-
cede HTC 3, Third International Sympo-
sium on Hyphenated Techniques in
Chromatography. Contact: Royal Flem-
ish Chemical Society (KVCV), Working



Party on Chromatography, c/o Dr. R.
Smits, BASF Anstwerpen N.V., Central
Laboratory, Scheldelaan, B-2040 Ant-
werp, Belgium. Tel.: +32 3 568 2831; Fax:
+32 3 568 3250; Telex: 31047 basant b.

February 28-March 4, 1994
Chicago, IL, USA

PITTCON "94. Pittsburgh Conference on
Analytical Chemistry and Applied
Spectroscopy. Contact: Pittsburgh Con-
ference, Suite 332, 300 Penn Center
Blvd., Pittsburgh, PA 15235-9962, USA.

March 27-30, 1994

Galveston, TX, USA

International Federation of Automatic
Control (IFAC) Symposium on Model-
ing and Control in Biomedical Systems.
Contact: IFAC Biomedical Symposium,
University of Texas Medical Branch,
Box 55176, Galveston, TX 77555-5176,
USA. Tel.: +1 409 770-6628 or 770-6605;
Fax: +1 409 770-6825.

% April 10-13, 1994

Mandelieu La Napoule, France
ANATECH 94. 4th International Sym-
posium on Analytical Techniques for In-
dustrial Process Control. Contact:
ANATECH 94 Secretariat, Elsevier Ad-
vanced Technology, Mayfield House,
256 Banbury Road, Oxford OX2 7DH,
UK. Tel.: +44 865 512242; Fax: +44 865
310981.

April 19-22, 1994

Munich, Germany

ANALYTICA 94. 14th International
Trade Fair for Biochemical and Instru-
mental Analysis with International Con-
ference. Contact: Bernhard Schauder,
ANALYTICA Press Office, Miinchener
Messe- und Ausstellungs-Gesellschaft
mbh, Messegelénde, Postfach 12 10 09,
D-8000 Munich 12, Germany. Tel.: +49
89-51070; Fax: +49 89-5107506; Telex:
5212086 ameg d.

% April 19-21, 1994

Manchester, UK

CHEMSPEC EUROPE 94. Exhibition
(April 20-21) and Symposium (April
19-20). Contact: Jane Malcolm-Coe, PR
& Publicity Manager, FM] International
Publications Ltd., Queensway House, 2
Queensway, Redhill, Surrey RH1 1QS,
UK. Tel.: +44 737 768611; Fax: +44 737
761685.

May 8-13, 1994
Minneapolis, MN, USA

HPLC ‘94. 18th International Sympo-
sium on High Performance Liquid
Chromatography. Contact: Janet E. Cun-
ningham, Barr Enterprises, P.O. Box
279, Walkersville, MD 21793, USA. Tel.:
(301) 898-3772; Fax: (301) 898-5596.

* May 22-26, 1994

Venice, Italy

ESEAC '94. 5th European Conference of
Electroanalysis. Contact: Prof. Salvatore
Daniele, Department of Physical Chem-
istry, The University of Venice, Calle
Larga S. Marta 2137, 1-30123 Venice, It-
aly. Tel. +39 41 5298503; Fax: +39 41
5298594.

% May 24-27, 1994

Toronto, Ont., Canada
International Symposium on Metals and
Genetics. Contact: Prof. B. Sarkar, Dept.
of Biochemistry, The Hospital for Sick
Children, 555 University Avenue,
Toronto, Ont., Canada M5G 1X8.

% May 30-June 1, 1994

Bergen, Norway

SSIR 94. Scandinavian Symposium on
Infrared and Raman Spectroscopy. Con-
tact: Dr. Alfred A. Christy, Department
of Chemistry, Allegt. 41, University of
Bergen, N-5007 Norway. Tel.. +47 55
213363; Fax: +47 55 329058); or Laila
Kyrkjebe, Department of Chemistry,
University of Bergen. Tel: +47 55
213342).

% May 30-June 3, 1994

Nagoya, Japan

Pyrolysis 94. 11th International Sympo-
sium on Analytical and Applied Pyro-
lysis. Contact: Dr. H. Ohtani,
Department of Applied Chemistry,
Nagoya University, Nagoya 464-01, Ja-
pan. Tel. +81 52-7815111, ext
4664/3560; Fax: +81 52-7814895.

% June 1-3, 1994

New Orleans, LA, USA

Biosensors "94. 3rd World Congress on
Biosensors. Contact: Kay Russell, El-
sevier Advanced Technology, Mayfield
House, 256 Banbury Road, Oxford OX2
7DH, UK. Tel.: +44 865 512242; Fax: +44
865 310981.

% June 5-7, 1994

Bruges, Belgium

VIth International Symposium on Lumi-
nescence Spectrometry in Biomedical
Analysis — Detection Techniques and
Applications in Chromatography and
Capillary Electrophoresis. Contact: Prof.
Dr. Willy R.G. Baeyens, Symposium
Chairman, University of Ghent, Phar-
maceutical Institute, Dept. of Pharma-
ceutical Analysis, Lab. of Drug Quality
Control, Harelbekestraat 72, B-9000
Ghent, Belgium. Tel. +32 9-2214175;
Fax: +32 9-2218951.

* June 8-11, 1994

Toledo, Spain

Flow Analysis VI. 6th International
Conference on Flow Analysis. Contact:
M. Valcarcel or M.D. Luque de Castro,
Flow Analysis VI, Departmento de
Quimica Analitica, Facultad de Cien-
cias, E-14004 Cérdoba, Spain. Tel.: +34
57 218616; Fax: +34 57 218606.

% June 13-15, 1994

Lund, Sweden

FFF'94. 4th International Symposium on
Field-Flow Fractionation. Contact: The
Swedish Chemical Society, The Analyti-
cal Section, Wallingatan 24, 3tr, 5-11124
Stockholm, Sweden. Fax: +46 46104525,

June 19-24, 1994

Bournemouth, UK

20th International Symposium on Chro-
matography. Contact: The Executive
Secretary, Chromatographic Society,
Suite 4, Clarendon Chambers, 32
Clarendon Street, Nottingham NG1 5]D,
UK. Tel.: +44 603-500596; Fax: +44 602-
500614.

% June 20-22, 1994

Valladolid, Spain

ESOPS-11. 11th European Symposium
on Polymer Spectroscopy. Contact: ] M.
Pastor, ESOPS-11, Fisica de la Materia
Condensada, Facultad de Ciencias, Uni-
versidad de Valladolid, 47005 Val-
ladolid, Spain. Tel.: +34 83 423194; Fax:
+34 83 423192 or 423013.

% June 28-29, 1994

Singapore

CHEMSPEC ASIA 94. Exhibition and
Conference. Contact: Jane Malcolm-Coe,
PR & Publicity Manager, FM]J Interna-
tional Publications Ltd., Queensway



House, 2 Queensway, Redhill, Surrey
RH1 1QS, UK. Tel.: +44 737 768611; Fax:
+44 737 761685.

* July 11-14, 1994

Norwich, UK

Spectroscopy Across the Spectrum IV:
Techniques and Applications of Ana-
lytical Spectroscopy. Contact: Dr. D.L.
Andrews, Hon. Secretary, Spectroscopy
Across the Spectrum IV, School of
Chemical Sciences, University of East
Anglia, Norwich NR4 7TJ, UK.

* July 20-22, 1994

Hull, UK

7th Biennial National Atomic Spectros-
copy Symposium. Contact: Dr. Steve
Haswell, School of Chemistry, Univer-
sity of Hull, Hull HU6 7RX, UK. Tel:
+44 482-465469.

% July 31-August 5, 1994
Ottawa, Ont., Canada

8th International Symposium on Mo-
lecular Recognition and Inclusion. Con-
tact: Mrs. Hguette Morin-Dumais, 8th
ISMRI, Steacie Institute for Molecular
Sciences, National Research Council
Canada, Room 1157, 100 Sussex Drive,
Ottawa, Ont., Canada K1A 0R6. Tel.: +1
613 990-0936; Fax: +1 613 954-5242; E-
mail: ismri@ned1.sims.nrc.ca.

July 1994

Maastricht, The Netherlands
International Chemometrics Research
Meeting. Contact: Laboratory for Ana-
lytical Chemistry, Faculty of Science,
Catholic University of Nijmegen, Toer-
nooiveld 1, 6525 ED Nijmegen, The
Netherlands.

%* August 2-6, 1994

Changchun, P.R. China

The Second Changchun International
Symposium on Analytical Chemistry
(CISAC). Contact: Prof. Qinhan Jin, De-
partment of Chemistry, Jilin University,
Changchun 130023, P.R. China. Tel:
0431-822331, ext. 2433; Fax: 0431-823907.

* August 22-26, 1994

Hong Kong

ICORS '94. XIV International Confer-
ence on Raman Spectroscopy. Contact:
Prof. Nai-Teng Yu, ICORS 94, c¢/0 De-

partment of Chemistry, The Hong Kong
University of Science and Technology,
Clear Water Bay, Kowloon, Hong Kong.

% August 23-26, 1994

Guildford, UK

QSA-8. International Conference on
Quantitative Suface Analysis: Tech-
niques and Applications. Contact:
Doreen Tilbrook, Division of Materials
Metrology, National Physical Labora-
tory, Teddington, Middlesex TWI11
OLW, UK.

September 11-16, 1994

Essen, Germany

EUCMOS XXII. XXII European Con-
gress on Molecular Spectroscopy. Con-
tact: Congress Secretariat, Gesellschaft
Deutscher Chemiker, Abt. Tagungen,
P.O. Box 900440, W-6000 Frankfurt 90,
Germany. Tel.: +49 69 7917-366; Fax +49
69 7917-475; Telex 4 170 497 gdch d.
(Further details published in Vol. 272, No.
2).

% September 18-22, 1994
Chambéry, Savoy, France

14th International CODATA Confer-
ence. Data and Knowledge in a Chang-
ing World: The Quest for a Healthier
Environment. Contact: Prof. ].-E. Dubois,
ITODYS, Université Paris 7, 1 rue Guy
de la Brosse, 75005 Paris, France. Fax:
+33 1 42881466. E-mail: codata@paris7.
jussiew.fr (Internet).

September 21-23, 1994
Stockholm, Sweden

5th International Symposium on Phar-
maceutical and Biomedical Analysis:
Contact: Swedish Academy of Pharma-
ceutical Sciences, P.O. Box 1136, S-111
81 Stockholm, Sweden. Tel.. +46 8
245085; Fax: +46 8 205511.

September 22-24, 1994
Constanta, Romania

12th Conference on Analytical Chemis-
try. Contact: Dr. Gabirel-Lucian Radu,
Romanian Society of Analytical Chemis-
try, 13 Blvd. Carol I, Sector 3, 70346 Bu-
charest, Romania.

* October 3-7, 1994

St. Petersburg, Russia

ISCMS ‘94. International Symposium:
Chromatography and Mass Spectrome-
try in Environmental Analysis. Contact:

ISCMS 94, Dr. Alexander Rodin, State
Institute of Applied Chemistry, Do-
brolubov Ave. 14, 197198, St. Peters-
burg, Russia. Tel.: +7 812 2389786; Fax:
+7 812 2338989; Telex: 121345 ptb sigma.

% October 17-19, 1994
Strasbourg, France

3rd International Symposium on Super-
critical ~ Fluids:  Thermodynamics,
Physico-chemical Properties, Technol-
ogy and Applications. Contact: ISASF,
Mle. Brionne, ENSIC, P.O. Box 451, F-
54001 Nancy Cedex, France. Tel.: +33
83175003; Fax: +33 83350811.

% November 9-11, 1994
Montreux, Switzerland

11th Montreux Symposium on Liquid
Chromatography—Mass  Spectrometry
(LC/MS; SFC/MS; CE/MS; MS/MS).
Contact: M. Frei-Hausler, Postfach 46,
CH-4123 Allschwil 2, Switzerland. Tel.:
+41 61-4812789; Fax: +41 61-4820805.

March 6-10, 1995

PITTCON "95. Pittsburgh Conference on
Analytical Chemistry and Applied
Spectroscopy. Contact: Pittsburgh Con-
ference, Suite 332, 300 Penn Center
Blvd., Pittsburgh, PA 15235-9962, USA.

* May 9-12, 1995

Jiilich, Germany

6th International Hans Wolfgang Niirn-
berg Memorial Symposium on Metal
Compounds in Environment and Life, 6:
Analysis, Speciation and Specimen
Banking. Contact: Dr. H-W. Durbeck, In-
stitute of Applied Physical Chemistry,
Research Center, Jiilich (KFA), P.O. Box
1913, D-5170 Jiilich, Germany.

July 9-15, 1995

Hull, UK

SAC 95. Contact: Analytical Division,
The Royal Society of Chemistry,
Burlington House, Piccadilly, London
W1V 0BN, UK. Tel.: +44 71 437-8656;
Fax: +44 71 734-1227.

% August 27-September 1, 1995
Leipzig, Germany

CSI XXIX. Colloquium Spectroscopicum
Internationale XXIX. Contact: Gesell-
schaft Deutscher Chemiker, Abt. Tagun-
gen, P.O. Box 90 04 40, D-60444
Frankfurt/ Main, Germany.



% August 27-September 1, 1995
Budapest, Hungary

10th International Conference on
Fourier Transform Spectroscopy. Con-
tact: Mrs. Kldra Lang/Mr. Attila Varga,
Conference Office, Roland Eo6tvos
Physical Society, P.O. Box 433, H-1371
Budapest, Hungary. Tel./Fax: +36 1
201-8682.

* September 12-15, 1995
Leuven, Belgium

5th International Symposium on Drug
Analysis. Contact: Prof. ]. Hoogmartens,
Drug Analysis 95, Institute of Pharma-
ceutical Sciences, Van Evenstraat 4, B-
3000 Leuven, Belgium. Tel: +32 16
283440; Fax: +32 16 283448.
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BIOAEFINITY
CHROMATOGRAPHY

By J. Turkova, Czechoslovak Academy of Sciences, Institute of Organic
Chemistry and Biochemistry, Prague, Czech Republic

Journal of Chromatography Library Volume 55

Bioaffinity chromatography
is now the preferred choice
for the purification,
determination or removal of
many biologically active
substances. The book
includes information on
biologically active
substances with their
affinants, solid supports
and methods of coupling,
summarized in tables
covering classical, high-
performance liquid and
large-scale bioaffinity
chromatography.

Optimization of the
preparation and the use of
highly active and stable
biospecific adsorbents is
discussed in several
chapters. Following a
chapter dealing with the
choice of affinity ligands,
affinity-sorbent bonding is
described in detail. Other
chapters give information
on solid supports, the most
common coupling
procedures and a general
discussion of sorption and
elution. Several
applications of bioaffinity
chromatography are
described, e.g. quantitative
evaluation of biospecific
complexes and many
applications in medicine
and in the biotechnology
industry.

Contents:

1. Introduction.

2. The principle, history and
use of bioaffinity
chromatography.

3. Choice of affinity ligands
(affinants).

4. General considerations
on affinant - sorbent
bonding.

5. Solid matrix supports.
6. Survey of the most
common coupling
procedures.

7. Characterization of
supports and immobilized
affinity ligands.

8. General considerations
on sorption, elution and
non-specific binding.

9. Bioaffinity
chromatography in the
isolation, determination or
removal of biologically
active substances.

10. Immobilization of
enzymes by biospecific
adsorption to immobilized
monoclonal or polycional
antibodies.
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11. Study of the
modification, mechanism of
action and structure of
biologically active
substances using bioaffinity
chromatography.

12. Solid-phase
immunoassay and
enzyme-linked lectin assay.
13. Several examples of the
application of biospecific
adsorption in medicine.

14. Application of bioaffinity
chromatography to the
quantitative evaluation of
specific complexes.

15. Theory of bioaffinity
chromatography.
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Experimental Design:
A Chemometric Approach

Second, Revised and Expanded Edition

by S.N. Deming and S.L. Morgan

Data Handling in Science and Technology Volume 11

Now available is the second
edition of a book which has
been described as “..an
exceptionally lucid, easy-to-
read presentation... would be
an excellent addition to the
collection of every analytical
chemist. | recommend it with
great enthusiasm.”
{(Analytical Chemistry).

N.R. Draper reviewed the
first edition in Publication of
the International Statistical
Institute “..discussion is
careful, sensible, amicable,
and modern and can be
recommended for the
intended readership.”

The scope of the first edition
has been revised, enlarged
and expanded. Approximately
30% of the text is new. The
book first introduces the
reader to the fundamentais
of experimental design.
Systems theory, response
surface concepts, and basic
statistics serve as a basis for
the further development of
matrix least squares and
hypothesis testing. The
effects of different
experimental designs and
different models on the
variance-covariance matrix
and on the analysis of
variance (ANOVA) are
extensively discussed.
Applications and advanced
topics (such as confidence
bands, rotatability, and
confounding) complete the

text. Numerous worked
examples are presented.

The clear and practical
approach adopted by the
authors makes the book
applicable to a wide
audience. It will appeal
particularly to those who still
need to know efficient ways
of carrying out experiments.
It will also be an ideal text for
advanced undergraduate and
graduate students following
courses in chemometrics,
data acquisition and
treatment, and design of
experiments.

Contents:

. System Theory.

. Response Surfaces.

. Basic Statistics.

. One Experiment.

. Two Experiments.

. Hypothesis Testing.

. The Variance-Covariance
Matrix.

8. Three Experiments.

9. Analysis of Variance
(ANQOVA) for Linear Models.
10. An Example of
Regression Analysis on
Existing Data.
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11. A Ten-Experiment
Example.

12. Approximating a Region
of a Multifactor Response
Surface.

13. Confidence Intervals for
Full Second-Order
Polynomial Models.

14. Factorial-Based Designs.
15. Additional Multifactor
Concepts and Experimental
Designs.

Appendix A. Matrix Algebra.
Appendix B. Critical Values
of t.

Appendix C. Critical Values
of F, 0=0.05.

Subject Index.
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Intelligent Software for
Chemical Analysis

Edited by L.M.C. Buydens and P.J. Schoenmaket's
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Various emerging techniques for
automating intelligent functions in
the laboratory are described in this
book. Explanations on how systems
work are given and possible
application areas are suggested.
The main part of the book is
devoted to providing data which will
enable the reader to develop and
test his own systems. The emphasis
is on expert systems; however,
promising developments such as
self-adaptive systems, neural
networks and genetic algorithms are
algw described.

The book has been written by
chemists with a great deal of
practical experience in developing
and testing intelligent software, and
therefore offers first-hand
knowledge. Laboratory staff and
managers confronted with
commercial intelligent software will
find information on the functioning,
possibilities and limitations thereof,
enabling them to select and use
modern software in an optimum
fashion. Finally, computer scientists
and information scientists will find a
wealth of data on the application of
contemporary artificial intelligence
techniques.

Contents:

1. Introduction. Automation and
intelligent software. Expert systems.
Neural networks and genetic
algorithms. Reader's guide.
Concepts. Conclusions.

2. Knowledge-based Systems
in Chemical Analysis

(P. Schoenmakers). Computers in
analytical chemistry. Sample
preparation. Method selection.
Method development. Instrument
control and error diagnosis. Data
handling and calibration. Data

[

0003-2670¢19931029)282:3;1-5

interpretation. Validation.
Laboratory management.
Concluding remarks. Concepts.
Conclusions. Bibliography.

3. Developing Expert Systems
(H. van Leeuwen). Introduction.
Prerequisites. Knowledge
acquisition. Knowledge engineering.
Inferencing. Explanation facilities.
The integration of separate
systems. Expert-system testing
validation and evaluation. Concepts.
Conclusions. Bibliography.

4, Expert-System-Development
Tools (L. Buydens, H. van
Leeuwen, R. Wehrens). Tools for
implementing expert systems. Tool
selection. Knowledge-acquisition
tools. Concepts. Conclusions.
Bibliography. 5. Validation and
Evaluation of Expert Systems
for HPLC Method Development -
Case Studies (F. Maris, R. Hindriks).
Introduction. Case study [: Expert
systems for method selection and
selectivity optimization. Case study
II: System-optimization expert
system. Case study Il Expert
system for repeatability testing,
applied for trouble-shooting in
HPLC. Case study IV:
Ruggedness-testing expert system.
General comments on the
evaluations. Concepts.
Conclusions. Bibliography.

6. Self-adaptive Expert Systems
(R. Wehrens). Introduction -
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maintaining expert systems.
Self-adaptive expert systems:
Methods and approaches. The
refinement approach of SEEK.
Examples from analytical chemistry.
Concluding remarks. Concepts.
Conclusions. Bibliography.

7. Inductive Expert Systems

(R. Wehrens, L. Buydens).
Introduction. Inductive classification
by ID3. Applications of iD3 in
analytical chemistry. Concluding
remarks. Concepts. Conclusions.
Bibliography. 8. Genetic
Algorithms and Neural Networks
(G. Kateman). Introduction. Genetic
algorithms. Artificial neural
networks. Concepts. Conclusions.
Bibliography. 9. Perspectives.
Limitations of Intelligent Software.
Dealing with intelligent software.
Potential of intelligent software.
Index.
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