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Automated, high-precision coulometric titrimetry
Part I. Engineering and implementation

Kenneth W. Pratt
Chemical Science and Technology Laboratory, National Institute of Standards and Technology, Gaithersburg, MD 20899, USA

(Received 17th June 1993; revised manuscript received 22nd November 1993)

Abstract

Automated constant-current coulometry, based on Faraday’s Laws, achieves uncertainties (relative standard
deviation) of less than 1 part in 20000 without chemical standardization. It is applicable to acid-base, redox, and
precipitation titrations of high-purity compounds and solutions. Automation of the technique permits unsupervised
operation and reduces operator-dependent errors. Initial setup and sample introduction are the sole manual steps.
Each assay consists of a main titration at high, constant current, bracketed by the initial and final endpoint routines,
each at a lower current. The coulometric assay is analogous to a conventional titration in which two different
concentrations of the titrant are used to attain optimum accuracy. The initial endpoint determination corresponds to
the blank determination in a classical titration. Each titration includes a statistical analysis of the random and
systematic uncertainties associated with the analysis. Individual steps in the procedure are performed by a
hierarchical series of subroutines to reduce program complexity. Results are presented for K,Cr,0,, benzoic acid,
and solutions of strong acids.

Key words: Coulometry (constant-current); Automated titrimetry; High-precision assays; Primary standards

1. Introduction

High-precision, constant-current coulometry
was first developed as an analytical technique by
Taylor and Smith [1] for acidimetric assays of
acids and bases. The technique was later ex-
panded by Marinenko and Taylor to other high-
precision assays: halides [2] by argentimetry,
potassium dichromate [3] by oxidimetry, arsenic
trioxide by iodimetry [4], benzoic and oxalic acids
[5] by a refined version of the technique used in
[1], and boric acid [6]. Later work by Marinenko

and co-workers further expanded the applicability
of high-precision coulometry to uranium assays
[7.8].

This paper describes the general plan for auto-
mated, high-precision coulometry. The auto-
mated procedures described here require opera-
tor intervention only for the initial setup of the
cell and sample introduction. In contrast, the
previous manual techniques require tedious ma-
nipulations and constant operator attention
throughout the assay. Since the reliability of each
component step is improved in the automated

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved

S$SDI 0003-2670(93)E0692-Z



126 K W. Pratt / Analytica Chimica Acta 289 (1994) 125-134

procedures, the reliability for the overall analysis
is increased. Automation also makes coulometric
high-accuracy assays accessible to workers out-
side the field.

The coulometric assay yields the concentration
of the major component on an absolute basis,
calculated from Faraday’s Laws of Electrolysis.
Hence, coulometry provides a direct route for the
determination of the purity of primary standard
chemicals. In addition, the method provides inde-
pendent confirmation of purity determinations
obtained by subtraction of the known impurities
from 100%. These applications both require the
high accuracy characteristic of coulometric analy-
ses.

2. General procedure

The general procedure for each automated
coulometric titration consists of the initial end-
point routine, sample introduction, the main
titration, final endpoint routine, and assay calcu-
lation with error analysis. The automated proce-
dures are combined into a single BASIC program,
with compound-specific branches included in the
program as required. A menu is used for initial
selection of the compound to be assayed. The
molecular weight M, ‘equivalents per mole of
analyte n, the density d and, for weak acids, the
acid dissociation constant K,, are automatically
loaded when the analyte is chosen. Compounds

AUTOMATED COULOMETRY SYSTEM
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Fig. 1. Block diagram of the automated coulometry system.
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not in the menu can be titrated using a separate
option, in which all compound-specific parame-
ters are entered manually.

The main titration is performed at high, con-
stant current (/,,,, 101.8243 mA), for a time
tmain» and is equivalent to 99.8-99.9% of the
added sample. The initial and final endpoint rou-
tines bracket the main titration and are identical.
Each is recursive, consisting of discrete charge
aliquots at a lower, constant current, /., alter-
nating with indicator electrode (IE) measure-
ments (pH for acidimetry, otherwise amperomet-
ric). The initial and final endpoints, ¢,,;, and tg,,;,
are expressed as accumulated times correspond-
ing to the charge added at [, at the given
endpoint. The quantity #; represents the time
corresponding to the total charge added at /,, in
the initial endpoint routine. The total charge
passed through the cell between the initial and
final endpoints, viz. I,,(t; —t;,;,) at the end of
the initial endpoint routine plus /[, ,;.¢ i i the
main titration plus /. ¢4, in the final endpoint
routine, yields the overall assay (%) from Eq. 1,
where wg,,. is the sample mass and F is the
Faraday constant.

assay = IOOM[]maintmain + Ilow( tf - tinit + tfinal)]
/ansample (1)

Because the identical procedure is used to
determine the initial and final endpoints, system-
atic errors in ¢, and t; ., tend to cancel. This
increases the accuracy of the final result.

The cells used in the analysis are those used in
the previous manual work [1-8]. Each cell (Fig. 1)
consists of a sample half-cell, two center com-
partments (CC) in series, a counter electrode
half-cell, and three frits (coarse, medium, and
fine porosity, respectively) separating these four
sections. The two CCs are emptied or filled pneu-
matically. A silica gel or agar-agar plug prevents
any solution flow through the fine frit. Both CCs
are totally filled during the main titration, to
reduce the total cell resistance to a value such
that the compliance of the I, constant-current
supply is not exceeded. The CCs are partially (ca.
10%) filled during the endpoint titrations, to re-
duce the systematic error associated with the

small fraction of excess sample or titrant present
in the CCs during the endpoint determination.
Analyte or titrant that diffuses into the CCs dur-
ing titration is returned to the sample half-cell by
rinsing the cell after the main titration and during
the procedure for endpoint detection.

Sample introduction is performed manually,
directly after the center compartments are filled
and before the start of the main titration. Sample
masses are corrected for air buoyancy, using the
sample density entered from the initial menu.
Total automation of the sample introduction
would require significant robotic hardware and
additional programming effort; this may be a
future research effort.

Deacration of the cell electrolyte is effected
via miniature dispersion tubes inserted through
the covers of the sample and counter electrode
half-cells. The dispersion tube for the sample
half-cell is automatically raised and lowered, as
required, during the course of the titration in
order to eliminate spray losses.

Error diagnostics are provided throughout the
program. The coulometric generation circuit is
tested at the start and end of each titration step.
Correct operation of the IE circuit (pH meter or
potentiostat) is verified during each measure-
ment. Correct operation of the rinsing proce-
dures is verified at the start of each rinse. Imme-
diately after exiting the menu, an initial test of all
systems is performed to check the cell setup, and
the electronic balance is automatically calibrated
against a 100.0000-g standard mass. Any error at
this point generates a user prompt to correct the
malfunctioning or missing item. If an error is
detected after this initial test, the titration is
discontinued, the center compartments are emp-
tied, all systems are initialized, and the program
terminates.

Assay calculations are performed using Eq. 1
after the conclusion of the final endpoint deter-
mination. The random uncertainty of the titration
is estimated by the square root of the sum of
squares of all the known random uncertainties.
The analytical results, including a summary of the
titration data, are stored in a user-selected file-
name and in a backup file at the end of the
titration. Additionally, a detailed data file con-
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taining all IE measurements and rinse data is
stored separately. A separate program is used for
all data output at the conclusion of the program.
This same program is used for subsequent output
of data from the disk files.

The programming logic and hardware used to
implement the above procedures are discussed in
greater detail below.

3. Equipment and software: general

The automated coulometric system is con-
trolled by a PC/ AT or compatible computer .
The interface hardware installed in the computer
consists of an IEEE-488 controller card and an
analog / digital multifunction input/ output (1/0)
board (Lab-PC, National Instruments, Bellevue,
WA) providing three 8-bit digital 1/0 ports (A,
B, and C) and analog 1/0 with 12-bit resolution.
Individual bits from ports A (input) and B (out-
put) serve several functions, described below. Port
C, configured as an output, controls the valve
manifold for solution handling via an external
8-bit relay board. The COM1 RS-232 port is used
for the pH meter interface. The basic layout of
the overall system is shown in Fig. 1.

Coulometric titration times are measured with
a precision timer (PM 6665 /036, Philips, Eind-
hoven) with a temperature-compensated crystal
time base and IEEE-488 interface. An electronic
analytical balance (AE160, Mettler, Herisau) fit-
ted with an IEEE-488 interface is used to weigh
liquids. The sample mass is obtained by taring the
balance to zero with the filled syringe and read-
ing the negative result obtained after sample de-
livery. The syringe and its supporting cradle com-
prise a missile-shaped device that holds the
capped syringe erect on the balance pan during

! Certain commercial equipment, instruments, or materials
are identified in this paper to specify adequately the experi-
mental procedure. Such identification does not imply recom-
mendation or endorsement by the National Institute of Stan-
dards and Technology, nor does it imply that the materials or
equipment identified are necessarily the best available for the
purpose.

weighing. A microbalance (Mettler M5) is used to
weigh solid samples. The mass of the Pt boat plus
sample is entered initially, and the final boat
mass (after sample_ delivery) is entered during
sample dissolution, after completion of the weigh-
ing step. A battery-powered pH meter (720, Orion
Research, Boston, MA) and combination glass/
Ag,AgCl pH electrode are used for all pH mea-
surements.

The main program and the output program
are both stored as executable files and require
approximately 95 and 14 kilobytes, respectively.
An additional 78 kilobytes of memory space is
required for the Basic run-time module for these
programs. The main program has a hierarchical
structure, with high-level subroutines, described
below, used for each major operation in the titra-
tion.

At the lowest level, a single subroutine gener-
ates all time delays for the entire program, simul-
taneously displaying the time remaining in the
given step. Subroutines of the second-lowest level
effect data 1/0 with the various interfaces. Error
detection is performed at this level. Detection of
an error signal sets an error flag that successively
exits each higher-level subroutine until the main
level is reached. The error flag also generates a
string message indicating the cause of error, time
of day, and time in the titration that the error
occurred.

4. Current control, timing, and switching

The hardware for the coulometric current cir-
cuit consists of two constant-current supplies,
high-accuracy standardization circuitry [9], the
precision timer, and a switching circuit. The
switching circuit consists of two DPDT Hg-wetted
relays, one for I, and one for I, ,. Each relay
is controlled by one line of port B through a
2N6660 IGFET driver. The timer gating circuit,
described below, is inserted in the positive lead to
the coulometric cell. Other details are similar to
those used previously [7,9].

The gating circuit (Fig. 2) consists of an 4N35
optoisolator as current sensor and a debouncing
circuit. Three series-connected, forward-biased Si



K.W. Pratt / Analytica Chimica Acta 289 (1994) 125-134 129

+5VDC
Couk:metlric |oen
+ termina
100Kz ¢4
I——I —
4.7K 15 14 16 7 6 100 Gating
3 174123 | g L P 37412057 W pulse
3180 4n3s 1 ‘ i1 _18_
IN4001 hv 2N2222 L
5 AR |
IN914 (2)
47K
from current
switching circuit

Fig. 2. Timer gating circuit. Values of resistors shown in ohms; capacitors shown in microfarads. Electrolytic capacitors shown in

wF/rated DC voltage.

diodes are connected in parallel with the light-
emitting diode (LED) of the optoisolator, ensur-
ing relatively constant LED current over a wide
range of cell currents (0.4 mA-1 A). The 74123

monostable generates a 3.3-ms pulse at Q when
triggered by the first flow of current through the
cell. This pulse and the output of the optoisolator
are digitally summed by the 1N914 diodes and

Nz or Ar
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Fig. 3. Valve manifold and associated pneumatic connections. Valve designations: V1-V5, solution control; V6-V7, deaeration
control. D.T. = deaeration tube; NC = normally closed; NO = normally open.
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then inverted and buffered, yielding a TTL high,
debounced signal at @ that is used as the gating
pulse for the timer.

This gating circuit eliminates the systematic
error associated with the use of separate relay
contacts for timer gating and current switching.
The circuit has the additional advantage that any
interruption of the cell current after the initial
3.3 ms terminates the gating of the timer. The
IEEE-488 status byte of the timer, controlled by
the gating pulse, thus indicates correct function-
ing of the coulometric circuit.

A single subroutine, differing only in the out-
put bit sent to the switching circuit, is used both
for the main titration and for the charge addi-
tions during the endpoint determinations. The
subroutine consists of relay actuation, verification
of presence or absence of current, the delay rou-
tine, and relay opening. The presence of cell
current is verified after the relay bit from the
computer 1/0 board is set high. The delay sub-
routine then decrements for the time correspond-
ing to the required charge. Continuous presence

of cell current is verified after the delay routine
concludes. The relay bit is then set low, opening
the relay, and the absence of current is verified.
The exact titration time is read from the timer
and is used for all later calculations. Absence or
presence of current is verified by a separate serial
polling subroutine that sets the error flag if the
desired status byte is not obtained within a set
time.

5. Solution handling and deaeration

The hardware for solution handling (Fig. 3)
consists of a valve manifold and a level sensor.
The valve manifold consists of five valves for
solution handling and two additional valves for
raising and lowering the deaeration tube via a
pneumatic syringe. Each valve is controlled by
one bit of port C via the relay board. By actuating
the appropriate valves, either or both CCs or the
pneumatic syringe may be placed in any of four
states (gas pressure applied, vacuum applied,

+5VDC
A
J 1K
( 1KS
LED
0.01 2 - L gUTPUT
I : iT 4 ]Q Ol ter
YWA J+\ CLK1 Ic2 12— pr;!t)u A
N 13
’—1’>__' [1715v| 1C1¢ oAz 3
IC1b °T Ta ] CLEAR
- Computer
» port B
LEVEL DETECTOR
» CHECK
—_ 1 _ _gdeteclor Computer
r o= port A
PR | ~ 100K
| SENSITIVITY
hv
[ I
L _|— _
" Fillin
Tubeg

Fig. 4. Level detector. IC1, LM338 quad comparator; IC2, 7473 dual J-K flip-flop. Nomenclature as in Fig. 2.
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vented, or sealed off). Pressure in the CCs is
equalized by venting them to the ambient-pres-
sure reservoir after each partial fill. This main-
tains constant level after the CCs are sealed off,
while avoiding solution contamination from O, or
CO, from the air.

For a single cell rinse, the CCs are emptied,
filled, re-emptied, and partially re-filled. All solu-
tion transfer is effected via the coarse and medium
frits. Solution in the two CCs always remains at
or below the level of the sensor, never contacting
the valve manifold. The rinse subroutine consists
of two intermediate-level subroutines used to fill
and empty the CCs. These two subroutines each
consist of a series of individual valve operations,
effected by a lower-level valve subroutine. The
valve subroutine consists of the actual sending of
the selected byte to port C, followed by the delay
subroutine. Error detection is performed in the
valve subroutine at the start of each filling opera-
tion as described below.

The level sensor (Fig. 4) consists of an optical
detector, a limit comparator, and a latch. The
optical detector clips on to the filling tube of the
medium-fine CC, closing switch S1 and establish-
ing the optical feedback loop for ICla. This cir-
cuit is normally in the active state, with E, equal
to E,, set by R1. An RC filter (R2C2) with a
time constant of 1 s limits the frequency response
of the feedback loop. Passage of the solution
meniscus by the sensor causes a rapid change in
the transmittance of the filling tube and gener-
ates a pulse at the collector of the photo-tran-
sistor. The effects of slow accumulation of de-
posits on the filling tube or alignment variations
are eliminated by the action of the feedback loop
and no pulse is generated. R3 controls the sensi-
tivity of limit detector IClc-d. A TTL low signal
is produced if the threshold set by R3 is ex-
ceeded, and latch IC2 is set (output bit TTL high)
if enabled by the computer (port B; clear input
TTL high). An error condition is indicated if the
output of IClc-d is TTL low before the latch is
enabled.

The level sensor is enabled for each total fill-
ing operation. The output bit-of latch IC2 is read
within the delay subroutine. If this bit is high, the
delay routine terminates, returning control to the

valve subroutine. The valve subroutine then stores
the elapsed “fill time” for the next total filling.
The ratio of this time to the preceding filling time
is used to correct all other emptying and partial
filling times proportionately. All times are length-
ened by 10% if the latch output remains TTL low
throughout the delay routine. In this manner, the
program ‘self-corrects’ for changes in the porosity
of the frits or the solution viscosity. This feature
is most important for precipitation titrations in
which the precipitate slowly clogs the coarse frit.

A cell washdown is performed by vibrating the
cell after the main titration and in the endpoint
procedures each time the rinse threshold (de-
fined below) is reached. Systematic error from
droplets adhering to the upper portions of the
sample half-cell is thus minimized. The vibrator is
a motor-driven eccentric controlled by a bit from
Port C.

A synchronous stirrer is also controlled by the
computer (Port B). The constant stirring rate (600
RPM) provides maximum hydrodynamic uniform-
ity for the sample half-cell. The solution is quies-
cent during sample introduction; otherwise the
stirrer is on.

6. Indicator electrode

The pH meter is interfaced to the computer
via an optoisolated RS-232 link. Two 4N35 op-
toisolators are connected in each of the RS-232
data transmission lines (TXD and RXD), with
each LED protected against reverse polarity by a
series-connected Si diode. The phototransistors
are connected in series with 10K load resistors to
provide the required RS-232 high and low input
signals. Power is obtained from the RTS and
DTR lines of the COMI1 port, latched at +9 V
and —9 V by bit-level commands, and from the
CTS line of the pH meter. Data 1/0 via the
RS-232 port also uses bit-level commands to avoid
toggling the RTS and DTR lines. The optoiso-
lated RS-232 link and the use of battery power
for the pH meter eliminate stray current flow
through the pH electrode, thus avoiding any er-
rors from ground loops during coulometric gener-
ation of the titrant.
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A recursive procedure is used for all pH mea-
surements, to eliminate errors due to the re-
sponse time of the pH electrode. The pH value is
read at the meter-limited rate (1-2 readings/s)
and the elapsed time is recorded from the last pH
reading in which a change in measured pH oc-
curred. This loop is repeated until the measured
pH remains constant for 6 s, corresponding to a
maximum drift rate of 0.01 pH units/ min. This
pH is then taken as the stable value and the loop
is exited. Accurate pH values are obtained by this
procedure in solutions of weak acids (rapid pH
electrode response) or strong acids (slow re-
sponse) in the minimum time.

An analog potentiostat (PAR 174A, Princeton
Applied Research, Princeton, NJ) is used for
amperometric detection. The analog output of
the potentiostat is connected to an analog input
of the computer 1/0 board. The potentiostat is
operated in the 2-electrode mode, with both cell
leads connected to the IE through a DPST relay
operated from one bit of port B. The relay is
closed only during IE measurements. With the
relay open, the potentiostat is isolated from the
cell, eliminating the ground loop through the IE
during coulometric generation of titrant. Each
final IE measurement is the mean of ten discrete
IE readings. This improves the signal-to-noise
ratio of the measurement by averaging out slow
variations in the IE reading, e.g. those caused by
variations in mass transport to the electrode.

7. Endpoint detection and determination

Two subroutines are used for the endpoint
determinations, one for acidimetry and one for
titrations with amperometric detection. Each con-
sists of two portions, referred to as endpoint
detection and endpoint determination. Endpoint
detection consists of the sequence of charge
aliquots and cell rinses used to titrate the solu-
tion to a threshold value near the endpoint and
eliminate any contamination of the frits with
titrant or sample. Endpoint determination con-
sists of the sequence of charge aliquots and IE
measurements used in the actual calculation of

the endpoint. The logic flow is outlined below for
the acidimetric procedure.

The recursive procedure for endpoint detec-
tion is based on two major branching points,
governed by two parameters: the rinse threshold
pH,,;, and the maximum change in pH on rins-
ing, ApH,,,,. If the measured pH is greater than
pH,..,, the cell is rinsed; otherwise a charge
aliquot is added. Following each rinse or charge
aliquot, the pH is again measured. After each
rinse, the pH change, ApH, is calculated. If ApH
is greater than ApH ., an additional rinse is
performed. If the pH decreases below pH_;, af-
ter a rinse, an additional charge aliquot is added
and the same decision tree is followed. Rinses are
repeated until the pH is greater than pH, ;, and
ApH is less than ApH,,,., whereupon the proce-
dure proceeds to the endpoint determination.

The logic flow in the amperometric subroutine
is similar. The main differences result from the
fact that the endpoint cannot be estimated from
IE measurements obtained prior to the endpoint.
Hence, a constant titration time is used for all
aliquots in the endpoint detection, and the rinse
threshold corresponds to an IE reading slightly
after the equivalence point. Aliquots in the end-
point determination are half as large and yield a
linear IE current-time function. A least-squares
line is used as the basis for the calculation of the
endpoint. The estimated random uncertainty is
calculated from the standard deviation of the
X-intercept of this line [10].

8. Results and Discussion

Experimental results have been obtained for
most of the classes of compounds noted in the
Introduction. Representative data are shown in
Table 1 for a hydrochloric acid solution and two
high-purity chemicals: benzoic acid and potas-
sium dichromate [NIST Standard Reference Ma-
terial (SRM) 136¢], together with the mean sam-
ple masses for which the quoted uncertainties in
assay were obtained. The automated system
achieves uncertainties (based on the relative
standard deviation, R.S.D.) equal to or lower
than those reported for the same compounds at
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Table 1

Assays by automated coulometry

Compound Assay n R.S.D. (%) Approximate Comparable R.S.D. for
(units as indicated) sample mass (g) manual assay (Ref.)

HCl 49.9078 mmol / kg 10 0.0016 24.1 0.010 1]

CsHs;COOH 99.9996% 7 0.0041 0.25 0.004 [1]

K,Cr,0, 99.9753% 4 0.0015 0.33 0.002 [3]

similar concentration levels and sample masses by
Taylor and co-workers [1,3,5] using the earlier
manual techniques. The standard deviation for
potassium dichromate is also comparable to that
reported by Knoeck and Diehl [11] using a differ-
ent system and larger samples.

The results for SRM 136¢ also indicate negligi-
ble bias for the automated procedures, based on
the earlier value obtained with the manual tech-
nique for the same material. The accuracy of the
automated method is thus at least as good as the
earlier manual technique. Fig. 5 illustrates the
agreement of results using the automated tech-
nique with the certified value for this SRM, ob-
tained [12] by a combination of manual coulomet-
ric analysis and by titrimetric intercomparison
with SRM 83c (As,0;) and with SRM 136b, the
previous issue of K,Cr,0-, using weight titration
with ferrous ammonium sulfate.

100.02
100.004 T
=~
;
¥ 90.98 | CERTIFIED
2 . VALUE
: H
2
<
99.96 4 L
99.94

THIS WORK (n=4) SRM 136¢

Fig. 5. Analytical results for NIST SRM 136¢, potassium
dichromate, by automated coulometry. Bracket denotes certi-
fied assay for the SRM.

Titration times for a single sample are typically
on the order of 2-3 h for analyses with a main
titration of 4000 to 7000 s. Shorter times can be
obtained using smaller samples, but with in-
creased risk of sample inhomogeneity. In addi-
tion, sample masses less than 0.1 g for solid
samples or 5 g for solutions can limit the overall
precision due to the uncertainty of the mass
measurement. Sample throughput on a time-per-
analysis basis is increased by only approximately
25% over manual titrations, due to the lengthy
main titration. However, the percentage of ‘lost’
analyses compared to manual titrations is greatly
decreased. This factor and the facility for unat-
tended operation yield a significant increase in
productivity on a cost-per-analysis basis.

9, Conclusion

Automated, high-precision coulometric titra-
tions are readily performed using the instrumen-
tation and software described. Analytical results
uncertain to less than +0.005% (R.S.D.) are
demonstrated for several classes of compounds.
Manual intervention is required only for initial
setup of the cell and sample introduction.

Future papers in this series will stress the
applications of this system to individual com-
pounds. The chemical theoretical basis for the
approach to the acidimetric endpoint, calcula-
tions associated with the endpoint determination,
and estimation of bias and systematic uncertain-
ties will also be discussed in greater detail.
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Abstract

Automated constant-current coulometric acidimetry, based on Faraday’s Laws, is uncertain to less than 1 part in
20000 (relative standard deviation) and requires no chemical standardization. It is applicable to strong and weak
acids and bases, with bases back-titrated after addition of excess strong acid. Initial setup and sample introduction
are the sole manual steps. Assays of HCI, benzoic acid, Na,CO;, and tris(hydroxymethyl)aminomethane are
presented. In the endpoint determination procedure, a generalized titration equation yields the theoretical charge
remaining to the endpoint before each charge addition. The ratio of the experimental to the theoretical charge for

the preceding aliquot corrects for experimental deviations.

Key words: Coulometry; Automated analysis; Acidimetry; High-precision assay

1. Introduction

This paper is the second in a series of papers
on automated high-precision, constant-current
coulometric titrimetry. The first paper in this
series [1] presented the engineering and instru-
mentation of the automated coulometric system.
This article presents applications of this system to
high-precision acidimetry, based on the original
manual procedures of Taylor and Smith [2]. The
use of automated coulometric back-titrations,
based on work by Koch and co-workers [3,4] and
by Marinenko [5] is presented.

The general automated procedure consists of a
main titration at I, for atime ¢ ,,,, bracketed
by the initial and final endpoint routines. For
direct titrations, the assay (%) is calculated from

Faraday’s Laws on an absolute basis using Eq. 1.
The calculation is identical to that described pre-
viously [1] except that different current levels, I,
and Iy, are used in the initial and final end-
point routines for maximum accuracy. F, M, n,
and wg,,. are the Faraday constant, molecular
weight, equivalents per mol of analyte, and sam-
ple mass. The initial and final endpoints, ¢;;, and
Lina» are expressed as accumulated times corre-
sponding to the charge added at I ; or I, at
the given endpoint. The quantity #; represents
the time corresponding to the total charge added
at [, in the initial endpoint routine.

assay = 1OOM[ Imaintmain + Iinit(tf - tinit)

+ Ifinaltfinal] /ansample ( 1)

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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The assay calculation for back-titrations, Eq. 2,
takes into account the amount (mol) of HCI
added, which is calculated from wy and Cyq,
its mass and concentration in mol /g, respectively.
The remaining variables are as in Eq. 1.

assay = 100M{wy,Cpes — [ 1,

main

FLinie( ¢ = tinie) + Tinaittinal| /F}/”Wsample

(2)

t

main

2. Theory

The endpoint in coulometric acidimetry can be
predicted from prior pH measurements using
titration theory. This reduces the total number of
charge aliquots and pH measurements in each
endpoint routine, reducing the overall time per
analysis. The theoretical calculation of titration
times is based on Eq. 3, the general equation [6,7]
for titration of an acid of analytical concentration
C, and dissociation constant K,. In Eq. 3, ngy is
the amount of OH™ added (in mol per liter of
solution), K, is the dissociation constant of wa-
ter, and concentrations are denoted by brackets.

non=C,K,/([H'] +K,) +K,/[H] - [H"]
(3)

The total titrant (mol) required to reach the
equivalence point from a given pH is obtained by
subtracting ngy from C, and multiplying by the
sample half-cell volume, V. Faraday’s Laws are
then used to obtain ¢, .4, the titration time from
a given pH to the equivalence point, for a current
I

tep,pH = {Ca - CaKa/([H+] + Ka)
_Kw/[H+] + [H+]}VcellF/I (4)

Eq. 4 is valid for both weak and strong (i.e.,
K, — ) acids over the entire titration curve. The
theoretical time for titration from a given pH,
pHO, to any higher pH, pH1, is equal to LeppHO ~
tep,le'

In the program, each ¢, ;; is calculated from
Eq. 4 using [H*] obtained from the correspond-

ing pH value by exponentiation. Each theoretical
titration time after the first aliquot is corrected
for the difference between theory and experiment
using the ratio of the experimental to the theoret-
ical titration time for the preceding aliquot. This
operation is expressed mathematically by Eq. 5,
where k is the aliquot number, ¢, ., is the
preliminary titration time for the (k + 1th
aliquot, and ¢, , is the experimental time for
the kth aliquot. The initial and final pH values
for the kth aliquot are pHO and pH1, and pHt is
the target pH. The calculation is performed after
the end of the kth aliquot; hence, pH1 is the
current pH.

Lortm,(k+1) = | Tep.pH1 = Lepptit]

’ texpt,k/[tep,pHO - tep,le] (5)

The correction factor in Eq. 5 corrects auto-
matically for the activity coefficient of H* and for
variations in V.

Approximate expressions derived from Eq. 3
are used to calculate the endpoint pH (inflection
point) for titrations of weak acids and bases and
to determine the optimum current level for the
endpoint determinations. The endpoint pH, pH.,,
is given by Eq. 6.

pH,, = (pK,, + pK, +log,,C,) /2 (6)

Eq. 7 is used to calculate ¢;,, the theoretical
titration time yielding a 0.1-pH change for a weak
acid at its endpoint, calculated from the ratio of
the buffer capacities, dngy/ dpH [6], of a weak
and a strong acid, each at its respective endpoint,
and the corresponding time ¢, for a strong acid.

ttrial = (Ca/Ka)l/ztmin (7)

Parallel equations valid for back-titrations of
bases are obtained by replacing [H*] with [OH ]
and C, and K, with their basic analogues C, and
K, in Egs. 3, 4 and 7.

For weak acids and bases, the inherent devia-
tion between ny at the endpoint and ngy, at the
equivalence point (ngy = C,), Angy, is given by
the Roller equation [8]:

Anoy/C, = —3K,/C,K, (&



K.W. Pratt / Analytica Chimica Acta 289 (1994) 135-142 137

Coulometric acidimetry differs from conven-
tional acidimetry in that the solution volume over
the course of the titration is virtually constant.
Hence, the observations of Meites and Goldman
[9] regarding the effects of dilution on the nature
of the inflection point are not applicable, and Eq.
8 applies to this system. This was verified experi-
mentally by Marinenko and Champion {10] using
the boric acid-mannitol system.

3. Apparatus

The construction of the coulometric cell has
been described previously [1,11]. A thin 3%
agar—agar + 1.0 mol /1 KCI plug on the counter-
electrode side of the fine frit prevents transfer of
solution from or to the counter electrode half-cell.
The initial value of V_ for this work is 65 ml.
V.. is updated after sample introduction for use
in Eq. 4 in the final endpoint routine. Titration
times are thereby increased proportionately.

A splash guard, fashioned from the bottom of
a 50-ml PTFE bottle, is inserted into the sample
half-cell, fitting snugly around the beaker wall
about 1 cm above the solution level. The splash
guard, attached to the cell cover and fitted with
holes for the pH electrode and deaeration tube,
prevents loss of sample during the main titration
from H, bubbles evolved at the cathode. The pH
electrode rests on the cover of the sample half-
cell, with a foam rubber cushion for vibrational
isolation.

Both half-cells are deaerated with N, using
miniature deaeration tubes. Trace CO, is elimi-
nated from the N, by a chain of three scrubbers
filled with 0.5 mol /1 KOH, 0.001 mol /1 HCI, and
water. Excess N, from the outlet of the ambient-
pressure reservoir is used to blanket the cavity
between the splash guard and the cell cover.
Within the sample half-cell, the deaeration tube,
when raised, remains within the cavity formed by
the splash guard and the surface of the solution.
This arrangement effects a 2-stage shield be-
tween the sample solution “and the atmosphere,
resulting in minimal CO, levels in the cell during
the procedure.

The supporting electrolyte for the acidimetric
titrations is 1.0 mol /1 KCl, made from reagent-
grade KCl and deionized water with a conductiv-
ity below 0.06 S/ cm. The filling solution for the
reference element of the pH electrode is AgCl-
saturated 1.0 mol/1 KCl, substituted for the
standard saturated KCl + AgCl normally used.
Electrode stability is unaffected by this solution.
The filling solution has the advantages of free-
dom from KCI crystal formation on extended
usage and lower Ag™ concentration. This results
in a lower systematic error due to Ag electro-
deposition onto the cathode during titration, since
seepage from the reference electrode adds less
Ag™ to the cell.

The coulometric electrode for acidimetry is a
Pt, Ta, or Au cathode, wound into a 3-cm diame-
ter helix with 5-6 turns. The cathode is placed
such that the pH electrode is roughly centered in
the helix. This reduces the error from the electri-
cal field during the main titration to less than 60
mV (1 pH). The counter electrode is an Ag rod
with a surface area of ca. 45 cm?, sufficient for
titrations of up to 10 mmol H* without acidifying
the KCl solution in the counter electrode half-cell.

4. Procedure

The detailed procedure has been described
previously. Only those steps not described in [1]
are presented here.

The entire cell is deaerated for 15 min after
the initial cell test and before the start of the
analysis. The pH of the electrolyte in the sample
half-cell, nominally 7.0 when deaerated, is low-
ered by adding 2.5 umol HCI before the start of
the titration. This accelerates removal of dis-
solved CO, and facilitates the initial endpoint
determination. The pH of the solution typically
increases from about pH 5.5 to pH 5.8 during the
deaeration. After this step, the deaeration tube is
lowered only when (a) the solution pH is less
than +2pH_, . (defined below) from the end-
point or (b) during carbonate back-titrations.

Liquid samples are introduced by lifting the
pH electrode out of the cell and inserting the
outlet tube of the syringe through the holes in the
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cell cover and splash shield. This reduces contam-
ination from CO, in analyses of liquid samples.
The pH electrode is replaced immediately after
the sample introduction.

For back-titrations, excess titrant is added by
syringe, immediately prior to the sample intro-
duction. Advance coulometric standardization of
the excess titrant, typically HCI, is required prior
to the start of the back-titration.

At the end of the delay routine in the main
titration, the program enters a pH measurement
loop. The measurement loop is exited when a
single measurement exceeds a preset target value,
and the main titration concludes. The target value,
pH,, — 2 for weak acids and pH,, — 4 for strong
acids, takes into account the measurement errors
due to the potential field from the coulometric
current and the response time of the pH elec-
trode. This procedure shortens the titration time
required in the final endpoint routine. This rou-
tine is not used in the endpoint routines, since
the pH electrode responds too slowly to avoid
overshoot.

For weak acids or bases, a value of C, or C, is
first available after sample introduction. Values
of pH,, and ¢,;, are calculated at this point from
Egs. 6 and 7 (or the basic analogues). Ij;,,, is set
to 9.6486 mA if ¢, is greater than 5 s; otherwise
it remains 0.96486 mA. For strong acid titrations,
It 15 0.96486 mA and C, = 0, yielding the same
result as K, —» « in Eq. 4. I, is always 0.96486
mA, corresponding to ¢, = 1 s in Eq. 7.

The value of I, is fixed at 101.8243 mA for
all titrations. Assay values are calculated using a
value of 96486.04 NIST C/mol for the Faraday
constant. Molecular weights for the various com-

Table 1
Results for replicate titrations by automated coulometric
acidimetry

Compound n  Mean S.D. R.S.D. (%)

HCl 10 49.9078 0.00079 0.0016
mmol /kg mmol /kg

CcHs;COOH 7 99.9996% 0.0041% 0.0041

Na,CO, 5 99.9823% 0.0028% 0.0028

Tris 6 99.9238% 0.0051% 0.0051

pounds are calculated using 1987 IUPAC atomic
weights.

Assays yielding the data in Table 1 were per-
formed using high-purity sodium carbonate and
reagent-grade benzoic acid and tris(thydroxy-
methyl)aminomethane (Tris). The sodium car-
bonate was a high-purity material certified for
trace-metal content. Data in Table 1 were ob-
tained using samples dried as follows: Na,COj, 5
h at 300°C; benzoic acid and Tris, 24 h over
Mg(ClO,), at less than 100 Pa.

5. Compound-specific features

In carbonate back-titrations, the sample reacts
with the excess acid to yield CO,. This CO, must
be quantitatively eliminated from the sample
half-cell before the final endpoint determination.
Hence, the deaeration tube is lowered from the
end of sample dissolution until the start of the
final endpoint determination. A 15-min deaera-
tion period is also inserted after sample dissolu-
tion, to eliminate CO, at acidic pH. The final
endpoint detection and determination are those
of a strong acid, since H,CO; and CO, have
been quantitatively eliminated at this point in the
procedure. The value of n is 2 for the assay
calculation.

Benzoic acid does not dissolve completely at
sample introduction, yet must be quantitatively
dissolved before rinsing the cell or beginning the
final endpoint routine. Hence, a final dissolution
step is inserted immediately after the main titra-
tion. The center compartments are emptied, and
the cell is vibrated until a stable pH (|dpH /d¢ |
below 0.01 pH/min) is obtained. The alkaline
pH (initially 10-11, final value near 7) at this
point increases the rate of dissolution. This step
is followed by the first rinse and the final end-
point routine.

6. Endpoint routines
The endpoint routine consists of endpoint de-

tection and endpoint determination. The main
parameters for the endpoint routine are pH,,,
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the preliminary endpoint; ApH the maximum
pH change on rinsing; and pH .., the pH range
for the endpoint determination. The rinse thresh-
old, pH ;,, is equal to pH,, — pH .-

Endpoint detection consists of the sequence of
charge aliquots and cell rinses used to titrate the
solution to pH,;, and eliminate any contamina-
tion of the frits with titrant or sample. Charge
aliquots are added using ¢, values calculated
from Eqgs. 4 and 5 as described above. Exact
titration times are obtained from the precision
timer after each aliquot. Cell rinses are per-
formed only if the pH of the sample solution is
greater than pH ; ; otherwise a charge aliquot is
added. Endpoint detection is completed when the
measured change in pH on rinsing falls below

max?

139

Endpoint determination consists of the se-
quence of charge aliquots and pH measurements
used in the actual calculation of the endpoint.
The procedure consists of a series of discrete
charge aliquots that yield a set of equally spaced
pH-time points. The titration time for each
aliquot is calculated from the slope (dpH/dQ)
for the preceding charge aliquot and the desired
change in pH, set as pH,,,,./4. No rinses are
performed during the endpoint determination,
and the deaeration tube is raised to avoid inter-
ference of bubbles with the pH measurements.

The endpoint determination for strong acids
or bases is terminated when the pH exceeds
7.000. The “best value” for the endpoint is esti-
mated by linear interpolation between the two

ApH,, . and the final pH is above pH ;. last pH-time points.

5.04
1.3

4.9
+1.26

4.8 - s
22 3

3 a7/ 5

+1.18 E.

4.6
+1.14

4.5 -
-1.1

4.4

0.4 0.5 0.6 0.7 038

_ Charge added at 9.6486 mA (Coul)

Fig. 1. Final endpoint determination for back-titration of Tris. B, experimental pH-time points; solid line, least-squares cubic
polynomial curve fit to the pH-time points; ©, ApH/AQ points calculated from experimental pH—time points; broken line, first
derivative of least-squares cubic curve fit. Start of final endpoint routine defines Q = 0.
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In the endpoint determinations of weak acids
or bases, a set of pH-time points symmetrically
bracketing the endpoint is generated. To obtain
these, a “sliding” endpoint is used. The value of
pH,, is updated to the mean of the last two pH
values if the slope from the present aliquot is
greater than the maximum slope for all the pre-
ceding aliquots; otherwise it remains unchanged.
Charge aliquots are added until the solution pH
is greater than pH,, + pH,,,,.. The initial end-
point determination also uses this procedure, in
order to correct for any initial contamination of
the frits with weak acid or base from a preceding
titration. In direct titrations of weak acids, an
initial pH,, of 7 and the “sliding” endpoint rou-
tine automatically locate the initial endpoint. For
back-titrations of weak bases, the initial pH,, is
set to pH 6.6 in order to avoid overshooting the
actual endpoint.

The “best values” for t;,;, and ¢, for weak
acids and bases are calculated from the second
derivative of the least-squares third-degree poly-
nomial calculated [12] from the set of pH-time
points generated as described above. Setting the
second derivative equal to zero yields #;,;, or fg,.
from which pH,, is back-calculated using the
cubic polynomial. The effect of errors in the
individual pH measurements is minimized
through use of the entire set of pH-time points
from the endpoint determination. Fig. 1 illus-
trates the accuracy of fit obtained using this tech-
nique for the final endpoint in a back-titration of
Tris, a weak base with pK, =5.92. Location of
this endpoint to the requisite uncertainty (0.002%)
using the classical point-by-point technique is dif-
ficult.

7. Estimation of uncertainties

Standard uncertainties u; [13] are calculated
for t,,, and tg,, in the corresponding endpoint
routine, using a root-sum-of-squares calculation
of uncertainty (a), due to incomplete rinsing of
the frits; and uncertainty (b), due to pH measure-
ment. Both of these uncertainties are Type B

[13], with an assumed normal distribution and

estimated lower and upper limits x_ and x,
such that there is about a 67% probability that
the value of the quantity lies in the interval x_ to
x,, where u;=x. Uncertainty (a) is estimated
from the experimental change in pH for the final
rinse and the buffer capacity (dngyy/ dpH) at the
endpoint. This estimate assumes that the uncer-
tainty is equal to the experimental change which
would have resulted from omission of the last
rinse. Uncertainty (b) is-currently estimated from
the product of 0.01 pH (the assumed maximum
uncertainty for the pH measurement, based on
the maximum [dpH/dQ|) times dngy/ dpH at
the endpoint. This Type B estimation of uncer-
tainty (b) will be replaced in the future by a Type
A [13] estimate, calculated from the set of experi-
mental pH-time points and the least-squares
third-degree polynomial obtained in the endpoint
determination. This calculation will be reported
in a future publication.

The combined standard uncertainty u, for a
single titration is estimated by root-sum-of-
squares combination [13] of the estimated compo-
nent u; values. Individual u; components are
calculated from the following estimated Type B
uniform distributions: sample weighing (5 ug for
solids, 0.2 mg for liquids); the electrical standards
(10 ppm); and the uncertainty due to variations in
the amount and concentration of the solution in
the center compartments in the initial and final
endpoint determinations (10 ppm). These uni-
form distributions are each divided by V3 to yield
estimates of u; for each component before com-
bination with the uncertainties for the initial and
final endpoints (see previous paragraph) and, for
back-titrations, u./k'/? for the standardization
of the excess acid, obtained from the mean of the
set of k titrations used to standardize the acid.
The result of this calculation provides an estimate
of the combined uncertainty u_ which includes all
known instrumental u; components. It does not
include the contribution of any u; components
due to chemical effects. The u_ value obtained
from the above calculation is useful in the ab-
sence of a valid Type A estimate of the random
uncertainty of a set of independent assays.

Chemical effects specific to coulometric
acidimetry are potential sources of bias in the
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reported result. These include the deposition of
Ag onto the cathode during electrogeneration of
OHT; incomplete removal of CO, from the elec-
trolyte; and, for weak acids, the inherent devia-
tion of the endpoint from the equivalence point
[8]. Quantitative measurements of the bias due to
Ag™ deposition, using anodic stripping voltam-
metry at a Ta cathode after a coulometric HCI
assay, yielded an estimate of less than 1 ppm with
an estimated uncertainty of 0.5 ppm for titration
of a 25-g sample of 0.05 mol /1 HCI. The bias due
to incomplete removal of CO, from the elec-
trolyte in the sample half-cell can be estimated
from experimental values of dpH/dQ for titra-
tions of strong acids, in which the value of
dpH/dQ observed at the endpoint provides an
estimate of the CO, concentration. Based on
such measurements, this bias is estimated at less
than 10 ppm with an maximum uncertainty of 5
ppm for a 1000-s titration of 0.05 mol /1 HCL. The
bias due to the inherent negative deviation of the
endpoint from the equivalence point for weak
acids is given by Eq. 8. Using C, and K, values

for acids analyzed in this work, this theoretical
bias is less than 0.4 ppm (calculated from Eq. 8)
for all assays performed in this work. The above
three sources of bias are deemed negligible com-
pared to the other sources noted above. The final
result is not corrected for these sources of bias,
nor are their uncertainties included in the calcu-
lation of u,.

8. Results and discussion

Results of replicate coulometric assays of 0.05
mol/kg HCI, benzoic acid, sodium carbonate,
and Tris are presented in Table 1. These repre-
sent typical data for a strong acid, weak acid,
strong base (as titrated here) and weak base,
respectively. R.S.D. values from this work and
from the literature at similar concentration levels
are summarized graphically in Fig. 2. In most
cases, the RSD from the present work is smaller
than the corresponding value obtained by Taylor
and Smith {2], Koch and co-workers [3,4], or

100 B3 This Work
100 '
fr (I Refs. (2,5)
I Refs. (3,4) Direct-Titration
I Refs. (3,4) Back-Titration 1
80 il
70
- r-T
& 62
8 60
g 51
o
41
401 = 37
— 28
2071 16 =
: =
o N = N/
L 1 1 1
Strong Acid Benzoic Acid Na,CO,3 Tris

Fig. 2. Comparative uncertainties (stated as R.S.D.) for automated coulometric acidimetry (this work) and coulometric acidimetry

(Refs. as shown). All values given as ppm.
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Marinenko [5] using the corresponding manual
technique. Slightly lower R.S.D. values of
0.0007% for titrations of HCIO, [4] and 0.0037%
for Tris [3) reported by Koch and co-workers
result from the use of larger samples and a direct
titration for Tris.

Evidence for accuracy has also been obtained
for the automated system. The 0.05 mol /kg HCIl
results listed in Table 1 were used for the results
reported for the sodium carbonate back-titra-
tions. The value near 100% for the Na,CO, assay
demonstrates internal consistency for these two
assays, providing evidence for the accuracy for
these two determinations. A slow decrease in
individual assay values with increasing assay num-
ber (first assay = 99.9874%, fifth assay =
99.9807%) results from slow takeup of moisture
by the Na,CO, during the successive openings of
the weighing bottle used to store the compound.

A separate control titration for NIST Standard
Reference Material (SRM) 723 performed con-
currently with the data shown in Table 1 yielded
99.9716% Tris, in agreement with the certified
value of 99.969 + 0.003% (95% confidence inter-
val of the mean, based on 30 determinations) for
this SRM by Marinenko [5]. The lower assay
reported (99.9238%) for the reagent-grade mate-
rial is due to mother liquor occluded in the
crystals of this material. In support of this conclu-
sion, three titrations of the reagent-grade mate-
rial, assayed after grinding in an agate mortar for
10 min, yielded a value of 99.952% Tris with an
R.S.D. of 0.003%. Such occlusions have previ-
ously been detected in Tris by optical microscopy
and manual coulometry at levels up to 0.7% [3].

9. Conclusion

Acidimetric assays uncertain to less than
0.005% (R.S.D.) are~readily obtained using auto-
mated coulometry as presented herein. Basimet-
ric assays are also possible via back-titration. Op-
erator intervention is required only for the initial
setup and for sample introduction. The theory
and practical aspects of the prediction of the
endpoint from prior pH measurements are de-
scribed and their use in automated coulometry is
described.
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Abstract

A glucose sensor has been realized by the electropolymerization on a platinum electrode of a pre-adsorbed
coating of glucose oxidase (GOD) mixed with the amphiphilic substituted pyrrole 1. In the presence of glucose and
molecular oxygen, this biosensor has a fast response time and provides a low detection limit (0.1 xM). The stability,
pH, temperature response of the sensor and its kinetic parameters have been studied. The preparation procedure
enables the control of the amount and the activity of entrapped enzyme. Multilayered assemblies could be easily
obtained by sequential electropolymerization. These structures allowed to increase notably the linear part of the
calibration curves, from 2.5 to 5 mM in glucose, and to minimize the electrochemical interferences due to
endogenous electroactive substances. Preliminary attempts at the preparation of miniature glucose sensors have
demonstrated the potential interest of this new biosensor construction technique.

Key words: Amperometry; Biosensors; Glucose sensor; Electropolymerization; Polypyrrole

1. Introduction

Since the first report in 1962 by Clark and
Lyons [1] on a glucose oxidase (GOD) based
electrochemical sensor, a large amount of work
has been devoted to amperometric glucose elec-
trodes and their development continues to re-
ceive considerable attention [2]. Particular efforts
have been directed to the realization of sensors
for biomedical analysis. The final goal of these

* Corresponding author.

researches is the construction of a glucose elec-
trode offering the possibility of continuously self-
monitoring of blood glucose levels by diabetics
[3]. An important consideration in the future
development of practical devices is how to de-
velop efficient and straightforward techniques for
enzyme immobilization on electrodes surfaces.
The main conventional approaches include physi-
cal adsorption at a solid electrode surface, cova-
lent bonding to a reactive insoluble support, en-
trapment in polymeric gels, carbon paste or within
microcapsules and cross-linking by means of bi-
functional reagents such as glutaraldehyde, often

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved

SSDI 0003-2670(93)E0660-Y



144 L. Coche-Guérente et al. / Analytica Chimica Acta 289 (1994) 143-153

in combination with adsorption or physical en-
trapment [4]. Recently, incorporation of GOD in
a Langmuir-Blodgett films [5], its covalent attach-
ment to a redox polymer [6] and the copolymer-
ization of a pyrrole-substituted GOD with pyrrole
[7] have also been reported.

Electrochemical entrapment in a conducting
polymer film provides an attractive alternative for
the facile immobilization of enzymes on elec-
trodes surfaces. Numerous studies have demon-
strated that GOD may be incorporated in elec-
trochemically deposited films of polypyrrole [8—
19] and its derivatives [20-23], polyaniline [24-26],
polyphenols [27] and polyindole [28]. Such immo-
bilization provides a simple one-step approach
for controlling the amount of deposited polymeric
material by monitoring the current consumed
during the electropolymerization. However, this
procedure suffers from severe limitations. High
amounts of monomer and enzyme must be used.
It must be emphasized that if the size of the
coating can be controlled by coulometry, the
amount, thus the real activity of immobilized
enzyme molecules, cannot be determined. We
have recently described [29] a novel monomer
and enzyme saving procedure for the deposition
of enzyme-polymer layers on Pt and C disc elec-
trodes. This procedure is based on the oxidative
electropolymerization in an aqueou$ electrolyte
of an adsorbed layer of enzyme mixed with the
amphiphilic substituted pyrrole 1.

= + _
Q—(CHZ)IZ—NEt3[BF4 ]

1

It has been demonstrated that glucose oxidase
and choline oxidase [29], and tyrosinase [29,30]
can be effectively immobilized this way. This pa-
per is a full account of our work on the elabora-
tion of a Pt/polyl-GOD electrode and its re-
sponse in the presence of glucose and molecular
oxygen as electron acceptor. The hydrogen perox-
ide produced by the enzymatic reaction is amper-
ometrically determined by monitoring the current
due to its electrochemical oxidation at the
metal—film interface. The effect of enzyme load-
ing, temperature and pH on the electrode re-

sponse has been studied. A calibration curve for
glucose obtained with an optimized electrode and
its operational stability are presented. We report
also the characteristics of glucose sensors based
on different arrangements (mono- and multilay-
ered structures). The effect of electrochemical
interferents such as ascorbic acid and uric acid on
the electrode response has been investigated. We
demonstrate that these interferences are mini-
mized by using bilayered films. Preliminary at-
tempts at the preparation of miniaturized en-
zymes electrodes are also presented.

2. Experimental
2.1. Apparatus

Electrochemical experiments were performed
with a PAR Model 173 potentiostat equipped
with a Model 179 digital coulometer, a Model 175
programmer and a Sefram TGM 164 xy/t
recorder. Electrochemical polymerizations and
measurements were carried out in a three-com-
partment electrochemical cell, using a saturated
calomel reference electrode and a platinum wire
counter electrode separated from the electrolyte
by a salt bridge. The cell was thermostated with a
Colora calorimeter. Polyl-enzyme films were de-
posited on 5 mm platinum discs (sealed in glass)
polished with 1 um diamond paste. Platinum
microelectrodes were prepared by sealing a Pt
fiber (Johnson Matthey, 50.8 wm diameter) into a
3 mm diameter glass tube. Sealing was accom-
plished with epoxy resin. The tip of the electrode
was polished with fine sand paper and 1 um
diamond paste. Electrical contact was provided
with a copper wire and mercury droplet.

Spectrometric measurements were performed
with a Varian Cary 1 UV-visible spectropho-
tometer. The amphiphilic monomer 1 was ultra-
sonically dispersed in pure water using a Branson
200 W generator coupled to a thermostated Cup
Horn transducer.

2.2. Chemicals

Monomer 1 was synthesized as previously de-
scribed [31]. Glucose oxidase (GOD) from As-
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pergillus niger (Type VII, 150 U mg~!) and B-p-
glucose were obtained from Sigma. Stock solu-
tions of glucose (prepared in phosphate buffer,
pH 7) were allowed to mutarotate overnight be-
fore use. Others reagents were from analytical
grade.

2.3. Procedures

The enzyme electrodes were fabricated as fol-
lows. Monomer 1, which has a very low solubility
in water (<1073 M [31]) was ultrasonically dis-
persed in pure water to give a stable, optically
transparent dispersion to which GOD was added.
A drop of the aqueous mixture (30-40 ul) con-
taining 0.1 to 0.3 pmol of 1 and 10 to 68 units of
GOD was spread on a 5 mm diameter Pt disc.
Water was removed under vacuum. Polymeriza-
tion of the dry, adsorbed monomer 1-enzyme film
was performed at 0.76 to 0.85 V in deaerated
aqueous 0.1 M LiClO, to zero current.

The amount of enzyme truly trapped in the
polymeric film was measured from the difference
between the quantity of enzyme initially spread
on the electrode surface and the quantity of
enzyme lost in the electrolyte during the polymer-

ization step. This last value was obtained from
the enzymatic activity of the polymerization elec-
trolyte and determined spectrophotometrically
using the standard o-dianisidine Sigma proce-
dure, based on the increase in absorbance at 500
nm, carried out on 50 to 100 wl samples of
electrolyte. The activity of immobilized enzyme
molecules was estimated from the same spec-
trophotometric assay, with the rotating tip of the
electrode immersed in the test mixture.

3. Results and discussion

3.1. Enzyme immobilization

Fig. 1, curve a, shows the cyclic voltammogram
of a Pt/ polyl-GOD electrode prepared by elec-
tropolymerization at 0.76 V, which exhibits the
well defined response (E,;,, =053 V) of the
polypyrrole matrix. The amount of pyrrole, i.e., of
ammonium units fixed on the electrode surface
could be estimated from the charge recorded
under the oxidation wave, assuming that one in
three pyrrole units is oxidized [32].

Table 1

Elaboration * and characteristics of Pt/ polyl-GOD electrodes

Entry E.pp/ Polymerization Charge GOD Electrode Residual Electrode
V vs. time (min) consumed retained ® activity/ mU activity © of response ¢ to
SCE (mC) (%) (mU cm~2) trapped GOD 1 mM glucose /A

(%) (current density,
pAcm™?)

1 0.76 19 15.6 22 17 (87) 0.40 1.8(9.2)

2 0.76 15 15.6 23 16 (82) 0.35 23117

3 0.76 19 15.6 25 18 (92) 0.37 -2.4(12.2)

4 0.76 25 15.6 25 17 (87) 0.35 250127

5 0.85 24 18 99 59 (301) 0.33 2.9(14.8)

6 0.85 6 18 46 43 (219) 0.47 0.9 (4.6)

7 0.85 4 18 99 13 (66) 0.07 0

8 0.85 6 18 99 35(178) 0.19 0.8(4.1)

9 0.85 12 18 59 43 (219) 0.36 2.0(10.2)

# Electropolymerization of a coating containing 20 U of GOD and 0.15 gmol of 1, deposited on a 5 mm diameter Pt disc electrode,

in H,0 + LiCIO, 0.1 M.

b percentage of GOD molecules retained in the polymer film, determined from the activity of the polymerization electrolyte; see

the Experimental section.

¢ Average activity of immobilized GOD molecule, as compared to the activity (100%) of the free enzyme.
¢ Measured at 0.5 V in stirred 0.1 M phosphate buffer (pH 7) at 24°C.
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Fig. 1. Cyclic voltammograms in H,0+0.1 M LiClO, for
Pt /polyl-GOD electrodes prepared by electropolymerization
at 0.76 V (a) and 0.85 V (b) of 0.15 umol of 1 and 20 U of
GOD coated on a Pt disc (5 mm diameter); v =2 mV s~

Spectrophotometric assays (see the Experi-
mental section) carried out on polymerization
electrolytes in which a series of Pt/ polyl-GOD
electrodes has been elaborated at 0.76 V, from
0.15 pmol of 1 and 20 U of GOD, have shown
that 22 to 25% of preadsorbed enzyme molecules
were retained in the polymeric films (Table 1,
entries 1-4). From the enzymatic activity at the
electrodes it could be calculated that the average
activity of immobilized enzyme molecules had
dropped down to 0.35-0.40% of that of the free
enzyme (Table 1, entries 1-4). Despite this low
residual enzymatic activity, rather fair response
currents were obtained in the presence of 1 mM
glucose, from 1.8 to 2.5 nA.

Direct electrical communication between GOD
and a platinum surface through an oxidized, con-
ductive polypyrrole has already been observed
[11,23,33]. We found that such phenomenon took
place in an oxidized, conductive polyl matrix.
Very low currents were obtained at E,,, =05V
in a carefully deaerated electrolyte, following the
addition of 5 mM glucose. We have checked that
glucose is not oxidized at this potential, on both

Pt and Pt/polyl electrodes. This current re-
sponse appeared unstable, especially in the pres-
ence of oxygen. This is probably due to the oxida-
tive degradation of the conductivity of polyl by
the enzymatically produced hydrogen peroxide.
Therefore, we chose to over-oxidize the polypyr-
role to destroy its conductivity [34] before use,
simply by cycling it several times up to 1.2 V.

We tried to improve the immobilization proce-
dure by using a higher polymerization potential
(0.85 V), in order to promote a faster electropoly-
merization and to retain more enzyme molecules
in polyl films. Fig. 1, curve b, shows that a
polymeric film prepared in this way is non-con-
ductive, since no reversible oxidation wave can be
seen. This is not surprising, since the high poten-
tial applied leads to a quick degradation of the
electroactivity of the polypyrrole as soon as it is
formed, due to its overoxidation [34]. Data from
Table 1 (entries 5-9) demonstrate that the use of
this higher oxidation potential leads to scattered
and poorly reproducible results. First of all the
polymerization time, i.e., the time required to
pass a charge of 18 mC varies from 4 to 24 min.
As expected, more enzyme was retained in the
polymeric film, from 46 to 99%. However, the
electrode activity is not a function of the amount
of trapped enzyme molecules, whose average ac-
tivity varies from 0.07 to 0.47% to that of the free
GOD. The electrode response to glucose ap-
peared also uncertain. In most cases (entries 6-9)
the current measured in the presence of 1 mM
glucose is lower than the current obtained on the
electrodes prepared at 0.76 V. However, it is
noteworthy that the shorter the polymerization
time, the higher was the current response. The
better results obtained by electropolymerization
at 0.76 V could be due to the fact that the
polymeric film remains conductive under these
conditions. This is responsible for a clean poly-
merization, to form reproducible enzymatic layers
showing a higher catalytic activity. It should be
noted that the electrodes activity, from 82 mU
cm ™2 (Table 1, entry 2) to 92 mU cm~? (entry 3),
compares well with that measured for conven-
tional polypyrrole—-GOD sensors, since values
from 1.5 mU cm~2 [15] to 125 mU cm 2 [8] have
been reported in the literature.
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Fig. 2. Response of a polyl-GOD (monolayer prepared from
20 U of GOD and 0.15 pmole of 1) electrode to additions of
20 uM glucose (marked by the arrows) to the bulk solution,
obtained at 0.5 V in stirred phosphate buffered solution (pH
7, 27°C).

3.2. Electrodes characteristics

Response to glucose

Fig. 2 shows a typical set of responses to the
addition of glucose; the response time for the
electrode was of the order of 10 s. A study of the
current response in the potential range 0.4 to 0.7
V has shown that the higher responses were
obtained from 0.5 V.

Fig. 3 (curve a) shows a plot of the current
response as a function of the glucose concentra-
tion. A linear relationship was observed for glu-
cose concentrations ranging from 0.1 uM to 2.5

25

(nA)

Current

0 i 1 i 1 A 1 i
0 10 20 30 40
{Glucose] (mM)

Fig. 3. Calibration curves for glucose obtained in stirred
phosphate buffer, pH 7; the steady-state current was recorded
at 0.50 V on a modified Pt disk, (a}.monolayer prepared from
20 U of GOD and 0.12 gmole of 1, (b) bilayer structure 20 U
(GOD)-0.12 pmole (1)/0.12 pmole (1), (c) sandwich struc-
ture 0.04 pmole (1)/20 U (GOD)/0.16 umole (1).
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Fig. 4. Response to glucose for a Pt/polyl-GOD electrode
prepared as described in Table 1 (entries 1-4) in (A) air-
saturated and (B) oxygen-saturated buffered solution.

mM, where the reaction was first order with
respect to the substrate. These sensors provide a
low limit of detection (based on a signal-to-noise
ratio of 3) for glucose, namely 10~7 M. The
response saturated at about 30 mM. The re-
sponse at high glucose concentration can be lim-
ited by either the reaction of the molecular oxy-
gen with the enzyme or by the saturated
enzyme—substrate Kinetics. In order to investigate
this, measurements were made in both air-
saturated and oxygen-saturated buffer. Fig. 4
shows the responses to glucose at a C/polyl-
GOD electrode under these two experimental
conditions. The current clearly saturated at a
lower level in the air-saturated buffer. This indi-
cates that the current at high glucose concentra-
tions under these conditions was limited by the
rate of re-oxidation of the enzyme by the oxygen,
as it was already observed for GOD immobilized
in a polyphenol film for example [35].
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Fig. 5. Eadie-Hofstee plot obtained from the data in Fig. 3a.
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The electrochemical Eadie-Hofstee type plot
which is given in Fig. 5 is characterized by two
straight lines. A strong positive deviation is ob-
served for glucose concentrations lower than 6
mM. The equation of the straight lines corre-
sponds to:

I =1 miss/[s]

where i is the steady-state current, i . the
maximal current under saturating glucose condi-
tions, [s] is the glucose concentration in the air
saturated solution and Ky, is the apparent
Michaelis-Menten constant. The coefficients of
correlation (r2) were 0.992 and 0.989 for the
straight lines ¢ and b respectively. From their
slopes, apparent Michaelis-Menten constants of
20.2 and 3.5 mM were determined at low and
high (> 6 mM) glucose concentration, respec-
tively.

Non-linear Eadie-Hofstee plots have also been
observed for polypyrrole-GOD sensors [36]. The
lack of linearity was related to some modification
of the film structure. At high concentration of
glucose, glucose oxidation occurred at the film/
solution interface; and for higher glucose concen-
tration, it occurred in a thicker layer of the
polypyrrole—GOD film. A similar explanation can
be propounded for polyl-GOD films. The exis-
tence of two different kinetics could be due to
different conformations and/ or environments for
the immobilized enzyme. For high glucose con-
centration, glucose is transported deeper in the
enzymatic film, thus is oxidized in a thicker layer

ss max

of the polyl-GOD film where enzyme molecules
are blocked in a polymeric phase which is more
reticulated, thus less permeable and less accessi-
ble to substrate molecules. A lower K3, (3.5 mM)
value confirms this hypothesis [37].

The apparent Michaelis-Menten constant
could also be estimated by considering the sub-
strate concentration at which the electrode re-
sponse is half the saturation value (i, /2). In
this case, we found K{; =3.8 mM (i, = 25 uA).
It should be noted that Eadie-Hofstee plots for
various electrodes differing in film composition
always showed two straight lines, j,,, varying
from 50 to 210 wA cm™? according to the
monomer on enzyme ratio used for their prepara-
tion (vide infra).

3.3. Effect of film composition on the electrochemi-
cal response of the enzyme electrode. Multilayered
structures

Enzyme on monomer ratio

The amperometric response of a GOD elec-
trode depends on several factors including en-
zyme concentration in the polymer layer, mass
transport of the substrates (glucose, O,) and
products (H,0,, gluconolactone) through the
polymer film, and the Kkinetics of the enzyme
reaction. First, we have investigated the effect of
the enzyme on monomer 1 ratio in the pre-ad-
sorbed layer (before polymerization) on the
steady-state electrochemical response of the glu-
cose sensor. For these experiments, several en-

Table 2

Effect of GOD/ monomer 1 ratio on the response of the enzyme electrode

Entry Initial composition of the coating > Charge consumed ° Electrode response © Sensitivity
GOD,/U 1/pmol (mC) to 0.2 mM glucose (1w A) (hAmM™1)

1 15 0.19 22 0.46 2.3

2 15 0.12 8 0.81 4.1

3 20 0.12 8 0.70 35

4 22 0.14 13.4 0.66 33

5 30 0.12 8 0.83 4.2

6 56 0.24 8.8 1.15 5.8

7 68 0.27 8.5 1.31 6.6

2 Deposited on a 5 mm diameter Pt disc electrode.

b Charge consumed during the polymerization of the adsorbed coating.

¢ Measured at 0.5 V in stirred phosphate buffer (pH 7) at 25°C.
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zyme electrodes have been prepared by elec-
tropolymerization on platinum discs of GOD-1
coatings of different compositions and their re-
sponses towards a low concentration of glucose
(0.2 mM) have been studied.

With the lowest GOD to monomer ratio, we
have obtained the best electropolymerization, as
judged by the high charge consumed during the
preparation of the enzymatic films (Table 2, entry
1). Taking into account that the polymerization of
a pyrrole group requires 2.3 electrons (this corre-
sponds to the two-electron oxidation of the pyr-
role group, plus the oxidation of the pyrrole ring
(0.3 electron) in the resulting polymer [32)]), it can
be estimated that 50% of the monomer 1 initially
deposited on the electrode surface has been poly-
merized. This enzyme electrode gave the lowest
current response to glucose (2.3 A mM ~!). This
is related to the limitation of the response im-
posed by diffusional constraints, due to the en-
trapment of the enzyme in a thick polymer film.
Similar observations have been made for
poly(pyrrole)-GOD [13] and poly(N-methyl pyr-
role)-GOD [20] electrodes elaborated by electro-
chemical polymerization of pyrrole or N-methyl-
pyrrole in the presence of GOD. It was observed
that the electrode response diminished with in-
creasing film thickness.

Increasing the enzyme to monomer ratio re-
sults in a poor electropolymerization, as judged
by the weak maximum charge (around 8 mC)
which could be consumed, but it increases the
sensitivity of the resulting enzyme electrode (Ta-
ble 2, entry 2). This is probably due to the forma-
tion around the enzyme molecules of a thinner
polymer film in which the diffusional constraints
are minimized. Comparison between enzyme
electrodes prepared from similar small amounts
of 1 (0.12-0.14 pmol) and increasing amounts of
GOD (15, 20, 22 and 30 U: entries 2—5 in Table
2) shows that similar sensitivities to glucose were
obtained, from 3.3 to 4.2 uA mM~!. Again, the
lowest sensitivity was observed with the enzyme
electrode prepared from the larger amount of
monomer 1 (0.14 pmol, entry 4). Further increase
in the enzyme to 1 ratio” inhibits strongly the
electropolymerization process, leading to uncer-
tain results mainly as a consequence of the poor

mechanical properties of the resulting enzymatic
films.

Enzyme electrodes showing the best responses
were obtained by increasing in the same propor-
tions the amounts of monomer 1 and enzyme in
the pre-adsorbed film (Table 2, entries 6 and 7).
Low polymerization charges, close to that mea-
sured during the polymerization of thinner
monomeric films were also observed. Obviously,
the use of higher amounts of both monomer 1
and enzyme allows to retain more enzyme
molecules in polymer films which present a good
permeability to substrates and products of the
enzymatic reaction.

Multilayered structures

The linear part of the calibration curve can be
extended by using multilayered films. Discrete
layered structures (Scheme 1) have been synthe-
sized by sequential electropolymerization. Fig. 3
shows calibration curves for three different elec-
trodes prepared with the same amount of GOD.
As described previously, curve a depicts the elec-
trochemical response to glucose of a regular Pt/
polyl-GOD electrode, prepared from 20 U of
GOD and 0.12 pumol of monomer 1. A linear
relationship is observed for glucose concentra-
tions up to 2.5 mM. The bilayered structure was
prepared by electropolymerization of a pure polyl
layer (prepared with 0.12 umol of 1) onto a
polyl-GOD layer previously prepared from 0.12
pmol of 1 and 20 U of GOD. We have checked
that the same amount of GOD was trapped in

< J=-polyl layer

polyl-enzyme layer

polyl layer

Scheme 1. (a) Monolayer, (b) bilayer and (c) sandwich struc-
tures.
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the enzymatic films of the mono- and bilayered
electrodes. The overlying film is responsible for a
lower sensitivity and an increase of the linear part
of the calibration curve, up to 4 mM in glucose
(curve b). This result is not surprising, since it is
well known that the linearity of the response of
an enzyme electrode can be extended by means
of a specific membrane possessing high diffusion
limitation with respect to the substrate and sepa-
rating the immobilized enzyme layer from the
medium [38-40].

Just like for the monolayered electrode, the
Eadie-Hofstee plot for the bilayered electrode is
characterized by two straight lines, from which
were calculated two Michaelis-Menten constants
(K3 =26 and 49 mM). These K}, are higher
than those found for the monolayered electrode
(K =202 and 3.5 mM). It has already been
demonstrated that the coating of an enzyme layer
with an additional membrane or polymer layer
results in an increase of the Ky, [41]. Since the
protecting membrane limits the transport of glu-
cose to the enzyme sites, the overall kinetics are
controlied by this diffusion process leading to a
lower sensitivity, an extended linear response
range and a higher K.

Further increase of the linear part of the cali-
bration curve could be achieved with a “sand-
wich” structure. This film was prepared by
spreading and drying a drop of water containing
20 U of GOD on a polyl film elaborated from
0.04 pmol of 1, then covering the enzyme layer
with another thin polyl film by electropolymeriz-
ing 0.16 umol of 1. With this arrangement, the
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Fig. 7. Effect of the pH on the current response of a Pt/
polyl-GOD electrode. The response to 1 mM (A), 2 mM (B)
and 3 mM (C) glucose was evaluated at 0.7 V/ECS in a
phosphate buffer.

sensitivity of the enzyme electrode is lower in
comparison with the ones of mono- and bilayer
electrodes, but the linear part of the calibration
curve is increased up to 5 mM in glucose (curve
¢). This behaviour may also reflect a more diffi-
cult diffusion of glucose to the enzyme sites, due
to the presence of the upper polyl film which
acts as a barrier between the solution and enzyme
layer. The decrease of the electrode response can
be related to the fact that a fraction of the
hydrogen peroxide cannot reach the Pt surface
and does not contribute to the current.

3.4. Effect of the temperature on the response of
the enzyme electrode

The effect of the temperature at which the
assay was carried out on the response of the
GOD electrode to 10 mM glucose, was studied
over the range 12-47°C. The current response of
the electrode increased gradually from 12 to 47°C,
after which the current decreased. The Arrhe-
nius-Van’t Hoff plot is characterized by two
straight lines intersecting at 28°C (Fig. 6). Such
behaviour has been already observed with glucose
oxidase [42] and xanthine oxidase [43] electrodes.
It has been attributed to the existence of differ-
ent temperature conformations for the immobi-
lized enzyme. Two activations energies were cal-
culated from the two slopes of the Arrhenius plot
and were found to be 44 kJ mol~! (below room
temperature) and 31 kJ mol ! (above room tem-
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perature). These values compare well with that
found (31-50 kJ mol ~!) for GOD immobilized in
different matrices [13,44,45].

3.5. Effect of the pH on the enzyme electrode
response

The effect of the pH on the steady state cur-
rent response of an electrode was examined from
pH 5 to 8 for three different glucose concentra-
tions, i.e. 1, 2 and 3 mM. We have verified that
the amperometric current for electrochemical ox-
idation of hydrogen peroxide at a bare platinum
electrode and at a polyl modified electrode, is
pH-independent in the range of our study. As
shown in Fig. 7, the Pt/ polyl-GOD electrode
displayed optimum responses at pH 7. This is
quite different to the value of pH 5.6 reported for
soluble glucose oxidase [46]. In the present case,
the polyl matrix gives rise to a charged micro-en-
vironment that can affect the catalytic behaviour
of the enzyme in such a way that the optimal pH
is displaced towards a more alkaline value. Such
changes in optimal pH have previously been ob-
served for GOD bound to polyacrylic acid and
polyacrylamide derivatives [44]). In addition, we
have found that polyl films protect trapped redox
anions against changes in the pH of the elec-
trolyte, as demonstrated by the differences in
their redox behaviour in solution and in the poly-
meric phase [31b].

3.6. Shelf life and operational stability of the en-
zyme electrode

The stability of the Pt/ polyl-GOD electrode
has been examined for three different experi-
ments which define the lifetime and the opera-
tional stability of the electrode. The operational
stability was first evaluated by recording over 30
assays the current response to increasing concen-
trations of glucose in the 0.1 to 2 mM concentra-
tion range, which corresponds to the linear part
of the calibration curve. We found that the cur-
rent response on the whole was stable, within
15%. The operational stability was also studied
on 18 assays, with glucose concentrations ranging
from 0.1 to 1 mM. In this last experiment, each
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g. 8. Operational stability of a Pt /polyl-GOD electrode.

measurement was carried out in a fresh elec-
trolyte. This implied that the enzyme electrode
must be preconditioned each time for a few min-
utes at 0.5 V until a stable background current
was achieved, before the addition of glucose. In
this case, we found that the electrode has lost 8.5
and 34% of its initial activity after 10 and 18
assays, respectively (Fig. 8). Thus, the first experi-
ment demonstrates that the enzymatic reaction is
responsible for a weak deactivation. On the other
hand, a larger decrease of the current response to
glucose was found when the enzyme electrode
was preconditioned before each measurement.
This additional deactivation could be due to an
electrochemical transformation and/or destruc-
tion of the polymeric material.

The lifetime of an electrode was measured by
keeping it in a dry box at —18°C for 42 days,
measuring the current response to a glucose con-
centration of 0.2 mM each week. Results have
shown that 94% of its initial activity was main-
tained after two weeks, 72% after three weeks
and 47% after 42 days.

3.7. Interferences

A main application of glucose sensors is in the
analysis of biological fluids. The electrochemical
oxidation of a number of endogenous electroac-
tive substances, e.g., ascorbic acid and uric acid,
can interfere at the potential where the hydrogen
peroxide is monitored. This is especially true for
ascorbic acid (AA), which is extracted and con-
centrated by the cationic polyl matrix. AA itself
is strongly adsorbed at a Pt electrode and its
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oxidation causes slow electrode fouling [47-49].
These phenomena are responsible for a lower
and unstable current response of the Pt/ polyl-
GOD electrode to glucose, in the presence of a
low concentration of AA (0.1 mM). Several stud-
ies have been reported in the literature, where
successful elimination of interferents was accom-
plished either by coating the enzyme layer with a
polyanionic layer [41,50,51], or by trapping the
enzyme in an over-oxidized polypyrrole film [17].

The addition of AA causes a considerable low-
ering of the current response of the enzyme elec-
trode. As an example, the current measured at
0.5 V on a regular Pt/ polyl-GOD electrode
with 1 mM glucose is reduced with 40% after the
addition of 0.1 mM AA. This interference could
be largely minimized by coating the enzyme layer
on an underlayer of pure polypyrrole. Then, this
bilayered film has been overoxidized. The under-
layer of over-oxidized polypyrrole acts as a
permselective, antifouling membrane capable of
rejecting AA [17]. With this Pt/ polypyrrole/
polyl-GOD electrode, the response to glucose is
only decreased with 8% after the addition of 0.1
M AA.

In addition, the response of this electrode is
identical with or without uric acid.

3.8. Attempts to prepare miniaturized sensors

Miniaturized glucose sensors are particularly
attractive in connection with ex vivo and in vivo
clinical applications, including measurements of
glucose in small volumes or the monitoring of
localized events [52]. Preliminary experiments
were undertaken to explore the ability of our
immobilization technique to fabricate enzyme mi-
croelectrodes. Enzyme layers were coated on 50
um diameter Pt discs (sealed in 3 mm glass
tubes), using the procedure described for 5 mm
diameter Pt discs and starting with the deposit of
25 ul of water containing 0.1 wmol of 1 and 12 U
of GOD. Satisfactory responses to glucose were
observed with these microsensors. Electrode
characteristics are equivalent to those of larger
sized electrodes, with regard to K}, and linearity
of the calibration curves. It must be emphasized
that high current densities to 1 mM glucose were

obtained, i.e., up to 54 w A cm~2. This is much
higher than the current densities observed on 5
mm diameter electrode, prepared with higher
amounts of 1 and enzyme (see Table 1). In a
separate experiment, we found that current den-
sities for H,O, oxidation on 5 mm and 50 ym
diameter Pt disc electrodes were similar. Thus,
the higher current response obtained on the
miniaturized sensor could be attributed to a
higher glucose transport to the enzyme electrode.

4. Conclusion

This paper demonstrates that a glucose sensor
can be prepared by a simple, one-step and con-
trolled procedure, by electropolymerization in an
aqueous medium of pre-adsorbed GOD-
amphiphilic pyrrole monomer layers. Compared
to conventional electropolymerization procedures
carried out in an electrolyte containing solubi-
lized enzyme and monomer, this procedure pre-
sents several advantages, including enzyme and
monomer saving, and determination of both the
amount and the activity of the immobilized en-
zyme. In addition, this procedure allows the con-
struction of multilayered structures to increase
the linear part of the calibration curves and to
minimize the effect of interferents. Extension of
this work to poly(amphiphilic pyrrole) films func-
tionalized by redox groups to achieve mediated
electron transfer from the enzyme to the elec-
trode is under way.
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Abstract

A novel method to construct enzyme-based biosensors, where the enzyme is entrapped in a lipid matrix (cubic
liquid crystalline phase) is presented. The cubic phases were made of monoolein (1-monooleyl-glycerol) and 35%
(w/w) of water-based enzyme solutions. The biocatalytic layers of the sensors consisted of a thin layer of the cubic
phase with entrapped enzyme, which was coated with a dialysis membrane. The idea was used to construct and
investigate the performance of amperometric 8-b-glucose and L-lactate, and pH-sensitive urea and creatinine
bioelectrodes based on glucose oxidase, lactate oxidase, urease, and creatinine deiminase. The amperometric
enzyme electrodes generate an anodic biocatalytic current due to the oxidation of H,0, at the Pt electrode. Using
the urease- and creatinine deiminase-based pH electrodes, proton consumption in the enzymatic reactions is
measured. The data for the amperometric sensors are presented on the influence of substrate concentration,
potential, pH, and temperature upon the electrodes. Urease- and creatinine deiminase-pH electrodes are tested in
relation to the substrate and enzyme concentration, and the buffer capacity. Results of the electrodes long-term
stability are discussed in relation to the structural features of the cubic phase and the enzyme.

Key words: Amperometry; Potentiometry;, Biosensors; Enzyme electrodes; Glucose; Lactate; Urea; Creatinine;
Entrapment; Cubic phase; Monoolein

1. Introduction

The pioneering work of Clark and Lyons [1]
stimulated a tremendous growth in the develop-
ment of the enzyme-based electrochemical sen-

* Corresponding author.

sors. A comprehensive analysis regarding the con-
struction and applications of the electrochemical
biosensors has recently been extensively reviewed
[2-4]. Undoubtedly, the way the enzyme layer is
formed on the surface of the transducer is of
paramount importance in the construction of
biosensors. Among the methods most generally
employed are the entrapment of the enzyme be-

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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hind a membrane or within a gel, the covalent
glutaraldehyde-mediated cross-linking with a sup-
porting membrane [5]. Direct attachment or ad-
sorption on the transducer surface is also possible
[5]. Some methods of immobilisation work well
with certain enzymes, but not with others. For
instance, oxidoreductases are very sensitive and
usually the immobilised enzymes have the specific
activities that are 5-20% of that in solution [4].
Therefore, the development of efficient new
methods of immobilisation must always be given
much attention.

In this paper we present the functioning of
electrochemical biosensors where the enzymes are
entrapped in a thermodynamically stable cubic
liquid crystalline phase composed of monoolein
and water.

Cubic lipid-water phases form remarkable
structures with perfect long-range three-dimen-
sional periodicity, although the molecules exhibit
a dynamical disorder at atomic distances, like
that in liquids [6]. Monoolein is an example of a
lipid forming such a phase, which can contain up
to 40% (w/w) of water [7]. It is transparent, very
viscous, and can coexist in equilibrium with ex-
cess of water. Due to the short-range disorder,
these phases are called liquid crystals, although
they really are plastic crystals. The cubic phase is
assumed to be bicontinuous [6,8], i.e. there are
congruent networks of both water and lipid chan-
nels. Monoolein has been shown to form a cubic
phase in the presence of proteins with a wide
variation in size [9]. It was proposed that the
protein molecules are located in the water
medium, i.e. in the water channel system of the
cubic structure [9]. They were also found to keep
their native structure, as proved by thermal analy-
sis of the entrapped proteins as well as measure-
ments of the enzymatic activity [10]. The stability
of the enzyme has even been shown to increase
upon the entrapment in the cubic phase, for
instance, in case of glucose oxidase when it is
entrapped in a cubic phase based on an ethoxyl-
ated fatty alcohol C,4_,s(OCH,CH,)¢,OH [11].

This earlier study also provides an unique ex-
ample of the analytical application of an enzyme
entrapped in the cubic phase. A cubic phase
based on the ethoxylated fatty alcohol and 50%

(w/w) of a buffer solution with glucose oxidase,
peroxidase and dianisidine was prepared. The
pre-formed cubic phase was applied in six hol-
lows of a PVC slab and a known volume of
glucose solution was then added on the top of the
cubic phase. The aqueous solution swelled rapidly
into the cubic phase and the reaction started, as
shown by a reddish-brown colour appearing in
the cubic phase.

The purpose of the present study is to explore
the possibility to use monoolein-based cubic
phases, containing glucose oxidase (GO), lactate
oxidase (LO), urease, and creatinine deiminase
(CD), to prepare the biosensors for the determi-
nation of B-p-glucose, L-lactate, urea and creati-
nine, respectively. The first two enzyme contain-
ing cubic phases were applied on the surface of
platinum electrodes for the amperometric deter-
mination, whereas the urease- and CD-based cu-
bic phases were applied on flat pH electrode for
potentiometric determination.

2. Experimental

2.1. Reagents and solutions

Glucose oxidase (GO), type X-S from As-
pergillus niger (E.C. 1.1.3.4), lyophilised, with the
specific activity of ca. 100-150 U mg™!
lyophilisate, was a product of Sigma. L-Lactate
oxidase (LO) from Pediococcus sp. (E.C. 1.1.3.2),
lyophilised, with the specific activity of ca. 20 U
mg~! lyophilisate, was obtained from Boehringer
Mannheim. Lyophilised Jack Bean urease (E.C.
3.5.1.5), type IX, with specific activity of 53 U
mg ! lyophilisate, was obtained from Sigma. Cre-
atinine deiminase (CD) from Corynebacterium lil-
ium (E.C. 3.5.4.21), lyophilised, with the specific
activity of ca. 45 U mg~! lyophilisate, was a
product of Boehringer Mannheim. b-(+)-Glu-
cose, L-(+)-lactic acid, urea, creatinine (Sigma)
and monoolein (glycerol, 1-mono(9-octadeceno-
ate)) (Grindsted, Denmark) were used as re-
ceived. Glucose solutions were stored overnight
to allow equilibration of - and B-anomers. All
other chemicals used were of analytical grade.
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A 10 mM phosphate buffer solution, contain-
ing 0.1 M KCI and 1 mM EDTA, served as a
supporting electrolyte in studies of the glucose-,
lactate- and urea-sensitive electrodes. Phosphate
buffer (0.1 M, pH 8.7), containing 0.1 M KCl and
1 mM EDTA, was used in case of the CD-based
system. Water used was ion-exchanged, distilled
and passed through a Milli Q water purification
system (Millipore).

2.2. Preparation of the cubic phases with entrapped
enzymes

The cubic phases with entrapped enzymes were
prepared in glass ampoules at 38°C by slow addi-
tion of 35% (w/w) of the aqueous GO or stand-
ard buffer-based LO, urease, and CD solutions
on the top of melted monoolein. Samples were
sealed and allowed to equilibrate at room tem-
perature for a minimum of 24 h (or until no
change could be detected when viewed in the
polarising microscope).

The prepared cubic phases contained 0.07,
0.875, 0.42-3.5, and 0.7-8 mg of GO, LO, urease,
and CD per gram of monoolein, respectively.

A one-phase region of the cubic phase is sim-
pler to identify than other mesophases. This phase
is completely transparent, very viscous and opti-
cally isotropic. Still it was checked by centrifuga-
tion (8000 g during 8 h) that no phase separation
can be achieved especially that no excess protein
solution was present.

2.3. Preparation of the enzyme electrodes

The transducers in the glucose- and lactate-
sensitive biosensors were the platinum discs (0.3
cm?) soldered in the glass tubes. The surfaces of
the electrodes were polished using a polishing kit
PK-4 (BAS). After thoroughly rinsing with pure
water the electrodes were dried with a stream of
nitrogen gas, and finally plasma cleaned for 5 min
in low pressure air (0.3 Torr), using a radiofre-
quency glow discharge apparatus Harrick PDC-
3XG (Harrick Sci. Co.). -

The combined flat pH-glass electrode
(Metrohm) was used for the construction of the

urease- and CD-based biosensors. The electrode
was rinsed with pure water and dried with filter
paper.

Thin layers of the viscous cubic phases with
entrapped enzymes were applied on to the sur-
faces of the Pt or flat pH electrodes over which a
ca. 0.1-mm thick nylon netting had been stretched.
The layer of the cubic phase was subsequently
covered with 30-um thick dialysis membrane (MW
cut-off 6000-8000, Spectrum Medical Industries).
Both nylon netting and dialysis membranes were
held in place by O-rings.

After preparation and between experiments,
the electrodes were stored in the standard elec-
trolyte solution at room temperature.

2.4. Electrodes operation and procedure

Amperometric measurements were performed
with VersaStat potentiostat—galvanostat (Prince-
ton Applied Research) in a thermostated glass
cell (20 cm?) using a three-electrode circuit with a
platinum wire coil (surface area of ca. 2 cm?) as
an auxiliary electrode and a saturated calomel
electrode, SCE, (Radiometer) as a reference. All
potentials (E) in the text are referred to the SCE.

To record the current of glucose or lactate
oxidation, the enzyme electrode was immersed
into the buffer solution and a fixed potential was
applied to the electrode until a constant residual
current was established. After this pretreatment a
solution of glucose or lactate in buffer was intro-
duced into the cell and the current increase was
recorded. The catalytic current (I) was esti-
mated by the difference between the electrode
current in the presence of substrate and that
which is established in the blank buffer solution.

The pH-glass electrode coated with the ure-
ase- or CD-based cubic phase was connected to a
pH-meter PHMS82 (Radiometer) supplied with an
x—t recorder. The above-mentioned glass cell was
used. The potentiometric response of the elec-
trode (AE) was estimated by the difference be-
tween the E values in the presence of substrate
and that which is established in the pure buffer
solution. All potential readings were expressed in
terms of a pH by using the formula AE(mV) =
—59.16 ApH.
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The solutions were mixed with a magnetic disc
stirrer (rotation speed ca. 300 rpm).

3. Results and discussion

3.1. Amperometric B-p-glucose- and L-lactate-sen-
sitive electrodes

The catalytic oxidation of B-p-glucose at the
Pt electrode covered with the layer of the GO-
containing cubic phase (GO-CP-Pt) proceeds at
potentials (E) higher than 0.2 V (Fig. 1). The
voltammogram exhibits constant catalytic current
(I_,,) at E > 0.45 V (Fig. 1, curve 2). The catalytic
oxidation of L-lactate versus E of the LO-CP-Pt
electrode is similar to that described for the GO-
CP-Pt electrode. On the basis of these data a
potential of 0.6 V was chosen to study the other
characteristics of the enzyme electrodes. Under
the condition mentioned, the residual current
makes up about 14% of the total oxidation cur-
rent in the 10 mM solutions of glucose or lactate.
The electrodes show a fairly rapid response time
where 90% of the steady-state current was
reached within ca. 2 min.

Figs. 2 and 3 present the dependencies of a
steady-state catalytic current of the GO-CP-Pt
and LO-CP-Pt electrodes on the concentration of
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Fig. 1. Dependence of the residual current (1) and steady-state
current of p-glucose oxidation (2) on the potential of the Pt
electrode coated with the monoolein-based cubic phase with
entrapped glucose oxidase (70 ng enzyme per gram of
monoolein). p-Glucose concentration was 10 mM in 10 mM
phosphate buffer (pH 7.0), containing 0.1 M KCl and 1 mM
EDTA, 25°C. Disc stirrer rotation speed was ca. 300 rpm,
geometric surface area of the electrode was 0.3 cm?.
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Fig. 2. Catalytic steady-state current calibration curve for the
glucose oxidase-based Pt electrode at 0.6 V vs. SCE, pH 7.0
and 25°C. Other conditions are the same as in Fig. 1.

p-glucose and L-lactate, respectively. The mea-
surements were carried out in air-saturated solu-
tions. As may be seen from the data in Figs. 2
and 3, the GO-CP-Pt and LO-CP-Pt electrodes
gave rather good linear I, responses up to 12
mM b-glucose and 10 mM vr-lactate. The linear
portions can be expressed by the following equa-
tions, respectively:

I, (wA) = 0.11( £0.01)[S](mM), r = 0.9991
(1)

I, (nA) = 0.13( +0.01)[S](mM), r = 0.9994
(2)

where [S] is the bulk concentration of substrate
(p-glucose or L-lactate) and r is the correlation
coefficient.
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Fig. 3. Catalytic steady-state current calibration curve for the
L-lactate oxidase-based Pt electrode at 0.6 V vs. SCE, pH 7.0
and 25°C. The Pt electrode surface was coated with the
monoolein-based cubic phase containing 875 ng enzyme per
gram of monoolein. Other conditions are the same as in
Fig. 1.
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The effect of pH on the response of the glu-
cose- and lactate-sensitive electrodes was investi-
gated over the clinically relevant range pH 5-8.
The steady-state catalytic currents of the GO-CP-
Pt and LO-CP-Pt electrodes are only slightly de-
pendent on pH, with d/_,./dpH of 41(+19) and
—60(+20) nA, respectively.

Fig. 4 shows the influence of temperature on
the response of the GO-CP-Pt ({S] = 10 mM) and
LO-CP-Pt ([S] = 5 mM) electrodes. In case of the
GO-CP-Pt electrode, an Arrhenius plot of the
data (In I, versus 1/T, where T is the absolute
temperature) gives an apparent activation energy
(E??P) equal to 15(+2) kJ mol™!. As seen from
Fig. 4 (curve 2), a minor decrease in [, of the
LO-CP-Pt electrode is evident above 25°C. How-
ever, an Arrhenius plot of the data in the range
16-25°C gives EZPP the value of about 19 kJ
mol~!. Interestingly, similar activation energies
(16-21 kJ mol~!) are typical for the diffusion
processes in aqueous media [12].

The LO-CP-Pt electrode displayed signifi-
cantly higher long-term stability than the GO-CP-
Pt electrode, when stored in the standard buffer
solution at room temperature (Fig. 5). The re-
sponse of the LO-CP-Pt electrode retained more
than 85% of the initial value after two months of
storage, while the I, value of the GO-CP-Pt
electrode was reduced to 18% after two weeks.
However, it should be noted that if the GO-con-
taining cubic phase was stored separately in a
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Fig. 4. Effect of temperature on the catalytic steady-state
current of the glucose oxidase- (1) and L-lactate oxidase-based
(2) electrodes at 0.6 V vs. SCE and pH 7.0. p-Glucose and
L-lactate concentrations were 10 and 5 mM, respectively.
Other conditions are the same as in Figs. 1 and 3.
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Fig. 5. Long-term stability of the L-lactate oxidase- (1) and
glucose oxidase-based (2) electrodes at room temperature.
Other conditions are the same as in Fig. 4.

sealed glass ampoule at room temperature for 18
days, 85% of the initial activity was retained.

From the above results it is clear that the
biosensors presented serve as examples of “un-
mediated amperometric enzyme electrodes” [4].
Their action can be explained on a basis of the
following reactions:

s+0,22%p +H,0, 3)
H,0, — 0, +2H"+ 2¢" (4)

where S is the substrate, and P is gluconic acid or
pyruvate. The anodic response currents of both
biosensors are associated with the amperometric
detection of H,O,.

Fairly long linear calibration ranges, minimal
sensitivity to change in pH and temperature mean
that the electrodes operate in the diffusion mode.
Long-term stability of the LO-CP-Pt electrode
also supports this conclusion. However, in this
context, a fairly rapid decrease of the GO-CP-Pt
electrode response is somewhat inconsistent. It is
not improbable that the observed result is deter-
mined by the dimensions of the enzyme molecules.
The molecular weight of GO is about two times
higher than that of LO (160 kDa[13] and 80 kDa
[14], respectively). Considering the relatively rigid
structural organisation of the cubic phases [6-8],
the incorporation of large enzyme molecules (e.g.
glucose oxidase) into the water channel system
may induce some disorder of the matrix thus
decreasing its capacity to fix and to stabilise the
enzyme molecules. The following results of the
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urease- and CD-based electrodes action provide
support for this view.

3.2. Potentiometric urea- and creatinine-sensitive
electrodes

Four types of monoolein-based cubic phases,
containing 0.42, 0.85, 1.75, and 3.5 mg of urease
per gram of monoolein, were prepared in an
effort to construct the urea-sensitive pH elec-
trodes. On injection of urea into the pure buffer
solution, the increase in pH was monitored by the
flat pH-glass electrode covered with the layer of
the corresponding urease-containing cubic phase.
The response is based on the consumption of
protons according to reaction 5:

CO(NH,), + 2H,0 + H* =5 HCO; + 2NH}
(5)

However, all the electrodes showed a slow
response time reaching 90% of the stationary pH
in 10-15 min. It is believed that this is because
the cubic phase or monoolein penetrates and / or
blocks the H*-sensitive membrane of the pH
electrode. Therefore, the response of the urease-
based pH electrodes was measured at ¢ =3 min
after the substrate sample was injected.

The calibration graphs for the cubic phase-
based urea-sensitive electrodes, containing differ-
ent amounts of urease in the matrix, are shown in
Fig. 6 (curves 1-4). Over the whole urea concen-
tration range the calibration curves are like
Michaelis-Menten dependence, and apparent ki-
netic parameters (ApH,,, and K27P) can be
calculated.

The electrode sensitivity (ApH ,,,/K:P?) and
ApH, ., depend on the amount of urease en-
trapped in the cubic phase. For the electrodes,
containing 0.42, 0.85, 1.75, and 3.5 mg of enzyme
per gram of monoolein, the ApH, . /KPP values
are equal to 14(+7), 20(+6), 52(+21) and
97(+19) M~} respectively. The ApH ,, values
for the corresponding electrodes equal
0.11(+0.04), 0.33(+0.14), 0.74(+0.47) and
1.62(+ 0.07). The values obtained suggest that the
parameters ApH_, /KPP and ApH,,, are al-
most directly proportional to the amount of ure-
ase in the cubic phase.
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Fig. 6. Dependence of urease-based pH electrode response on
urea concentration in 10 mM phosphate buffer (pH 7.4),
containing 0.1 M KCl and 1 mM EDTA, 25°C. Enzyme
content in the monoolein-based cubic phase (mg per gram of
monoolein): (1, 1) 3.5, (2) 1.75, (3) 0.85 and (4) 0.42. Curve
(1'), calibration data for the electrode (1) after one day of
operation. Response was determined at ¢ = 3 min after injec-
tion of urea sample. Disc stirrer rotation speed was ca. 300
rpm.

It is important to test to what extent the buffer
capacity of the solution (8) would diminish the
response of the urease-based pH electrodes since
this could severely restrict the wider applicability
of such systems. The pH response as a function of
B of the phosphate-based buffer solution was
therefore tested using the urea-sensitive pH elec-
trode, containing 1.75 mg urease per gram of
monoolein. The results can be expressed by the
following equation:

ApH = 0.391( +0.014) — 0.043( +0.003) 8(mM),
r=0.9964, n =4 (6)

(n is the number of datapoints used for the fit.)
Thus a high value of B is clearly undesirable.
Three types of monoolein-based cubic phases,
containing 0.7, 1.4, and 8 mg of CD per gram of
monoolein, were prepared in an effort to con-
struct the creatinine-sensitive pH electrodes. The
response (ApH) of the CD-based pH electrodes
was measured at =3 min after the substrate
sample was injected. It is based on the consump-
tion of protons according to reaction 7:
Creatinine + H,O0 + H* <D,
N-Methylhydantoin + NH @)

The creatinine-sensitive electrodes, containing
0.7, 1.4, and 8 mg of CD per gram of monoolein,
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gave linear responses between 0.05 and 2 mM
creatinine, which is the clinically relevant range
[15]. The resulting linear fit to the experimental
data (not shown) can be expressed by the follow-
ing equations, respectively:

ApH = 0.022( £0.001)[S](mM), r = 0.9989

n=4 (8)
ApH = 0.044( £ 0.002)[S](mM), r =0.9943
n=4 )]
ApH = 0.068( £0.002)[S](mM), r = 0.9975
n=>5 (10)

where [S] is the bulk concentration of creatinine.

According to Egs. 8 and 9 the slopes of the
calibration plots for the creatinine-sensitive elec-
trodes, containing 0.7 and 1.4 mg of enzyme per
gram of monoolein, are directly proportional to
the amount of creatinine deiminase in the cubic
phase. However, the slope increased only by a
factor of 1.6 when the amount of CD in the cubic
phase was increased from 1.4 to 8 mg per gram of
monoolein (Egs. 9 and 10). The change of the
electrode action mechanism from kinetic to diffu-
sion mode is the most probable reason of this
effect.

The long-term stability of the urea- and creati-
nine-sensitive electrodes, containing 3.5 and 8 mg
of enzyme per gram of monoolein, respectively, is
shown in Fig. 7.
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Fig. 7. Long-term stability of the urease- (1) and creatinine
deiminase-based (2) pH electrodes at room temperature. En-
zyme content in the monoolein-based cubic phase (mg per
gram of monoolein): (1) 3.5 and (2) 8. Urea concentration was
10 mM in 10 mM phosphate buffer (pH 7.4) containing 0.1 M
KCl and 1 mM EDTA. Creatinine concentration was 1 mM in
0.1 M phosphate buffer (pH 8.7) containing 0.1 M KCl and 1
mM EDTA. Other conditions are the same as in Fig. 6.

The urea-sensitive pH electrodes are not nearly
so stable as the amperometric glucose-, lactate-,
or creatinine-sensitive electrodes. For instance,
curve 1’ in Fig. 6 shows the calibration data for
the electrode containing 3.5 mg urease per gram
of monoolein after one day of operation. The
sensitivity ApH . /KPP was decreased by a fac-
tor of 4.5. There was practically no response after
two days of operation, while the response of the
CD-based electrode retained 23% of the initial
value after three weeks of storage in the standard
buffer solution at room temperature (Fig. 7). The
high molecular weight of urease (590 kDa [16])
may be responsible for the low stability of the
urea-sensitive electrode, i.e. urease may create
more dramatic structural changes of the cubic
phase in comparison, say, with creatinine deimi-
nase (200 kDa, as stated by the manufacturer) or
glucose oxidase. Furthermore, the hexameric ure-
ase molecules [16] may dissociate in the relatively
narrow water channels of the cubic phase.

4. Conclusions

The results presented provide an unique exam-
ple of the electroanalytical applications of en-
zymes entrapped in the cubic lipid-water phase.
The high viscosity of cubic phases with entrapped
enzymes enables easy formation of the biocat-
alytic layers on the transducer surface. The data
of the action of the amperometric glucose and
lactate, and potentiometric urea and creatinine
bioelectrodes demonstrate that the immobilisa-
tion of the corresponding enzymes in the cubic
phase permits the determination of substrates
over a wide range of concentrations. The minimal
sensitivity of the amperometric biosensors to
change in pH and temperature, together with
their comparatively high stability mean that it
may be possible to incorporate them in devices
with a wide range of applications. Clearly this aim
invites further investigation. An additional point
to emphasise is that the developed systems will
also be available for studying the functioning and
interactions of proteins incorporated in highly
organised lipid—water structures. This is of imme-
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diate interest in terms of the biological relevance
of the lipid—water cubic phases [6].
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Abstract

The adsorptive and voltammetric behaviour of adenine on a hanging mercury drop electrode was investigated in
0.1 mol/1 acetic acid-sodium acetate buffer (pH 3.6). The influences of the preconcentration potential and
preconcentration time on the peak current as well as the optimum experimental conditions were discussed. The
linear relationship between the peak current and the concentration of adenine was tested. To decrease the detection
limit, the 1.5th order derivative technique was used and a detection limit for adenine of 1.8 X 10™° mol/l was
reached when the preconcentration time was only 60 s. This method was applied to determine the adenine content
in the hydrolytic product of yeast RNA with satisfactory results.

Key words: Voltammetry; Adenine; Adsorption; Bioanalysis; Nucleic acids; Trace analysis

1. Introduction

The determination of purine and pyrimidine
bases is very important in nucleic acid research.
Most methods of analysis are based on the ab-
sorption of UV light at certain wavelengths [1].
The most suitable concentration range for the
UV-spectrophotometric determination of the
bases is of the order of magnitude of 10> mol /1.

* Corresponding author.

At lower concentrations, this method is not suit-
able.

The ability of nucleic bases to yield anodic
polarographic currents in an alkaline medium
was discovered thirty years ago [2-4]. In 1962,
Smith and Elving [5] reported the first systematic
and detailed study of the electrochemical reduc-
tion of adenine. They found that adenine gives a
single, large, pH-dependent and largely diffusion-
controlled polarographic wave. Coulometry re-
vealed that six electrons were involved in the
complete reduction of adenine, and spectropho-
tometric and chemical investigation of the pro-
duction solution revealed that ammonia was pres-
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ent. Dryhurst and Elving [6] studied the cyclic
voltammetric behaviour of adenine at a hanging
mercury drop electrode (HMDE) and the single,
pH-dependent cathodic peak of adenine gave no
evidence for reversibility of the electrochemical
process. A differential pulse polarographic deter-
mination of adenine was used by Temerk and
Kamal [7] and a detection limit of 2.2 X 10~°
mol /1 was found. Cummings et al. [8] used the
same method to determine adenine with a detec-
tion limit of 5 X 10~% mol /1.

Adsorption voltammetry is a newly developed
technique for determination of trace and ultra-
trace metal ions and organic compounds [9-11].
Lower concentrations can be determined by accu-
mulation of the compound at an HMDE before
applying voltammetric detection.

In this paper, the adsorption voltammetric
characteristic of adenine on an HMDE was stud-
ied. The optimum detection conditions were se-
lected. When 1.5th-order derivative adsorption
voltammetry was used, a detection limit of 1.8 X
10~ mol /1 was reached when the preconcentra-
tion time was only 60 s. The method was used to
test the content of adenine in the hydrolytic prod-
uct of yeast RNA with satisfactory results.

2. Experimental

2.1. Apparatus

A Model 83-2.5 voltammetric analyzer (Ningde
Analytical Instrument Factory) coupled with a
Model 3086-11 X-Y recorder (Yokogawa Hokus-
kin) was used in connection with a cell, using
potentiostatic control of the electrode potential
by means of a three-electrode system, consisting
of a Model SH-84 HMDE (Department of Chem-
istry, Shandong University) as the working elec-
trode, a Pt plate as the counter electrode and an
SCE as the reference electrode. The SCE was
connected to the analyte via a salt bridge filled
with buffer to the same level as in the electrolytic
cell. During each determination, the solution was
stirred with a PTFE-covered stirring bar, rotated
by a Model Lab-Line 1250-2 magnetic stirrer.

2.2. Reagents and solutions

A 1 mg/ml stock solution of adenine was
prepared by dissolving an appropriate amount of
adenine (> 95%, Shanghai Dongfeng Biochemi-
cal Technological Co.) in water and standard
solutions were obtained by diluting the stock so-
lution. The stock solution was stored in a refrig-
erator at 4°C. Sodium acetate (NaOAc) and acetic
acid (HOAc) were analytical reagent grade. All
solutions were prepared from doubly distilled wa-
ter.

2.3. Procedure

The supporting electrolyte consisted of 0.1
mol /1 NaOAc-HOAc (pH 3.6). The solution was
deaerated for 20 min with pure nitrogen. Mea-
surements were made after a preconcentration
time, in which the solution was left to rest for a
certain time, ¢,, and a preconcentration potential,
E,, was applied. The response curve was recorded
by scanning the potential from E, to —1.80 V,
with a scan rate of 120 mV /s. Each measurement
was performed with a fresh drop. All potentials
were measured against the SCE.

3. Results and discussion
3.1. Adsorption characteristics of adenine

The electrocapillary curve of adenine in 0.1
mol /1 HOAc-NaOAc buffer (pH 3.6) is shown in
Fig. 1. After adenine is added to the buffer, the
surface tension of the dropping mercury elec-
trode (DME) decreases resulting in a shorter
drop time, because of the adsorption of adenine
on the surface of the DME.

In 0.1 mol /1 HOAc-NaOAc buffer (pH 3.6), a
reduction peak of adenine at —1.18 V can be
observed. The voltammograms of the reduction
of adenine at different preconcentration times,
t,, are shown in Fig. 2. The peak current in-
creases with increasing t,. It shows the adsorp-
tion of adenine on the HMDE. The faster the
scan rate, the larger the peak current of adenine.
The relationship between the peak current of
adenine and the square root of scan rate is shown
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Fig. 1. Electrocapillary curve of adenine in HOAc-NaQAc¢
buffer. (1) 0.1 mol/1 HOAc~NaOAc buffer (pH 3.6); (2) 0.1
mol/l HOAc-NaOAc buffer +4.12x 10 =4 mol /1 adenine.
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in Fig. 3. The curve has a positive deviation with
increasing scan rate, because of the adsorption of
adenine on the HMDE.

The relationship between the adsorption peak
current of adenine and the preconcentration po-
tential, E£,, is shown in Fig. 4. The peak currents
are different at different E,, which is characteris-
tic for organic materials adsorbed on the surface
of the HMDE.

3.2, Optimum experimental conditions

The adsorption/reduction voltammograms of
adenine in three different solutions are studied.
In 0.1 mol/1 NH,;-NH,CI buffer (pH 8.9), no
reduction peak of adenine on the HMDE can be
observed. This confirms that the non-protonated
form of adenine is electrochemically irreducible,
as Ref. 5 has suggested. In both citric acid—
Na,HPO, and HOAc-NaOAc buffer, reduction
peak of adenine at around —1.20 V can be ob-
served. The peak potentials of adenine tested in
these two solutions are summarized in Table 1.
The relationship between the peak current of
adenine and the pH of HOAc-NaOAc buffer is
shown in Fig. 5. When the pH is between 3.2 to
3.6, a higher peak currefit can be obtained.
HOAc-NaOAc buffer of pH 3.6 is selected for
subsequent experiments.

3.3. Analytical application

A linear relationship between the reduction
peak current and the concentration of adenine
can be obtained in the concentration range of
43%x1078-7.6 X 10~7 mol/1 for E,= —0.70 V,
v=120 mV/s, and t,=30 s by adsorption
voltammetry on the HMDE. When ¢, = 60 s, the
detection limit is 2.2 X 10~8 mol/l. The devia-
tion, calculated from 10 successive measurements
of 4.34 X 1077 mol/1 adenine, is +2.0%.

It has been proved that a 1.5th (or 2.5th) order
derivative technique has the advantage of further

I0.0S)JA

—Nw

A i

-08 -1.0 -1.2 -14
E/V vs.SCE
Fig. 2. Adsorption voltammograms of adenine at different
preconcentration times, ¢,: (1) 0; (2) 30; (3) 60; (4) 120 s. 0.1
mol/l HOAc-NaOAc buffer (pH 3.6), 4.34x10~7 mol/I
adenine, E,=—0.70 V, v =120 mV /s.
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Fig. 3. Relationship between the peak current of adenine and
square root of scan rate. Conditions as in Fig. 2.

improvement of the resolution and to increase
sensitivity in comparison to conventional linear
sweep voltammetry for both the solution phase
and the amalgam phase [12—14]. In our previous
studies, the theory of 1.5th or 2.5th order deriva-
tive adsorption voltammetry has been derived [15]
and the technique has been applied to adsorptive
voltammetric measurements to increase sensitiv-
ity [16,17]. In this work, the 1.5th-order derivative
technique is used. Voltammograms of the normal
curve and the 1.5th-order derivative curve tested
at the same concentration of adenine are shown
in Fig. 6. The peak-to-peak e, value, obtained
by 1.5th-order derivative adsorption voltammetry

ip/ A

0.35t+

00 -0.2 -04 -06 -08
E/V vs.SCE

Fig. 4. Relationship between the peak current of adenine and
pre-concentration potential. ¢, = 30 s, other conditions as in
Fig. 2.

is much higher than the value of the peak cur-
rent, i,, by normal adsorption voltammetry. Us-
ing this technique, the concentration of adenine
is in agreement with e, in the range of 2.2 X
107%-1.7 X 10" " mol /1 for E, = —0.70 V, v = 100
mV /s and ¢, =30 s. When ¢, = 60 s, the limit of
detection is 1.8 X 10~° mol /1. The deviation cal-
culated from ten successive measurements of 6.52
X 10~% mol /1 adenine is +5.1%.

Samples of pure yeast RNA (20.0 mg) and 5 ml
HCl (1 mol/1) were put in a sealed glass am-
poule. After heating in a boiling water bath for 80
min, the solution were transferred into a 25-ml

io/ PA

Table 1
Reduction peak currents and peak potentials of adenine in 0.30
Na,HPO,~citric acid and HOAc~NaOAc buffer (¢, =30 s,
other conditions as in Fig. 2)
pH Na,HPO, —citric acid buffer HOAc-NaOAc buffer

(0.2 mol /1) (0.1 mol /1) 0.25+

i, (nA) E, (V) i, (pA) E, (V)
22 0.110 -1.20 0.235 -1.05
2.6 0.092 -1.25 0.253 -1.09 0.20}
32 0.152 -1.29 0322 -112
3.6 -2 -2 0.322 -1.20
3.8 - - 0244 —124 24 28 32 36 %0 Lb
4.0 - -2 0.193 -1.25 pH

- a - a p—
:2 _a _a ?'1:,75 122,6 Fig. 5. Relationship between the peak current of adenine and

? The peak was covered by discharge peak of buffer.

the pH of buffer solution. ¢, =30 s, other conditions as in
Fig. 2.
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Fig. 6. Linear sweep adsorption voltammogram of adenine

and its 1.5th-order derivative curve. 4.34x107® mol/I ade-

nine, ¢, = 30 s, other conditions as in Fig. 2.

flask and diluted to the mark with water. 10 ul of
the solution was added to 25 ml HOAc~-NaOAc
buffer (pH 3.6). Cathodic adsorption voltammetry
was applied and the standard addition method
was used to determine the content of adenine in
the hydrolytic product of yeast RNA. A result of
23.8% was obtained which coincides with the
standard content of 25.4% reported in the litera-
ture.
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Abstract

The preparation and application of a novel mercury-coated carbon fibre flow microelectrode are reported. The
possibility to use this device in a flow system combined with alternating current (ac) stripping voltammetry is also
demonstrated using mitoxantrone (MXT) as probe compound. The electrode is easy to prepare. Special analytical
advantages have been observed when a.c. stripping voltammetry is applied to the adsorbed molecule on the electrode
due to the reversibility of the electrochemical process. Once the operating system has been optimized a limit of
detection for mitoxantrone of 4.5 X 107" M was found. Manipulation of flow conditions allows the study of
different concentration ranges. The direct analysis of serum samples without sample pretreatment, is also discussed
and provided a linear calibration range between 4.5 X 10”7 M and 4.5 X 10~% M.

Key words: Voltammetry; Flow system; Mercury-coated carbon fibre; Mitoxantrone

1. Introduction

Microelectrodes have some well known advan-
tages: quick steady-state mass transport, short
charging times and extremely low ohmic drop
values [1,2]. Further advantages in flow measure-
ments have also been reported, in particular if a
microelectrode array system is available [3]. The
advantages of microelectrodes for microcolumn
liquid chromatography (LC) are obvious espe-
cially when taking into account the possibility to
use a mobile phase without electrolyte which

* Corresponding author.

increases the number of applications of electro-
chemical detection [4,5). Recently, Soucaze-Guil-
lous et al. [6] have shown the analytical advan-
tages of using an amperometric and a fast scan-
rate cyclic voltammetric detector based on the
use of a platinum microelectrode which allowed
the analysis of fullerenes by gel permeation chro-
matograpy (GPC).

Recently, the application of carbon fibre elec-
trodes in electrochemical analysis has attracted
great attention [7,8]. Moreover, the passive car-
bon fibre electrodes can be reactivated by simple
electrochemical pretreatment [9]. The use of a
single graphite fiber as working electrode in LC
has been reported by several groups [5,10-14].

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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The possibility of using a mercury-coated car-
bon fibre to carry out adsorptive stripping
voltammetry has been demonstrated recently
[15,16]. Special analytical advantages, such as high
sensitivity and ease of use, have been shown
when folic acid, mitoxantrone (MXT), or related
antitumour drugs were analyzed. These com-
pounds exhibit the common characteristics of
strong adsorption onto conventional mercury
electrodes. However, an increased resolution in
terms of selectivity enhancement of the analytical
signal can be achieved when a mercury-coated
carbon fibre is used. In fact, under optimum
conditions for mercury film deposition, excellent
reproducibility can be achieved. Once the analyti-
cal strategy to make proper mercury film-coated
carbon fibre micoelectrodes has been established,
the device shows good performance allowing their
use in cells for the adsorptive stripping analysis of
folic acid and MXT.

Although the most common electrochemical
techniques used in flow systems are potentiomet-
ric or amperometric, other techniques such as
pulse and square wave voltammetry, have proven
to be effective [3,13]. Some workers have coupled
flow injection and adsorption-preconcentration
methods to improve the characteristics of the
former method [17-20], but a.c. voltammetry has
never been used for the stripping of the analyte.
In the case of MXT, because it is reversibly
reduced on mercury [21] or carbon paste elec-
trodes [22], the use of a.c. voltammetry as a
detection method, when applied to a flow-through
system, provided a more selective method of
analysis with the adsorption of the analyte on the
electrode as a step prior to the analytical mea-
surement {23].

In this paper a simple T-piece set-up consist-
ing of three adjustable plastic fittings for a low
dead volume cell is used as voltammetric detec-
tor. The flow cell system is different to those
previously reported [24,25]. It is simpler and flexi-
ble, and allows to change the microelectrode eas-
ily. The flow conditions to generate the mercury
film and (or) the rest of the technical and measur-
ing conditions were found to be suitable in such a
way that the adsorptive stripping voltammetry of
MXT was carried out. This new procedure showed

good analytical performance and will increase the
use of mercury-coated microelectrodes in flow
systems.

2. Experimental
2.1. Apparatus

All experiments were performed using a
Metrohm Model E-506 Polarecord in conjunction
with a Metrohm Model VA-663 voltammetric
stand.

Carbon fibre microelectrodes were prepared
from carbon fibres (Donnay Belgium Sport Ten-
nis, Brussels) having a nominal diameter of 7.5
pm. The fibres were immersed in 10% nitric acid,
rinsed with distilled water, soaked in acetone,
rinsed again with distilled water and finally dried
in an oven at 70°C. A single fibre was inserted
into a 100-u.1 standard micropipette to a length of
ca. 2 cm and sealed with low-viscosity resin (A.R.
Spurr). The pipette was filled with mercury and
electrical contact was established with a copper
wire. A layer of epoxy resin was then placed over
the mercury to prevent any leakage from the
microelectrode assembly.

Further details can be found in a previous
paper [26).

2.2. preparation of carbon-fibre flow electrodes

A conventional flow-injection analysis (FIA)
apparatus arrangement was used.

Flow-injection experiments were carried out
using a Millipore (Waters) Model 510 pump. A
six port injection valve (Rheodyne 5060) with a
100-u1 loop was used for sample injection. All
connections were made with 1 mm i.d. PTFE
tubing and the distance between valve and detec-
tor was 50 cm. .

The diagram (Fig. 1) shows the electrode ar-
ranged in a T shape. The flow first passes the
working electrode (microfibre) before reaching a
cell containing the reference (Ag/ AgCl) and aux-
iliary electrode. The auxiliary electrode (steel
tube) also acts as a flow outlet. The T-piece
set-up consists of adjustable plastic fittings allow-
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Fig. 1. Schematic illustration of the carbon fibre electrode in
the flow cell.

ing for a low dead volume cell which makes it
easy to change the fibre when necessary.

2.3. Procedures

Two different mercury coating procedures were
developed depending on whether the carrier con-
tained the mercury salt or not. This lead to the
arrangement of two different analytical proce-
dures. Moreover, since amperometric detection
proved to be useless (poor and non—reproducible
results), a.c. voltammetric detection under con-
trolled adsorptive accumulation was employed.

In both cases, parameters affecting the film
formation such as carrier composition, deposition
time, potential applied, etc. or from the flow
system, flow rate, accumulation time, etc., were
optimised.

When the Hg(II) ions are included in the car-
rier solution, the mercury film was formed pass-
ing a solution of 0.1 M perchloric acid containing
Hg(I) nitrate from 1.0x 1072 to 1.0X 1074 M
and holding the cell under the appropriate reduc-
tion potential. The response ‘Was evaluated as the
a.c. voltammetric signal obtained when 0.1 ml of
the carrier solution containing 9 X 1078 M MXT

was injected into the flow system; a.c. voltamper-
ograms were recorded by scanning the potential
(10 mV s~!) from the initial potential (+0.200 V)
to —1.400 V. The optimum a.c. monitoring con-
ditions: amplitude of the superimposed potential
(DE) of 30 mV, phase angle of detection of 90°
and fixed frequency of 75 Hz as they have been
previously reported [15], were used.

In another procedure, the film was produced
first by injection of the Hg(II) salt into the carrier
containing 0.1 M perchloric acid and holding the
cell under an appropriate mercury reduction po-
tential while the mercury salt (1 X 10 ~2 M) vol-
ume passed through the cell. Then the analytical
response was evaluated as indicated above.

2.4. Activation of the electrode

When the same fibre is successively used for
coating with mercury films, an activation proce-
dure was necessary between each measurement.
For this purpose a potential of +0.740 V was
applied to the working electrode for 30 s in a
flowing stream containing the carrier solution at
constant rate of 1 ml min~! in order to ensure
the oxidation of mercury.

3. Results and discussion
3.1. Mercury film electrodeposition

The stability and reproducibility of the mer-
cury film using both procedures were tested. Op-
timum conditions for the mercury electrodeposi-
tion were evaluated in terms of maximum a.c.
signal for a known amount of MXT solution
introduced into the flowing stream.

3.2. Mercury film electrogeneration using carrier
solutions containing mercury

Using this procedure the optimization of pa-
rameters affecting the film electrodeposition were
more difficult to obtain. When the influence of
both the electrodeposition potential and deposi-
tion time on the stripping signal were studied,
Fig. 2 shows that this influence was almost negli-
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gible. However, an electrodeposition potential of
+0.200 V was preferred since the baseline of the
FIA peaks showed a baseline which is more ap-
propriate for proper measurements of peak cur-
rents. An electrodeposition time of 60 s was cho-
sen.

3.3. Influence of flow rate

Since the analyte has to be accumulated on the
electrode from a flowing stream and a scanning
voltammetric technique is used, tuning of both
the starting scanning potential and the flow rate
of the system is extremely important. Fig. 3 shows
the influence of the flow rate on the stripping
signal of MXT when the sample is injected into
the system at the same instance the scanning
potential is started (initial potential = —0.100 V).
The observed behaviour can be explained taking
into account both effects, the accumulation pe-
riod which is shorter when higher flow rates are
used and the washing period which is increased

a
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when higher rates are used. It explains the shape
of the graph with positive and negative slopes at
both sides of the plot. Consequently a flow rate
of 2.0 ml min~! was found to be suitable. These
results confirmed the need to synchronize the
scan rate with the necessary period for accumula-
tion of the analyte on the microelectrode surface.
Once the flow parameters were established, the
influence of the mercury concentration in the
carrier was also studied. Proper FIA peaks were
only obtained for a concentration of about 1 X
10~* M. Large noise or lack of resolution of the
stripping peaks can be noticed if higher concen-
trations are used.

3.4. Reproducibility and stability of the mercury
film

The reproducibility of the stripping measure-
ments was evaluated by measuring the a.c strip-
ping current after 17 successive injections of 0.5
ml carrier containing 1.0 X 10~* M mercury salt,

35

30

0 T T T T T
0 30 60 90 120 180 180

tﬂl-/s

Fig. 2. Influence of the electroplating potential, Eg, (a) and the electrodeposition period, tg,, (b) on the a.c. stripping current of
MXT 9.0 X 10~8 M introduced into the carrier containing 1 X 10~4 M Hg(NO),, and 0.1 M HCIO,. Conditions: flow rate = 1 ml
min ~'; film conditions are fg, = 60 s (a), Egy, = +0.200 V (b); ac stripping parameters: accumulation time, (¢,.. ) = 6 s, DE = 30
mV, frequency = 75 Hz, phase angle = 90°, initial potential (E;) = —0.000 V, final potential (E;) = —1.500 V, scan rate = 10 mV
s~ 1; activation conditions: activation period, (t,,) = 30 s, activation potential, (E,)= +0740 V.
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Fig. 3. Influence of flow rate on the a.c. stripping current of a
9.0x 1078 M MXT carrier solution. Eg,, = +0.200 V, thiim =
60 s. The rest of the conditions is as described in Fig. 2.

0.1 M perchloric acid and 9.0 X 1078 M in MXT
under optimum flow and operating conditions.
The film was electrodeposited at +0.200 V for 60
s and the activation procedure shown above was
followed between each measurement. The repro-
ducibility reached was about 1.7%. However,
when this procedure was repeated with a single
coated-mercury microelectrode (without renew-
ing the mercury film), the cleaning procedure
necessary to renew its surface by applying a po-
tential of —1.500 V, produced a decrease in the
signals showing the instability of the film. For
further improvement the procedure below was
used to develop the analytical method.

3.5. Film mercury electrogeneration in the absence
of mercury

The way in which the mercury film is elec-
trodeposited had strong influence on the stability
and sensitivity of the stripping signal. In fact
when the film was generated first by direct injec-
tion of the mercuric salt in 0.1 M perchloric acid,
the stripping responses showed always better

baseline and higher peak current than those ob-
tained when the mercury is already in the carrier.
Using this procedure the improved conditions for
the mercury film formation were studied as fol-
lows.

3.6. Electrolysis parameters

Composition of the supporting electrolyte and
electrodeposition potentials were the main pa-
rameters under study when working at fixed flow
rate conditions (2 ml min 1), For this purpose 0.5
ml of different concentrations of the salt in 0.1 M
HCIO, were injected into the system using a
range of different electroreductive potentials for
180 s in each case. The different mercury films
formed were tested by measuring the a.c. strip-
ping signal created by a carrier containing 9.0 X
107 MXT in 0.1 M HCIO, which was always
injected at the same instance in which the scan-
ning potential was initialized at +0.000 V. The
results summarized in Fig. 4 show how the signal
increases with increasing concentrations of the
salt similar to the application of increasingly neg-
ative potentials. For these reasons a potential of
—1.200 V was considered as most suitable since
the ratio of peak height to half peak width was
better. Also a salt concentration of 1.0 X 1072 M
was chosen since higher concentrations produced
increasing baseline noise.

3.7. Flow conditions

The flow conditions need to be controlled since
they affect both the characteristics of the mercury
film and the adsorption of the analyte. Regarding
the film formation, the electrodeposition period
is the main parameter which should be fixed; it is
always dependent on the flow rate. By varying
both parameters, a flow rate of 2 ml min~! was
found to be suitable since it provided reasonable
electrodeposition periods (15 s) and reproducible
peak currents.

When the analyte adsorption is taken into
account the carrier flow rate is extremely impor-
tant and must be controlled. Fig. 5 shows the
influence of the flow rate on the a.c. stripping
voltammetric peak measured when 0.5 ml of a
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Fig. 4. Influence of both mercury salt concentration and
electroplating potential on the a.c. stripping current of 9.0
%x10~% M MXT. Conditions: carrier solution: 0.1 M HCIO,,
flow rate =2 ml min~%; film conditions: tg,,, =180 s, Eg,, =
—1.200 V; stripping parameters: ¢,.. = 15 s, rest of a.c. techni-
cal parameters as in Fig. 2; activation conditions: 7, = 60 s,
E,. =+10400 V.

carrier containing 9.0 X 107> M MXT in 0.1 M
HCIO, were injected into the system once the
mercury film was previously generated onto sur-
face microfibre. For each flow rate the starting
potential was varied in such a way that no wash-
ing period was introduced. In this way it can be
concluded that the adsorption behaviour of the
molecule is better at low flow rates (producing
higher peak currents). In order to determine the
influence of the washing period (¢, ), estimated as
the overall time which the analyte adsorbed at
the microelectrode is subjected to the carrier
stream before it is voltammetrically reduced (i.e.,
for a flow rate of 2 ml min~!, ¢, =30 s), Fig. 6
shows how the voltammetric signal is reduced to
half its value for washing periods of 240 s while it
remained constant for washing periods less than
30 s.

80
60
'5/ nA
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20
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0 5 I e T T e T T
0.0 2,0 4.0 6.0

F /mL.min"!
Fig. 5. Influence of flow rate on the a.c. stripping current of
9x107° M MXT under optimum mercury film conditions.
For the rest of the operating conditions see Fig. 4.

0 T T T T
0 120 240 360 480 600
t,/s
Fig. 6. Influence of the washing period (¢,) on the a.c.

stripping voltammetric signal of 9.0x10~° M MXT. The rest
of the experimental conditions are as described in Fig. 4.
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3.8. Reproducibility and stability of the mercury
coated microelectrode

The reproducibility of the measurements was
studied by introducing several 0.5-ml aliquots of a
carrier containing 9.0 X 107° M of MXT in 0.1 M
perchloric acid and using a constant flow rate of 2
ml min~!. The film was previously formed intro-
ducing 0.5 ml of the mercury salt in 0.1 M HCIO,
and keeping the electrode under an appropriate
potential. Activation of the surface microelec-
trode was always necessary and the procedure
consisted of applying a potential of +0.400 V for
60 s. When using these conditions together with
the same fiber a reproducibility expressed in terms
of relative standard deviation was found of 1.62%
(n = 8). Activation is necessary after each record-
ing.

Finally, the stability of the film was tested by
coupling different coated fibres to different flow
rates for different lengths of time. The films were
stable since their anodic stripping peaks re-
mained constant and the reproducibility achieved
was notably improved when the film was held
under electrolysis.

3.9. Calibration graphs

Excellent calibration graphs could be obtained-

by using different flow conditions. Two flow rates
were tried and the mercury film was always previ-
ously generated by electrodeposition at —1.200 V
in a 1.0 X 102 M mercury salt solution for 180 s
under a constant flow of 2 ml min~!. When a low
flow rate was used: 0.2 m min ", the starting scan
potential was delayed for 270 s when 0.5 ml of
the sample carrier was introduced into the sys-
tem. Working like this the accumulation time,
taken as the time spent by the sample volume at
the detector, was 15 s. No real washing period
was used and the lower MXT concentrations
could be measured. In fact, two orders of magni-
tude were covered by the straight calibration from
45x 107" to 45x107° M and an excellent
linear relation according to the equation:

i(nA) = 5.798 X 10°Cpr(M) + 0.121(nA)
r=09998, n=7

could be obtained. The detection limit (S/N = 3)
is45x1071 M.

Using flow rates which are ten times higher (2
ml min 1), higher concentrations (9.0 X 107 to
2.25% 1078 M) could be determined. The cali-
bration graphs covered one and a half orders of
magnitude according to the equation:

i(nA) =9.953 X 108CMXT(M) —0.168(nA)
r=09992, n=>5

and a detection limit of 9.0 X 10~ 1° M was found.

3.10. Analytical approach to MXT determination in
human serum

An attempt to determine MXT in serum sam-
ples was made. A pool of different serum samples
from healthy individuals was spiked with a known
amount of MXT. Different aliquots diluted with
perchloric acid were assayed and then 0.5 ml of
the diluted sample was introduced into the sys-
tem. The mercury electrodeposition and the rest
of the operating conditions were as reported be-
fore. The best results were obtained when 1 ml of
the spiked sample was diluted up to 2 ml with 0.2
M HCIO, and then introduced into the system.
Successive injections, using a flow rate of 0.2 ml
min~!, gave FIA responses which varied linearly
with the MXT concentration with a drug concen-
tration higher than 4.5 X 107 M. The linearity
range was tested from this concentration up to
4.5x 107% M and was adjusted according to the
equation:

i(nA) = 1.457 X 105Cpr(M) + 0.184(nA)
r=09991, n =4

A limit of detection of 4.5 X 10~7 M was found.

The main inconvenience of this method is that
it is impossible to use the same fibre for making
more than one calibration graph. This was also
proven using longer washing periods between
each injection. It means that the mercury film is
seriously distorted and the loss of film stability
caused poor reproducibility of the measurements.
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4. Conclusions

In this paper the possibility to use a single
micro carbon fibre coated with a mercury film as
an analytical tool in FIA has been demonstrated.
The ability of a.c. adsorptive stripping voltammet-
ric analysis in a flow system, which allowed the
determination of MXT, showed interesting ad-
vantages over measurements under static condi-
tions previously reported [15]. An important ad-
vantage of using a flow-injection system is the
better reproducibility of the measurements. The
method is more versatile and provides lower lim-
its of detection. Finally, because a carrier is used
the mercury film seemed to be more resistant to
interferences arising from the matrix when real
samples were analyzed. It opens up a very
promising research area although much more
work has to be done. A logical step would be the
development of better pretreatment regimes or
the search for better support materials that would
lead to more stable mercury film electrodes.

The use of this device as LC detector seems to
be foreseeable in the near future. This will in-
crease the importance of voltammetric techniques
coupled to LC which has noticeable advantages
over the use of conventional mercury electrodes.
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Abstract

An immunochemical flow-injection system for the determination of triazine herbicides based on principles of
immunoaffinity chromatography was developed. Triazine herbicide derivatives immobilized on oxirane acrylic beads
serve as the affinity column. They are saturated with fluorescently labelled monoclonal anti-herbicide antibodies
prior to the assay. The label used is the fluorescent Eu(III) chelate W8044-Eu. A fraction of the fluorescent
antibodies is replaced when exposed to analyte and this fluorescence is detected in a postcolumn mode by means of
a special laser-based fluorimeter. With the reusable affinity column a detection limit of 1 ug 17! for the herbicide
atrazine was obtained.

Key words: Chromatography; Flow injection; Fluorimetry; Sensors; Herbicides; Immunosensors; Triazine herbicides

1. Introduction

The determination of water pollutants by
means of immunoassay instead of gas chromatog-
raphy (GC) or liquid chromatography (LC) has
become an important and widely applied tech-
nique [1]. One group of analytes receiving major
attention is pesticides, especially herbicides [2-8].
For any analytical technique used to determine
pesticides in environmental samples, high sensi-

* Corresponding author. Present addTess: Department of En-
tomology, University of California at Davis, Davis, CA 95616,
USA.

tivity is required, as tolerable herbicide concen-
trations in drinking water are in the sub-ug 17!
range. This criterion can be satisfied with im-
munoassays.

The class of herbicides of interest in this work
are triazine herbicides, the most important of
which is atrazine. Others frequently used are,
e.g., Cyanazine, propazine, prometryn, simazine
and terbutryn. These herbicides are used as
weed-control agents in agriculture.

An immunoassay is in general only for single
use and is not applicable for continuous analyte
monitoring. It is desirable to replace the discon-
tinuous assay with a sensor system that can be
operated continuously. Sensors have been devel-
oped on the basis of enzymes. If enzymes are

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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tagged to either an antibody or an antigen /hapten
as a label to visualize the binding reaction, their
stability may become the lifetime-limiting part of
a sensor, although not limiting their application
in immunoassays. For a sensor, multiple use of
bio-components is required. Therefore, avoiding
enzymes as labels but replacing them with more
stable fluorophores is advantageous. Only a few
fluoroimmunoassays for herbicides without enzy-
matic enhancement have been described [9,10].
In most instances the fluorophore is produced
enzymatically instead of being tagged to a compo-
nent [11], because most fluorophores cannot be
detected easiliy at sufficiently low concentrations.
In contrast, Eu(III) chelates as a special class of
fluorophores exhibit an extremely large Stokes
shift (> 260 nm) and a long fluorescence decay
time (up to 1 ms). This permits the easy separa-
tion of the specific Eu(III) fluorescence from
background interference. Hence, measuring in the
time-resolved mode, the limit of detection using
an Eu(III) chelate can be as low as 10™!* mol
[12]. Therefore, Eu(IIl) chelates are widely ap-
plied as fluorescent labels in clinical immunoas-
say [12-15].

Another factor effecting the lifetime of an
immunosensor, even if there is no enzyme pre-
sent, is the stability of the antibody (or the anti-
gen). In a common immunoassay configuration,
antibodies are immobilized on a solid support
and the analyte and a labelled analyte (tracer) are
added. If this configuration is applied to an im-
munosensor, any loss of immobilized antibody
activity, e.g., after regeneration steps, will lower
the signal and thus result in poor reproducibility
and reliability. This problem can be circumvented
by immobilizing a more stable molecule. In a
hapten determination this can be a hapten
derivative provided that it is more stable than its
corresponding antibody. This principle has al-
ready been demonstrated in fibre-optic im-
munosensors for pesticides [16,17].

For the present sensor, immunoaffinity chro-
matography [18] was combined with flow-injec-
tion analysis (FIA) [19]. The general principle,
utilizing affinity membranes or beads, has already
been applied to herbicides [20] and to other ana-
lytes [21-23], but in these systems either the use

of enzymatic enhancement or the presence of the
natural protein fluorescence was required. How-
ever, some work is based on fluorescein-labelled
haptens which are replaced by analytes during
the immunoanalysis [24,25], while another ap-
proach utilizes liposomes filled with a fluorescent
dye [26]. In the present approach, oxirane acrylic
beads with immobilized hapten derivatives serve
as the affinity part in the set-up. If these haptens
are saturated with Eu(III) chelate-labelled anti-
bodies, some of the antibodies can be replaced
from the solid-phase haptens after addition of
analyte. A replacement occurs according to the
affinity characteristics of the antibodies.

2. Experimental
2.1. Materials

Monoclonal K1F4 anti-triazine antibodies [27]
were kindly provided by B. Hock (TU Weihenste-
fan, Germany) and the Eu(I11I) chelate W8044-Eu
by I. Hemmild (Wallac, Turku, Finland). The
atrazine derivative 2-chloro-4-isopropylamino-6-
carboxypentylamino-1,3,5-triazine was synthe-
sized as described [28]. Oxirane acrylic beads (250
um in diameter), poly-L-lysine (molecular weight
150000-300000), the coupling agent 1-ethyl-3-(3-
dimethylaminopropyl) carbodiimide (EDC), the
detergent Tween 20 and pig albumin were ob-
tained from Sigma Chemie (Deisenhofen, Ger-
many). Dimethylformamide (DMF) of LC grade
was obtained from Aldrich, (Milwaukee, WI).
Buffer reagents of analytical-reagent grade were
obtained from Merck (Darmstadt) and guanidine
hydrochloride (99% purity) from Fluka (Buchs).
Doubly distilled water was used throughout all
experiments. For purification of the antibody-
fluorophore conjugate, Presto columns were used
(Pierce, Rockford, IL). Econo columns (4 cm X 0.8
cm i.d.) for immunoassays were purchased from
Bio-Rad (Munich) and microtitre strips from
Labsystems (Pultittie, Finland).

2.2. Preparation of the antibody—fluorophore con-
jugate

The coupling of the fluorophore W8044-Eu to
K1F4 anti-triazine antibodies and conjugate pu-
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rification have been described elsewhere [9]. The
conjugate was stored at —20°C and at 4°C for
short-term use.

2.3. Coupling of the atrazine derivative 2-chloro-4-
isopropylamino-6-carboxypentylamino-1,3,5-triazine
to oxirane acrylic beads

The principle of immobilization involves cou-
pling of the synthetic protein poly-L-lysine to the
epoxy groups of the beads as the first step. This is
followed by the formation of peptide bonds be-
tween amino groups of poly-L-lysine and carboxyl
groups of the hapten derivative. This principle is
shown in Fig. 1. The first immobilization step was
adapted from a standard procedure [18] and the
second is a modified version of the method devel-
oped previously [9].

A 500-mg amount of oxirane acrylic beads was
filled into a suitable wide-necked vessel and 3 ml
of poly-L-lysine solution (2.5 mg ml™') in 1 M
phosphate buffer (pH 7.4) were added. After 1-2
days of gently moving the suspension with a
shaker, the beads were washed on a sintered-glass
funnel with 10-20 ml each of water, 1 M NaCl
solution and water. A 10-mg amount of the atra-

O— CHy— GH—CH
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0-CH, -?H—CHQANH NHg
OH
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Fig. 1. Immobilization of the hapten derivative to oxirane
acrylic beads. Poly-L-lysine (PLL) is coupled to the solid-phase
epoxy groups first. Subsequently, a peptide bond is formed
between the functionalized atrazine derivative and an amino
residue of poly-L-lysine, using the coupling agent 1-ethyl-3-(3-
dimethylaminopropyl) carbodiimide (EDC).

zine derivative 2-chloro-4-isopropylamino-6-
carboxypentylamino-1,3,5-triazine was dissolved
in 300 wpl of dimethylformamide (DMF). This
solution was added dropwise to 15 ml of phos-
phate-buffered saline (PBS). The PBS solution,
now containing the atrazine derivative, was cau-
tiously poured on to the beads and 15 mg of the
solid coupling agent EDC were added. The mix-
ture was gently shaken for > 2 h. After coupling,
the beads were rinsed three times with 10-20 ml
of PBS and twice with water. For deactivating the
remaining epoxy groups, 10 ml of a 5% solution
of mercaptoethanol in water, adjusted to pH 8.0,
were added to the beads for 8—12 h. After rinsing
with water and PBS, the beads were incubated
with a 0.5% (w /v) solution of pig albumin in PBS
for 1 h for further blocking. The pig albumin was
washed off thoroughly with PBS and the beads
were stored at 4°C in a PBS solution containing
0.05% NaN,.

2.4. Preparation of affinity columns

Glass tubes of 1.5 mm i.d. were cut into pieces
30-80 mm long. One end of the column was
sealed with a nylon net and a piece of silicone-
rubber tube. The column was filled with oxirane
acrylic beads by pumping the suspension into the
tube, then the other end was stoppered as de-
scribed. The column was connected with PTFE
tubes and integrated into the flow-injection sys-
tem. Affinity beads were stable at room tempera-
ture for at least 2 weeks when stored in PBS
solution containing 0.05% NaN,.

2.5. Batch immunoassay with affinity columns

For establishing a suitable protocol for the
flow-injection analysis, batch immunoassays were
performed using individual Econo columns for
each triazine concentration. The assay principle
was to replace labelled anti-triazine antibodies
from their binding to the solid-phase hapten by
adding analyte molecules.

Each column was filled with 15 mg of pre-
treated oxirane acrylic beads. The moist beads
were weighed out quickly to prevent changes in
specific gravity due to evaporation of remaining
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Fig. 2. Two different assay approaches for fluorescence detec-
tion in the replacement mode. Either the replaced fraction of
previously bound fluorescent antibodies is washed into the
detector (A), or in a second step the remaining fraction of
bound antibodies is eluted from the beads with a denaturating
agent such as guanidine hydrochloride solution (B).

moisture. Incubation steps were performed in
stoppered columns, using a plate shaker as in
conventional immunoassays. To remove reagents
and to rinse the beads, all solutions were pumped
through the sintered-glass funnel at the bottom of
the columns. For reading convenience the buffers
used in the assays are numbered as follows: buffer
1 = PBS solution containing 0.01% Tween 20 and
buffer 2 =PBS solution containing 0.1% Tween
20 and 2% pig albumin. Herbicide working stan-
dard solutions were prepared by diluting stock
standard solutions containing 1 mg ml~! in DMF
with buffer 1.

Two different approaches to performing the
replacement assay are shown schematically in Fig.
2. For the replacement approach A, 300 ul of a
solution containing 1 pg mi~! Eu(Il)-labelled
K1F4 antibodies in buffer 2 were pipetted on to
each column to saturate the solid-phase haptens.
After 30 min of incubation the beads were washed
four times with 2 ml of buffer 1 to remove non-
bound labelled antibodies. A 500-u! volume of
herbicide solution in buffer 2 was incubated for 2
h and the effluent from each column was col-

lected in a separate vial. The effluents contained
Eu(IIl)-labelled antibodies that had been re-
placed from the solid-phase haptens by binding
herbicide molecules <of the analyte solution in-
stead. Aliquots of 175 ul of the effluents were
pipetted into the wells of microtitre strips. The
fluorescence was detected in an Arcus 1230 fluo-
rimeter (LKB Wallac, Turku, Finland), which is
specially designed to determine Eu(III) chelate
fluorescence.

For the replacement approach B, an elution
step followed the replacement: 500-u1 aliquots of
an aqueous 4 M guanidine solution were pipetted
on to each column. After 30 min of incubation,
the fluorescence of the eluate was measured as
described above. This eluate contains the fraction
of Eu(III)-labelled antibodies that had remained
on the solid phase after the replacement step.
Thus, in contrast to approach A, the fluorescence
signal is inversely proportional to the herbicide
concentration.

2.6. Laser-based fluorimeter

The custom-built fluorescence detector system
is shown in Fig. 3. The excitation source was a
pulsed nitrogen laser operated at 337.1 nm (Laser
2000) that was triggered externally at 6, 12 or 24
Hz. The pulse width was 0.5 ns with a pulse

sample
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il o]
laser U
L2
L3
F
trigger/ e
integrator ~N
1 amp PMT
x-t-printer

Fig. 3. Set-up of the fluorescence detector. The system is
specially designed for the detection of Eu(IID) chelates. Amp
= amplifier; C = cuvette; F = interference filter (610 nm);
L1-3 = lenses; PMT = photomultiplier tube.
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Fig. 4. Set-up of the single-channel FIA system. The selector
supplies the system with either carrier buffer or labelled
antibodies (reagent). P = peristaltic pump; T = air trap; V=
injection valve; W = waste.

energy of 300 kW. The laser beam was focused
on the flow channel of a rectangular-shaped
quartz cuvette by means of a biconvex quartz lens
(Spindler and Hoyer). The flow-through cuvette
had inner dimensions of 1 X 1 mm.

The detection system consisted of an R 923
side-on photomultiplier tube (PMT) (Hamamatsu)
equipped with a 610-nm interference filter (LOT),
a 1-M() amplifier and an electronic integrator.
The integrator was synchronized with the laser
trigger and summed a maximum of eighteen fluo-
rescence signals, using 3-ms gated sampling inter-
vals after each laser pulse. The fluorescence light
was focused on the PMT window by means of a
cylindrical and a biconvex glass lens (Spindler
and Hoyer). The integrated fluorescence signal
was recorded with an x—¢ printer.

2.7. FIA apparatus

The flow-injection apparatus was an Eppen-
dorf Variables Analysensystem (EVA) (Eppen-
dorf, Hamburg). Fig. 4 shows the set-up used for
the single-channel FIA. It consisted of an eight-
port selector, two of which were in use, a six-port
injection valve, a four-channel peristaltic pump
equipped with a clutch and a master as comput-
ing unit. Labelled antibodies (= reagent) and car-
rier buffer (PBS) were pumped alternately ac-
cording to two selector positions. By using the
clutch it was possible to fill the injection valve
with analyte parallel to a -washing cycle. The
fluorescence detector was activated only during
the appearance of the fluorescence peaks at the

end of the complete FIA cycle by a signal gener-
ated from the master unit.

The FIA cycle for the replacement concept
involving stopped-flow intervals consisted of the
following steps: (1) loading the affinity column
with labelled antibodies (1-10 pg ml~! in PBS
buffer, stopped flow for 15 min) and washing; (2)
injection of 100-200 ul of atrazine solution in
PBS and stopped flow for 20-40 min; and (3)
postcolumn fluorescence detection. The flow-rate
in all flow steps was 0.25 ml min~!. FIA parame-
ters were first adapted from batch immunoassays
and were subsequently optimized with respect to
incubation times, antibody concentration and col-
umn volume. A complete FIA cycle including
steps 1-3 required 45-75 min.

3. Results and discussion
3.1. Hapten immobilization

First, the immobilization procedure needs a
further explanation. As both the oxirane acrylic
beads and the atrazine derivative to be linked by
covalent bonding were electrophiles, a bifunc-
tional nucleophilic reagent was required for cou-
pling. In the first experiments it proved to be
disadvantageous simply to apply a diamine such
as diaminohexane. With diaminohexane as spacer,
strong non-specific binding of Eu(III)-labelled
antibodies was observed so no assay was possible.
Therefore, poly-L-lysine (M, 150000-300000) was
chosen as a bulky “bifunctional” reagent. These
protein molecules have the size of an antibody
and hence can penetrate pores in the beads of
similar size as can labelled antibodies. The ad-
vantage of this procedure is that, on the one
hand, small pores are already blocked, whereas
on the other, the hapten derivatives will be
preferably immobilized on the outer surface of
the beads rather than inside the inaccessible cavi-
ties. Hence, the haptens are more efficiently pre-
sented to the antibodies. The overall effect is a
decrease in the non-specific binding of antibod-
ies, as will be discussed later. Additionally, pig
albumin (M, ca. 60000) was used as a blocking
agent for smaller pores.
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3.2. Batch immunoassays

After the immobilization procedure had been
established, different assay concepts were com-
pared in batch immunoassays using individual
columns. As the K1F4 antibody showed the high-
est affinity to terbutryn and a lower cross-reactiv-
ity to atrazine [27], first experiments were carried
out with terbutryn instead of atrazine as analyte.
With the functionalized atrazine molecule cou-
pled to the affinity beads, two possible strategies
can be applied for the performance of the analy-
sis. For the first approach, triazine herbicide
molecules (the analyte) are incubated simultane-
ously with anti-triazine antibodies. Competitive
binding takes place, resulting in a distribution of
the labeled antibodies between both analyte in
solution and column-bound analyte derivatives.
As binding events on the column cannot be visu-
alized, the bound fraction of labelled antibodies
has to be removed (eluted) with a suitable reagent
and subsequently detected in the postcolumn
mode. The fluorescence signal obtained on elu-
tion is inversely proportional to the analyte con-
centration.

The second strategy is based on the concept of
replacement, as demonstrated in Fig. 2A and B.
Here, the column is preloaded with labelled anti-
bodies. After addition of analyte a fraction of the
previously bound antibodies is released from the
solid phase, now binding to the analyte in solu-
tion instead. These antibodies are detected in the
postcolumn mode as in the competitive binding
approach, but in contrast no additional reagent is
required (Fig. 2A). The fluorescence signal is
directly proportional to the analyte concentra-
tion. The replacement may additionally be fol-
lowed by elution (Fig. 2B). In this instance the
antibody fraction that had remained on the col-
umn is detected, and the signal is therefore in-
versely proportional to the analyte concentration.

The replacement concept is only feasible with
antibodies of sufficiently low affinity to the immo-
bilized herbicide derivative. If the affinity is too
high, the amount of replaced antibodies will be
too low. The affinity must not be too low either,
as a low affinity will result in a non-specific
release of labelled antibodies simply to addition

of buffer, according to the law of mass action.
Therefore, the use of medium-affinity antibodies
is necessary. As monoclonal antibodies have a
uniform affinity they. should be preferred to poly-
clonal antibodies.

Several eluting agents commonly used in affin-
ity chromatography were tested for removing an-
tibodies from the column: 0.1 M glycine—HCI (pH
2.0-3.0), 4 M guanidine hydrochloride solution, 8
M urea and 6 M KSCN solution. As the acidic
eluent glycine—HCl destroyed the Eu(III) com-
plex it was not applicable for fluorescence detec-
tion. The three chaotropic and denaturating
agents were of similar eluting quality, but the
high salt concentrations adversely affected the
polymer beads and are disadvantageous for an
FIA system: high salt concentrations will increase
crystal formation in the valves and tubes. There-
fore, 4 M guanidine solution was chosen as the
least concentrated but effective eluent.

As it was found that the competitive binding
approach followed by guanidine elution gave a
relatively low sensitivity (data not shown), only
the replacement approaches were tested further.
Fig. 5 shows two calibration graphs for the tria-
zine herbicide terbutryn obtained with one col-
umn per concentration. The fluorescence of each
fraction was measured in duplicate. The results
should only be regarded qualitatively as the ex-
perimental error was not quantified. The curve
with triangles represents the amount of replaced
labelled antibodies whereas that with circles cor-
responds to the amount of antibodies that was
still bound to the beads and was eluted subse-
quently with guanidine. The former curve yields a
large dynamic range from ca. 0.8 to 100 pg 17!
terbutryn. The latter curve B, representing the
eluted antibodies after the replacement step, cov-
ers an approximately linear concentration range
from 1 to 50 pg 17! terbutryn. As the slope of
this curve is lower than that of the former curve,
the assay sensitivity achieved with elution instead
of replacement is decreased.

The linear dynamic range covered by these
batch immunoassays was larger than the range
observed in conventional assays in microtitre
strips [9]. This can be attributed to a much larger
active surface area available when using porous
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Fig. 5. Calibration graphs for terbutryn obtained in batch
immunoassays performed on oxirane acrylic beads with immo-
bilized atrazine derivative. o = Fluorescence of the replaced
fraction of labelled antibodies which emerged from the col-
umn after addition of analyte; ® = remaining fraction of la-
belled antibodies, which is subsequently eluted with guanidine
solution in a further assay step. All data points represent only
single determinations; the single points on the left indicate
the blank values.
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beads rather than polystyrene cavities. It should
be mentioned that the data points shown for the
same concentrations on both curves in Fig. 5
were obtained with the same columns. Ideally,
the sum of both curves would yield a straight
horizontal line as the sum of fluorophores (eluted
fraction + replaced fraction) should be identical
for all concentrations, which is not the case here.
The fluorescence of the sum curve (not shown)
increases, which might be attributed to the char-
acteristics of the elution process. During guani-
dine elution some antibodies are removed that
had only been bound non-specifically to the beads,
whereas during replacement only relatively few
antibodies are released non-specifically. This ex-
plains why the lowest eluent fluorescence at high
terbutryn concentrations is still relatively high
(50% of the maximum value for the curve with
circles in Fig. 5). In contrast, the corresponding
blank fluorescence in the replacement mode

without guanidine elution is only 30% of the
maximum value.

From these qualitative investigations, it is con-
cluded that measuring the fluorescence of re-
placed antibodies yields a lower background sig-
nal than guanidine elution. The FIA concept of
choice will therefore be based on replacement
without any eluting agent.

3.3. FIA investigations

The replacement concept applied in the batch
immunoassays was adapted to FIA conditions.
This required the implementation of stopped-flow
intervals in the FIA protocol. The set-up for the
sequential FIA, requiring only one flow channel
for the assay buffer, is shown in Fig. 4.

First, the influence of the column volume on
the calibration graph was tested. Fig. 6 shows two
calibration graphs for atrazine obtained with a
50- and a 75-ul column. The calibration graphs
do not exhibit the typical sigmoidal shape of
immunoassays. Instead, they stay linear over a
range of three decades towards the upper limit,
which is given by the solubility of the herbicide in
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60

50

T

40

T

20

10|

(] I 1 Il |
0,1 1 10 100 1000 10000
c(atrazine) [ug/l]

Fig. 6. FIA calibration graphs for terbutryn with two different
volumes of the affinity column. The decrease in detection
limit associated with the increase of bead volume is shown.
For each graph the same charge of beads was used. o = 50-u1
column volume; B = 75-ul column volume; ® = blank.
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buffer solutions. For all data points on each graph
the same column material was used for all mea-
suring cycles. As only single data points were
available in this experiment, no detection limit is
indicated, but the tendency for a shift can be
observed. It can be concluded that the larger the
bead volume, the lower is the detection limit,
while the slope of the calibration graph remains
the same. The linear dynamic range covers three
orders of magnitude for the 75-ul column. With
the 50-wl column the dynamic range is smaller
owing to the increase in detection limit. The
dynamic range is exceptionally extended com-
pared with conventional immunoassays, which
usually only cover a maximum of two concentra-
tion decades. As was mentioned above, this can
be attributed to the large surface area of the
beads. Additionally, the upper concentration limit
of the graph is given by the solubility of atrazine
in PBS buffer. As a concentration of 30000 ug
17! atrazine is far beyond any real water contami-
nation, this does not mean any restriction.

The sensitivity and the detection limit of the
system were optimized by varying several parame-
ters. To minimize the number of experiments,
only two standard concentrations were used,
namely PBS buffer yielding the blank value and a
concentrated atrazine solution of 100 ug 17!, The
blank value indicates the minimum fluorescence
signal of a calibration graph and the high atrazine
concentration represents the behaviour of the
(arbitrarily chosen) maximum value. The opti-
mization process is best described as a compro-
mise between gain in sensitivity and decrease in
speed of analysis due to the extended incubation
time.

A higher antibody concentration increased the
efficiency of column loading and hence the
amount of antibodies to be replaced, but the time
required for washing off the excess during the
FIA cycle also increased. The fluorescence signal
for a labelled antibody concentration of 1 pug1™!
is shown in Fig. 7A, and a tenfold increase to 10
ug 171 yields Fig. 17B. With a 125- instead of a
75-u] column the absolute signals increased (Fig.
7C) according to the observations already made
in Fig. 6, comparing a 50- and a 75-ul column.
However, as here a larger volume of antibody and

(D100 ug/ atrazine
signal PMT [mV] Blblank

80-1
604"
401"
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method

Fig. 7. Optimization process for FIA, varying different param-
eters. The maximum and minimum fluorescence signals ob-
tained after parameter variations were recorded. In each
subsequent variation an additional parameter was changed
with the previous changes fixed. (A) Antibody concentration 1
pg 171 column volume 75 ul, replacement time 20 min; (B)
antibody concentration increased to 10 pg 171; (C) column
volume increased to 125 ul; (D) replacement time extended to
40 min.

analyte solution was required, the cycle time in-
creased and all time parameters had to be adapted
to a 200-ul reagent and injection volume instead
of a 100-u1 volume. On increasing the time for
the replacement step from 20 to 40 min, it was
found that the relative increase in the blank value
was stronger than that of the maximum signal
(Fig. 7D). This indicates that non-specific (anti-
body-releasing) events cannot be neglected. The
release of non-specifically bound antibodies in
pure buffer solution is in fact a washing process.
Simple washing off has different time characteris-
tics to a “real” replacement. The specific replace-
ment is a function of the affinity constant: if the
affinity of the antibodies to the solid phase hap-
ten is low, cleavage of the antibody-hapten com-
plex will occur even when no hapten is present in
solution, as is expected according to the law of
mass action. The cleavage continues until the
equilibrium concentrations (distribution of the
antibody molecules between solid and liquid
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phases) are adjusted. This effect could be termed
a non-specific antibody release: for the specific
replacement concept it is assumed that one atra-
zine molecule present in the sample causes one
antibody molecule to emerge from the beads.
This is only an approximation valid for high-affin-
ity antibodies with a low (virtually zero) equilib-
rium antibody concentration in solution. With
high-affinity antibodies the replacement process
would be slow and hardly observable. In terms of
affinity, a large extent of non-specific antibody
release is a result of a low affinity between the
hapten on the solid phase and the labelled anti-
body. Therefore, an increase in the time allowed
for replacement was not suitable for improving
the detection limit, besides being a disadvantage
owing to the decrease in assay speed. The best
compromise is the set of parameters in Fig. 7C,
with a total cycle time of 75 min.

The influence of assay buffer composition on
the non-specific cleavage of the hapten—antibody
complex was also examined. First, any detergent
present in buffers will lead to an increased blank
fluorescence. Using a citrate—phosphate buffer
(pH 5.0) instead of PBS buffer (pH 7.4) to dilute
the triazine standards, the amount of released
antibodies was much larger (data not shown).
However, this was also true if no analyte was
present in this buffer. Hence the blank value
increased enourmously in the pH 5.0 buffer. As
the acidic buffer is rather an eluent than a buffer,
it cannot be recommended for use in FIA.

Additionally, if the concentration of organic
solvents present in the sample exceeded 1%, the
non-specific cleavage of the hapten—antibody
complex also increased. It was found that the
addition of 1% DMF to the PBS buffer (pH 7.4)
doubled the blank signal. Therefore, it has to be
ensured that the replacement signal observed is
not simply caused by alterations in the buffer or
sample composition. To avoid false-positive assay
results or even artefacts when examining water
samples containing organic solvents, one possibil-
ity is to spike the buffers with ethanol or DMF
prior to use.

To examine the reproducibility of the FIA
signals, triple determinations for each atrazine
concentration were performed. An example is

signal PMT [mV]
16

T

14

121

10

L 1

O A 1
0,01 0.1 1 10 100

c(atrazine) [ug/l}
Fig. 8. Reproducibility of the FIA signals. The error bars
represent the range of triplicate determinations (@) performed
in arbitrary order. All data points were obtained with the
same column, which was only reloaded with fresh antibodies.
A = Blank.

given in Fig. 8. The error bars indicate the range
of three determinations, with range defined as
being equal to two standard deviations. To avoid
systematic errors, the herbicide concentration was
changed after each determination. Thus, high and
low analyte concentrations were applied to the
column alternately. As in the previously de-
scribed experiments, all data points were ob-
tained with the same batch of bead material. The
reproducibility was high with deviations of <
10%. The detection limit, based on three stan-
dard deviations (or 1.5 times the range), was 1 ug
1~

As the FIA set-up consisted of only one affin-
ity column, all steps had to be performed subse-
quently. It is also possible to use several columns
in a parallel mode, switching them alternately
into the buffer and reagent stream: while one
column is loaded with antibodies, another column
can be incubated with analyte, a third one is
rinsed while at the same time a further column
produces a fluorescence peak which is recorded
in the fluorimeter. With this improvement, the
number of samples per hour can be increased
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although the time required for a single determi-
nation remains unchanged. If a sufficiently large
column is used, the reloading step can be omitted
for several subsequent determinations. The ex-
cess of antibodies on the column serves as a
reservoir, and hence the time per FIA cycle can
be decreased significantly to about 20 min.

The use of other hapten derivatives immobi-
lized on the affinity beads would result in alter-
ations in affinity, Preferably, a lower affinity of
the hapten to the antibody is desired, because
with this approach the detection limit for atrazine
might be lowered further.

4. Conclusions

A flow-injection analysis method for triazine
herbicides was developed based on affinity chro-
matography with postcolumn fluorescence detec-
tion. The Eu(II) chelate W8044-Eu was used as
a fluorescent label attached to the anti-triazine
herbicide antibodies. By imitating the FIA condi-
tions in batch immunoassays with the same car-
rier bead material, an appropriate FIA cycle was
developed. With the FIA system, the detection
limit for atrazine was 1 pg 17! and the linear
dynamic range of the calibration graph covered
three orders of magnitude. The affinity column
proved to be stable at room temperature for at
least 2 weeks and provided good data repro-
ducibility. To the authors’ knowledge, this system
is the only FI immunosensor for triazine herbi-
cides based on affinity chromatography that is
reusable without the necessity to remove all bound
species. Additionally, only few systems exhibit a
comparably large dynamic range.
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Abstract

An automatic flow methodology was developed to study the selectivity of analytical flow methods. The
methodology is characterized by its simplicity, rapidity, precision and flexibility. The flow-rate gradient technique
was used to establish interferent concentration gradients along the manifold where the main photometric reaction
took place. By continuously monitoring the absorbance, the maximum tolerated foreign species to analyte concentra-
tion ratio was automatically determined. The aluminium(III)-Eriochrome Cyanine R system was chosen to test the

performance of the new methodology.

Key words: Flow system; Automation; Flow-rate gradient technique; Selectivity

1. Introduction

Selectivity is one of the main analytical proper-
ties on which quality of the analytical results
relies [1]. In contrast to such properties, like
precision and sensitivity, selectivity is difficult to
quantify. A mathematical, essentially theoretical,
approach leading to a definition of selectivity was
developed by Kaiser in 1972 [2]. Interferences can
have various origins. They can be caused by indi-
vidual species as well as by many species acting in
conjunction, giving rise to the so-called “matrix
effects”, which include not only chemical effects,
but also factors such as the ionic strength and

* Corresponding author.
! Present address: Institute for Analytical Chemistry, Vienna
University of Technology, A-1060 Vienna, Austria.

viscosity. As regards flow-injection methods,
Hansen et al. [3] developed an approach to quan-
tifying the interference produced by a foreign
species in the form of a selectivity coefficient.
The flow-rate gradient technique [4] has proved
to be widely applicable for solving ordinary ana-
lytical problems such as those faced in automated
titrations [5,6] or simultaneous determinations
[7,8], as well as less common ones such as those
met in automatic determinations of physico-
chemical parameters [9]. The main advantage of
this technique is the ability to establish concen-
tration gradients within the flow system in an
automatic and reproducible way. By producing
concentration gradients of foreign species in the
chemical system used for a given determination,
one can determine how each foreign species in-
fluences the analytical response, and thus easily
obtain information on the seclectivity of the

0003-2670/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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method concerned. This principle was used in
this work to study, in an automatic way, the
selectivity of the aluminium(III)-Eriochrome
Cyanine R system employed for the photometric
determination of aluminium [10-13].

2. Experimental
2.1. Reagents

A stock solution of aluminium(III) was pre-
pared by dissolving 0.528 g of ANO,),-9H,0
(Merck) in distilled water, adding 17.25 ml of
concentrated HCI and making up to 250 ml. A
3.37x 107> M aqueous solution of Eriochrome
Cyanine R (Merck) was used as reagent, and 0.2
M MES (2-[ N-morpholinolethanesulfonic acid,
from Sigma) as buffer. All interferent solutions
were prepared from P.A. grade chemicals.

2.2. Apparatus

An UNICAM 8625 UV-visible spectropho-
tometer connected to both a Radiometer REC 80
recorder and a personal computer via a serial RS
232C interface was used. This experimental setup
permitted the acquisition and the processing of
the data obtained. A Gilson Minipuls-3 peristaltic
pump controlled by a Commodore-64 microcom-
puter via a laboratory-made interface was used to
provide the flow-rate gradients [4], whereas a
Minipuls-2 peristaltic pump was used to produce
a constant flow-rate. A Tecator TM II chemifold
and a Hellma 178.12 QS flow-cell of 10 mm
light-path and 18 wl inner volume were also used.

2.3. Manifold and procedure

The manifold used is depicted in Fig. 1. The
key to this manifold is the location of the pro-
grammable pump (PP), providing variable flow-
rates, before the conventional pump (CP), oper-
ated at constant flow-rate. This arrangement al-
lowed that the resulting flow-rate through chan-
nel q, (channel of the CP) to be kept constant
even though PP delivered a variable flow-rate,

ild cP
INTERFERENT R, [

9
_—B_\‘," R, COMPUTER
DISTILLED / T
WATER Ry R, i
FARGITH PHOTOMETER
: v
RECORDER

REAGENT

BUFFER
Fig. 1. Manifold used to deliver interferent concentration
gradients and providing a constant flow-rate (g, = 0.9, g, = g,
=g, =0.7 ml min~!; R =200 cm, i.d. = 0.8 mm). For further
details see text.

92

93
94

thanks to the water channel merging with the PP
channel, which equilibrated the resulting flow-
rate. During the work, water was propelled by the
additional channel, and its pH was adjusted to
that of the solution propelled by PP. Doing this
minimizes pH changes caused by running a flow-
rate gradient experiment. The essential condition
was that the maximum flow-rate of PP should be
lower than the flow-rate of the resulting CP chan-
nel. As interferent species were propelled through
PP and the additional water channel always con-
tributed to the difference between the flow
streams of the programmable and constant pump,
an interferent concentration gradient was created
from channel q, of CP with no significant change
in the resulting flow-rate. The interferent concen-
tration gradient stream was then merged with
aluminium, reagent, and buffer streams in succes-
sion. The reaction product was formed in reactor
R, and the effect of interferents was studied
photometrically.

2.4. Performance and calibration of the flow-rate
gradient system

First, a brief study of the resulting flow-rate,
q,, was carried out. By inserting a flow-meter in
the channel, a variation from 0.81 to 0.86 ml
min~! in g, was observed when the PP was
operated between zero and its maximum speed (a
maximum increase in flow-rate g, of 6.2%). Con-
sidering the complete manifold, even this slight
increase in g, vanishes due to the pressure caused
by the manifold after the CP. To increase this
pressure, an additional reactor was introduced
after the flow-cell, so that no change in the over-



B. Lend| et al. / Analytica Chimica Acta 289 (1994) 187-194 189

all resulting flow-rate was observed. Linear flow-
rate gradients were used throughout the work.
The duration of one gradient was roughly 320 s.
A linear relationship between the speed of the
PP (as %) and time was performed, thus interfer-
ent concentration and time data were obtained in
a single experiment. As the concentration of
AI(III) in the system is not changed during the
flow-rate gradient experiment, the establishment
of the foreign species to aluminium ratio was
simple. The experimental setup permitted record-
ing one data point per second and storing the
measurements as a file. The establishment of the
foreign species to aluminium ratio was achieved
using a calibration file stored on the personal
computer.

da and q;; are the respective flow-rates for
AI(IIT) and interferents (time-dependent) as a
percentage of the resulting flow-rate used to cali-
brate the system. Calibration runs were per-
formed by introducing a dye into the system (an
acidic solution of K,CrO, was used), they were
scaled to 1, and a mean of all runs was calculated,
yielding a value f; at every experimental time ¢, ;.
Access to the desired [I]/[Al] (I = interferent)
concentration ratio as a function of the experi-
mental time was realized for every second of the
measurement by a direct relationship between
(1l/[AlD; and ¢ ; using f; from the calibration
runs:

([11/[Al]); = (Cray)/(CRan)fi

Reproducibility studies were conducted over three
consecutive days by scaling measurements to their
maxima and plotting the mean of each day. Fig.
2a shows very good consistency and thus a high
reproducibility of the proposed manifold. Fig. 2b
shows more detailed recordings, while Fig. 2¢
illustrates the variance of deviation from the daily
mean.

3. Results and discussion

There are several methods available for the
determination of aluminitm with Eriochrome
Cyanine R (ECR) that differ essentially in the pH
at which formation of the coloured complex is
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Fig. 2. Calibration plots and reproducibility experiment per-
formed with the manifold used to deliver interferent concen-
tration gradient (a dye was used in this case): plot of the
scaled mean of the calibration runs from three different days
(a); plots of the deviation from the daily mean of the calibra-
tion runs (b); and variance of daily scaled gradients as a
function of the experimental time (c).

monitored [10-13] by measuring the absorbance
at 534 nm.

Reactor coils R, and R, in Fig. 1 were both 60
cm long each (0.5 mm i.d.) and allowed efficient
mixing of aluminium(III) and the interferents.
The influence of the length of the reactor coils
R, and R, was investigated. In R, the mixture
of AI(ITT) and foreign species merged at pH 2.5
(the pH at which the AI(III) solution was pre-
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Fig. 3. Original recordings obtained for the influence of
Fe(IID) (curve A), Pb(II) (curve B), and fluoride (curve C) on
the AI(IID-ECR spectrophotometric signal.

pared) with ECR. The length of this reactor did
not affect the final absorbance, thereby support-
ing our previous assumption that no reaction
between AI(IIT) and ECR occurred at this pH. A

length of 50 cm was chosen for R;. As in R, the
reaction product was formed slowly, increasing its
length increased the measured absorbance. By
using an R, length of 300 cm, a compromise was
made between high sensitivity and rapidity. This
resulted in ca. 20% sensitivity being lost, but the
dead time of the flow-rate gradient experiment
was kept at 70 s.

As noted before, the pH was a key variable. Its
dramatic influence on the final absorbance
recorded was due to the severe pH-dependence
of the absorbance of the excess reagent used. The
reaction was faster in slightly acidic media. Clas-
sical phosphate, and di- or tricarboxylic acid
buffers were unusable with this chemical system
as they severely interfere. MES was chosen as
buffer because of its ideal pK, of 6.1 and its
similarity with ECR. It also provided excellent
results thanks to its high buffering capacity, as
well as enhanced sensitivity. Thus, a 0.2 M MES
buffer of pH 6.3 was finally used. Oscillations in
the pH of the waste channel during each flow-rate
gradient experiment (Fig. 1) were of ca. 0.01-0.04,
but a change of 0.05 in pH resulted in a variation
in absorbance of ca. 0.03, thus showing the enor-

200 —e— Fe(llll —o— Ba(ll)
—o— Ti(lV) —— Ca(ll)
160 —e— Be(ll) ———— acetate
120 —o— Cu(ll) —— HCO4
— Zr(lV) —o— H,PO,
80 x— Coll) ——— MoOZ
a0 —e— Ni(l) —o— WO
r —o— Zn(ll) —x— tartrate
50 ——x— V(V) —x— Cr(lll)
& —x— Mn(l) —+— F
-0 Hg(ll) SI0.%
-80 Na(l) EDTA
Cd(l) —%— citrate
-120 —e— Mg(ll)
-160 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 80 90 100 time (s)

Fig. 4. General overview of the effects caused by the foreign species studied on the AIII)-ECR system.
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Table 1
Classification of interferents with the AIIII-ECR system
according to the type of effect produced

Table 2
Selectivity coefficients, k 5, for the groups I and II of species
listed in Table 1

Group Species Type of effect

Group Species k,; Group Species ki

1 Fe(I1D), Be(ID), Ti(IV), Cu(1l), Severe positive error
Zr(1V)

I Cr(1ID), F~, citrate, tartrate,  Strong negative error
EDTA

1 HCO5, Si0§ -, H,PO,, Negative error
MoO2~, W02~

v Mg(ID), Ca(Il), Ba(II), Cd(II)  Slight negative error

\% Mn(II), Ni(II), Co(II), Zn(1I), Slight positive error
Hg(ID)

\Y| Na(D), K(I), NO3, SO;~

VIl Sn(II), Pb(Il), V(V), acetate

No influence
Not classified
in previous groups

mous influence of pH on the reaction under
study.

The linear range of the calibration graph for
aluminium determination was obtained by per-
forming flow-rate gradient experiments with the
manifold depicted in Fig. 1. A continuous ab-
sorbance vs. aluminium concentration linear
graph was obtained between 0 and 2 pg ml~!
AI(III), with a relative standard deviation (R.S.D.)
of +1.4% for 0.91 ug ml~! (n = 6).

3.1. Study of the influence of foreign species

Over 30 different ionic species were tested by
continuously scanning an interferent to alu-
minium weight ratio up to 1200. The original
recordings obtained for three different species
(Fe(IID), F~, and Pb(II)) are shown in Fig. 3. The
validity of these experiments was limited by the
condition that no precipitation should occur
within the tubes during the process. Otherwise,
results that were difficult to quantify were ob-
tained. By way of example, the recording for
Pb(Il) is given in Fig. 3 (curve B). Unreliable
results can easily be identified by the increase of
absorbance after the PP was stopped (no foreign
species were introduced into the system). This
additional peak after the proper flow-rate gradi-
ent experiment arose from precipitation or from
flushing of adsorbed particles on the tube walls
out the system. This effect was only recorded for
lead, tin, titanium, zirconium and high concentra-

I Fedll) 036 1I Citrate -0.71
Be(ID) 0.20 EDTA -0.18
Cu(Il) 0.16 F~ -0.027
Zr(1V) 0.12 Tartrate  —0.012

tions of ammonium. For the most foreign species
studied the absorbance returned rapidly to its
initial value (signal of the AIJII)-ECR complex)
after the PP was stopped (see Fig. 3). In order to
express the different measurements in a compa-
rable way, the percent error of the signal relative
to that provided by the AIIID-ECR complex
alone was used on the y-axis, whereas the foreign
species the [interferent] /[AI(IID] concentration
ratio was used on the x-axis. Fig. 4 illustrates the
effect of various species on the AI(II)-ECR sys-
tem.

3.2. Classification of foreign species

The effects observed in Fig. 4 were used to
classify foreign species. Six groups were thus es-
tablished, plus an additional, seventh group that
included species which could not be reasonably
classified in any of the previous groups (see Table
.

Like AI(III), group I formed highly coloured
complexes with ECR. These species introduce a

—a— tartrate
—o— cr)
——F

—o— EDTA

Error (%)

—s— citrate

[} 5 10 15 20 25 30 35 40 time (s)

Fig. 5. Graphical results obtained from the flow-rate gradient
experiments for the second group of interferents (see text):
tartrate (A), fluoride (B), chromium(III) (C), EDTA (D), and
citrate (E).
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positive error in quantitative spectrophotometric
methods where ECR is used as complexing
reagent [14]. The selectivity coefficient (ky,;, in
this case) defined by Hansen et al. [3] can be used
to quantify the interference produced by a for-
eign species:

C/,\l =Cxqy+ kAI,ICI

where C,, is the actual concentration of alu-
minium in the sample, C; that of interferent, and
C,, that of AI(III) measured in the presence of
the interferent (I). Table 2 lists the k ,,; obtained
values for the most important interferents. Higher
absolute k,,; values resulted in greater interfer-
ences.

Except for Cr(III), the interferents in group 11
(Table 1) form stable complexes with AI(III) (F~,
citrate, tartrate, and EDTA); hence, they strongly

Table 3

depress the AIII-ECR signal. Citrate posed
the most serious interference in this group (Fig.
5; the greatest k,;; absolute value in Table 2),
whereas tartrate was the least interfering (the
smallest k,,; value in Table 2). The interference
of Cr(IIT) was due to the formation of a complex
with the reagent which resulted in a bathochromic
shift.

Only inorganic acid anions were included in
group IIT (Table 1), which caused a negative
error. Hydrogencarbonate ion was special as it
was the only ion that caused the pH to change
during the flow-rate gradient experiment (6.2-6.3)
and a dramatic signal decrease (as a negative
peak) between 100 and 120 s after the flow-gradi-
ent experiment was started. This anomalous be-
haviour could be due to the pK, value of H,CO,
(6.37 at I =0). The species in groups IV and V

Level of interference for different foreign species expressed as the maximum tolerated ratio of the species studied corresponding to

the aluminium concentration used

Species Reaction time Reaction time Reaction time Reaction time
30s 30s 30s 24 h
1R.S.D. 2 R.S.D. 3RS.D. 3RS.D.

Fe(II) 0.02 0.06 0.09 0.45

Ti(IV) 0.01 0.03 0.06 0.1

Be(ID 0.05 0.1 0.15 1

Zr(1V) 0.1 0.18 0.27 2.5

Cu(Il) 0.1 0.2 0.32 0.25

Ni(I1) 35 6 8 5

Co(IT) 6 11 17 12

Zn(I1) 6 14 22 17

Mn(II) 10 45 150 20

V(V) 30 100 210 75

Hg(IT) 200 > 300 > 300 > 300

Ba(Il) 75 180 480 200

Ca(ID) 80 140 220 > 1200

Mg(ID) 150 300 600 220

Na(D) 1100 > 1200 > 1200 > 1200

Citrate 0.01 0.025 0.04 0.025

EDTA 0.1 0.16 0.23 0.005

Cr(I1D) 0.15 0.27 0.40 0.2

F~ 04 0.8 1.35 3

Tartrate 13 24 3.5 3

Acetate 150 200 260 > 600

WO;~ 1 23 38 45

H,PO, 3 6 8 0.5

SiO35™ 7.5 15 22 0.25

MoOj; ~ 8.5 16 23 > 80

HCO7 23 37 52 50
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gave rise to small errors and can be considered
not to interfere at low concentrations.

One other interesting classification of interfer-
ents can be made in terms of the time at which
analytical readouts were taken. Flow experiments
allow one to distinguish the influence of the
different species assayed after a reaction time of
30 s (a typical reaction time in FIA), when the
AI(IID-ECR complex was not completely formed
and kinetic effects may play a prominent role. A
second readout was taken ca. 24 h later, by which
time equilibrium had been reached. In this way,
the thermodynamic effects of the different species
were compared to their kinetic behaviour. Thus,
the foreign species studied were re-grouped into
different categories. The first new group was
formed by species whose interfering effect in-
creased at equilibrium: citrate, tartrate, EDTA,
F~, Cr(1ID, H,PO,, SiOZ~, Zn(II), Ni(II), Co(I),
Mn(II), Mg(II) and V(V). Cations reacting with
ECR to form coloured complexes were Cr(I111),
Zn(IT), Ni(II), Co(11), Mn(II), Mg(II) and V(V).
The other species form complexes with AI(III)
but do not react with ECR (citrate, tartrate,
EDTA, fluoride, dihydrogenphosphate and sili-
cate). The second group comprised all the species
whose effect was decreased at equilibrium:
Fe(III), Be(I), Cu(ll), Zr(IV), and MoO}~. A
third group was formed by all the species for
which no clear trend was observed: HCOj,
WO2~, Ca(Il), Cd(ID), Ba(Il), Ti(IV) and acetate.

3.3. Quantitation of interferences

The maximum tolerated ratios of foreign
species to analyte were determined as final re-
sults of the work. The ratios depend basically on
how large acceptable errors may be. Three differ-
ent levels were thus defined in terms of precision
of the analytical process. The precision of the
actual analytical determination, expressed as
R.S.D., was compared with the error introduced
by the presence of a foreign species. Three differ-
ent levels were chosen corresponding to one, two
and three times that of the. R.S.D. An R.S.D. of
1.4% was obtained for the reaction under study,
under specified conditions (see above). This re-
sulted in interfering level ranges of +1.4%,

+2.8% and +4.2% of the analytical result being
set (Table 3). For comparison, the results ob-
tained at 24 h for a tolerated error of 3 times the
R.S.D. are given. Based on the levels given in
Table 3 higher concentrations of a foreign species
were tolerated in most cases when the analytical
readout was taken under kinetic rather than equi-
librium conditions. This was specially obvious with
strong masking agents such as citrate, EDTA,
silicate and dihydrogenphosphate. By contrast
higher concentrations of the strong positive inter-
ferents (Fe(III), Be(I), and Cu(II)) were better
tolerated under thermodynamic than under ki-
netic conditions.

4. Conclusions

The proposed automated flow methodology for
studying the selectivity of analytical methods is
potentially applicable to any of the usual chemi-
cals used in unsegmented flow systems. The new
methodology, based on the establishment of in-
terferent concentration gradients improves on ex-
isting flow-rate gradient procedures as the result-
ing flow-rate remains constant throughout the
experiment. The recordings automatically ob-
tained clearly show the interferent to analyte
concentration ratio at which the foreign species
significantly affects the analytical signal used to
determine the analyte. Additional information
from these recordings can be obtained since a
wide interference to analyte ratio range is
recorded in each experiment. This information
allows foreign species to be classified in groups
and each maximum tolerated foreign species to
analyte ratio to be quantified. The proposed
methodology is characterized by its simplicity,
rapidity and precision. Moreover, the information
obtained is referred to the specific experimental
conditions used for the determination of the ana-
Iyte in the flow manifold (kinetic conditions),
against the conventional selectivity information
reported in the literature, which normally in-
volves equilibrium conditions.
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Abstract

A method for the determination of isotopic composition by combined gas chromatography—combustion—isotope
ratio mass spectrometry was examined in order to measure the stable carbon isotope ratios of methane and carbon
monoxide in environmental samples. The factors causing deviations in the observed value of 8'>C were studied by
analysing a mixed gas sample using different furnace temperatures and sample amounts. The calibration procedure
for correcting the measured value is described in detail. The carbon isotopic abundances of gases from biomass
burning were determined. A single determination with an accuracy of ca. 0.5%o0 as §'3C took about 10 min. The
sample consumption was about 0.2 ul at standard temperature and pressure. The proposed method is simpler and

faster than other procedures, permitting a large number of samples to be analysed within a short time while only a
small amount of sample is consumed.

Key words: Gas chromatography—mass spectrometry; Isotope dilution methods; Biomass burning; Carbon isotope
ratio; Methane

1. Introduction and chlorofluorocarbons, are fairly well under-

stood. However, the causes of the increase in

Recently, the concentrations of many atmo- other constituents, such as CH,, N,O and CO,

spheric trace constituents have been increasing in are not well known because there are many dif-

the troposphere [1]. Major causes of the increases ferent sources having various emission strengths
in some trace constituents, such as carbon dioxide [1,2].

Isotopic data for these compounds in the
source gases and in the atmosphere could facili-
tate the understanding of the atmospheric budget
. . ) ) of these compounds [3-7]. For example, the
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effects in the sink reactions. Isotope data could
be useful for evaluating the relative importance
of known sources and for discovering overlooked
sources. The determination of stable isotopic
composition can shed light on the mechanisms
for the production and consumption of these
compounds, because isotope ratios are excellent
tracers [2,5].

A simple and rapid method is desirable for
determining the isotopic compositions of a large
number of samples. Carbon-containing compo-
nents should be converted into carbon dioxide,
prior to mass spectrometric analysis for stable
carbon isotope measurement. This procedure is
conventionally done in a separate vacuum system
involving complicated processes such as separa-
tion, purification and combustion [8,9]. The con-
ventional procedure takes a long time and con-
sumes large amounts of sample. The concentra-
tions of these components in environmental sam-
ples are usually low and samples cannot be con-
veniently obtained and transported in large
amounts.

The recent development of gas chromatogra-
phy—combustion—isotope ratio mass spectrometry
(GC-C-IRMS) allows one to make a carbon

5] o)
FARADAY
CuPS !

' |
VACUUM v2 ) cre
{co,

SAMPLE RG

isotope ratio measurement for volatile organic
compounds on smaller samples without pretreat-
ment. This advance makes the carbon isotope
measurement simplér and faster than with the
conventional method [10-13]. This paper de-
scribes carbon isotope measurements of CH,,
CO and CO, in gaseous environmental samples
with a commercially available GC—C-IRMS sys-
tem. An example of the application of this method
to samples from biomass burning, which is one
important source for such compounds, is also
reported [14].

2. Experimental

The carbon isotope ratio of a sample is com-
monly expressed relative to PDB (Pee Dee
Belemnite from South Carolina, USA; Rppg =
0.0112372 + 0.0000090) {15], using the equation
8C =[(R ~ Rppg)/Rppgl X 1000 (%o), where R
and Rppp are the *C/ 12C isotopic ratios of for a
sample and PDB, respectively. The carbon iso-
topic data in this study are also expressed as
813C.

(b)
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Fig. 1. (a) Schematic diagram of the GC-C-IRMS system and (b) timings of valves on a chromatogram. (a) 1A, sample injection
apparatus; GV, six-way gas sampling valve; L, sample loop (500 w1); DM, digital manometer; P, pressure gauge; CG(S), CG(R),
carrier gases for sample and reference lines, respectively; GC, gas chromatograph with a capillary column; S, splitter, controlling
the carrier gas flow to flame ionization detector or combustion furnace; FT, furnace quartz tube packed with CuQO; OS(S), OS(R),
open splitters for sample and CO, reference; T, cryogenic trap to remove water vapour; CP1, CP2, capillaries for sample and CO,
reference, respectively; RG, reference CO, gas; MS, mass spectrometer. (b) R;, period of V2 opening for recording the isotope
ratio of CO, reference; S;, period of V1 closing, to obtain the peak(s) for sample; P,, period for integrating peaks.
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The system employed for isotopic analysis (Fig.
la) consists of a gas chromatograph (HP5890A;
Hewlett-Packard), an interface with a combustion
furnace (VG Isotech) and an isotope ratio mass
spectrometer (PRISM II; VG Isotech). The
PRISM 1I is a conventional dual-inlet isotope
ratio mass spectrometer equipped with three
Faraday cups to collect ions of m /z 44, 45 and 46
for CO, simultaneously. lon-current peaks for
sample and reference are integrated to calculate
813C values. The Craig correction [16] for mea-
sured 8'*C values has been included in the pro-
gram.

A gas-injection line, assembled with a six-way
valve, pressure gauges and a sampling loop, is
used to inject gas samples quantitatively. The
sample pressure in the sampling loop is measured
by a digital manometer. The six-way valve injects
the gas sample into the GC column. Components
in the sample gas are separated using a capillary
column (Pora PLOT Q, 25 m X 0.32 mm i.d.)
(Chrompack) and then introduced into the flame
ionization detector or the combustion furnace by
opening or closing a split valve in the interface.

Separated carbon-containing compounds are
burnt in the combustion furnace, which is an
electrically heated quartz tube (270 mm X 1 mm
i.d.) packed with CuO particles. The products of
the combustion, CO, and H,0, are carried into a
—100°C cryogenic trap to remove water, while
CO, passes and flows through the capillary into
the ion source of the mass spectrometer. CO,
from a cylinder can be introduced intermittently
into the ion source through another capillary as a
reference (known isotope ratios of C and O)
during the intervals between sample peaks by
arranging so-called “window timing” of the refer-
ence and the sample. This window timing re-
quires the open time of valves in the interface to
be controlled by a computer (Fig. 1b). The carrier
gas was research-grade helium, used as received.
CuO in the combustion furnace was regenerated,
if necessary, overnight at 550-600°C under a small
flow of research-grade air.

Before isotopic analysis, the concentrations of
CH, and CO in sample gases were determined
using a gas chromatograph (Shimadzu GC14A)
equipped with a thermal conductivity detector,

flame ionization detector and a separation col-
umn (molecular sieves 13X, 60-80 mesh, packed
in a 2 mX3 mm id. stainless-steel column).
Those samples which contain concentrations of
CH, and/or CO higher than 2000 u! 17! are
diluted with research-grade nitrogen gas to about
2000 pl 171

Biomass was burnt in the laboratory using a
modified domestic incinerator made of steel. Ex-
haust gases were grab-sampled into 2-1 Tedlar
bags with a diaphragm pump through stainless-
steel pipes which were inserted into the incinera-
tor. The burnt material consisted of stems and
leaves of the pine tree (Pinus densiflora), and
straw and chaff of rice plants, which comprise the
biomass most often burnt in Japan. Exhaust gases
sampled in the bags were transferred to evacu-
ated glass bottles (0.5 1 in volume) within 24 h. It
is noteworthy that low molecular-weight com-
pounds such as CH,, CO, O, and CO, can
penetrate Tedlar film and thus exchange with the
surrounding air [17]. Carbon isotope ratios in the
biomass materials were also determined by IRMS
in combination with a conventional elemental
carbon-nitrogen analyser (Carlo Erba NA1500).

3. Results and discussion
3.1. Combustion efficiency and deviation

A commercially available reference gas mix-
ture (CH, 0.983%, CO, 1.02%, C,H, 0.967%, by
volume in N,) was first analysed with the system
to examine the combustion efficiency of the fur-
nace and the precision of the §'*C measurement
by GC-C-IRMS. Table 1 lists the results of the
observed peak area of m/z 44 ion current and
observed 8°C values for CH, (after conversion
to CO,) and CO, under various analytical condi-
tions. The injection volume was ca. 0.02-1 ul
under the conditions of standard temperature
and pressure {(STP) for each compound.

If CH, were converted completely into CO,
during the combustion, the ratio of the peak area
of m/z 44 ion current for CH, to that for CO,
should be the same as the ratio of their concen-
trations (0.96). Lower ratios of the peak areas
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(Table 1) indicate incomplete combustion in the
furnace. The ratio of the peak areas normalized
by the ratio of their concentrations represents the
combustion efficiency (Table 1). The combustion
efficiency was about 50% at a furnace tempera-
ture of 750°C. The efficiency approaches unity at
800°C, although it is less than 90% when the
sample amount is large. Higher temperatures may
permit a higher combustion efficiency. However,
800°C is the maximum furnace temperature for
the equipment used and was also chosen to pro-
long the lifetime of the CuO particles.

Deviation of §C in the CO, sample can be
regarded as an intrinsic error associated with this
GC-C-IRMS analysis. The 8C data for CO,
(Table 1) indicate an analytical precision of
+0.4%0 (one standard deviation) under these

conditions. Within this analytical precision, this
method gives the same 8C value for CO,, inde-
pendent of the furnace temperature and the sam-
ple amount. In contrast, §°C observed for CH,
shows larger deviations at both 750 and 800°C.
The average 6'>C values for 750 and 800°C are
—299+99 and -—-35.1+2.7%o0, respectively.
This large discrepancy might be caused by incom-
plete conversion of CH, into CO, as mentioned
above.

The 8C of CH, depends on peak area at
both 750 and 800°C (Fig. 2). The dependence of
813C on sample size, is much lower at 800 than
that at 750°C. For example, the change in the
813C is 0.35 and 22%o at 800 and 750°C, respec-
tively, for peak areas ranging from 2x 1072 to
6 X 107® A s. Hence, it is easier to measure CH,

Table 1
Precision of 8'*C measurements for CH, and CO, with combustion efficiency of CH, in the CuO furnace
Furnace CH, CO, Peak-area Combustion
t::mperature Area @ sBc b Area ® sBC® ratio efficiency
€0 (x107%As)  (%0) (X1078A) (%) (CHy/COx) (%)
750 0.232 —44.78 0.421 —24.82 0.552 573
0.868 —38.76 1.709 —25.49 0.508 52.7
0.897 —38.00 1.650 —25.63 0.544 575
1.920 —33.87 3.863 —25.58 0.497 51.6
2.085 —31.87 4.434 -25.19 0.470 48.8
3.750 —25.39 8.580 ~25.60 0.437 453
4.246 —21.86 9.917 —25.88 0.428 44.4
5.360 —16.43 13.28 -26.25 0.404 41.9
5.803 -17.82 14.40 ~25.67 0.403 41.8
Average —299+99 —-256+04 49.0+6
800 1.061 -37.83 1.108 —24.70 0.958 99.4
1.348 —38.03 1.301 —24.79 1.036 107.4
1.728 -37.09 1.671 —24.68 1.034 107.3
3.200 —-36.52 3.823 —24.93 0.837 86.9
3.551 —36.36 3.994 —24.59 0.889 92.2
3.732 -36.22 3.826 —24.69 0.975 101.1
3.946 —36.48 4.875 —25.40 0.809 83.9
4.540 —37.46 5.398 —24.44 0.841 8713
5.337 -35.15 6.465 —25.14 0.826 85.7
6.073 —35.28 7.016 —25.12 0.866 89.9
7.922 —-32.98 9.371 —25.15 0.845 877
8.411 -3231 9.775 —24.85 0.861 89.3
11.060 —30.91 14.570 —25.74 0.759 78.8
11.160 —29.26 14.310 —25.04 0.780 80.9
Average —351+27 -249+03
(-362+08)° (-249+03)° (901 6)°

? Peak area of m/z 44 ion current. ® Real §'3C values are unknown. ¢ The values in the parentheses are the averages and lo
values for the data within the range of peak areas from 2 X 1078 to 6 x 10 8 A s.
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Fig. 2. Results of measurements of 8'°C of CH, in mixed
sample gases at furnace temperatures of 750 and 800°C,
together with the measurements of CH, standard gas ¢c
= —66.5%0) at 800°C. These data were plotted against the
peak areas.

for 6'°C with an acceptable precision at 800 than
at 750°C.

The measurement of the isotopic composition
of CH, in a standard gas sample, for which §*C
had been determined as —66.5%o0 by a conven-
tional method (by courtesy of Mitsubishi Institute
of Life Sciences), gave a reasonable value
(—66.77 + 0.41%0, n = 6) within the above range
of peak area. However, the values became much
lower as the peak area of the m /z 44 ion current
became smaller than 2x 10”8 A s. When the
peak area was very small (<1x 1078 A s), the
deviation from the known reference value in-
creased considerably, as shown in Fig. 3.

These effects can be explained as follows. First,
in the present system, m/z 44, 45 and 46 ion
currents are collected and amplified simultane-
ously. The m/z 45 and 46 ion currents are so

53°C (%)

o 2 p 6

Area (107%A s)
Fig. 3. Measured 8'>C for a CH, standard gas. The known
value of 813C is —66.5%o¢ (dashed line).

small that the programmed calculation of sub-
tracting background current from the observed
current would make the ratio (m/z 45/44)
smaller because of the non-linearity of the system
for small signals. Second, the carbon isotopes
were fractionated during incomplete combustion
of CH, in the CuO furnace. Generally, lighter
isotope species are oxidized more easily and the
product becomes depleted in heavy isotopes. This
is consistent with the measured 8'>C values ob-
tained being smaller than the known value of the
CH, standard. However, if isotope fractionation
were the main factor, it should be enhanced
when the conversion efficiency is low at lower
furnace temperatures or with larger sample
amounts. In fact, the correlation between 83C
value and peak area (Fig. 2) suggests that other
factors affect the §'>C value in this measurement.

It is highly probable that an ion-molecule
reaction occurs in the ion source of the mass
spectrometer. Residual CH, from incomplete
combustion in the furnace is brought into the ion
source and could be ionized.

CH} + CO, - CH, + HCO;

may occur, resulting in the formation of HCO;
ions [18]. Therefore, HIZCO; ions overlap with
BCO; ions in the m/z 45 ion current when
extra large amounts of sample are injected. §°C
values larger than the actual values measured
under the conditions of low conversion efficiency
could be accounted for in part by the contribu-
tion of H'2COJ . Such a process would make the
813C increase greater with increase in peak area
at lower furnace temperature.

Hence it was concluded that the reproducibil-
ity of the measurement of 8'*C with a furnace
temperature of 800°C provides an acceptable pre-
cision for determining the isotopic composition of
CH, provided that both a proper sample injec-
tion and a suitable calibration are made.

On the other hand, as CO is much more easily
converted into CO, than is CH,, there is no
serious combustion efficiency problem for CO. In
this system, when a prepared sample of mixed
CO and CO, was analysed, the ratio of peak
areas (CO/CO,) was always equal to the ratio of
concentrations over a wide range of furnace tem-
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Table 2
813C of CO in a working standard (furnace 700°C, column
—60°C)

Area 813C Area s13¢

(X1078As) (%o0) (X107%A5s) (%0)
5.815 -28.41 3.390 —28.19

10.20 -29.06 8.388 —29.62
6.848 ~28.90 8.068 —28.65
7.434 —29.54 10.88 —28.70
4.676 —28.71 16.06 -29.62
7.994 —28.85

813C average = —28.93%0, 0 = 0.48, n =11,

peratures (550-800°C), which indicates that ade-
quate combustion of CO occurred. The effect of
sample amount of CO on the observed 83C was
examined (Table 2).

In the ion current chromatogram, an extra
peak was often observed that overlapped the CO
peak. By injecting pure nitrogen under the same
analytical conditions, the peak of N,O was con-
firmed to have a retention time close to that of
CO, converted from CO. This indicates that the
extra peak might be due to N,O derived from N,.
Therefore, it is necessary to separate CO from N,
in order to determine the §'3C of CO in an air or
nitrogen matrix sample using this GC-C-IRMS
system. When operating at a column temperature
of —55°C, the peak of N,O from N, appears
clearly ahead of that of CO, from CO (Fig. 4).

3.2. Measurement of samples from biomass burning
and correction of observed data

The concentrations of CH, in burning biomass
samples measured in this study were about one

Table 3

lon current {x10-10 A)
o
z
N

15
Ret co Ret CHa Ref

0.5
' 300 400 500 600

Time (s)
Fig. 4. Enlarged spectrum of the measurement of CO and
CH, mixture in N, at a GC oven temperature of —55°C.

tenth of that of CO (Table 3). Therefore, the
813C values for CH, and CO were measured
separately in order to adjust the amount of sam-
ple injected.

The working standard (wstd, §°C = — 65.6%0)
was prepared with pure methane. Research-grade
nitrogen was used to dilute the pure methane to
2000 ul 171 A typical amount of working stan-
dard injected was 0.4 pl (STP) CH, for a single
measurement. Working standard sample was in-
troduced intermittently during sample analysis.
Measured values can be corrected to exclude the
error caused by incomplete combustion in the
furnace, which resulted in carbon isotope frac-
tionation as described above.

With the definition of 8"C=[{(R - Rppp)/
Rppgl X 1000(%o0), the *C /12C isotopic ratio of a
sample is rewritten as follows:

R = (8"C/1000 + 1) Rppp (1)

As mentioned above, incomplete combustion in
the CuO furnace and the ion source of the mass
spectrometer can cause a deviation in the mea-
sured 83C value from the real value. Therefore,

Characteristics of biomass materials and composition of burning biomass exhaust samples analysed in this study

Sample Biomass material Burning Composition of burning biomass exhaust
Elemental composition Water temperature (°C) 0, CO, N,O CO CH,
C N (%) content %) (%) 1=y (ell™)  (ull™h
(%)
Rice chaff, dry 344 0.28 11 470 20.4 0.51 300 1300 80
Ricestraw, dry 36.9 0.43 18 600-800 11.8 8.83 210 10300 1120
Pinetree, live 532 0.81 36 75-100 20.4 0.58 380 1020 101
(Pinus densiflora) 200-230 19.0 1.76 590 2250 233
200-360 19.2 1.56 690 2960 302
450-520 16.4 4.11 - 5400 570
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the measured >C/'*C ratio for wstd, R peusay
may not be equal t0 Rcy (wqa) the actual value
for the wstd. If the value Rcy ugq) is known, the
ratio of R ,gwsiay 10 Repwseay TEPTESENLS @ cOT-
rection factor for this analysis. Using Eq. 1, the
correction factor a = R, /Rcy, is expressed as

sty = [ 8 Copwstay + 1000]
/[813C cpt usiay + 1000] 2)

for working standard CH,.

When a sample is measured, the same kind of
deviation should occur. Under the same analyti-
cal conditions, it is reasonable to assume that one
can use the same correction factor for sample
CH, as was calculated for working standard CH,
€., Qample)= Awstay Hence the 87C value of
CH, in samples is corrected using the following
equation:

613CCH4(sample) = {[613CCH4(wstd) + 1000]

X [ 8"C pusamptey + 1000]}

X {83C gosiuay + 1000} — 1000
(3)

where 8°Cy camptey a0d 8"°C o campley ar€ the
corrected and the observed 8'3C values, respec-
tively, for the sample concerned. The average of
the three determinations for each sample was
used for 6°C jpgample) The average of the near-
est two observed values for wstd are used as
8C gpgwstay for each sample in the measurement
sequence. The known 813CCH4(WS“,) value was
—65.6%o0.

No correction of the isotopic ratios was made
for CO in the biomass samples (Table 4). The

— Ref Ref Ref
I 60
e - co CH4 CO2
e
Z 40
(=3
3
3
S 20
o
J
500 1000
Time (s)

Fig. 5. Arrangement of peaks for sample and reference to
measure CO, CH, and CO, with one injection. GC column
temperature, — 55°C for 4.6 min, then increased and to 5°C at
70°C min L,

precision of the 8§*C data for CO was 0.5%o
judged from the data in Table 2. Both CH, and
CO in the smoke had fairly close 8§!*C values to
those of the original biomass materials, as shown
in Table 4. It is also interesting that the concen-
tration and 8'3C of CO in the burning pine tree
exhaust increased as the burning temperature
increased, although the reason for the trend is
unknown. Although the samples were not suffi-
cient to study the characteristics of biomass burn-
ing, this system was found to be very useful for
measuring this kind of mixed gas sample, because
a single determination of CH, or CO takes about
only 10 min for the whole procedure from injec-
tion to printing out the result.

3.3. Improvements to the method

If the concentrations of components in a mixed
gaseous sample are similar, it is possible to deter-
mine the isotope ratios of each component with
only one injection. For example, two samples,
mixtures of CO, CH8“C = —65.6%0) and
CO,(8*C = —26.8%0) in N, with concentrations

Table 4

Isotopic composition of carbon in biomass materials and in burning biomass exhaust samples

Sample Biomass material Combustion CO CH,

(%0) temperature (°C) pll ! 813C (%0) all-1 53C (%0)

Rice chaff, dry —26.57+0.13 470 1300 —28.6 80 -

Rice straw, dry -27.75+0.29 600-800 10300 -19.9 1120 -20.5

Pine tree, live —29.80 + 0.96 75-100 1020 -315 101 -

(Pinus densiflora) - 200-230 2250 -31.0 233 —29.7
200-360 2960 -28.4 302 -30.8
450-520 5400 -258 570 —-28.0




202 Y. Zeng et al. / Analytica Chimica Acta 289 (1994) 195-204

80 120
P = L
55 o, 750°C (@) 55 CH, 800°C (b)
P 5'%=-50.9+1.5 = 3'%C=-61.1%0.5 .
& 3
I 410 &
- >
> -60 5 - -60 e Sme® . %
X L2 R ©
o 60 B = * J100
o 8 4 <
w0 ki o -65 P © =
)
. ° %0 ] 50 8 2. & © 0ogo © coz;o 10 §
(o]
7o} of
>
L L 1 L 40 1 1 1 80
0 2 4 6 8 10 0 10 20 30 40
Area (10°A's) Area (10~°A s)
120 120
CoMe 750°C (c) CoMe 800°C (d)
3'C--29.20+0. 4 — 3'%=-28.04+0.3 -
-20 {110 & 20 1110 &
>
3 g 2 oo
> 2 E o B2o fo—a|
~ ~ [8)
o -25F {100 © o BF® © o {100 ®
2 8 ] e O S
%) o Z o =
s o ek d L 8
D p
:) 1 A L 1 1 L 80 L 1 ol 1 80
0 5 10 15 20 25 30 35 0 20 . 40 60 80
Area (1078As) Area (107%A s)
L €02 750°C (e) C02 800°C (f)
313C=-25. 24+(. 3 3'3C=-24.69%0. 5
20} -20
£ N .
N = o W
o -25 ‘p‘—%—'—‘—o;.—.—*f'ﬁ ® e -
o r 0o ™
30 F =30k
i 1 i 1 L L 1
0 5 10 15 20 0 10 20 30 40 50
Area (107%A s) Area (107°A s)

Fig. 6. Correlation between the observed 5'>C value and combustion efficiency vs. peak area at furnace temperatures of 750 and
800°C. Solid circles indicate 8'>C of (a, b) CH,, (c, d) C,H{ and (e, f) CO,. Open circles indicate the combustion efficiency. The
513C data are average values for the points having peak areas larger than 2 X 1078 A s. (a) CH, at 750°C; (b) CH, at 800°C; (c)
C,H, at 750°C; (d) C,H, at 800°C; (e) CO, at 750°C; (f) CO, at 800°C.

of 2000 p117!, were analysed. The initial temper- temperature was raised to 5°C at 70°C min~L
ature of the GC column was kept at —55°C for Subsequently, the peaks of CH, and CO, could
4.6 min to separate CO from N,, then the column be recorded within 15 min (Fig. 5). A higher GC



Y. Zeng et al. / Analytica Chimica Acta 289 (1994) 195-204 203

Table 5

Measurement of mixed samples in one injection

Canister  8'3C (%o)
CO CH,? co,?

A —27.58 —63.96 —26.47
—-27.74 —64.30 —-26.27
—-27.90 —65.66 -27.97

Average —27.74£0.2 —64.6+0.9 —269+0.9

B —27.52 —64.84 —26.52
—27.88 —65.13 —26.26
—27.98 —65.08 —26.19
—27.89 —64.37 —26.87

Average —27.8+0.2 —-64.9+03 -26.5+0.3

2 §13C vaiues of CH , and CO, should be —65.6 and — 26.8%o,
respectively.

column oven temperature makes the peaks of
CH, and CO, elute faster, but with a higher
background. Data from simultaneous measure-
ments (Table 5) show almost the same precision
level for each component as for separate mea-
surements (Tables 1 and 2). It is also found that
observed 8'*C values of CO, and CH, are very
close to the values expected. These data (Table 5)
were obtained by the analysis of about a 0.4-ul
sample amount (STP) for each component with a
CuO furnace temperature of 800°C. It is obvious
that it takes less time for simultaneous measure-
ments than for separate measurements.

It is important to keep the oxidant (CuO) in
good condition, particularly when CH, is deter-
mined. The relationship between the observed
813C and combustion efficiency was scrutinized
carefully. When the granular CuO packed previ-
ously was replaced with a new type of fresh CuO
(columnar type, 0.5 mm i.d. and a few mm long),
the combustion efficiency improved and an ex-
tended range of sample amount giving stable
combustion efficiencies was obtained. Fig. 6 shows
the results of combustion experiments with an-
other standard gas mixture of CH,, CO, and
C,H, in N, gas. The combustion efficiency at
750°C is still poor for CH, and the observed
values of 813C became greater with increase in
the amount of sample injected (Fig. 6a), owing to
the contribution of H!2CO3* produced from the
ion reaction mentioned above. The combustion
efficiency for CH, was around 55% in this in-

stance whereas that for C,H¢ was ca. 95% at the
same temperature. When the combustion effi-
ciencies are larger than 90% for both CH, and
C,Hg, namely at a furnace temperature of 800°C
for CH, and at 750 and 800°C for C,H,, the
observed §°C of CH, and C,H; remain con-
stant within the whole experimental range of
sample amount. The effect of the ion-molecule
reaction is removed and the dominant factor be-
comes the isotopic discrimination (lighter isotopic
molecules react more readily). As a result, the
observed values of 8'3C of C,H at 750°C appear
slightly more negative than the values at 800°C.
However, the difference is smaller than with CH ,,
as C,H is more easily converted into CO,, even
at lower furnace temperatures.

The standard deviation of §3C of CO, (Fig. 6)
shows the precision of the system excluding the
effects of combustion efficiency. Without conver-
sion, CO, passes directly through the furnace
into the ion source. Therefore, the observed val-
ues at both 750 and 800°C are nearly constant,
regardless of the furnace temperature and sample
amount, the deviation is 0.3 and 0.5%0 at 750 and
800°C, respectively. This precision is worse than
when this system is used as a conventional dual-
inlet mass spectrometer, implying other interfer-
ences. The background level is a few percent
relative to sample signal intensity at a GC oven
temperature of 30°C. However, the background
increases with increasing oven temperature and
reaches an intensity similar to that of the sample
signal. Although the background values will be
subtracted from the sample signals during calcu-
lation, background fluctuations will greatly affect
the precision of the observed value. In order to
decrease the background noise, it would be help-
ful to use a suitable column from which less
organic compound is flushed out and converted
into CO, in the furnace.

4. Conclusion

Compared with the conventional method,
GC-C-IRMS has an advantage of simplicity and
speed so that a large number of samples can be
analysed within a shorter time while smaller
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amounts of sample are consumed. However, the
present data show that further improvements in
precision are necessary, especially for environ-
mental samples of low concentration.

5. Acknowledgements

The authors thank Dr. N. Yoshida (Toyama
University) for helpful discussions and Dr. A.
Sugimoto (Center for Ecological Research, Kyoto
University) for providing the standard CH, gas
and helpful discussions. The authors also are
grateful to Dr. A. Tanaka (National Institute of
Environmental Studies) and Dr. T. Nakamura
(Tokyo University of Fisheries) for providing fa-
cilities in the GC-C-IRMS laboratory and Dr.
H. Moritomi and Dr. Y. Suzuki (National Insti-
tute of Resource and Environment) for their co-
operation in carrying out the biomass burning
experiments.

6. References

[1] R.T. Watson, H. Rodhe, H. Oeschger and U. Siegen-
thaler, in J.T. Houghton, G.J. Jenkins and J.J. Ephraums
(Eds.), Climate Change, the IPCC Scientific Assessment,
Cambridge University Press, Cambridge, 1990, p. 1.

{2] R.J. Cicerone and R.S. Oremland, Global Biogeochem.
Cycles, 2 (1988) 299.

[3] S.C. Tyler, J. Geophys. Res., 91 (1986) 13232.

[4] S.C. Tyler, J. Geophys. Res., 92 (1987) 1044.

[5] S.C. Tyler, P.R. Zimmerman, C. Cumberbatch, J.P.
Greenberg, C. Westberg and J.P.E. Darlington, Global
Biogeochem. Cycles, 2°(1988) 341.

[6] C.M. Stevens and A. Engelkemeir, J. Geophys. Res., 93
(1988) 725.

[7] CM. Stevens. and F.E. Rust, J. Geophys. Res., 87 (1982)
4879,

[8] C.M. Stevens. and L. Krout, Int. J. Mass Spectrom. Ion
Phys., 8 (1972) 265.

[9] D.C. Lowe, and C.A.M. Brenninkmeyer, S.C. Tyler and
E.J. Dlugkencky, J. Geophys. Res., 96 (1991) 15455.

[10] M. Bjorgy, K. Hall, P. Gillyon and J. Jumeau, Chem.
Geol., 93 (1991) 13.

[11] P.A. Eakin, A.E. Fallick and J. Gerc, Chem. Geol., 101
(1992) 71.

{12]) M. Desage, R. Guilluy, J.L. Brazier, H. Chaudron, J.
Girard, H. Cherpin and J. Jumeau, Anal. Chim. Acta,
247 (1991) 249.

[13] K.J. Goodman and J.T. Brenna, Anal. Chem., 64 (1992)
1088.

[14] P.D. Quay, S.L. King, J. Stutsman, D.O. Wilbur, L.P.
Steele, 1. Fung, R.H. Gammon, T.A. Brown, G.W. Far-
well, P.M. Grootes and F.H. Schmidt, Global Bio-
geochem. Cycles, 5 (1991) 55.

[15] J. Koziet, A. Rossmann, G.J. Martin and P.R. Ashurst,
Anal. Chim. Acta, 271 (1993) 31.

[16] H. Craig, Geochim. Cosmochim. Acta, 12 (1957) 133.

[17] S. Okada and M. Tezuka, J. Jpn. Assoc. Pet. Technol., 54
(1989) 1.

[18] D. Smith and N.G. Adams, Int. J. Mass Spectrom. Ion
Phys., 23 (1977) 123.



ANALYTICA
CHIMICA
e ACTA

ELSEVIER Analytica Chimica Acta 289 (1994) 205-213

Determination of arsenic compounds in water samples by liquid
chromatography-inductively coupled plasma mass spectrometry
with an in situ nebulizer—hydride generator
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Abstract

A preliminary study of an in situ nebulizer-hydride generator as a sample introduction device for an inductively
coupled plasma mass spectrometry (ICP-MS) system is described. The samples were ionic arsenic compounds that
had undergone chromatographic separation before injection into the hydride generator. L-Cysteine was used instead
of potassium iodide as the prereductant. Only mild treatment with nitric acid was necessary to obtain a satisfactory
hydride efficiency. The sensitivity, detection limits and reproducibility of a liquid chromatographic (LC)-ICP-MS
system with a hydride generator were comparable to or better than an LC-ICP-MS system with conventional
pneumatic nebulization or other sample introduction techniques. The limits of detection for various arsenic species

were in the range 11-51 ng 1™ 1. The concentrations of various arsenic species in several natural water samples were
determined.

Key words: Liquid chromatography; Inductively coupled plasma MS; Arsenic; Hydride generation; Speciation;
Waters

1. Introduction the environment depending on the nature of the

mixture. Information about the various species in
a sample can be obtained by a newer form of
chromatographic separation with element-selec-
tive /specific final detection.

In recent years, it has become recognized that
trace metal determinations must involve true
metal speciation determination in addition to to-

tal metal determination. Biological, biomedical
and toxicological properties depend on the spe-
cific form in which the metal is present, and
combinations of metals have different effects on

* Corresponding author.

Several reports of liquid chromatography (L.C)
coupled with inductively coupled plasma mass
spectrometry (ICP-MS) for metal speciation de-
termination have appeared [1-11]. In most LC-
ICP studies, a conventional pneumatic nebulizer
(PN) was employed as the sample-introduction
device, although a nebulizer of this type suffers
from poor efficiency.

0003-2670/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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The hydride generation (HG) sample-introduc-
tion technique has been applied in several LC-
ICP-MS applications for arsenic speciation deter-
mination [12,13]. The use of HG with a gas—liquid
phase separator has several advantages. However,
a major drawback of these approaches for ICP-MS
analysis is that the acid used for the arsenic
hydride generation, HCl, forms the molecular
ion, ArCl™*, which interferes with the determina-
tion of arsenic, even when a membrane gas sepa-
rator is used [14]. In this work, a simple continu-
ous-flow hydride generation system without a
conventional gas—liquid phase separator was em-
ployed as a sample-introduction device for LC-
ICP-MS. An in situ nebulizer-hydride generator
has been successfully used in ICP atomic emis-
sion spectrometry [15]. With this system, only a
minor and inexpensive modification of existing
standard equipment was required. Further, L-cy-
steine was employed as the prereductant, so only
a mild nitric acid treatment was required for
hydride generation [16-18]. These combinations
significantly decreased the interference by ArCl™*
molecular ions.

In this study, ionic compounds containing ar-
senic were separated by reversed-phase L.C with a
tetrabutylammonium salt as the ion-pairing
reagent. The eluate from the LC column was
delivered to the hydride generation system and
an ICP-MS instrument for arsenic determination.
The sensitivity, detection limits and reproducibil-
ity of the LC-ICP-MS system with a hydride
generator were compared with those obtained
with a conventional LC-ICP-MS system with a
pneumatic nebulizer. The optimization of the hy-
dride generation LC-HG-ICP-MS technique and
its analytical feasibilities, and also its application
to the determination of arsenic in riverine water
reference sample SLRS-2 and several other natu-
ral water samples, are described in this paper.

2. Experimental

2.1. ICP-MS device and conditions

An ELAN 5000 ICP-MS instrument (Perkin-
Elmer SCIEX, Thornhill, ON, Canada) was used.

Table 1
Instrumentation and conditions

Plasma conditions
R.f. power « 1100w
Plasma gas flow-rate 14 1 min~
Intermediate gas flow-rate 0.9 1 min '

1

Acrosol gas flow 0.75 Imin~!
Mass spectrometer settings
Bessel box lens 1095V
Bessel box plate lens —65.90V
Photon stop lens -1005V
Einzel ienses 1 and 3 297V
Resolution Normal
Dwell time 100 ms
Sweeps per reading 2
Reading per replicate 1
Replicate time 200 ms
Points per spectral peak 3
LC conditions
Column Vydac 201TP Cyg, 5 pm,

250 mm X 4.6 mm i.d.

1.0 ml min~!

2% methanol-

1 mM tetrabutylammonium
phosphate-2 mM ammonium
acetate (pH 5.99)

Mobile phase flow-rate
Mobile phase

Samples were introduced with a cross-flow pneu-
matic nebulizer with a standard Scott-type spray
chamber without a cooling system. ICP conditions
that maximized the arsenic ion signal were se-
lected. A solution of 10 ug 17! arsenic in the
mobile phase (to be used for subsequent chro-
matographic separations) was continuously intro-
duced into the hydride generator. The sensitivity
of the instrument may vary slightly from day to
day. The operating conditions used throughout
this work are summarized in Table 1.

The data acquisition parameters used for this
study are given in Table 1. The element-selected
chromatograms were recorded in real time and
stored on hard disk with “graphic” software. The
dwell time, sweeps per reading and readings per
replicate parameters were set so that each data
point could be obtained in about 1 s.

2.2. Chromatographic apparatus and conditions

A dual-piston LC pump (Hitachi 1.-6200), an
injector (Rheodyne Model 7125) and various
columns comprised the LC system. Samples were
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loaded with a syringe on to a 200-x1 sample loop.
All separations were performed at room temper-
ature under isocratic conditions. Separations were
attempted with several combinations of column,
organic modifier concentration, type and concen-
tration of counter ion and pH. The conditions
given in Table 1 are those which yielded the best
chromatographic resolution for the various sets
tested. The column outlet was connected to the
hydride generation device with Teflon tubing (Fig.
1). The total volume from the column to the
spray chamber was only about 0.5 ml.

2.3. Hydride generation system and conditions

A simple and inexpensive continuous-flow in
situ nebulizer—hydride generation sample-intro-
duction system was coupled with LC-1ICP-MS for
arsenic speciation determination in water sam-
ples. A schematic diagram of the LC in situ
nebulizer—hydride generation system is shown in
Fig. 1. Effluent from the hydride generation sys-
tem was delivered to the pneumatic nebulizer
with Teflon tubing and then introduced into ICP-
MS instrument for arsenic determination.

The operating conditions for hydride genera-
tion were optimized using a flow injection (FI)
method. The LC pump and column were re-
moved from the system during these studies. A
simple FI system was used for all of the FI work
performed in this study. It was assembled from a
six-port injection valve (Rheodyne Type 50) with
a 200-u1 sample loop. Arsenic(IIT) and arsenic(V)
show different behaviours and different sensitivi-

ties in the arsine generation process. Because the
hydride generation efficiency of arsenic(V) is
worse than that of arsenic(III) [19], arsenic(V)
was chosen as the model to optimize the operat-
ing conditions of the hydride generation system.
A 10 g 17! stock standard solution of arsenic(V)
was prepared. This solution was then loaded into
the injection loop and injected into the hydride
generation system. Several operating parameters
affected the efficiency of hydride formation. The
concentration of acids, type and concentration of
prereductants, temperature and volume of mixing
coil and the concentration of sodium tetrahydrob-
orate (NaBH,) were studied to establish the opti-
mum conditions.

2.4. Reagents

Analytical-reagent grade chemicals were used
as received. L-Cysteine was purchased from TCI
Chemical (Tokyo) and arsenic(II1), arsenic(V) and
dimethylarsenic acid (DMAA) from Alfa Chemi-
cal (Danvers, MA). Monomethylarsonic acid
(MMAA) was obtained from Dr. M.S. Yang (Na-
tional Tsing Hua University, Hsin Chu, Taiwan).
Standard solutions containing 1000 mg 1! (as the
element) of each individual species were pre-
pared. These standard solutions were combined
and diluted with deionized water obtained with
Milli-Q water-purification system (Millipore).

The mobile phases were prepared by dissolv-
ing the ion-pairing reagent tetrabutylammonium
phosphate (TCI Chemical) and ammonium ac-
etate in LC-grade methanol and deionized water

200 uL
injector
2% MeOH 'm. column
1 mM TBAPO, LC Pump D ST ;8:}1 AL coll B
2 mM NH,OAc u 200 ul = I
1% L-cysteine @— Nebuatizer. |~ To ICP-MS
0.25M HNO;, % °C
0.5% NaBH,

in 0.02 M NaOH

Peristaltic Pump

(1 mL/min)

Fig. 1. Schematic diagram of the LC-HG system.
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to the desired concentration. Riverine reference
material SLRS-2 (National Research Council of
Canada, Ottawa) was injected without any sample
pretreatment.

3. Results and discussion
3.1. Selection of hydride generation conditions

As tri- and pentavalent arsenic show different
behaviours and different sensitivities in the arsine
generation process, it is preferred to reduce ar-
senic(V) to arsenic(III) with prereducing agents
before arsine generation. The most popular pre-
reductant is potassium iodide, but it can only be
used in strongly acidid media [20,21]. Further,
Haring et al. [21] reported that when potassium
iodide is used as the prereductant it may take
4-5 h at room temperature to reduce arsenic(V)
to arsenic(III) completely.

In this study, L-cysteine was employed as the
prereductant. Fig. 2 shows the area of the flow-in-
jection peak as a function of L-cysteine concen-

3.5
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Fig. 2. Effect of L-cysteine concentration on arsenic(V) signal.
As concentration, 100 ug 1= HNOj; concentration, 0.2 M;
NaBH, concentration, 0.5% in 0.02 M NaOH. All the solu-
tion flow-rates were set to 1.0 ml min~!. All the data are
relative to the first point. The error bars shown in this and
subsequent figures represent the standard deviation for three
measurements.
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Fig. 3. Effect of acid concentration on the arsenic(V) signal.
L-Cysteine concentration, 1%; NaBH, concentration, 0.5% in
0.02 M NaOH. All the data are relative to the first point.

tration. As the L-cysteine concentration in-
creased, the peak area slowly increased. Because
the deposition of solid carbon on the sampling
orifice also increased with increasing concentra-
tion of L-cysteine, a compromise concentration of
1% (w/v) L-cysteine was used in subsequent ex-
periments.

The acid concentration is critical in the deter-
mination of arsenic by hydride generation, hence
the effect of acid concentration on the generation
of arsine in the presence of L-cysteine was investi-
gated. The results are shown in Fig. 3. In the
presence of L-cysteine, arsine production reaches
a maximum at an acid concentration of 0.25 M.
The low acid concentration required for this tech-
nique was an advantage for ICP-MS analysis, as
relatively small amounts of hydrogen were pro-
duced compared with the amount generated at
high acid concentrations.

Fig. 4 shows the area of the flow-injection
peaks as a function of the temperature of mixing
coil A. As the temperature increased, the peak
area increased. An increase in the mixing coil
temperature could promote the reduction of ar- -
senic(V) to arsenic(II). For subsequent experi-
ments, the temperature was set at 95°C. Although
not illustrated here, it was found in other experi-
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Fig. 4. Effect of mixing coil A temperature on arsenic(V)
signal. Other hydride generation operating conditions are
given in Fig. 1. All the data are relative to the first point.

ments that the volume of the mixing coils did not
affect the arsenic(V) signal significantly.

The optimum sodium tetrahydroborate con-
centration was 0.5%, as shown in Fig. 5. This
concentration is much lower than that used in the
conventional method. When the sodium tetrahy-
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Fig. 5. Effect of sodium tetrahydroborate concentration on
arsenic(V) signal. Other parameters are given in Fig. 1. All
the data are relative to the first point.

droborate concentration increased, the amount of
hydrogen generated also increased as well, which
appears to have a detrimental effect on the ICP-
MS system. When the concentration was higher
than 0.5%, the ion signal decreased.

As detection was performed in a flow system,
the reduction of arsenic(V) to arsenic(III) was
incomplete; the arsenic(V) signal was only about
20% of the arsenic(II1) signal. Brindle et al. [17]
reported a system in which As(V) was completely
reduced to As(ITI) when HCl (or HNO;) was
used. A summary of the optimum operating con-
ditions for the hydride generation system is given
in Fig 1.

3.2. Selection of ICP and LC operating conditions

The effect of an organic solvent on the plasma
is generally to decrease its excitation properties
significantly [22-25]. Although the signal of As™
increased when a small amount of organic solvent
was present [26,27], the analyte sensitivity de-
creased as the concentration of the organic modi-
fier in the mobile phase increased to a certain
level. Therefore, chromatographic conditions
were selected that minimized the concentration
of the organic modifier.

The performance of an ICP-MS device is
strongly dependent on the operating conditions
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Fig. 6. Effect of aerosol gas flow-rate on arsenic(V) ion signal.
All the data are relative to the first point.
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[28]. The two key parameters are the aerosol gas
flow-rate and the plasma forward power. The
dependence of the arsenic ion signal on the
aerosol gas flow-rate is depicted in Fig. 6. Al-
though not illustrated here, the dependence of
the arsenic ion signal on the plasma forward
power is similar to that reported previously
[28,29].

3.3. Arsenic speciation determination

A typical chromatogram of a solution contain-
ing 80 pg each of arsenic(III), arsenic(V), MMAA
and DMAA is shown in Fig. 7. All four species
were fully resolved and the separation was com-
plete in less than 10 min. The background at m /z
75 was increased when HG sample introduction
was used, which could be due to contamination
by traces of arsenic of the reagents (NaBH, and
NaOH) used for hydride generation. Peak-area
measurements indicated that the response for
arsenic was different for these four arsenic
species. This may be attributed to variation of the
hydride generation efficiency of the various ar-
senic species. Similar results were observed when
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Fig. 7. Arsenic-selective chromatogram for As(III), DMAA,

MMAA, and As(V); each species present at 0.40 ug 1~!. LC

conditions are given in Table 1. Background = 810+ 40 counts
-1

s~ L

Table 2
Calibration parameters (0.2—-10 wg 1=!) for various arsenic
species

Parameter  As(III) DMAA NMAA As(V)
A 9800 6200 3800 2200

rb 0.9994 0.9993 0.9989 ~  0.997
D.L. 11 18 29 51
R.T.¢ 3.2 5.1 6.8 9.8

2 Sensitivity (counts s~! ug~! ).

b Regression coefficient.

¢ Detection limit (ng 17 1). Defined as concentration of analyte
that gives a peak height equivalent to three times the standard
deviation of the background. Sample loop, 200 wl.

4 Retention time of the LC elution peak (min).

the analyte was determined in the flow-injection
mode.

Reproducibility was determined using seven
injections of a 10 wg 17! test mixture. The rela-
tive standard deviation of the peak heights was
less than 5% for all the species, which is similar
to the precision obtained in previous ICP-MS
experiments with LC separations using a conven-
tional pneumatic nebulizer [28]. Calibration
graphs based on peak heights were linear for
each arsenic compound in the range tested (0.2—
10 g 171). The detection limits were calculated
from these calibration graphs and based on the
amount (or concentration) necessary to yield a
net signal equal to three times the standard devi-
ation of the background. The absolute detection
limits were 2.2-10 pg, which corresponds to rela-
tive values of 11-51 ng I™! (see Table 2). These
results are compared with those for other similar
techniques in Table 3. Overall, the detection lim-
its obtained in this work are better than previous
results with similar techniques.

3.4. Determination of arsenic in water samples

In order to demonstrate that the system works
in practical analyses, several natural water sam-
ples were analysed. A riverine water reference
sample (SLRS-2) was used as a standard refer-
ence. A 200-ul injection of the riverine water was
analysed for arsenic without dilution using the
LC-hydride generation system. The chro-
matogram obtained is shown in Fig. 8. There is a
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Table 3
Detection limits of the various arsenic species (ug 171)

Method As(IIl  DMAA MMAA As(V)
LC-HG-ICP-MS ? 0.011 0.018 0.029 0.051

LC-HG~ICP-MS ® 0.46 - -
LC-DIN-ICP-MS ¢ 1.2 1.2 1.0 1.2

LC-PN-ICP-MS ¢ 7 3 3 3
LC-PN-ICP-MS ¢ 20 8 20 10
LC-HG-ICP-AES ' 50 105 - 50
LC-HG-AAs ¢ 1.0 4.7 1.2 1.6

# This work, 200-u1 sample loop.
b[14].

¢[1], DIN = direct-injection nebulizer.
916], PN = pneumatic nebulizer.

¢ [7].

£130).

£[31].

slight difference in retention times between the
chromatograms shown in Figs. 7 and 8, which
could be due to the injection of a highly acidic
sample. As shown in Fig. 8, no significant peak
was observed at m/z 77 (Ar¥’Cl* and 7'Se™),
which indicates that ArCl™ did not interfere. The
major arsenic species in the water sample was
arsenic(V), as shown in Fig. 8. Smaller amounts
of arsenic(IIl), MMAA and DMAA were also
detected. The amount of arsenic present in each
of the four species was determined by the stan-
dard addition method and the results are given in
Table 4. These results agree with the certified
value. It should be metioned that the certified
value for arsenic in the sample is given for total
arsenic only.

3500

3000 L DMAA
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2000 As(111)

1500

1000

500 -
[ m/z=77

Count Rate (counts/sec)

Il Il | 1 n 1

0 2 4 6 8 10

Retention Time (min)

DMAA
8000 [ (b)
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6000

As(III)

5000 —
4000 i
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2000 [

1000
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O 4 1 Il n ! " i I L
g 2 4 & &8 10

Retention Time (min)
Fig. 8. (a) Arsenic-selective chromatogram of SLRS-2 riverine
water reference sample; (b) chromatogram after spiking with
0.40 g 17! arsenic mixture. LC conditions are given in Table
1. Concentrations of each arsenic species are listed in Table 4.

Table 4

Concentrations (pg 1~1) of arsenic species in natural waters as measured by LC-HG-ICP-MS

Sample As(IID DMAA NMAA AS(V) Reference
value

SLRS-2 0.05 +0.01 0.13+0.01 0.10 + 0.01 0.44 + 0.02 0.77 £ 0.09 ®

Underground water 0.04 +0.01 0.05 + 0.01 0.08 + 0.01 4.08 + 0.05 -

Tap water 0.020 + 0.003 0.10 £ 0.01 0.11 + 0.01 1.45 +0.03 -

Spring water - - - 0.28 + 0.02 0.29+0.02 ®

Values are means + standard deviations for a minimum of three injections of each solution.

2 NRCC certified value, total arsenic concentration,

b[32), Total arsenic concentration, determined by flow-injection ICP-MS after preconcentration on Dowex 1-X8 resin.
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Fig. 9. Chromatogram of underground water taken from Na-
tional Sun Yat-Sen University. LC conditions are given in
Table 1. Concentrations of each arsenic species are listed in
Table 4.

Black-foot disease is common on the south-
western coast of Taiwan and arsenic pollution of
water is suspected to cause this skin disease.
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Fig. 10. Chromatogram of tap water taken from National Sun
Yat-Sen University. LC conditions are given in Table 1. Con-
centrations of each arsenic species are listed in Table 4.
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Fig. 11. Chromatogram of spring water taken from Kaohsiung
County. LC conditions are given in Table 1. Concentrations of
each arsenic species are listed in Table 4.

From previous arsenic speciation determinations,
we demonstrated that the LC-HG-ICP-MS
method could provide a reasonable detectability
for different arsenic species. Several water sam-
ples were collected from different locations in the
Kaohsiung area and analysed by LC-HG-ICP-
MS. Typical chromatograms of the water samples
are shown in Figs. 9-11. Arsenic(V) is the major
arsenic species in all the samples. Two other
peaks, which did not correspond to any of the
four standards used, were also present. Different
species were determined by the standard addition
method (see Table 4). The precision was better
than 20% for all the determinations. These re-
sults are much lower than the arsenic content of
polluted underground water reported previously
[33].
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Abstract

The determination of -7 HT (I) by potentiometric stripping analysis (PSA) has been stude}gd‘ Fffects of experimental
variables such as the plating, deposition and stirring regimes, and the amount of 0x1dant are described. After
optimization of the relevant experimental variables, an amount of 0.35-10~° mol/1 Tl+ was measured in river

Rhine water.

Key words: Potentiometry; Stripping voltammetry; Thallium; Rhine water; Waters

1. Introduction

Thallium is a toxic metal that is introduced in
the environment mainly as a waste from the pro-
duction of lead, zinc and cadmium, and by coal
combustion [1-3]. Thallium and its compounds
are used in optical systems and in chemical syn-
thesis. Little is known about its systematic occur-
rence in natural waters. Occasionally, concentra-
tions of thallium in sea water and in rainwater
have been reported to be less than 0.5-107°
mol /1 [4-6]. Under E, and pH conditions usually
found in natural waters, T1* is considered to be
the predominant thallium species [1]. To deter-
mine the low thallium concentration in natural
waters, electroanalytical stripping techniques are
potentially suited [7,8]. Voltammetric techniques,

* Corresponding author.

such as differential pulse anodic stripping voltam-
metry (DPASV), may be hampered by interfer-
ences due to adsorption at the electrode of or-
ganic matter present in natural waters, whereas
potentiometric stripping analysis (PSA) is ex-
pected to be not so sensitive in this respect [9,10).
In this study, the potentialities of PSA for the
determination of T1* in natural waters have been
studied. Effects of experimental variables such as
the plating, deposition and stirring regimes, and
the amount of oxidant are described. After opti-
mization of the relevant experimental variables,
the concentration of T1* in river Rhine water
samples has been measured.

1.1. Potentiometric stripping analysis

Potentiometric stripping analysis is a two-step
technique consisting of an electrolysis step and a
stripping step. The electrolysis step, commonly
performed using a mercury film-coated glassy car-

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved

SSDI 0003-2670(93)E0653-0
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bon electrode, is a preconcentration step in which
metal ions are reduced to free metal and de-
posited as amalgam at the working electrode. The
electrolysis process is primarily controlled by the
concentration and the diffusion coefficient of the
metal ions involved, and the thickness of the
diffusion layer at the working electrode as im-
posed by the stirring regime. The measurements
are made in the stripping step during which the
metals are reoxidized. The reoxidation is essen-
tially a chemical process: during the stripping
phase the electric circuitry is interrupted, and a
chemical oxidant, such as oxygen or Hg?™" ions,
will establish the reoxidation. The change in the
electrode potential E with time during the reoxi-
dation process is monitored. Computerized
equipment enables to sample the potential up to
30 000 times per second. Integration of the d¢/d E
function between two plateau values of the po-
tential yields the total stripping period ¢ for the
metal investigated.

An expression of the stripping period fg given
in [8], can be simplified to:

tS~k{[Tl+]*'tD/dD]{[OX]/dS}—I (1)

where k is a constant, in which a number of
physical constants are incorporated such as the
diffusion coefficients of thallium and the oxidiz-
ing agent, the hydrodynamic constants depending
on the electrode and stirring geometries during
the different steps in the analysis, and the ratio of
the number of electrons involved in reduction
and oxidation of the metal, [T1*]* is the bulk
concentration, fp, is the deposition period, [Ox] is
the concentration of the oxidant, and d, and dg
are the diffusion layer thicknesses during deposi-
tion and stripping respectively. There exists a
domain of experimental values of [Ox], ¢y, dp
and dg, in which ¢g and [TI*]* are linearly re-
lated.

The stirring regime can be exploited to man-
age the diffusion layer thickness during electroly-
sis and stripping, and the purging efficiency can
be exploited to manage the amount of oxygen in
the sample. In a quiescent solution during strip-
ping, dg will grow to large values, and accordingly
tg will increase. Obviously, the question whether

the linearity of the #g—[TI1*}* function persists is
of analytical interest.

2. Experimental
2.1. Instrumentation

A Tracelab system (Radiometer) has been
used, consisting of a PSU20 unit, a SAM20 sam-
ple station and an Olivetti M240 personal com-
puter. The Tracelab system contains a glassy car-
bon working electrode (F3600), on which a mer-
cury film is deposited, a platinum counter elec-
trode (P136) and a saturated calomel reference
electrode (SCE) (K436). In the SAM20, the 901-
974 purge module was mounted. Polypropylene
sample beakers of 25 ml have been used.

2.2. Chemicals

Plating solution (Radiometer, S2201) con-
tained 1.3 mol /1 HCI, and 800 mg/1 Hg?*. Other
chemicals used in the investigations, such as thal-
lium(I) nitrate (Merck), lead(II) nitrate (Merck),
NaOH (Merck) and EDTA (Merck) were pro
analysi quality. Doubly distilled water has been
used in the preparation of standard solutions.
High quality nitrogen gas has been used for purg-
ing sample solutions.

2.3. Procedures

Before each analysis of Rhine water, a new
mercury film was prepared, after removing a pre-
viously used film with a tissue and rinsing the
electrode surface with demineralized water. A
solution was prepared containing 20 ml water and
2 ml plating solution. The glassy carbon electrode
was plated for a period of 8 min at a potential of
-900 mV. The software program TAP2 has been
applied, as provided by Radiometer. Standard
settings of the system are defined as follows:
deposition potential Ep, —900 mV vs. SCE; rest
period tg, 35 s; deposition period tp, 30 min;
stirring mode during deposition, 4. In the case of
Rhine water samples and standard solutions,
amounts of 0.25 and 2 ml plating solutions have
been added respectively.



R. Cleven, L. Fokkert / Analytica Chimica Acta 289 (1994) 215-221 217

3. Results and discussion

The number of experimental variables poten-
tially liable to optimization is large. They include
the plating, deposition, and stirring regimes, the
oxidant characteristics, and the matrix composi-
tion. In this study attention is mainly focused on
those variables that primarily affect the detection
limit.

3.1. Plating regime

The plating procedure as advised by the manu-
facturer, including a plating time ¢p; of 8 min,
has generally been adopted. It is noted that the
plating time tp, in this study is different from the
deposition period . Preliminary measurements
on the effect of the plating time of the PSA
signal, for a thallium(I) nitrate standard solution
of 1077 mol /], resulted in a fast increase in the
peak area Ap with increasing tp;, for 0 <tp <5
minutes, whereas for fp; > 5 min, the increase in
Ap is much slower. The slow increase appears to
be approximately linear. These findings support
the manufacturers choice of 8 min plating time.
This phenomenon, which is principally different
from corresponding voltammetric stripping expe-
rience, may be understood by considering the
combination of two different processes that make
up the effect of fp; on A,. A larger #p, will
result in a thicker mercury film at the working
electrode. Thus, a larger f, will yield a lower
TI(Hg) concentration, and thus a correspondingly
lower PSA signal is expected, whereas the path-
length over which amalgamated TI has to diffuse
in the reoxidation step will be larger, yielding a
higher PSA signal. The effect of a prolonged
diffusion process, for fp; > 5 min, outweighs the
corresponding decrease of the preconcentration
factor.

3.2. Deposition regime

To enable a proper choice of the deposition
potential Ep, thallium(I) nitrate standard solu-
tions have been measured, applying different de-
position potentials. In Fig. 1, plots of the peak
area Ap versus the deposition potential Ej are

50
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Fig. 1. Peak area Ap of PSA signals for TI* as a function of
the deposition potential ~Ep,. [T1*]: 107% mol/] (e); 1077
mol/1 (). In the case of [TIT]=10"° mol/], 4px 1071 is
plotted.

presented. An E, of —900 mV vs. SCE was
chosen for the further investigations.

According to Eq. 1, the resulting PSA signal ¢
should depend linearly on the deposition period
tp. Obviously, of analytical importance is the
domain of experimental conditions under which
this linear regime holds. The linearity has been
tested adopting the standard settings, except for
tp. The results demonstrate that the linearity
holds to a ¢ of 40 min, for the thallium(I)
standard solution of 107 mol /1. In Fig. 2, some
results for two standard solutions are presented.

3.3. Stirring regime

Stirring of the sample solution during the de-
position period obviously enhances the precon-
centration of T1* in the mercury film, because of
the reduction of the diffusion layer thickness dp
(see Eq. 1). It appeared that A, linearly in-
creases with the stirring mode values from 1 to
10. However, for values > 8, turbulency oc-
curred in the solutions. Since this turbulency will
affect the precision of the measurements, it was
decided to use only stirring mode values < 8
during the deposition period. If the stripping step
is performed at a stationary electrode, a rest
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Fig. 2. Peak area Ap of PSA signals for TI* as a function of

the deposition period p. [TI* ] 107% mol/1 (e); 10~7 mol/I
(e). In the case of [TI*]=10"°% mol/l, Ap x 10~ ! is plotted.

period between deposition en stripping step is
mandatory for the system to settle [11]. An indi-
cation of the necessary minimum duration of the
rest period ¢y resulted from a series of measure-
ments in which the ratio ¢, /tg had been changed,
while t, + t; was kept constant at 90 s. In Fig. 3,
results of these experiments are presented. It
appears that under the experimental conditions
practised, a rest period of 30 s is necessary for
settling the solution hydrodynamics and the
transformation of the stagnant diffusion layer. In
the further measurements ¢, has been set at 35 s.

Effects of stirring during the stripping step
have been studied for the available stirring modes
1-10, for ¢t =90 s and otherwise standard set-
tings, using thallium(I) nitrate of 107® and 10~
mol /1. In Fig. 4, the corresponding results are
presented. It appears that up to stirrer mode 4,
the peak area is not affected by the stirring rate.
Apparently, for stirring modes < 5, the stagnant
layer is sufficiently large to allow the Hg?* ions
to reach the electrode by uninfluenced diffusion
only, within a period of time smaller then the
particular g involved. For ¢ values of 25-30 ms,
see Fig. 4, and applying Einsteins relation for
diffusion, this would imply that the stagnant dif-
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Fig. 3. Peak area Ap of PSA signals for TI* as a function of
the rest period tg before stripping. [TI*]: 1075 mol/I1 (e);
10~ 7 mol/1 (). In the case of [TI* ]=10"° mol /I, Ap x 10!
is plotted.

fusion layer thickness at stirrer mode 4 is about
0.01 mm.

3.4. Amount of oxidant

Eq. 1 demonstrates that the amount of oxidant
is inversely proportional to the PSA signal. Thus,
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stirrer mode
Fig. 4. Peak area A, of PSA signals for TI* as a function of
the stirring rate during stripping. [T1* }: 107% mol/I (®); 107

mol/1 (o). In the case of [TI*]=107% mol/l, Ap X10~! is
plotted.
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Fig. 5. Peak area Ap of PSA signals for T1* as a function of
the purge period fp. [T1* ] 1077 mol/1 (e).

a low concentration of oxidant enables a low
detection limit. However, to warrant the linearity
of the dependency of #g on [TI"]*, the concen-
tration of oxidant should not appreciably change
during the reoxidation process, and should be
present in excess over the TI* concentration to
be determined.

Either naturally present oxygen or an oxidizing
agent to be added to the sample can function as
oxidant in the a potentiometric stripping analysis.
Unfortunately, to measure trace level concentra-
tions, which is the case for T1* in natural waters,
the amount of oxygen naturally present in aer-
ated samples is relatively high. By prior purging
the sample solution with nitrogen gas, the oxygen
concentration can be diminished, and ¢g will cor-
respondingly increase. In Fig. 5, the effect of
purging a sample containing a thallium(I) nitrate
standard solution of 10~7 mol/l, to which no
Hg?* ions have been added, is shown. It is con-
cluded that purging with nitrogen gas is an effec-
tive tool to increase the PSA signal. However, it
also appears that the effect is limited. Purging for
more than 6 min does not yield a further increase
of the PSA signal, probably due to diffusion of
oxygen into the sample. In the determination of
TI* in the Rhine water samples, purging has
been applied for 7 min. It is clear that to detect

TI* at the level present in natural waters, no
oxidizing agents have to be added. However, to
maintain a stable PSA signal and to level off
variations in the remaining oxygen concentration
as a result of the purging with nitrogen, a small
amount of Hg?* has been added to the Rhine
water samples. To estimate a reasonable Hg?*
level, peak areas have been determined for the
10~° mol/1 thallium(I) nitrate standard solution
as a function of the amount of plating solution
added to the sample, which has been purged with
nitrogen prior to the measurement. The expected
inverse relation between tg and [Hg?*] did not
show up perfectly, probably due to interference
with competing traces of oxygen. A level of 50
wmol /1 Hg2* has been adopted in the measure-
ments of the Rhine water samples. At the chosen
level, the peak area was only 15% lower than the
area found in the absence of added Hg?*.

3.5. Rhine water samples

Rhine water has been sampled at Lobith at the
Dutch / German border. From preliminary exper-
iments it appeared that the TI* concentration in
the Rhine water samples was lower than the
operational detection limit. Therefore the sam-
ples have been concentrated 10-fold by evapora-
tion. Those experimental standard settings, found
to be the optimum settings in this study, have
been adopted. To 20 ml of the Rhine water
concentrate, 0.25 ml plating solution has been
added, resulting in a Hg?" concentration of 50
pmol /1. EDTA was added to the solution to a
concentration of 0.5 mmol /1, to eliminate inter-

400

-mv

600 -

800

o v

Fig. 6. PSA signal (s/V) Rhine water concentrate as a func-
tion of the measured potential — E (mV). The peak maximum
is located at —584 mV vs. ref. The peak area corresponds to
1111 ms.
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Table 1

PSA results for a Rhine water concentrate and for two standard additions (A, is the peak width at the baseline)

Sample Addition Peak maximum Ap Area
(nmol /1) (mV vs. ref.) (mV) _ (ms)

Rhine water (concentrate) 0.00 195 1111.60

Standard addition 1 2.80 214 1918.25

Standard addition 2 5.61 220 2841.86

Calculated [T1*] in the Rhine water concentrate: 3.7 nmol /1 (r = 0.9992).

ference of lead, and the pH has been adjusted to
5 with NaOH. Dissolved oxygen has been re-
moved by purging with nitrogen during 7 min
before the deposition step. During the stripping
period, stirring was not applied. To determine
the T1* concentration in the original Rhine water
sample, the method of standard addition has been
applied, using a thallium(I) nitrate solution.

The quality of the thallium peaks for the Rhine
water concentrates were good. See the example
in Fig. 6. This is also demonstrated by the quality
figure of the standard addition calculation, and
the potential range A, of the thallium peaks at
the baseline. The resulting concentration, cor-
rected for dilution effects, in the original Rhine
water sample is calculated to be .37 nmol /1. In
Table 1, the resulting peak positions and peak
area are given for a Rhine water concentrate and
standard additions.

3.6. Precision
1

To estimate the precision, obtained by repeti-
tive plating/stripping, ten measurements have
been performed using Rhine water concentrate,
applying the settings mentioned above. The re-
sulting average concentration in the original
Rhine water samples has been calculated to be
0.35 nmol /1. The relative standard deviation, o,
in the series appeared to be 22%.

A unique detection limit for the PSA analysis
of a particular element cannot be defined [12], as
it is controlled by the combination of a number of
experimental variables, such as the thickness of
the mercury film, the deposition period, and the
stirring rate, of which the (limiting) values are
operationally defined. Under the conditions of
the standard settings adopted in this study, the

30 value for repeated measurements of a low
concentration of the standard solution gives an
estimate of the operational detection limit for
TI* of about 2 X 10~° mol /1. This detection limit
is compatible with those of other techniques:
using DPASV, 1 X 10~° mol/I has been claimed
[7], and using liquid chromatography a level of
1 X 1078 mol/1 (based on twice the background
level) has been reported [13] as detection limit for
TL

4. Conclusions

A low PSA detection limit for T1* in natural
waters can be achieved by a high stirring rate
during the deposition period and by refraining
from stirring during the stripping period, and the
presence of a relatively low amount of oxidizing
agent.
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Abstract

The solubility of the fungicide copper(II) oxinate (Cu(OX),) linearly increased with the concentration of humic
acid in aqueous solution. This phenomenon was attributed to the interaction between Cu(0OX), and hydrophobic
domains in humic acid, and the Cu(OX), association coefficients with humic acids (K,,.) were evaluated. The
evaluations of the K4, values were carried out for humic acids extracted from peat and marine sediment. For these
humic acids, the K4, values increased at pH 6 with decreasing copper(II) complexing capacity and amount of acidic
functional groups. This suggested that the K, . values can be correlated with the polarity of the humic acids. The
interaction between Cu(OX), and humic acid could be ascribed to the hydrophobic—hydrophobic interaction.

Key words: Humic acids; Copper(II) oxinate; Fungicides; Hydrophobic interactions

1. Introduction

Humic acids, which are widely distributed in
the environment, are weak-acid polyelectrolytes.
They determine the pH buffering capacity and
cation exchange capabilities in natural waters and
soils [1-3]. Especially, the complexation reactions
of heavy metal ions and humic acids have been
studied in connection to their toxicity to phyto-
plankton [4-6]. In addition, it was also reported
that humic acids had points of aggregation such
as a critical micellar concentration (CMC) and
that they act as surface active agents [7-9]. This
suggests that non-polar domains such as aromatic
moieties exist in humic molecules. Therefore, hy-

-

* Corresponding author,

drophobic organic pollutants (HOPs) such as
dichlorodiphenyltrichloroethanes (DDTs) or po-
lychlorobiphenyls (PCBs) could bind with humic
acids [10]. This phenomenon is concerned with
the fate of HOPs in the environment.
Knowledge about interaction between humic
acids and HOPs is important because of the
speciation of HOPs in natural waters and soil
environments. Although HOPs, insoluble in wa-
ter, exist in a particle form adsorbed on clay
minerals, the solubility of HOPs in water in-
creases in the presence of dissolved organic car-
bon (DOC), such as humic acids [11,12). This
would promote the diffusion of HOPs. It was
found that the water solubility of phenanthrene
increased in the presence of DOCs such as humic
acids [13]. Furthermore, the water solubility of
HOPs such as DDT, PCB and lindane increased

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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in the presence of humic substances [14,15). These
mechanisms were ascribed to a partition-like in-
teraction. Rutherford et al. [16] concluded that
the strength of the interaction between HOPs
and humic substances depends on the polarity of
humic substances. This was supported by experi-
ments using the model compounds such as poly-
acrylic acid and the polar-to-nonpolar group ratio
[(O+N)/Cl.

On the other hand, metal chelates have been
widely used as fungicides [17]. Although the inor-
ganic mixed copper(I) compounds such as
CuSO,, CuO and CuCl, were used for the same
purpose, the metal chelate could be used because
of excellent permeability through biomembranes
[18]. Therefore, the toxicity of the metal chelate
to phytoplankton would be higher than when
hydrated heavy metal ions appear in aqueous
environments. It has been well-known that the
toxicity of heavy metal ions is repressed by com-
plexation with humic substances [19-22]. How-
ever, it was reported that humic acids had the
same effect on the metal chelate as on heavy
metal ions. For example, although copper(II)-
oxinate, Cu(OX),, was strongly toxic for Coli type
bacilli and killifish, the toxicity was weakened in
the presence of humic substances [23]. Recently,
the outflow of Cu(OX), used as a fungicide in
golf links has been a serious environmental prob-
lem in Japan. Soil organic matter such as humic
substances seems to be involved with the outflow
of Cu(OX), to the aqueous environment. There-
fore, from an environmental and ecological point
of view, knowledge about the interactions be-
tween Cu(OX), and humic acids is required.

In the present study, the association of
Cu(OX), with humic acid was investigated, and
the association coefficients were evaluated by
measuring the solubility of Cu(OX), in water in
the presence of humic acid. Moreover, the evalu-
ation of the association coefficients was per-
formed for various humic acids extracted from
peat and marine sediment. The dependence of
the association coefficients on pH, ionic strength,
copper(Il) complexing ability and the amounts of
acidic functional groups were investigated, and
the interaction between Cu(OX), and humic acid
was discussed according to these parameters.

2, Evaluation of association coefficients

Cu(OX), can dissolve slightly in water, and
produce many species such as CuOX*, Cu?",
OX~, HOX and H,OX". In the presence of
humic acid (HA), a hydrophobic-hydrophobic in-
teraction between Cu(OX), and humic acid was
assumed, assuming the following dissolution and
association equilibria:

Cu(OX)(s) = Cu(0X)y(aq) ==

Cu(0X),(HA)

where S, and K, represent the solubility of
Cu(OX), in water and the association coefficient
of Cu(OX), between water and HA, respectively.
In the absence of humic acid, the water solubility
of Cu(0X),, S,,, can be written as follows,

Sy = [Cu(0X),] 4 + [CuOX * ] + [Cu?* g

(1)
where the subscript, “aq”, denotes species in
aqueous phase. In the presence of humic acid, it
was assumed that Cu(OX), would also be associ-
ated with humic acid according to a dissolution
equilibrium. Therefore, the apparent water solu-

bility of Cu(OX),, S¥, could be written as fol-
lows,

Sk = [Cu(0X),].q + [CUOX " ]aq + [Cu?*]aq
+ [Cu(0OX),] ya (2)

where the subscript, “HA”, denotes the species
associated with humic acid. The Cu(OX), associ-
ation coefficient can be defined as the ratio of
the amounts of Cu(OX), associated with humic
acid at a unit gram of carbon ((Cu(0X),]/[DOC))
to the amounts of Cu(OX), remains in aqueous
solution. The [DOC] (mol 17') represents the
concentration of dissolved organic carbon origi-
nating from humic acid. Therefore, the Cu(0X),
association coefficient, K, ., can be written as,

_ [Cu(OX),]ia
-~ [DOCI[Ca(OX).]., ©

The following relationship was derived from Egs.
1-3,

S;{ = Sw + Kdoc[cu(OX)Z] aq[DOC] (4)
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Eq. 4 represents a linear relationship between S}
and [DOC]. K, . can be evaluated from the slope
of Eq. 4 and [Cu(OX),],,.

Thus, [Cu(OX)z]aq can be calculated by con-
sidering the dissociation equilibria of Cu(0OX), in
the absence of humic acid, and the dissociation
equilibria of Cu(OX), are as follows:
CuOX*=Cu’*+ 0OX~

Cu?*][OX~
d1 = # (5)
[CuOX™*]
Cu(OX), = CuOX*"+ OX~
[CuOX*][OX 7] 6
=~ " Cu(0X),] ©)
The proton dissociation of oxine (HOX) and the

acid dissociation constants, K,; and K,,, can be
written as follows,

HOX = H"+ OX~
[H*][OX"]
2= "THOX] (7)
H,OX*=H*+ HOX
[H*][HOX]
"7 O] X

From Egs. 1, 5 and 6, the following equation can
be derived,

[0X~’S,,
[OX_]Z + Kpp[OX7] + Ky Ky,
9

The total concentration of oxine in aqueous solu-
tion, Chx, can be written as,

Cox = 2[Cu(0X),] ,q + [CuOX* Jog + [OX aq
+ [HOX]aq + [H20X+]aq (10)

The following cubic equation can be derived from
Egs. 5-10,

[0X ]+ K,[0X T
+ Ky Kgpa—S,Kp

[Cu( 0X) 2] aq =

[0X~]
2Sw1<d11<d2

a

=0 (11)

where a is defined as below,

+ +72
a=1+[H]+[H] (12)
Ka2 KalKaZ
[OX~] can be estimated using Eq. 11. [Cu(OX)z]aq
can be calculated by substituting the [OX ~] value
in Eq. 9. The dissociation constants of Cu(0OX),
and the acid dissociation constants of HOX were
taken from [24].

3. Experimental
3.1. Humic acids

The humic acids used in the present work
were extracted from the Shinshinotsu (SHHA),
Bibai (BHA) and Sarobetsu (SAHA) peat and a
marine sediment of Funka Bay (FBHA). The
humic acids were extracted by sodium hydroxide,
sequentially precipitated by hydrochloric acid, and
then purified according to the protocol of the
International Humic Substances Society (IHSS)
[25]. Results from the elemental analyses of these
humic acids are summarized in Table 1. The
concentration of the dissolved organic carbon
originating from humic acid, [DOC], can be calcu-
lated by the following equation,

[humic acid(g 17!)] % (%C/100)
12.011(g mol ')

[DOC(M)] =

(13)

3.2. Reagents

Copper(Il) oxinate dihydrate was prepared by
mixing an aqueous solution of copper(II) acetate

Table 1
Elemental analyses of humic acids

Humicacids %C %H %N %O ASH

SHHA 51.2 4.72 1.74 40.0 2.44
SAHA 529 4.40 3.10 37.9 1.66
BHA 55.1 3.70 1.93 36.8 2.44
FBHA? 49.1 6.10 5.48 33.5 2.87

2 2.91% S was contained.
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with a solution of oxine in ethanol [26]. The stock
solution of copper(II) oxinate was the saturated
solution of copper(Il) oxinate in ethanol. The
concentration of copper(II) oxinate in the stock
solution was determined by measuring copper(IT)
using atomic absorption spectrometry (AAS). The
Cu(OX), concentration in the stock solution was
0.3 mM. Sodium acetate (pH < 5.5), morpholine-
N-ethanesulfonic acid (MES, pH 6) and N-(2-hy-
droxyethyl)-piperidine-N '-ethanesulfonic acid
(HEPES, pH 7 and 8) were used as buffering
agents (Dojindo Labs.).

3.3. Methods

A 1-ml aliquot of the stock solution of
copper(Il) oxinate and the buffer solution was
put into a 25-ml volumetric flask and was shaken
with humic acid for 4 h at 20°C. The solution was
filtered through a membrane filter (0.45 pm).
The copper(Il) species in the filtrate were deter-
mined by AAS. The total concentration of cop-
per(I) specics in the filtrate represents the ap-
parent water solubility of copper(Il) oxinate, S}.
The solubility of HOX in water was also mea-
sured using the same method as for copper(Il)
oxinate, and the absorbance of oxine at 310 nm
was measured in this case.

The copper(II) complexing capacity and the
amounts of acidic functional groups were carried
out by the cation-exchange or by conductimetry
according to methods described in previous work
[27,28].

3.4. Apparatus

A Hitachi 170-50 atomic absorption spectrom-
eter was used to determine copper(I) in the
filtrate. A CG-201 PL conductimetric cell and
CM-5b conductimeter (TOA Electronics) were
used to measure conductivity. A 6366 glass elec-
trode and an M-13 pH meter (Horiba) were used
to measure the pH. The infrared spectra were
measured using a 1720-X FTIR spectrometer
(Perkin Elmer) and the KBr disk method. The
UV-visible spectra were measured using a
Ubest-30 spectrophotometer (Japan Spectro-
scopic).

4. Results and discussion

4.1. Dependence of the water solubility of copper(Il)
oxinate on dissolved organic carbon

The relationships between S* and [DOC] at
pH 6 are shown in Fig. 1. As expected from Egq.
4, the values of S} linearly increased with an
increase of [DOC]. The Y-axis intercepts of these
lines (Fig. 1a—d) were in good agreement with the
water solubility of Cu(OX),, S,,, measured in the
absence of humic acid. Therefore, the K, . val-
ues of humic acids can be evaluated by the slopes
of the lines and the value of [Cu(OX),],,. These
values are summarized in Table 2.

On the other hand, the concentration of the
species originating from the dissociation of
Cu(OX), were calculated by the S, values in the
absence of humic acid (Fig. 2). Cu(OX), was the
predominant species at pH 6-8, and the concen-
tration of other species were negligible. However,
the [CuOX™*], [Cu?*], [OX~], [HOX] and
[H,0X™*] values could not be neglected for solu-
tions below pH 6. Especially, the complexation of
CuOX* and Cu?* with humic acid would seri-
ously affect to the association of Cu(OX), at low
pH [29]. However, the linear relationships be-
tween S} and [DOC] were maintained at all pH
values.

1 1

0 1 2 3 4

[DOC] / mM

Fig. 1. Typical S} vs. [DOC] plots of various humic acids. pH
6, adjusted by 0.01 M MES-NaOH buffer.
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Table 2
Partition coefficients and contents of functional groups of
various humic acids

SHHA SAHA FBHA BHA

log Ko 2.82 2.89 3.18 391
N® 421 410 339 230
A® 82.1 64.8 56.3 435
(0O+N)/C 0.885 0.776 0.795 0.668

? Copper(II) complexing capacities measured at pH 6: mmol
Cu?* per gram of carbon in humic acid.

b Amount of acidic functional groups: mmol H* per gram of
carbon in humic acid.

4.2. Effect of association of free oxine and humic
acid on the association of copper(Il) oxinate

The free oxine (HOX) was produced below pH
6 as shown in Fig. 2. If the interaction between
oxine (HOX) and humic acid is considerable,
both the dissociation equilibria of Cu(OX), and
HOX will change in the presence of humic acid.
The HOX association coefficient (K:9%) can be
written as described for Cu(0X),,
KHOX _ [HOX]ua (14)

[HOX],[DOC]

then, by combining Egs. 3 and 10 with 14, the
following equation can be derived:

2( S:vk - Sw) = 2Kdoc[Cu(OX)2] aq[DOC]
+ KJOX[HOX],4[DOC) (15)

O [Cu(0X)2]

® [CuOX*)
o [Cu®']
8 [0X7]
A [HOX]
A [H20X")

éoncemration / uM

pH
Fig. 2. Distribution curves of species derived from Cu(OX),
in the absence of humic acids. pH 4-5.5, 0.01 M HOAc-
NaOAc buffer; pH 6, 0.01 M MES-NaOH buffer; pH 7-8,
0.01 M HEPES-NaOH buffer.

Cu(OX), slightly dissolves in pure water, and this
water solubility was 8.0 X 10~7 M (at 20°C). How-
ever, the water solubility of HOX was 4.5 x 1073
M (at 20°C). Because HOX dissolved in the water
more easily than Cu(OX),, HOX seems to have a
more hydrophillic character than Cu(OX),.
Hence, it can be predicted that HOX is less
distributed into humic acid than Cu(OX),. If the
Sk -8, term will be larger than the
KHOX[HOX]DOC] term in Eq. 15, the interac-
tion between HOX and humic acid is negligible.

In order to confirm this fact, the HOX associa-
tion coefficient, K}9X, was evaluated. The rela-
tionship between the [DOC] and the water solu-
bility of HOX (S§§°* and SHP**) can be repre-
sented as described for Cu(O0X),,

SHOX* _ gHOX 4 KHOXIHOX],,[DOC]  (16)
According to Eq. 16, K9X could be evalu-

doc

ated by measuring the water solubility of HOX.
In the absence of humic acid, the water solubility
of HOX, SHOX can be written as follows,

[H7] [HT
+
Ka2 KalKa2
=a[OX "] (17

[HOX],, can be calculated by Eq. 17. The associ-
ation coefficients measured at pH 4.5 are summa-
rized in Table 3. The S} —S§, term and the
KHOX[HOX][DOC] term were calculated by mea-
suring S} at [DOC] =0.23 mM (Table 3). From
these results, the following inequality can be de-

SHOX = [0X~]|1+

Table 3
Calculated values of S} — S, and K, HOXIHOX]DOC]

doc

pH log KJOX s*x -5, M KIOXHOX]IDOC] (M)

doc doc

BHA; [DOC]: 0.23 mM

45 107 1.21x107¢  1.31x10°°
50 159 238%107%  3.41x107°
55 1.70 3.49%x10°%  439%10°°
60 192 334%107%  5.49x107°
SHHA; [DOC]: 0.95 mM

45 1.07 750%1077  5.41%x107°
50 159 1.06x107¢  1.41x10~8
55 1.70 3.15x107%  1.81x1078
60 192 134x10°¢ 2.27x1078
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rived: $* — 8, > KHIOX[HOXIDOC]. Therefore,
Eqn. 15 can be reduced to:

Sv?: - Sw = Kdoc[cu(OX)Z] aq[DOC] (18)

Eq. 18 is the same as Eq. 4. Therefore, it can be
deduced that the HOX association with humic
acid is negligible.

4.3. Effect of pH and ionic strength on the associa-
tion coefficients

The dependence of K,,, of BHA and SHHA
on pH is shown in Fig. 3. The K . maximum was
at pH 5.5 for both BHA and SHHA. When
protonation of functional groups in the polyelec-
trolyte occurs, the polarity of the polyelectrolyte
would decrease [7]. Therefore, the K . seems to
increase with a decrease of pH from 8 to 5.5.
However, K, . decreased below pH 5.5. This is
due to the decrease of the amounts of Cu(OX),
caused by dissociation. Furthermore, no binding
effects of Cu?* or CuOX™* with humic acids was
indicated given the decrease of the K, . below
pH 5.5.

On the other hand, dependence of the K,
values on ionic strength (u) is shown in Fig. 4.
K4, increased with p. With increase of u, the
negative charges of humic acid were shielded by
the counter cation (in this case, Na*). Thus the
repulsion between charged groups in humic acid
was weakened. Moreover, it was reported that

4.5
Q
5
S
g 3 BHA
SHHA
2.5 1 1 1 1
4.0 5.0 6.0 7.0 8.0

pH
Fig. 3. Effect of pH on K 4..

3.4
-0 BHA
gg 3.0
< '
K=
[ SHHA
0.001  0.01 0.1 1

v

Fig. 4. Effect of ionic strength (p) on K4,.. pH 7, adjusted by
5 mM HEPES-NaOH buffer.

the aggregation point of humic acid decreased by
adding inorganic salt with the same trend as
CMCs of surfactants [7]. Therefore, the increase
of the K,, values with increasing p values is
attributed to the decreasing polarity of humic
acid.

4.4. Evaluation of the association coefficients of
various humic acids

From the results of pH and ionic strength
dependence of the K, values it can be pre-
dicted that the polarity of humic acid affects the
association of Cu(OX), with humic acid. Factors
effecting the polarity of humic acids are the
amount of acidic functional groups (A) and the
copper(I1) complexing capacity (N). In a previous
study [27], evaluations of the A and N values
were performed by conductimetry and the cation
exchange. The A and N values are shown in
Table 2. The order of the Ky, value was as
follows: BHA > FBHA > SAHA > SHHA. The
orders of the 4 and N values were contrary to
those of K. The orders of the A and N values
correspond to the orders of polarity of humic
acids. Therefore, the Ky, values increase with a
decrease of the amounts of charged groups in
humic acids (e.g., acidic functional groups and
copper(II) binding sites).

On the other hand, Chiou et al. [15] reported
that the ratio of polar elements, such as O and N,
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to nonpolar elements such as C corresponded to
the polarity of humic acids, and this parameter
might effect the association coefficients. The (O
+ N)/C values of humic acids used in this work
are summarized in Table 2. The order of these
values was as follows: SHHA > FBHA > SAHA
> BHA. This tendency was different from those
of the K., A4 and N values. Especially, for the
humic acid from the marine sediment, FBHA, it
was the highest. The reason will be discussed
below.

The absorbance parameter, e,y,/€4q, in Table
4 corresponds to amounts of chromophore or
auxochrome in humic acid [30]. The order of this
value was as follows: SHHA > SAHA > BHA >
FBHA. This shows that the absorbance of FBHA
in the ultraviolet region is the lowest. Since it is
known that the chromophores of humic acid are
mainly aromatic compounds [31,32], the lower

Table 4

Absorbance parameters from UV-visible and FT-IR spectra
Humic €0/ A0/ A0/

acids o0 ° Ao’ A0 €

SHHA 9.00 1.131 0.826

SAHA 7.47 1.408 1.514

BHA 7.44 1.407 0.781

FBHA 6.65 2.714 2.427

? Ratio of absorbance at 400-600 nm.

® Ratio of peak area at ca. 3400-1600 cm ™ 1.

© Ratio of peak area at ca. 1100-1600 cm ~!. 4 ;,: 3600-3000
em ™!, A0 18001550 cm ™!, A 00 1300950 em ™1

absorbance in the ultraviolet region suggests that
the amount of aromatic compounds in FBHA is
lower than in the others.

The FTIR spectra of humic acids are shown in
Fig. 5. All humic acids showed peaks at about
3400 and 1710 cm™!. These peaks represent the

A B C SHHA
D

A BHA .

Absorbance

1 i I 1 4 A

i A 1 [l 1 2

4000 3200 2400 2000 1600 1200 800 400

4000 3200 2400 2000 1600 1200 800 400

wavenumber / cm’’

Fig. 5. FT-IR spectra of humic acids. SHHA: (A) 3407, (B) 1718, (C) 1617, (D) 1224. SAHA: (A) 3386, (B) 1708, (C) 1615, (D) 1216.
BHA: (A) 3387, (B) 1708, (C) 1615, (D) 1224. FBHA: (A) 3399, (B) 1660, (C) 1085 (cm~!).
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O-H stretching vibration of the hydroxyl groups
and the C=O stretching vibration of the car-
boxylic acids, respectively. The absorption max-
ima at about 1200 cm ™' in SHHA, SAHA and
BHA shifted to about 1100 cm ™! in FBHA. It is
generally known that the C-O stretching of aro-
matic and aliphatic ethers appears at about 1200
and 1100 cm™!, respectively. Therefore, the hu-
mic acid from the marine sediment, FBHA, con-
tains smaller amounts of aromatic compounds
than the humic acids from peat. The ratios of the
peak area at about 1100 cm ™! (A,,,) to that at
about 3400 (A,,,,) or that at about 1620 cm ™'
(A, 6p0) are summarized in Table 4. The ranges of
the integration are also shown in Table 4. From
these results, it is found that the A4,,4,/A4 6,0 and
the A,,00/A3400 Of FBHA were the largest of all.
Thus, in FBHA, the content of hydroxyl groups is
smaller but the ether content is larger. Therefore,
the K, . values of FBHA became larger.

doc

5. Conclusion

The association coefficients of copper(Il) oxi-
nate, K., could be evaluated by measuring the
water solubility of Cu(OX), in the presence of
humic acids. The K, values increased with a
decrease of pH and with an increase with ionic
strength or functional group content in humic
acids. These results suggest that the polarity of
humic acid depends on the association of
Cu(OX), with humic acid. The interaction be-
tween Cu(OX), and humic acid may be mainly a
hydrophobic—hydrophobic interaction.
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Direct determination of sodium, potassium, magnesium, and
calcium ions in human saliva by ion chromatography using a
taurine-conjugated bile salt micelle-coated stationary phase
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Abstract

Ion chromatography using a taurine-conjugated bile salt micelle-coated stationary phase has been investigated for
the direct determination of common metal ions in biological samples. Taurine-conjugated bile salt micelles are
reversed aggregates, where the negative charges of sulphonate form the inside of the micelle. The sulphonate
charges are acting as the ion-exchange sites for the separation of cations, while the cavity of the helical micelle also
acts as a size-exclusion site for the rapid elution of large organic compounds. The combination of ion-exchange and
size-exclusion functions provide a new model for the direct determination of inorganic species in biological fluids
using ion chromatography. The present system was successfully used for the direct determination of sodium,
potassium, magnesium and calcium ions in human’s mixed saliva.

Key words: lon chromatography; Calcium; Magnesium; Potassium; Sodium; Micelles; Saliva; Taurine-conjugated bile

salt micelle-coated column

1. Introduction

Determination of the variation of metal ion
concentrations in human saliva is of medical in-
terest, because these concentrations are com-
monly influenced by the conditions of salivary
glands [1]. The use of the concentration of cal-
cium ions in saliva to examine the thermodynamic
interaction between the dental hard tissue, dental
plaque and saliva is another practical application
[2,3].

* Corresponding author.

For the determination of metal ions in human
saliva, the use of an ion-selective electrode (ISE)
seems to be the common technique [2,4]. How-
ever, interferences from accompanying metal ions,
hydrogen ions, and the differences of ionic
strength between sample and standards, usually
cause analytical errors [4]. Furthermore, determi-
nation of metal ions using ISEs provides quanti-
tative information about a single chemical species
only, which is not adequate for the diagnosis of
the conditions of salivary glands. For the simple,
rapid and simultaneous determination of most
metal ions in human saliva, the use of ion chro-
matography is evaluated. The separation column

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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used in this work was a reversed-phase ODS
packed column coated with taurine-conjugated
bile salt micelles by hydrophobic interaction [5,6].
The present ion chromatographic system shows a
retention behaviour different from the conven-
tional ion chromatography in that both cation-ex-
change and size-exclusion interactions occur in
the stationary phase. Separation of cations is due
to the negative charges of sulphonate groups pre-
sent in the inside of the micelle; the size-exclu-
sion function is due to the specific stereohelical
structures of bile micelle [7]. The combined func-
tions of cation-exchange and size-exclusion allow
biological samples to be directly determined by
ion chromatography without sample-pretreat-
ment, such as deproteinization.

2. Experimental
2.1. Apparatus

The microcolumn liquid chromatographic sys-
tem used in the present experiments was almost
the same as in the previous studies [5,6]. It con-
sisted of a microfeeder (Model MF-2; Azu-
madenki, Kogyo, Tokyo) equipped with a 0.5-ml
gas-tight syringe (Model ML-522; Jasco) as the
pump, a microvalve injector with 0.02-u1 injection
volume, a 150 X 0.35 mm i.d. microcolumn packed
with Develosil ODS-5 (5 um, Nomura Chemical,
Seto) and a Uvidic-100V UV detector (Jasco). A
Chromatopac C-R4AX data processor from Shi-
madzu (Kyoto) was utilized for the peak area
measurement in the chromatograms. In order to
confirm the results obtained by the present sys-
tem, an inductively coupled plasma atomic emis-
sion spectrometer (ICP-AES), (Model 075 Plasma
Atomocomp MK II; Thermo Jarrell Ash, Frank-
lin, MA) was also used for the determination of
the concentrations of metal ions in saliva.

2.2. Reagents

The reagents used were of analytical reagent
grade. As bile salts, sodium taurodeoxycholate
(NaTDC) and sodium taurocholate (NaTC) were
obtained from Sigma (St. Louis, MO), and used

to form the bile micelle-coated stationary phase.
The metal ions used were obtained as their chlo-
ride salts from Wako (Osaka). These reagents
were used without furthier purification. Copper(I)
sulphate or cerium(III) chloride dissolved in pure
water was employed as the light-absorbing mobile
phase for the separations.

2.3. Preparation of bile micelle-coated column

Two columns were prepared as follows: an
aqueous solution of 30 mM NaTDC or NaTC was
passed through the two microcolumns for 20 min
at a flow rate of 2.8 ul/min to adsorb the bile
micelles on the ODS surfaces. Then, one of the
bile micelle-coated column was conditioned with
a 2 mM cerium(III) chloride aqueous solution
(pH 4) as the mobile phase for the determination
of magnesium and calcium ions. The other bile
micelle-coated column was conditioned with a 5
mM copper(Il) sulphate aqueous solution (pH 4)
as the mobile phase for the determination of
sodium and potassium ions.

3. Results and discussion

3.1. Structures of bile micelle-coated stationary
phase and size-exclusion function

It was demonstrated in the previous studies
[8,9] that bile salt micelles adsorbed on ODS
surfaces act as a chiral stationary phase for the
recognition of enantiomers. This is because the
bile micelles adsorbed on the ODS keep their
helical structures as they do in the bile salt micel-
lar mobile phase. When taurine-conjugated bile
salt micelles are coated on ODS surfaces, they
act as ion-exchange sites for the separation of
cations [5,6]. If the taurine-conjugated bile salt
micelles coated on the ODS surfaces also keep
their micellar structures, the stationary phase
should simultaneously act as the cation-exchange
sites for the separation of cations and as the
chiral stationary phase for the recognition of
enantiomers. Fig. 1 shows the chromatogram of
(R)-(—)-1,1'-binaphthyl-2,2’-diyl hydrogenphos-
phate (BNDHP) and (S)-(+)-BNDHP enan-
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tiomers obtained using a NaTDC micelle-coated
stationary phase with pure water as the mobile
phase. As can be seen, the enantiomers were
baseline separated, which demonstrated that the
NaTDC micelles coated on ODS stationary phase
still keep the helical structure. The bile micelle
exhibits reversed aggregation [7], therefore, the
cation-exchange groups, viz., sulphonate charges
are present in the inside of the helix, as repre-
sented in Fig. 2. The particular structures of the
taurine-conjugated bile salt micelle-coated sta-
tionary phase should provide a specific retention
mechanism which does not occur when using
conventional ion-exchange stationary phases (for
the determination of metal ions in biological sam-
ples using a conventional ion-exchange stationary
phase, a pretreatment of deproteinization is com-

NOy

(R) - (-) - BNDHP @@

L (S) - (+) - BNDHP

T T T
0 50 100
Retention Time (min)

Fig. 1. Separation of BNDHP enantiomers using NaTDC
micelle-coated stationary phase. Colamn: 150X 0.35 mm i.d.
packed with Develosil ODS-5 coated with NaTDC micelles;
mobile phase: pure water; flow rate: 2.8 pl/min; detection at
210 nm.

monly required). Therefore, we may consider to
use the stereohelical structure of the micelle-
coated stationary phase as size-exclusion sites for
the rapid elution of large organic compounds.
Fig. 3 shows a chromatogram of a-amylase ob-
tained when using the NaTDC micelle-coated
stationary phase with copper(Il) sulphate aque-
ous solution as the mobile phase. As can be seen,
the large organic compound such as a-amylase
was eluted within 4 min before sodium and potas-
sium ions appeared. a-Amylase was chosen as the
typical protein in this study because a-amylase is
the main protein contained in human saliva. This
suggests that the present stationary phase also
acts as size-exclusion site which causes the large
organic compounds to be rapidly eluted from the
column. This function may allow the determina-
tion of metal ions in biological fluid samples by
ion chromatography without deproteinization.

3.2. Saliva sampling

Twenty-five mixed saliva samples analyzed in
the present study were provided from healthy
human volunteers. Further information about the
sample collection is given in Tables 1 and 2. The
saliva samples were taken up by a filter-aid sy-
ringe, and then directly injected into the separa-
tion column without any sample-pretreatment.

3.3. Conditions of mobile phases

It was experimentally elucidated in previous
studies [5,6] that for separation of metal ions by
ion chromatography using NaTDC or NaTC mi-
celle-coated stationary phases, a mobile phase
containing copper(II) ions is required for the
baseline separation of alkali metal ions, while a
mobile phase containing cerium(IIl) ions is effec-
tive for the baseline separation of alkaline earth
metal ions. Therefore, aqueous solutions of cop-
per(Il) ions and cerium(II) ions were respec-
tively used as the mobile phase for the quantita-
tive determination of sodium / potassium ions, and
magnesium / calcium ions in saliva. In order to
determine the total concentrations of metal ions,
the mobile phase pH was fixed at 4 by addition of
HCL
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Bile salt micelleZ

E/" Hydrophobic interaction

R = H, NaTDC

Y\)lN/\/\SO:«s' + Na*
4 : = R = OH, NaTC

Fig. 2. Representation of taurine-conjugated bile salt micelle-coated stationary phase.

3.4. Analytical figures of merit

The calibration graphs for the determination
of sodium, potassium, magnesium and calcium
ions were obtained by measuring the peak areas
of the analytes. Linear up to 40 mM for sodium
and potassium, and linear up to 20 mM for mag-
nesium and calcium, respectively. The relative
standard deviation range was 0.1-0.5%, and the
analytical recovery was 98—-102%, for all cations.

o-amylase

=]
)
-
[~}
Py
[Tl

Retention Time (min)
Fig. 3. Chromatogram of «-amylase. Separation conditions
are the same as in Fig. 1 except for the mobile phase. Mobile
phase: 5 mM copper(ID sulphate aqueous solution.

The detection limits for sodium and potassium
ions were 44 uM; for magnesium and calcium
were 51 uM per injection (0.02 wl) at a signal-
to-noise ratio of 3, respectively.

3.5. Simultaneous determination of sodium and
potassium ions

Fig. 4 shows a chromatogram of a human
saliva sample obtained when using a NaTDC
micelle-coated stationary phase with 5 mM cop-
per(II) sulphate aqueous solution as the mobile
phase. As can be seen, sodium and potassium
fons present in human saliva were simultaneously
and directly determined by using the present
method. Sodium and potassium ions were de-
tected by indirect UV-absorption detection using
copper(II) as the UV-absorbing mobile phase
ions. Several positive peaks appeared before the
negative peaks, due to the sodium and potassium
ions, which may be attributed to proteins such as
a-amylase, and UV-absorbing inorganic anions
such as thiocyanate contained in the saliva sam-
ple.

Twenty-one individual saliva samples were ex-
amined in this study. The concentrations of com-
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Table 1
Concentrations of Na*, K*, Mg?* and Ca?* in saliva of 21
healthy individuals

Concentrations (mM)
Na + K+ MgZ + CaZ +

Individual Age Sex

i2 29 M 333 329 046 2.25
1® 29 M 331 330 046 2.26
1° 29 M 333 330 046 226
22 30 F 335 323 046 2.30
3a 32 F 310 333 047 2.40
42 33 F 341 340 045 2.35
52 45 M 310 320 045 2.39
6° 25 M 320 330 046 2.40
7% 25 F 310 325 045 2.40
8° 27 M 321 310 044 2.50
9°b 28 M 351 302 039 2.40
10" 36 M 298 315 050 3.01
11° 38 F 324 320 045 2.50
120 43 F 310 321 046 3.10
13°b 46 F 410 330 041 2.95
14°® 53 F 320 310 046 3.10
15° 53 F 330 320 046 231
16 54 F 330 310 045 3.10
17° 61 F 410 299 035 2.01
18° 61 F 350  31.0 040 2.30
19° 63 F 360 31.0 045 2.41
20° 65 M 295 320 045 2.10
21°¢ 71 M 310 312 043 2.30

Concentrations summarized in this table are the average
concentrations of three determinations for each sample.

2 Before breakfast

b After breakfast.

¢ After lunch.

mon metal ions in mixed saliva are summarized in
Table 1. The average concentrations of potassium
and sodium ions in mixed human saliva were
found to be 32.0 mM, and 3.32 mM, respectively.
In human saliva, the concentration of potassium
ions is about ten-times higher than the concentra-
tion of sodium ions. This is in contrast to human
serum, where the concentrations of sodium and
potassium ions are known to be about 138 mM
and 3.8 mM, respectively.

3.6. Simultaneous determination of magnesium and
calcium ions

When an aqueous copper(IT) sulphate solution
was used as the mobile phase, alkaline earth
metal ions in saliva could not be eluted from the

column, although the sodium and potassium ions
were baseline separated, as shown in Fig. 4. For
the determination of alkaline earth metal ions in
human saliva, an aqueous solution of 2 mM
cerium(III) chloride (pH 4) was employed as the
light-absorbing mobile phase. Fig. 5 shows a chro-
matogram of one of the human saliva samples
obtained using a NaTDC micelle-coated station-
ary phase and cerium(III) as the light-absorbing
ions. As can be seen, when cerium(III) ions are
used as the mobile phase, sodium, potassium,
magnesium and calcium ions can be simultane-
ously separated in human saliva. Magnesium and
calcium ions can be quantitatively determined
because they were baseline separated from other
components in saliva. However, sodium and
potassium ions can not be quantified under these
separation conditions, because the two compo-
nents could not be baseline separated, and be-
cause other direct UV-absorbing compositions

T T T T
0 5 10 15
Retention Time (min)

Fig. 4. Simultaneous determination of sodium and potassium
jons in human saliva. Separation conditions are the same as
shown in Fig. 3.
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(the positive peaks shown in Fig. 4) were eluted
at the same retention time as sodium and potas-
sium ions.

The average concentrations of magnesium and
calcium ions in mixed human saliva (Table 1)
were found to be 0.44 mM and 2.48 mM, respec-
tively. The concentrations of magnesium and cal-
cium in mixed saliva are at the same level as they
occur in serum.

It should be noted here that the concentra-
tions of metal ions (particularly for calcium) de-

Naq. ca2+
K'l'
I T T T
0 8 10 15
Retention Time (min)

Fig. 5. Simultaneous determination of magnesium and cal-
cium ions in human saliva. Separation conditions are the same
as in Fig. 3 except for the mobile phase and the detection
wavelength. Mobile phase: 2 mM cerium(III) chloride aque-
ous solution; detection at 253 nm.

Table 2
Comparison with the concentrations determined by ICP-AES

Indi- Age Sex Concentration (mM)
vidual

ICP-AES
Nat K+ Mg2+ Ca2+ Na+ K+ Mg2+ Ca2+
22% 22 M 325 321046 231 3.10 328047 233
23% 23 M 330 325045 232 340 331047 233
F

24° 23 3.23 327046 234 330 33.1046 235
25° 30 F 330 323046 232 3.30 328045 235

2 After breakfast.
b After lunch.

Present method

termined under the present separation conditions
are the ftotal concentrations. This is because the
calcium binding in saliva is pH dependent. All
calcium is released as free Ca’* ions at pH 4
[2,4]. The same saliva samples (No. 22-25) were
also analyzed using ICP-AES (inductively cou-
pled plasma atomic emission spectrometer). The
results are summarized in Table 2. As can be
seen, the results obtained using the present ion
chromatographic system agree well with those
obtained using ICP-AES.
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Abstract

Ten kimberlites from various localities in South Africa have been analysed for all of the platinum-group elements
(PGESs) and gold using a nickel sulphide fire-assay preconcentration followed by neutron activation analysis (NAA).
Problems encountered during the analysis of these samples prompted a radio tracer study to test the recovery of the
precious metals during firing, and then the subsequent dissolution of the assay button. The results of this study
suggest solutions to the potential problems of incomplete melting of MgO-rich and CO,-rich during fire-assay, and
minimising losses of Pt, Pd and Au during dissolution. Furthermore, this improved procedure offers lower limits of
detection than previous methods which combined fire-assay and NAA. The concentrations of PGEs determined in
this study of South African kimberlites are compared with previous partial analyses from the literature, indicating
that earlier analyses may have seriously overestimated the concentrations of some PGEs in kimberlites.

Key words: Neutron activation methods; Platinum-group elements; Kimberlite; Peridotite; Radio tracer; Fire-assay

1. Introduction

Although kimberlites are not of economic in-
terest with respect to the platinum-group metals
(PGESs), they can potentially provide useful infor-
mation on the nature of PGE carriers in the

* Corresponding author. Present address: Department of Ge-
ology, University of Manchester, Manchester M13 9PL, UK.

Earth’s mantle [1]. For example, some authors
have suggested that temperature and the degree
of partial melting might play a major role in the
fractionation of the PGEs relative to one another
during the extraction of some magmas from the
mantle [2,3]. As kimberlites are generated by very
small degrees of partial melting [4], it was thought
that PGE data from kimberlites might help to
indicate whether the generation of low partial
melt magmas was subject to similar controls.
Analyses for the PGEs in kimberlites are rare in

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved

SSDI 0003-2670(93)E0668-W



238 I. McDonald et al. / Analytica Chimica Acta 289 (1994) 237-247

the geochemical literature. Published results from
Siberian kimberlites [5] do not compare well with
partial analyses obtained from southern African
kimberlites [6,7] and it is generally agreed that
the present database cannot be used to model the
behaviour of the PGEs in kimberlite melts with
any degree of confidence {1,4].

In the earliest study of PGE abundances in
southern African kimberlites [6], the analyses
were carried out by radiochemical neutron activa-
tion analysis (RNAA). Only two PGEs (Pd and
Ir), along with Au, were detected in this study.
RNAA also suffers from the fact that radiological
health considerations place a severe constraint on
the amount of material which can be irradiated
during RNAA procedures [8]. At most, only a few
grams of material can be taken for analysis and
the extremely heterogeneous distribution of the
PGESs in most rocks, the so-called ‘nugget effect’
[9], means that this small amount of sample may
not be truly representative of the bulk material,
making reproducibility of results very difficult.

Since the early 1980s, the combined use of
nickel sulphide fire-assay preconcentration on
large samples, first with neutron activation, and
now more recently with inductively coupled
plasma mass spectrometry (ICP-MS), has proved
to be the favoured technique for low level analy-
sis of all PGEs [10,11]. Laborious and intricate
RNAA procedures have largely been superseded,
leading to a more prolific output of high quality
data for all six PGEs than was possible before.
Nickel sulphide fire-assay, followed by NAA, was
used in a study of four South African kimberlites
and showed that in addition to Ir, Pd and Au, Os
and Pt could also be detected in some samples
(7.

The established limits of detection for nickel
sulphide fire-assay and NAA procedures [9,12-14]
are comparable with the range of PGE concen-
trations obtained from previous studies of kim-
berlites [6,7]. In the light of this, we wished to
develop a routine analytical procedure based on
NAA which could be used to obtain high quality,
reproducible data for all six PGEs in kimberlites.
First, in order to check the existing analyses from
South Africa, and secondly, to establish a tech-
nique which could be used to expand the presently
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Fig. 1. Map of southern Africa showing the locations of the
kimberlites analysed in this study.

sparse database for PGEs in these rocks. Ten
samples of kimberlite from various localities in
South Africa were selected for this study and the
sample locations are shown in Fig. 1.

2. Experimental

The analysis comprises four steps. These are
(1) preparing and crushing of the sample; (2)
preconcentration by nickel sulphide fire-assay; (3)
acid dissolution of the assay button to leave a
PGE sulphide residue which can be filtered; and
(4) irradiation and gamma spectrometric analysis
of the residue.

In order to account for the possibility that the
samples might contain very low levels of PGEs,
we designed an analysis procedure which we felt
would optimise the collection and subsequent de-
tection of the PGEs. While normal aliquots (i.e.
50 g) of sample material would be treated during
the fire-assay stage, two assay buttons would be
combined during the dissolution and filtering,
leading to double the normal amount of PGE
residue on the filter paper prior to irradiation.
After activation, the analytical peaks from the
residue, shown in Table 1, should then be more
easily resolved from background noise during
gamma counting. Final concentrations obtained
from the kimberlites could then just be divided by
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two to correct for the differing amounts of mate-
rial processed for the kimberlites, compared with
the standards.

2.1. Apparatus

The nickel sulphide fire-assay was carried out
using a Keegor 42 kW electric furnace. A thermo-
couple circuit stabilised operating temperatures
within 20°C of the set temperature. All filtrations
were performed with a Sartorius SM16307 (glass
frit) filtration unit using Sartorius 11306 cellulose
nitrate filter papers. The filter papers had a di-
ameter of 4.7 cm and a pore size of 0.45 um.

Irradiations were performed in the Poolside
Rotating and Pneumatic facilities of the SA-
FARI-1 reactor, operated by the Atomic Energy
Corporation of South Africa. Thermal neutron
fluxes in these facilities were 3 X 10> ncm ™2 s ™!
and 7.5 X 10" n cm~? s~ ! respectively. Gamma
counting was performed on a dual detector sys-
tem comprising a coaxial Ge(Li) detector oppo-
site a planar Ge low energy photon detector
(LEPD). The coaxial detector had a full width at
half maximum (FWHM) value of 1.71 keV at
1332 keV and the planar detector had FWHM of
300 eV at 5.9 keV and 545 eV at 122 keV. The
detectors were connected respectively through
Canberra 2010 and Ortec 673 spectroscopy am-
plifiers to Nuclear Data 584 analogue to digital
converters and a Nuclear Data 4096 channel mi-
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cro multichannel analyser. Gamma energy cali-
brations for the coaxial and planar detectors were
0.5 keV per channel and 0.2 keV per channel
respectively. Spectra were processed on an IBM-
PC using a modified version of the HEVESY
program [15]. A two minute irradiation for '*™Rh
was carried out at the reactor site. The gamma
spectra were collected using a portable Ge LEPD,
with same resolutions as noted above, connected
to a Tracor Northern TN7200 multichannel anal-
yser, using 2048 channels and calibrated for 0.1
keV per channel.

2.2. Reagents

During fire-assay, the following reagents were
used: finely ground, anhydrous, extra pure sodium
carbonate (Merck 6398); fused, GR grade dis-
odium tetraborate decahydrate (borax) (Merck
6308); GR grade nickel carbonate (Labchem
6710); extra pure, 250 mesh silica powder (Halpro
Chem.); and ground, sublimed sulphur (Merck
7982). Nickel powder purified by the Mond
(carbonyl) process was not used in this study due
to its restricted availability in South Africa and
the fact that some batches of this material were
found to contain abnormally high concentrations
(> 50 ng kg™") of PGEs [7). Repeated analysis of
8 different batches of locally produced nickel
carbonate over a period of 28 months have shown
that this nickel has consistently low concentra-

Table 1
Summary of PGE and Au nuclear data
Induced nuclear % lsotopic Target cross Half life of y-Ray
reaction abundance of section (barn) product used
target isotope radioisotope (keV)
12Ru (n,y) '®*Ru * 31.6 1.4 38.9 days 497
13Rh (n,y) "“mRh * 100 800 4.41 min 52
108pd (n,y) 'Pd ** 26.7 12 13.5h 88
1005 (n,y) °10s @ 26.4 13 14.6 days 129
19205 (n,y) 305 * 41.0 2.1 305h 139
Yt (n,y) 'Ir @ 373 925 74.2 days 317
9r (n,y) "Ir P 62.7 112 192 h 328
19Pt (n,y) 7Pt ® 253 0.74 183 h 191
YA (n,y) '%8Au *° 100 98.8 2.70 days 412
198pt (n,By) 'PAu * 72 37 3.15 days 158

# Indicates an analytical radioisotope.
b Indicates a radioisotope used for tracer work.
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tions (< 10 ug kg™ !) of PGEs [16]. However, of
the 8 batches we tested, only those which had Ru,
Pt and Pd concentrations of <2.0 ug kg™! and
Ir, Os and Au concentrations of <0.5 ug kg™!
were used for the analysis of unknown samples.

During the dissolution step, assay buttons were
treated with extra pure, fuming 37% hydrochloric
acid (Merck 314). Powdered Os, Ir, Pt, Pd and
Au metals (8-50 um particle size; Johnson
Matthey specpure grade) were irradiated and used
in tracer experiments.

2.3. Sample preparation and crushing

Fresh rock samples were obtained from drill
cores or from surface outcrops. Visible xenolithic
fragments were cut out using a diamond saw and
the samples were broken into large fragments
with a hammer before being crushed to small
chips in a jaw crusher. The chips were sorted
under a microscope to remove any smaller xeno-
liths and the separated fraction was crushed to
minus 100 mesh between agate rings in a swing
mill. It has been suggested that Pt, Pd and Au,
which are malleable enough, could smear onto
the agate during crushing, generating a source of
possible contamination in subsequent samples [7].
Thus, after the crushing of each sample was com-
pleted and prior to the next sample being treated,
barren quartz was crushed between the rings for
several minutes to remove any traces of Au or
PGEs which might have been left by the previous
crushing. The quartz was then discarded. In real-
ity, the consistently low levels of Pt, Pd and Au
which were found in the kimberlites suggests that
any cross contamination of samples via the crush-

ing step is likely to be negligible but we consider
it wise to include a cleaning step with any un-
known material. After, crushing, the sample pow-
ders were sealed in-screw-top bottles and ho-
mogenised on a shaker for one hour each, prior
to aliquots being removed for fire-assay.

The standards employed were solid dilutions
of the certified noble metal standard SARM7 [17]
with high purity silica powder. SARM7, diluted
ten, twenty and forty times with silica formed a
range of concentrations which was compatible
with the range expected in the kimberlite sam-
ples. The standards were homogenised on a
shaker for 3 h each prior to fire assay. A silicified
komatiite sample, Wits-1, was used as an internal
PGE standard and high purity silica powder was
used for the determination of reagent blanks.

2.4. Nickel sulphide fire-assay

The fire-assay procedure used is a modified
version of several previously published proce-
dures [9,12-14,18]. Samples are combined with a
flux and meited at 1000°C in a clay assay crucible.
During melting of this mixture, nickel sulphide is
generated. The PGEs are quantitatively extracted
from the silicate into the dense, immiscible sul-
phide phase as it descends through the melt and
are present in the final assay button at the base
of the crucible.

Experience has shown that some rock types do
not fuse properly under the conditions employed
by the above authors (see the Unmodified col-
umn in Table 2). With some peridotites (> 30%
MgO and < 40% Si0,), a layer of green crystals
is sometimes found to be present just above the

Table 2
Summary of reagents used in the modified and unmodified fire-assay mixtures (all masses expressed in grams)
Peridotite High carbonate Unmodified

Sample composition < 40% SiO, <25% Si0,

requirements > 30% MgO >15% CO,
Sample material 50 50 50
Sodium carbonate 30 30 30
Borax 60 70 60
Sulphur 12.5 125 12.5
Nickel carbonate 35 35 35
Silica 10 20 zero
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nickel sulphide button. X-ray diffraction analysis
indicates that this layer is composed of recrystal-
lized forsteritic olivine (Mg,SiO,). Droplets of
sulphide are sandwiched between the olivine
crystals in this layer. Apparently the olivine crys-
tals may act rather like a filter, trapping some of
the nickel sulphide in the silicate slag.

In addition, samples with high levels of car-
bonate (> 15% CO, and <25% SiO,) do not
form a stable melt at all with the flux compo-
nents: the highly basic mixture strongly attacks
the walls of the clay assay crucible and any sul-
phide button which forms is generally unstable,
disintegrating in air over a period of a few days to
leave unconsolidated sulphide flakes. A similar
disintegration was noted by Shazali [19] when the
ratio of carbonate to borax in the fire-assay charge
approached 1:1. For both peridotites and sam-
ples rich in carbonate, it is evident that melting of
the sample, and therefore collection of the PGEs
into the sulphide, may be irregular and probably
incomplete.

Kimberlites are peridotitic rocks which may
carry variable levels of carbonate [4,20] and we
found that both of the above problems arose
during fire-assay of our kimberlite samples when
the original flux mixture and conditions were
employed. Similar effects may occur during fire-
assay with other rocks such as Mg-rich dunites,

Table 3

carbonatites and limestones. It was therefore de-
cided to investigate whether the addition of extra
acidic components to the flux mixture might neu-
tralise any excess basicity and stabilise the melt.

Irradiated metals were used as tracers to test
the extent of transfer of PGEs into the sulphide
phase during the firing of different samples. Mix-
tures of approximately 5 mg each of Os, Pt and
Pd and 0.1 mg of Ir and Au were irradiated,
allowed to cool for 8 h and the activities of °Pd,
19305, 9411, 97Pt, 1%8Au and '""Au were deter-
mined with the Ge(Li) detector described previ-
ously, using the photopeaks listed in Table 1.
Individual mixtures of the metals were then mixed
with a standard sample (SARM7 diluted 10 times
with SiO2), the internal standard Wits-1, a dunite
(RZ4A) and a carbonatite (C/ Sovite), which were
then subjected to fire-assay using the normal flux
mixture.

The activities of the PGE and Au isotopes
collected in the sulphide button were measured
on the Ge(Li) detector. Geometry and matrix
corrections were carried out in a similar manner
to that described by Parry et al. [21] except that
instead of using PGE salts on a filter paper,
irradiated metals were stuck onto clear tape and
sandwiched between two halves of a split sul-
phide button. The recoveries, expressed relative
to the initial activities are shown in Table 3. We

Transfer of PGE into the nickel sulphide phase during fire-assays carried out on the SARMY7 standard, Wits-1, dunite RZ4A, and
carbonatite C/ Sovite with the unmodified fire-assay flux mixtures (the data are based on the average of two measurements for

each sample. n.d.a. indicates no data available)

Sample % Activity present

109Pd ]‘)30s 194 Ir 197PI 199AU 198Au
1:10 SARM7
Loss to slag 2.0 2.8 1.6 29 49 5.6
NiS recovery 98.0 97.2 98.4 971 95.1 94.4
Wits-1
Loss to slag 14 25 2.1 35 53 59
NiS recovery 98.6 97.5 97.9 96.5 94.7 94.1
RZA4A
Loss to slag 123 12.6 8.0 9.7 104 15.7
NiS recovery 87.7 874 9.0 90.3 89.6 84.3
C/ Sovite 2
Loss to slag nda. ~ n.d.a. n.d.a. n.d.a. n.d.a. n.d.a.
NiS recovery n.d.a. n.d.a. n.d.a. n.d.a. n.d.a. n.d.a.

# No data are available for C/ Sovite due to an unstable melt.
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found that losses of PGEs and Au to the slag
using the unmodified flux mixture varied between
2 and 6% for the SARM7 standard and the
internal standard Wits-1, which is in accord with
previous studies [12,21]. In addition, the relative
losses of PGEs and Au for these samples is very
consistent, which indicates that the SiO2-diluted
SARM?7 standard and Wits-1 behave comparably
during fire-assay. However, much higher losses of
PGEs and Au (8-12.5%) were encountered with
the RZ4A dunite and the unmodified flux, while
no button could be formed from the carbonatite
using the unmodified flux.

We discovered that the addition of a small
amount of silica was sufficient to completely melt
any olivine in the peridotite samples. High car-
bonate samples such as limestones or carbon-
atites are more unpredictable and can require the
addition of both silica and additional borax to
form a stable melt. Our recommended peri-
dotitic and high carbonate flux mixtures are
shown in the relevant columns of Table 2. The
results of tracer experiments on the RZ4A and
C/ Sovite samples using these modified flux mix-
tures are shown in Table 4. As this table shows,
the use of the modified flux mixtures resulted in
similar losses (2-5%) for the dunite and carbon-
atite samples to those encountered during the
firing of the SARM7 and Wits-1 standards with
unmodified flux mixture.

Table 4

It should be stressed, however, that the gener-
alised flux mixtures shown in Table 2 are, at best,
guidelines and that a detailed examination of the
slag after firing is the “only way to ensure that
complete melting has indeed occurred. In the
case of extremely high carbonate samples (> 25%
CO,) the analyst should be prepared for the
possibility of several firings with progressively
larger masses of additional silica and borax in
order to achieve complete melting of the sample
and the formation of a stable assay button.

A carbonatite from the Premier mine required
the use of the high carbonate flux but, in gen-
eral, the other samples in this study had peri-
dotitic compositions with only small amounts of
carbonate and most of the fire-assays were per-
formed using the peridotitic mixture. One analy-
sis of Roberts Victor material was carried out
using the unmodified mixture for comparison.

2.5. Acid dissolution and filtering

After fire-assay, the buttons were removed
from the crucibles. Each was weighed and de-
scribed before being wrapped in a plastic bag and
cracked with a hammer. All of the sulphide chips
were emptied into a marked beaker and 500 ml
of 37% HCI was then added. Dissolution of the
nickel sulphide typically takes 4 to 8 h on a
hotplate. The hydrogen sulphide gas generated

Recovery of PGE into the nickel sulphide phase during fire-assays carried out on dunite RZ4A, and carbonatite C/ Sovite with the
modified fire-assay flux mixtures (the data are based on the average of two measurements for each sample. n.d.a. indicates no data
available. SARM7 and Wits-1 data are taken from Table 3 for comparison)

Sample % Activity present

109pq 1930y 194y, 197p¢ 1924 187,
RZAA
Loss to slag 2.6 29 1.9 38 5.8 5.0
NiS recovery 97.4 971 98.1 96.2 942 95.0
C/ Sovite
Loss to slag 2.9 4.0 2.8 4.5 4.1 4.6
NiS recovery 97.1 96.0 97.2 95.2 95.9 95.4
1:10 SARM?7
Loss to slag 2.0 2.8 1.6 29 49 5.6
NiS recovery 98.0 97.2 98.4 97.1 95.1 94.4
Wits-1
Loss to slag 1.4 2.5 2.1 35 53 5.9
NiS recovery 98.6 97.5 97.9 96.5 94.7 94.1
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during the reaction maintains a reducing environ-
ment within the solution which should inhibit the
dissolution of any PGE sulphides [10,22]. These
apparently only dissolve under oxidising condi-
tions in HCI solutions and they are etched out of
the dissolving nickel sulphide to form a layer of
tiny particles on the base of the beaker.

Once dissolution is complete, the beakers are
quickly cooled with damp cloths and the solutions
are filtered under vacuum through filter papers
with a pore-size of 0.45 um, trapping the PGE
sulphide particles as a thin, grey layer. The filter
papers are then folded into a triangular shape,
packed into polythene vials and dried in a desic-
cator for several days before irradiation. As noted
above, for the kimberlite samples, two assay but-
tons were dissolved separately and the contents
of the two beakers were combined onto one filter
paper to yield twice the normal amount of noble
metals.

There is considerable debate as to whether
losses of PGEs and Au occur during the dissolu-
tion step [10,12,14,21,23]. In previously published
procedures [9,12,14,18] the hot solutions are al-
lowed to stand for several hours after hydrogen
sulphide emissions have ceased and it seems
probable that losses could occur at this stage.
Early tracer studies [23,24] appear to indicate
that there are no major losses of PGEs and Au to
the solution while a H,S-rich environment is
maintained, but that significant amounts of PGEs
and Au can be dissolved in the HCI in the ab-
sence of H,S. However, more recent studies have
suggested that significant losses may take place
even with H,S present [21].

Table 5

In order to asses this problem, assay buttons
containing irradiated PGEs and Au were dis-
solved, filtered and the activities of ®Pd, %3Os,
941, 97pt, %8Au and °Au were determined
from the final filter paper. Four buttons were
dissolved and filtered as soon as possible after
the dissolution was complete. Three other but-
tons were deliberately left for progressively longer
periods after dissolution was complete before they
were filtered. The amounts of PGEs and Au on
the filter paper relative to the activities initially
present in the button are shown in Table 5. We
found only small losses (1-3%) of Pd and Au
(recorded by both *®Au and *’Au) when filtering
took place immediately after dissolution but the
losses rapidly increased (up to 10-15%) as the
solutions were allowed to stand for longer peri-
ods.

Parry et al. [21] suggested that 20% losses of
Ru and Au might take place during the dissolu-
tion of the nickel sulphide despite the presence
of hydrogen sulphide in the solution. We did not
perform tracer experiments with Ru therefore we
cannot comment on its behaviour but we did not
observe losses of Au comparable with those re-
ported by Parry et al. [21]. There are two main
procedural differences between our study and
theirs. First, Parry et al. [21] used a Ru-rich PGE
concentrate as a source of tracers, whereas we
used pure metals mixed with rock powders and
secondly, that they crushed the assay button prior
to dissolution whereas we did not.

The recoveries of PGEs and Au into the sul-
phide button are comparable in the two studies
therefore it does not appear that the use of

Recovery of PGE and Au onto the final filter paper after dissolution, relative to the activity initially present in the assay button (the
recovery at the dissolution end point is the average of four measurements. The other recoveries are based on single measurements)

% Activity present

1(}9Pd 193OS 194Ir 197Pt 199Au 198Au
Dissolution
End point 98.6 +3.9 102 £ 5.0 99.6 + 2.4 101 +5.1 96.0 + 3.2 947+ 28
End point + 6 h 96.2 - 105 99.5 103 92.1 92.9
End point + 12 h 92.6 101 99.2 99.4 89.7 88.0
End point + 18 h 89.9 98.9 99.3 94.5 82.6 84.7
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different sample matrices is the cause of the
discrepancy. Therefore, we tentatively suggest
that some losses of PGEs and Au may have taken
place during the crushing step, perhaps due to
smearing of the metals on the walls of the crusher,
and that the losses measured by Parry et al. [21]
may not actually reflect losses during the dissolu-
tion itself.

Coprecipitation with Te has been used to cor-
rect for losses during dissolution [11,17] but this
introduces Te into the final residue which, after
activation, strongly interferes with the 158 keV
peak of 'Au [14,19]. The less sensitive 208 keV
peak of '?Au therefore has to be used and this
has the effect of raising the limit of detection for
Pt by a factor of 3.

As we sought the lowest possible limits of
detection for kimberlite analysis, the disadvan-
tage caused by the Te interference on Pt [14] was
deemed to outweigh any advantage which could
be obtained from Te coprecipitation and it was
not used in this study. Instead we adopted the
rigorous approach that the hot solutions should
be left to stand for as little time as possible after
evolution of hydrogen sulphide had ceased. In
this manner, any losses of Pt, Pd and Au could be
kept to an absolute minimum and the 158 keV
peak of '?Au could be employed.

Table 6

2.6. Irradiation and counting procedures

Batches of 16 to 24 samples, comprising un-
knowns, standards and blanks, were packed into
custom built polythene racks, along with an equal
number of tantalum steel wire flux monitors.
These were then sealed inside a plastic irradia-
tion container. The container was irradiated for
12 h in the Poolside Rotating facility of the
SAFARI-1 reactor.

The samples were allowed to decay for six
hours after the end of the irradiation, cleaned
with double distilled water, and then counted for
one hour each to determine the 'Pd activity.
Additional counts were performed: one of two
hours per sample, after six days for '*®Au and
199Au, and another of three hours per sample
after 20 days for '®Ru, *?Ir and '°!Os.

For the determination of ®™Rh, samples were
individually reirradiated for 2 min in the Pneu-
matic facility of SAFARI-1. The samples were
allowed to decay for 1 min and then counted for
2 min on a planar Ge LEPD. Spectra were tem-
porarily downloaded onto a floppy disk before
being returned to the Schonland Centre for pro-
cessing.

The peak areas of the analytical gamma rays
shown in Table 1, corrected for neutron flux,

Calculated detection limits and reagent blanks for the NiS fire-assay and NAA procedure detailed in this paper (detection limits
estimated from other procedures are shown for comparison. For the blanks, b d | indicates beneath the limit of detection. A

values are expressed in ug kg™ ')

Os Ir Ru Rh Pt Pd Au
This work (100 g sample) 0.2 0.005 1.0 0.35 2.5 0.8 0.001
This work (50 g sample) 0.4 0.01 1.8 0.60 38 1.5 0.002
NAA L.O.D.
Erasmus [9] 0.5 0.05 2 0.5 5 2 0.05
Hoffman et al. [12] 2 0.1 3 1 5 0.1
Shazali et al. [14] 5 0.5 3 2 15 7 0.2
ICP-MS L.O.D.
Jackson et al. [11] 0.26 0.08 0.35 0.14 0.30 0.33 1.7
Brace and Wilton {25] 0.52 0.05 0.17 0.10 0.20 0.34 1.9
Blank (1) bdl 0.21 bdl bdl bdl bdl 0.45
Blank (2) bdl 0.30 bdl 0.41 bdl bdl 0.67
Blank (3) bdl 0.24 bdl 0.45 bdl bdl 0.38
Blank (4) bdl 0.26 bdl bdl bdl bdl 0.33
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Table 7

Summary of PGE and Au concentrations in the South African kimberlites analysed in this study compared with values from the
literature (all are expressed in ug kg~ !. b d | indicates beneath limit of detection, and n d a indicates no data available for that

element at present)

Sample Concentration present

Os Ir Ru Rh Pt Pd Au
1 Endkl-2-1 0.53 0.76 1.8 0.70 11.4 54 1.1
1 Endkl-2-2 0.75 0.70 1.9 0.74 13.8 4.7 0.92
2 Drftn-9-1 1.1 1.6 4.1 1.7 10.9 6.0 3.7
2 Drftn-9-2 1.5 1.6 4.3 1.8 10.1 6.3 3.0
3 Hrtbs-16-1 0.85 0.65 23 0.60 bdl 0.81 0.58
3 Hrtbs-16-2 0.50 0.60 1.7 nda bdl bdl 0.55
4 Pampn-6-1 1.9 2.2 4.5 14 3.8 2.9 0.75
4 Pampn-6-2 2.3 1.8 6.0 1.5 4.0 23 0.85
5 Snddft-25-1 14 1.1 2.4 0.92 5.7 4.8 14
5 Snddft-25-2 1.2 1.1 2.9 nda 4.1 4.7 1.0
6 Fnsch-445-1 1.6 1.2 2.1 nda 4.5 6.7 1.8
6 Fnsch-445-1 1.4 1.2 2.6 nda 49 8.0 2.1
7 Wesltn-422-1 2.3 1.4 2.7 nda 49 29 2.1
7 Wesltn-422-2 1.8 1.2 2.0 nda 4.7 44 2.6
8 RoVic-112-1 1.9 1.3 2.5 0.65 6.1 091 1.3
8 RoVic-112-2 1.6 1.3 1.9 nda 5.6 0.96 2.2
8 RoVic-112-3 2.0 14 1.7 0.30 4.0 bdl 1.6
9 Jagftn-46-1 2.5 2.0 4.0 0.82 bdl 2.3 091
9 Jagftn-46-2 22 2.0 38 nda bdl 2.4 0.79
10 Prem-243-1 0.89 0.54 0.95 0.41 3.6 1.5 0.81
10 Prem-243-2 047 0.42 0.66 nda 2.8 bdl 0.67
Range of COV 2 6-30% 0-12% 3-18% 3-17% 2-17% 2-20% 4-22%
Average COV ? 14.1% 4.1% 10.6% 6.6% 8.3% 7.5% 10.3%
Previous data
Jagersfontein ° nda 26 nda nda nda 8.9 10
Wesselton ° nda 2.8 nda nda nda 18 16
Wesselton € 2.5 1.5 bdl nda bdl 21 31
Finsch © bdl 1.6 bdl nda 22.0 bdl 3.7

2 Coefficient of variation.
b Data from Paul et al. [6).
¢ Data from Tredoux [7].

decay time and counting time, were calculated
and tabulated. The values from the standards and
blanks were used in the preparation of calibra-
tion curves for each batch of samples. The fitted
regression curves were generally good but most of
the curves showed slight negative intercepts on
the concentration axis, indicating the presence of
small quantities of noble metals in the reagents
used for the preirradiation chemistry. This was
confirmed by analysis of the blanks and is dis-
cussed in the next section. Peak areas obtained
from the samples were compared with calibration
curves and the concentrations calculated. A cor-

rection for the differing masses (and any reagent
blank) between the samples and the standards
was also applied to this calculation.

3. Results and discussion

The calculated limits of detection for the com-
bined fire-assay and NAA method, defined as the
smallest concentration which gives a net peak
area of twice the standard deviation of the esti-
mated background beneath the peak of interest,
and the values from blank determinations, are
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shown in Table 6. The limits of detection ob-
tained in this study offer a substantial improve-
ment on those obtained in earlier NAA proce-
dures [9,12,17] and, for Os, Rh and Pd, begin to
approach those attained by recent ICP-MS proce-
dures [11,25). However, the ICP-MS limits of
detection are estimated as three times the stand-
ard deviation of the background and these proce-
dures require less sample material for analysis
(15-30 g).

Ir, Rh and Au, the most sensitive elements for
NAA, gave quantifiable blanks. For the other
elements, the reagent blank was below the limit
of detection. Detection of Ir, Rh and Au will
therefore be strongly constrained by the reagent
blank, as sample contributions much smaller than
the reagent blank will be very difficult to resolve.
The level of reagent blank therefore offers a
better representation of the practical limit of
detection for Ir, Rh and Au by the fire-assay and
NAA procedure.

The method suggested by Asif and Parry [26],
based on the use of small masses of nickel and
sulphide during the fire-assay, was not employed
in this study. Our Os, Ru, Rh Pt and Pd blanks
were consistently lower than those reported by
Asif and Parry [26] even when a smaller button
was employed, but potentially their procedure
could significantly reduce the contribution from
Ir, Rh and Au in the nickel so that the reagent
blank (and hence the real limit of detection)
approaches the instrumental limit of detection.
Methods of decreasing the blank using smaller
assay buttons and other methods, are presently
under evaluation.

We found that the absolute concentrations of
the PGEs and Au in South African kimberlites
are quite low, generally <10 wg kg~!, as indi-
cated by Table 7. Despite these low concentra-
tions, the average coefficients of variation only
range between 4.1 and 14.1%. This is better than
the typical precision attainable for SARM?7 or
Wits-1 using 50 g of sample [16]). The Roberts
Victor samples run with different flux mixtures
show a reasonable agreement for Os, Ir and Au,
but slightly less Ru, Rh, Pt and Pd appear to have
been collected by (8 Rovic 112-3), which em-
ployed the unmodified flux mixture. This suggests

that complete melting and collection probably did
not take place during the firing of this sample.
The low concentration of Pt in most of the
samples appears to ¢onfirm our decision not to
employ Te coprecipitation during the dissolution
step. It is extremely doubtful whether the use of
the less sensitive 208 keV peak of '?Au would
have allowed the detection of Pt in most of the
samples. The view expressed by Shazali et al. [14]
that a coprecipitation step is essential clearly
does not apply to all cases, especially those where
very low levels of Pt are anticipated. Comparison
with previous data [6,7] shows a generally good
agreement for Os and Ir but suggests that abun-
dances of Pt, Pd and Au may have been seriously
overestimated in the earlier studies.
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Abstract

The thermal properties of Ba(hfa),, Ba(hfa),(tetraglyme), Ba(hfa),(18-crown-6), and Ba(hfa),(diaza-18-crown-6)
are investigated by comparing the results of thermogravimetric analysis (TGA) for these materials. All TGA
measurements were made in helium at atmospheric pressure. Infrared, MS, NMR, and x-ray crystallographic
measurements are compared for each of the complexes and correlations are made between the structure-specific
information derived from these analyses and the thermal properties of the barium complexes.

Key words: Thermometric methods; Barium compléxes; Complexes; Bis(1,1,1,5,5,5-hexafluoro-2,4-pentanedionate)

polyether complexes with barium

1. Introduction

The recent discovery of ceramics that are su-
perconductive above 20 K [1-3]} has led to mate-
rial science research directed toward developing
new products that incorporate these substances.
The use of high temperature superconductors in
the microelectronics industry is in its infancy.
Current research efforts in high temperature su-
perconducting electronics focus on developing
new device fabrication methodologies for making
hybrid semiconductor/ superconductor circuits

* Corresponding author.

[4]. Layered thin films must be created in order to
produce integrated circuits. Ceramic supercon-
ducting thin films can be formed by evaporation
[5,6], sputtering [7-11], laser ablation [12-14],
and metal-organic chemical vapour deposition
(MOCVD) [15-18]. Because it is easier to form
thin films on large surface area substrates by
MOCVD than by evaporation, sputtering or laser
ablation, MOCVD is potentially the best cur-
rently available method for commercial produc-
tion of hybrid semiconductor / superconductor in-
tegrated circuits.

The MOCVD process involves the vapour
phase transportation of volatile, metal-containing
materials that are decomposed to release free

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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metal or metal ions in the vicinity of the film
substrate {19-22]. For the production of Y-Ba-
Cu-0, Bi-Sr-Ca-Cu-0, and TI-Ba-Ca-Cu-0O
superconducting thin films, metal B-diketonate
complexes are commonly used to transport met-
als [23-28]. Unfortunately, the thermal properties
of barium B-diketonates are poor compared to
other metal B-diketones used to make high tem-
perature superconductor thin films by MOCVD
(29]. Barium pB-diketonates decompose during
sublimation and can form oligomeric complexes
in the vapour phase [30-34]. These properties
result in inefficient and variable barium transport
to substrate surfaces during MOCVD thin layer
formation. Recent studies have shown that the
MOCYVD transportation efficiency for barium can
be improved by increasing the number of organic
ligands coordinated to barium in the volatile
complex. This has been accomplished by saturat-
ing the barium B-diketone complex carrier gas
with oxygen and nitrogen Lewis bases [26,35] and
by using barium complexes containing barium
ions with higher coordination numbers [36-40].
Barium complexes that sublime at the lowest
temperatures are derived from the barium
bis(1,1,1,5,5,5-hexafluoro-2,4-pentanedionate)
[Ba(hfa),] complex [29] (1) by adding a multiden-
tate ligand. Although fluorinated barium com-
plexes are generally not preferred for MOCVD
applications due to the possibility of BaF, forma-
tion, high quality Y-Ba—Cu-O films can be made
from fluorinated barium complexes when appro-
priate techniques are employed [41]. The synthe-
sis and preliminary characterization of Ba(hfa),
(tetraglyme) (2) and Ba(hfa),(18-crown-6) (3) have
been described previously [40,42—45]. In these
barium complexes, the barium ion is coordinated
to 9 and 10 oxygen atoms respectively. We re-
cently reported the structure of another barium
complex of the same type: Ba(hfa),(diaza-18-
crown-6) (4) [46). In order to explain differences
in the thermal properties of these Ba(hfa),-poly-
ether complexes, it is useful to compare the
solid-state structural features of 1-4. Some struc-
tural and thermal property information for 1-4
has been published [29,40,42—-46]. However, the
analysis conditions used to make these measure-
ments varied significantly making correlations be-

tween results obtained by different investigators
difficult. In order to facilitate the best possible
correlations between structural features and the
thermal properties of 1-4, we have augmented
structural information previously derived from x-
ray crystallographic analyses [43,45,46] with MS,
TGA-MS, IR, and '"H NMR analyses using the
same instrumentation and analysis conditions for
each substance.

2, Experimental
2.1. Apparatus

Thermogravimetric analyses were performed
with a DuPont (Wilmington, DE) Model 951 TGA
analyzer. Helium was used as a carrier gas and 5
mg samples were heated at a rate of 10°C/min
from 50 to 450°C. TGA-MS measurements were
made by connecting the gas outlet of the TGA
analyzer to a Hewlett-Packard (Palo Alto, CA)
5985 quadrupole mass spectrometer by means of
a Scientific Glass Engineering (Austin, TX)
MCVT-1-50 variable splitter valve. The TGA-MS
interface was maintained at 240°C by using heat-
ing tape. TGA-MS mass spectra were acquired by
using 70 eV electron bombardment ionization
and scanning from m/z 10 to 1000 at a rate of 2
spectra/min. lfon source pressure was main-
tained at 5 x 107¢ Torr. Direct insertion probe
mass spectra were measured for solid samples
with a Hewlett-Packard 5985A uadrupole mass
spectrometer. In these measurements, the ioniz-
ing electron energy was 70 eV and the ion source
temperature was maintained at 200°C. The direct
insertion probe was heated from 30 to 300°C at a
rate of 30°C/min. 'H NMR spectra were
recorded in CDCl, on a Varian (Palo Alto, CA)
300XL spectrometer. Infrared spectra (4000-800
cm ') were measured for KBr pellets (solid sam-
ples) and for capillary thin films (liquid samples)
with a Mattson (Madison, W1) Sirius 100 FT-IR.
Sublimations were carried out in an evacuable
glass sublimation apparatus built in our glass
shop. Elemental analyses were performed by E +
R Microanalytical Lab. (Corona, NY). Hfa vibra-
tions were assigned with the aid of the general
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vibrational analysis system software (QCMP 067)
obtained from Indiana University through the
Quantum Chemistry Program Exchange.

2.2. Reagents

Barium hydride was purchased from Strem
Chemicals (Newburyport, MA). Ba(OH), - 8H,0,
2,5,8,11,14-pentaoxapentadecane (tetraglyme),
1,4,7,10,13,16-hexaoxacyclooctadecane (18-crown-
6), 1,4,10,13-tetraoxa-7,16-diaza-cyclooctadecane
(diaza-18-crown-6), and 1,1,1,5,5,5-hexafluoro-
2,4-pentanedione (Hhfa) were obtained from
Aldrich (Milwaukee, WI) and were used as re-
ceived. Tetrahydrofuran (THF) was also obtained
from Aldrich and was freshly distilled from Na
and benzophenone prior to use.

2.3. Synthesis

Ba(hfa), (1) was prepared by mixing 139 mg of
BaH, (1 mmol) with 0.28 ml of Hhfa (2 mmol)
under nitrogen for 2 h. Ba(hfa), was purified by
sublimation at 205-220°C and 102 Torr.

Ba(hfa),(tetraglyme) (2) was prepared by mix-
ing 70 mg of BaH, (0.5 mmol), 111 mg of te-
traglyme (0.5 mmol) and 0.14 ml of Hhfa (1
mmol) in 15-20 ml of THF. After stirring the
mixture for 3 h under nitrogen, the THF solvent
was evaporated. The product was purified by
sublimation at 150°C and 10~2? Torr. Anal. Calc.
for BaC,,H,,04F,,: Ba, 17.75; C, 31.05; H, 3.13.
Found Ba, 17.95; C, 31.28; H, 2.96.

Ba(hfa),(18-crown-6) (3) was prepared by
adding 0.28 ml of Hhfa (2 mmol) to a stirred
mixture containing 140 mg of BaH, (1 mmol) and
264 mg of 18-crown-6 (1 mmol) in 20 ml of freshly
distilled THF. The mixture was stirred for 3 h
under nitrogen and then the solvent was evapo-
rated. The final product was purified by sublima-
tion at 160—180°C and 102 Torr. Anal. Calc. for
BaC,,H,.O,,F,,: Ba, 16.83; C, 32.39; H, 3.21.
Found: Ba, 16.48; C, 33.07; H, 3.38.

Ba(hfa),(diaza-18-crown-6) (4) was prepared by
mixing 70 mg of BaH, (0.5 mmol), 131 mg of
diaza-18-crown-6 (0.5 mmol) and 0.14 m] of Hhfa
(1 mmol) in 20 ml of THF. After 2 h of stirring
under nitrogen, the solvent was evaporated and
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Fig. 1. Thermograms measured for Ba(hfa), (dotted line),

Ba(hfa),(tetraglyme) (solid line), Ba(hfa),(18-crown-6) (long

dash—short dash line), and Ba(hfa),(diaza-18-crown-6) (dashed
line).

the final product was purified by sublimation at
180-200°C and 1072 Torr. Anal. Calc. for
BaC,,H,,O4N,F,,: Ba, 16.88; C, 32.47; H, 3.47.
Found: Ba, 16.68; C, 32.26; H, 3.32.

3. Results

TGA was employed in this study to compare
the thermal properties of 1-4. Thermograms for
these materials are shown in Fig. 1. Table 1 lists
the temperatures at which the major weight loss
step started (7;) and ended (7;) as well as the
temperature at which the inflection point oc-
curred (7}) in thermograms for 1-4. All of the
Ba(hfa),-polyether complexes sublimed at much
lower temperatures than Ba(hfa),. The Ba(hfa),
(18-crown-6) complex was significantly less volatile

Table 1

Thermogravimetric data for Ba complexes #

Substance T.® T.° T.9 Residue
O €O €O (%wt)

Ba(hfa)(tetraglyme) 160 215 230 1

Ba(hfa),(18-crown-6) 220 254 280 9

Ba(hfa),(diaza-18-crown-6) 170 222 240 2

Ba(hfa), 250 300 310 8

2 Averages from at least three measurements.

® Temperature at which the major weight loss step begins.

¢ Temperature at which inflection point in TGA curve occurs.
4 Temperature at which weight loss ends.
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at 250°C than the other Ba(hfa),-polyether com-
plexes. In fact, the major weight loss in the ther-
mogram for Ba(hfa),(18-crown-6) occurred about
40°C higher than the major weight losses for the
other two Ba(hfa),-polyether complexes. The bar-
ium complexes were analyzed by mass spectrome-
try, '"H NMR, and infrared spectrometry to ob-
tain structural information that might help to
explain their thermal properties.

Mass spectra were measured for 1-4 by using
a solids direct insertion probe. In addition, mass
spectra were obtained for 2-4 by coupling the
TGA to the ion source of a mass spectrometer.
Mass spectra obtained by TGA-MS were similar
to those measured by the direct insertion probe
method. Table 2 summarizes some of the frag-
ment ion information derived from probe-MS and
TGA-MS measurements of 1-4. Mass spectra
results for 2 and 3 were similar to previously
published solid probe mass spectra [42,44]
Molecular ions were not detected in the spectra
of any of the complexes. The highest m/z ion
detected in Ba(hfa),-polyether spectra corre-

Table 2
Mass spectral data for Ba complexes

Substance m/z Rel. int. Ion
Ba(hfa), 567 77 [M-L]*
(tetraglyme) 379 25 [(M-2L)F]*
345 44 [M — L- polyether]*
180 100 [M—2L]2+
157 79 [BaF]*
Ba(hfa), 609 38 [M-L]*
(18-crown-6) 421 12 [M~-2L)F]*
345 20 [M - L - polyether]*
201 100 [M-2L)2*
157 55 [BaF]*
Ba(hfa), 607 54 IM-L]*
(diaza-18-crown-6) 419 7 [M-2L)F]*
345 28 [M — L - polyether]*
200 100 M -2L)**
157 63 [BaF]*
Ba(hfa), 897 13 [Ba,L]*
709 10 [Ba,L,F]*
520 24 [Ba,LF,]*
345 85 [M-L]*
157 100 [BaF]*
139 12 [L—CF,]*

Table 3
'H NMR data for ligands and Ba complexes

8(CDCl,)

Hhfa 6.38 (s; 2H)
Tetraglyme 3.32(s; 6H)
3.50 (m; 4H)
3.58 (m; 4H)
3.61 (s; 8H)
3.67 (s; 24H)
2.28 (s; 2H)
2.80 (m; 8H)
3.58 (m; 16H)
3.36 (s; 6H)
3.48 (m; 4H)
3.58 (m; 4H)
3.76 (m; 4H)
3.80 (m; 4H)
5.84 (s; 2H)
3.75 (s; 24H)
5.80 (s; 2H)
2.77 (m; 4H)
3.02 (m; 4H)
3.27 (s; 4H)
3.44 (m; 2H)
3.54 (m; 4H)
3.69 (m; 4H)
3.84 (m; 2H)
5.76 (s; 2H)
9.05 (s; 2H)

Substance

18-Crown-6
Diaza-18-crown-6

Ba(hfa),(tetraglyme)

Ba(hfa),(18-crown-6)

Ba(hfa),(diaza-18-crown-6)

sponded to the loss of one hfa ligand. The doubly
charged ion resulting from the loss of both hfa
ligands was also present in all three Ba(hfa),-
polyether mass spectra. In contrast to the
Ba(hfa),-polyether complexes, mass spectra for
Ba(hfa), contained ion intensity at m/z values
above the theoretical molecular weight of the
complex. These ions corresponded to species con-
taining two barium atoms. Volatile species con-
taining multiple Ba atoms are commonly found
by mass spectrometric analysis of four-coordinate
barium B-diketonates [30-34].

The 'H NMR spectra of 2-4 and Hhfa, te-
traglyme, 18-crown-6, and diaza-18-crown-6 lig-
ands are summarized in Table 3. The single Hhfa
proton resonance shifted from 6.38 ppm in the
neutral ligand to 5.76-5.84 ppm in the barium
complexes. Proton NMR signals derived from
tetraglyme were slightly shifted in Ba(hfa),(tetra-
glyme) compared to the free ligand. The 3.61
ppm singlet observed in the NMR spectrum of
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the ligand was split into multiplets at 3.76 ppm
and 3.80 ppm in the complex. The 3.67 ppm
singlet in the 18-crown-6 spectrum shifted to 3.75
ppm in the NMR spectrum of the Ba(hfa),(18-
crown-6) complex. The proton NMR signals for
diaza-18-crown-6 changed significantly when this
ligand was coordinated to barium. The NMR
spectrum of uncoordinated diaza-18-crown-6 con-
tained a singlet at 2.28 ppm and multiplets at 2.80
and 3.58 ppm. In the Ba(hfa),(diaza-18-crown-6)
complex, these signals were split into two singlets
and six multiplets.

The most intense absorption bands found in
infrared spectra of 1-4 and Hhfa, tetraglyme,
18-crown-6, and diaza-18-crown-6 are listed in
Table 4. Absorption bands at 1086 and 1087
cm™! in Ba(hfa),-polyether complex spectra cor-
respond to the C—O-C stretching vibration of the
polyether. Infrared bands at 1664 and 1670 cm ™!
in Ba(hfa),-polyether complex spectra correspond
to the C-O stretching vibration of the hfa lig-
ands. The medium and strong absorptions found
between 1100 and 1600 cm~! in Ba(hfa),-poly-

Table 4

Infrared data for Ba complexes and ligands

Ba(hfa), Ba(hfa), Ba(hfa), Ba(hfa),

(tetraglyme) (18-crown-6) (diaza-18-crown-6)

954 2 (w) 958 (m) 950 (w) 665 (w)
1087 (s) 1087 (s) 1086 (m) 802 (w)
1141 (s) 1137 (s) 1126 (s) 1155 (s)
1199 (s) 1194 (s) 1186 (s) 1201 (s)
1253 (s) 1249 (s) 1251 (s) 1261 (s)
1527 (s) 1529 (s) 1535 (s) 1541 (s)
1664 (s) 1670 (s) 1670 (s) 1666 (s)
2931 (w) 2937 (w) 2914 (w)

Tetraglyme 18-Crown-6  Diaza-18-crown-6  Hhfa
850 (w) 837 (w) 839 (w) 817 (s)
947 (w) 964 (m) 960 (m) 914 (m)

1107 (s) 1107 (s) 1094 (s) 1082 (s)

1199 (w) 1248 (w) 1249 (m) 1159 (s)

1248 (w) 1348 (w) 1286 (m) 1267 (s)

1350 (w) 1471 (w) 1352 (m) 1359 (m)

1454 (w) 2891 (m) 1452 (m) 1444 (m)

2876 (s) 1637 (m) 1633 (s)

2881 (s) 1685 (s)

2 All infrared absorption band frequencies are in cm ™ L.

Fig. 2. ORTEP drawing for the molecular structure of
Ba(hfa),(diaza-18-crown-6).

ether complex spectra also arise from the hfa
ligands.

4. Discussion

TGA-MS studies indicated that all three
Ba(hfa),-polyether complexes sublime as molecu-
lar species. In contrast, Ba(hfa), sublimes as
oligomers containing multiple barium atoms [30-
34]. All three Ba(hfa),-polyethers sublime at lower
temperature than Ba(hfa),. However, the major
weight loss step in the thermogram for
Ba(hfa),(18-crown-6) occurred at significantly
higher temperature than for Ba(hfa),(tetraglyme)
or Ba(hfa),(diaza-18-crown-6), indicating that
solid state intermolecular interactions are
stronger for Ba(hfa),(18-crown-6) than for the
other polyether complexes.

Complexes containing tetraglyme [43] and 18-
crown-6 [45] have similar structures in the solid
state with hfa ligands located on opposite sides of
the barium atom and the polyether located be-
tween the hfa ligands. In contrast, the Ba(hfa),
(diaza-18-crown-6) complex has a solid state
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structure (Fig. 2) in which both hfa ligands are on
one side of the barium atom and the polyether is
on the other side [46]). In addition, whereas the
carbon and oxygen atoms in tetraglyme and 18-
crown-6 ligands occupy locations that are approx-
imately in the same plane in the Ba(hfa),-poly-
ethers [43,45], the diaza-18-crown-6 carbon, oxy-
gen, and nitrogen atoms in Ba(hfa),(diaza-18-
crown-6) are not co-planar. For example, N1 and
Cl in Fig. 2 are displq}ced from the polyether
mean plane by about 1 A [46].

The 'H NMR spectra of tetraglyme, 18-crown-
6, and diaza-18-crown-6 are fairly simple and
representative of a high degree of symmetry for
these uncomplexed ligands. The 'H NMR spectra
of tetraglyme, 18-crown-6, Ba(hfa),(tetraglyme),
and Ba(hfa),(18-crown-6) summarized in Table 3
compare favourably with previously published
data [42,44]. The 'H NMR spectra of Ba(hfa),(te-
traglyme) and Ba(hfa),(18-crown-6) differ from
the spectra of the uncomplexed polyether ligands
only slightly, which is consistent with the x-ray
crystallographic measurements that indicate a
nearly planar orientation of these ligands about
barium. The 'H NMR spectrum of Ba(hfa),(di-
aza-18-crown-6) is significantly different from the
spectrum of uncomplexed diaza-18-crown-6. In
particular, the N—H proton resonance shifts from
2.28 ppm in the uncomplexed polyether to 9.05
ppm in the complex, indicating that a dramatic
decrease in N—-H proton shielding occurs when
the complex is formed. X-ray crystallographic
measurements indicate that uncomplexed diaza-
18-crown-6 is approximately planar [47]. Because
the diaza-18-crown-6 ring is not planar in
Ba(hfa),(diaza-18-crown-6), a significant distor-
tion of the crown ether ring must occur when
diaza-18-crown-6 complexes with barium. This
distortion accounts for the increased complexity
of the "H NMR spectrum of Ba(hfa),(diaza-18-
crown-6) compared to uncomplexed diaza-18-
crown-6. The 2.28 ppm and 3.58 ppm multiplets
in the free ligand spectrum are split respectively
into two and five multiplets in the complex spec-
trum. In uncomplexed diaza-18-crown-6, the
amine hydrogen atoms are located within the
crown ether ring and the nitrogen lone pair elec-
trons are located outside the crown ether ring

[47]. In order to align the nitrogen lone pair
electrons with barium ion orbitals, the amines in
the crown ether ring must rotate so that the lone
pair electrons move inside the crown ether ring
and the hydrogen atoms move outside the ring.
The crystallographic and 'H NMR results de-
scribed above are consistent with this mechanism.

Infrared vibration frequencies measured for
free ligands and 1-4 were compared in order to
investigate electron density distortions that occur
in Ba(hfa),-polyether complexes due to coordina-
tion of the ligands with barium. Infrared spectra
for Ba(hfa), and Ba(hfa),(tetraglyme) were quali-
tatively similar to previously reported spectra
[29,44). The C-O-C stretching vibration in in-
frared spectra of 2—4 occurred at lower frequency
than the C-O-C stretching vibration of the un-
complexed polyethers. The decrease in this in-
frared vibration frequency results from electron
density being drawn away from ether oxygens by
the barium ion in the complex. For Ba(hfa),(te-
traglyme) and Ba(hfa),(18-crown-6), the C-O-C
stretching vibration frequency decreased by 20
cm~! compared to the frequency of the uncom-
plexed ethers. For Ba(hfa),(diaza-crown-6), the
C-0O-C stretching vibration frequency shifted
from 1094 cm~! in the uncomplexed ligand to
1086 cm ™! in the complex, a shift of only 8 cm™".
The small frequency shift observed for
Ba(hfa),(diaza-18-crown-6) compared to the
other Ba(hfa),-polyethers may indicate that less
electron density is withdrawn from crown ether
oxygen lone pair electrons by the barium ion in
Ba(hfa),(diaza-18-crown-6). However, it is not
possible to attribute this frequency shift entirely
to electronic effects because the structure of the
diaza-18-crown-6 ligand changes significantly
when the ligand is complexed with barium and
these structural changes may also affect the fre-
quency of this infrared absorbance band.

Most of the infrared absorptions observed in
spectra of Ba(hfa),-polyether complexes can be
assigned to hfa ligand vibrations. By using the
relative hfa atom locations derived from x-ray
crystallographic measurements, vibration modes
for the hfa ligand corresponding to the 1670,
1535, 1251, 1186, and 1126 cm~! bands in the
infrared spectrum of Ba(hfa),(diaza-18-crown-6)
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Fig. 3. Vibrational modes of hfa corresponding to infrared absorptions at (a) 1670 cm~ !, (b) 1535 em~!, (c) 1251 cm ™, (d) 1186
cm™!, and (e) 1126 cm ™! for the Ba(hfa),(diaza-18-crown-6) complex. Atom displacements depicted are not to scale.

were assigned (Fig. 3). Because the relative posi-
tions of hfa atoms in the other polyether com-
plexes were found to be similar to those mea-
sured for Ba(hfa),(diaza-18-crown-6), the vibra-
tional modes for hfa in Ba(hfa),(diaza-18-crown-
6) are expected to be similar to those in the other
complexes. The fact that infrared absorption
bands with similar intensities were found at simi-
lar frequencies in infrared spectra of 1-4 sup-
ports this hypothesis. Little variation was ob-
served in the infrared vibration frequencies corre-
sponding to vibrations involving primarily C-O
stretches, indicating that interactions between hfa
oxygens and barium ions in 1-4 were similar.
However, significant frequency differences were
observed for vibrations involving primarily C-F
bonds. For example, the vibration depicted in
Fig. 3e occurs 30 cm ™! lower in Ba(hfa),(diaza-
18-crown-6) than in Ba(hfa),. Apparently, fluo-
rine atoms in Ba(hfa),(diaza-18-crown-6) are in-
teracting with moieties that are not available in
Ba(hfa),. The most likely form of this interaction
is an intermolecular attraction between hfa fluo-
rines and crown ether methylene hydrogens. X-ray
measurements indicate that the separation be-

tween fluorines and methylene hydrogens on ad-
jacent molecules is too large for hydrogen bond
formation. However, long range electrostatic at-
traction may be possible.

5. Conclusions

NMR and x-ray crystallographic measurements
indicate that the polyether oxygen atoms in 2 and
3 assume near planar orientations. Infrared spec-
tra of 2 and 3 each contain bands corresponding
to hfa and polyether C-O-C vibrations that are
similar in frequency and intensity, indicating that
the molecular environment of the ligands in these
complexes is similar. Despite these similarities, 3
requires significantly more energy for sublimation
than 2, even though barium coordination is
greater in 3 than in 2. Infrared spectra of 3 and 4
contain significant differences, especially for vi-
brations involving hfa fluorines. NMR and x-ray
crystallographic measurements indicate that, in
contrast to 3, polyether nitrogens and oxygens are
not co-planar in 4.
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Unlike 1, which is polymeric [48], 2—4 sublime
as molecular species because the barium ions in
these complexes are better shielded. The fact that
the thermal properties of 3 are significantly dif-
ferent from 2 and 4 indicates that barium shield-
ing is not the only factor that dictates sublimation
temperatures. Infrared studies indicated that hfa
fluorine atoms are affected by the presence of
polyether ligands. These effects are presumably
electrostatic interactions between hfa fluorines
and crown ether methylenes from adjacent
Ba(hfa),-polyether molecules. These H- - F in-
teractions may be important for maintaining the
crystal lattice of these complexes and the strength
of these interactions may determine the ease with
which 2-4 can be sublimed. It is clear from the
results presented here that solid state intermolec-
ular interactions should be considered in addition
to the degree of barium ion coordination when
attempts are made to synthesize new barium
complexes for use in MOCVD processing.
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Abstract

It is shown that Guggenheim’s zeroth approximation is consistent with two kinds of solutions, one where the
characteristic parameter b is independent of temperature and one dependent of temperature. The first case has
tacitly been assumed to be the only one. The second one is new and is here illustrated by data on the liquid ion

exchanger dinonylnaphthalene sulfonic acid.

Key words: lon exchange; Regular mixtures

1. Introduction

The three-parameter model introduced by the
present author has recently been illustrated in
various kinds of ion-exchange equilibria [1-3].
The model offers a simple way to correct for
non-ideality in the ion exchanger. The three-
parameter model corresponds to a second degree
polynomial in the plot of log x versus x. Here «
is the equilibrium quotient of the ion-exchange
reaction considered, and x a suitable composi-
tion variable in the ion exchanger. If the curve
degenerates into a straight line, the system be-
haves as a regular mixture. Recently, Forland et
al. [4] showed that activity coefficients for a regu-
lar mixture give rise to a straight line in the plot
above, thus a confirmation of the results of the
three-parameter model. For Guggenheim’s ze-

-
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Sollentuna, Sweden.

roth approximation they showed that plots of the
kind mentioned above should give parallel curves
for different temperatures and give experimental
curves illustrating this.

In the present paper it is shown that straight
lines with different slopes are also consistent with
Guggenheim’s zeroth approximation.

2. The model

The model has been discussed elsewhere [1-3].
According to the model an ion-exchange reaction
with equilibrium quotient « is given by

log « = log k(1)x% +log k(0)(1 —x)?
+ 2 log k,x(1—x) (1)

The model assumes that the kind of nearest
neighbours influences the property studied. In a
mixture of A and B it has one value when sur-
rounded by A only, another when surrounded by

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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B only and a third value when both components
are present. This leads to Eq. 1 above.

Eq. 1 is a second degree polynomial and can
for simplicity be written

log k =a + bx + cx? (2)

From Egs. 1 and 2 the empirical parameters a, b
and ¢ be expressed in terms of the parameters of
the model. We consider for simplicity ion ex-
change between monovalent ions. The equilib-
rium constant K is related to the equilibrium
quotient by

K =«(fy/f1) (3

Here f, and f, are the activity coefficients of the
two components on the mole fraction scale and K
the thermodynamic equilibrium constant of the
reaction

Ay + A, X =A, X + A, (4)

From the Gibbs-Duhem equation and Eq. 3 inte-
gration gives

log f, = (1/2)bx*+ (2/3)cx? (52)

log f,=(1/2)[(b+2c)(1-x)’
—(2/3)e(1-x)’] (5b)

For ¢ = 0 Egs. 5a and b reduce to

log f, =(1/2)bx? (6a)

log f,=(1/2)b(1-x) (6b)

i.e., those for a regular solution.

3. The interchange energy

According to Guggenheim [5] for the zeroth
approximation the enthalpy of mixing can be
written

AH=(1/2)bx(1—x) (7

where b is given in Egs. 6a and b as shown by
Forland et al. [4]. According to Guggenheim, b is
the interchange energy per mole. For ideal solu-
tions b = 0, for the zeroth approximation b # 0.
If b is independent of temperature it is seen
from Eq. 2 with ¢ =0 that plots of log « vs. x

080
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0.00 s " . "
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Fig. 1. log x plotted vs. xcy,nu,p for reaction 8 at three
temperatures: ®, 273 K; a, 298 K; v 336 K.

give a set of parallel curves as illustrated in the
paper by Forland et al. [4].

The possibility with b dependent upon tem-
perature is illustrated in Fig. 1 where log x is
plotted versus x (=X cy,nu,p) for the reaction

CH;NHJ (aq) + HD(org) =
CH;NH ;D(org) + H*(aq) 8)

where HD is dinonylnaphthalene sulfonic acid
dissolved in heptane.

The reaction was studied at 273, 298 and 336
K. Three straight lines can be fitted to the data.
The interchange energy could be fitted to 1/T by

b=0.46—233/T (9)

4, Concluding remark

In the systems studied here straight line plots
with parallel curves are more rare than those with
b dependent of temperature, as might be ex-
pected.
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The Reference Edition of Trends
in Analytical Chemistry (TrAC) is a
compilation of the archival material
reprinted from the regular issues
of the journal. TrAC provides a
topical digest of current develop-
‘ments and new ideas in the
analytical sciences. It does so in
the form of broadly-based, easy-to-
read scientific reviews, backed up
by news and other features of inter-
est to the international analytical
chemistry community. For sub-
scribers to the library edition of
TrAC, the reference edition forms
an integral part of the annual sub-
scription, but for others it can be
purchaseg-individually. It provides
informative and stimulating read-
ing for all those who use analytical
methods. ‘

This latest volume contains all the
archival material published in
1993. It covers a wide range of
analytical techniques and applica-
tions of interest to academic and
research workers in chemistry,
biochemistry, clinical chemistry,
pharmaceutical chemistry and
toxicology.

| Contents: A selection of the

Contents. Single-celi analysis at
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E.S. Yeung). Charge-remote
fragmentations for structural
determination of lipids (J. Adams,
M.J. Songer). Recent advances in

| speciation analysis by capillary gas
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induced plasma atomic emission
spectrometry (R. Lobinski,

F.C. Adams). Pyrolysis-mass
spectrometry under soft ionization
conditions (A.C. Tas, J. van der
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Greef). New developments in glow
discharge mass spectrometry

{Y. Mei, R.K. Marcus). Enantiomeric
separation by micellar electrokinetic
chromatography (K. Otsuka,

S. Terabe). Liquid chromatographic
methods for the chiral separation of
B-adrenergic blocking agents

(C. Vandenbosch et al.). Capillary
gel electrophoresis of biopolymers
(A.S. Cohen, D.L. Smisek,

P. Keohavong). Vibrational
spectroscopy - where are we and

~ where are we going? (J.L. Koenig).

Capillary electrophoresis of inorganic
ions and low-molecular-mass ionic
solutes (P.E. Jackson, P.R. Haddad).

“Mass spectrometric analysis of a

GPl-anchored protein: the scrapie
prion protein (M.A. Baldwin,

A.L. Burlingame, S.B. Prusiner).
In vivo blood-gas and electrolyte
sensors: progress and challenges
(M.E. Meyerhoff). Trace analysis
in capillary supercritical fluid
chromatography: sample
introduction (T. Greibrokk,

B.E. Berg). Analytical applications
of electrified interfaces between
two immiscible solutions

(P. Vanysek). The use of gas
chromatographic detectors in
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column liquid chromatography
(Ch.E. Kientz, U.A.Th. Brinkman).
imaging applications for chemical
analysis utilizing charge coupled
device array detectors (C.W. Earle
et al.). Mass spectrometry of
proteins (P. Roepstorff).

©1993 592 pages Hardbound
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An extra supplement is included in
this edition - Directory of
Capillary Electrophoresis:
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