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Fibre optic-based detection of the entire sample plug as a
straightforward approach to kinetic measurements in
flow-injection systems

J.A. Garcia-Mesa, M.D. Luque de Castro *, M. Valciarcel

Department of Analytical Chemistry, Faculty of Sciences, University of Cordoba, E-14004 Cérdoba, Spain

Received 11 July 1994; revised manuscript received 24 August 1994

Abstract

An unsegmented continuous-flow approach based on the use of long tubular flow cells with an axial optical pathlength is
reported. The device enables the monitoring of the entire sample plug and uses a spectrophotometric detector furnished with
optical fibres. This allows the simple adaptation of the length of the glass tube that functions as the flow cell to the chemical
system to be monitored. Recordings resembling those provided by the stopped-flow technique can be obtained without halting
the flow, thus facilitating the implementation of reaction rate methods.

Keywords: Flow systems; Fibre optic; Reaction-rate measurements

1. Introduction

UV-visible detectors are the most frequently used in
flow-injection (FI) systems. [1,2] Monitoring in
hydrodynamic systems normally entails using U-
shaped flow-through cells of 10 mm pathlength. The
small volume of these cells allows sequential monitor-
ing of the sample plug from head to tail, and thus
provides typical transient FI recordings (FI peaks).

A new configuration based on the use of a fibre-optic
spectrophotometer is proposed for the monitoring of
the entire sample plug. This is accomplished with the

* Corresponding author.
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aid of a glass tube of variable length and 2-mm i.d.
used as the flow cell. In this arrangement dispersion
does not lead to loss of sensitivity because at a certain
stage the whole sample plug fills the optical path.

1.1. Foundation of the proposed approach

During the passage of an injected sample plug
through a flow-injection manifold the volume of solu-
tion in which the sample is contained continuously
increases due to dispersion. For this reason, the entire
injected plug can almost never be monitored; instead,
portions sequentially passing the detection point are
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Fig. 1. Recordings obtained on passage of the sample plug through
different flow cells: (A) conventional flow cell of 10 mm pathlength.
Glass tubing flow cell of long pathlength (B) without chemical
reaction; (C) with chemical reaction.

measured resulting in a recording such as that shown
in Fig. 1A. However, when the connection between the
injection unit and detection point is short and the flow
cell is large enough to accommodate the entire injected
plug, it almost only disperses in the cell, where it stays
over an interval long enough to allow changes during
the evolution of the derivatizing reaction to be moni-
tored (Fig. 1C). Hence, the proposed approach can be
used to make reaction rate measurements. When no
reaction is involved (e.g., injection of a dye) a plateau
is obtained (see Fig. 1B).

2. Experimental
2.1. Reagents

Creatinine and picric acid (Sigma); NaOH and
K,MnO, (Merck) and bidistilled water obtained from

a Millipore Milli-Q system were used. All chemicals
were analytical or reagent grade.

2.2. Apparatus

A Gilson Minipuls-3 peristaltic pump; a Rheodyne
5041 injection valve; a Guided Wave spectrophotom-
eter fitted with optical fibres of different diameters
(Iberlaser) and connected to a PC equipped with a
simple BASIC programme; poly(tetrafluoroethylene)
(PTFE) tubing of 0.8 mm i.d. and flow cells made of
glass tubing of 2 mm i.d. and different lengths (40~
150 cm) were used to build the manifold shown in Fig.
2. The connection between the glass tubing flow cell
and the optical fibres is depicted in the detailed view.

3. Results and discussion

Two chemical systems, one without a chemical reac-
tion and one involving a derivatizing reaction, were
used in order to test the proposed configuration.

3.1. System without chemical reaction

Potassium permanganate was used as a coloured sys-
tem to test the manifold; the influence of both types of

O

11—l

Optical
fiber
Fig. 2. Flow-injection manifold and detailed view of the long path-
beam flow cell and its connection to the fibre optics (for details, see
text).
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Fig. 3. Study of variables affecting the recordings obtained by using
the proposed approach and a system without chemical reaction (I).
(A) Influence of the injected volume of dye injected (a=322,
b=236,c=136,d=36 ul). (B) Influence of the flow-rate (a =1.0,
b=15,¢=2.0,d=25,e=3.0ml min~").

variables, viz. flow-injection and chemical ones, was
studied.

As can be seen in Fig. 3A, the plateau height and
length increased with increasing the injected volume
of 90 uM KMnO, as a result of the increased amount
of KMnO, and length of the injected plug, respectively.
Fig. 3B shows the recordings obtained at variable flow-
rates and an injected volume of 130 wl of 90 uM
KMnO,. The lower the flow-rate was, the longer was
the residence time of the plug in the flow cell and hence
the wider was the plateau. Increasing flow cell lengths
had a similar effect as they also did increase the resi-
dence time (Fig. 4A). The slightly lower absorbance
obtained with long flow cell lengths could be due to the
small cell zones of the pathlength being occupied by
the dye as dispersion increased. Fig. 4B shows typical
recordings obtained in running the calibration curve.

3.2. System with chemical reaction

The kinetic determination of creatinine based on its
reaction with picric acid in alkaline medium [3] was
used to check the usefulness of the approach for the
development of methods based on reaction rate meas-
urements. The working conditions were optimized by
the univariate method, except for the flow cell length
and injected volume, which were kept at 40 cm and 36
pl, respectively, in order to maximize the sampling
frequency. Creatinine samples were diluted in 0.4 M
NaOH and injected into a 5 X 10> M picric acid + 0.4
M NaOH carrier in order to minimize recording oscil-
lations (Amonitoring =325 nm) due to changes in the
refractive index. Table 1 lists the ranges over which the
variables were studied and their optimum values.

Fig. 5 shows the recordings obtained in running the
calibration curve, whose figures of merit are given in
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0,2 . T r T - r T T T
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Fig. 4. Study of variables affecting the recordings obtained by using
the proposed approach a system without chemical reaction (II). (A)
Influence of the flow cell length (a=150, b=120, c=80, d=40
cm). (B) Influence of the injected dye concentration (a=90,b=72,
c=54,d=36,e=18 uM K;MnO,).
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Fig. 5. Calibration recordings used with the reaction rate method for
the determination of creatinine (a=180, b=150, c=120, d=90,
e=60,f=30, g=10 ugml™").

Table 1. The table also shows the precision of the
method, expressed as relative standard deviation
obtained in a repeatability study.

Creatinine in synthetic samples was determined in
order to estimate the recoveries provided by the method
proposed. The results, listed in Table 2, testify to the
usefulness of the proposed approach.

4. Conclusion

The use of flow cells with a long pathlength opens
new prospects for flow-injection systems. One imme-
diate application of this approach, viz. the obtainment
of signal-time measurements similar to those provided
by stopped-flow modes, clearly simplifies the experi-
mental set-up required for such methods.
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Table 1
Optimization of the system variables and features of the reaction rate
method for determination of creatinine

Optimization

Variables Range studied Optimum value

[{NaOH],M 0.1-0.5 04

[ Picric acid], M 1x1073-1.5%103 0.5%x1072

Flow-rate, 0.5-2.0 1.0

ml min~*

Features

Equation * Linear range r RSD, Sampling
(ngml™1) % °® frequency,

h -1
y=0.016 1-180 0.999 1.9 12
+0.007x

* y in milli-absorbance units and x [creatinine] in ug ml™!.
b [Creatinine] = 10 ug ml~".

Table 2
Application of the method to synthetic samples

[Creatinine], g ml~*

Added Found
180 178
150 150
120 122
90 98
60 61
30 34
10 8
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Abstract

Expert systems for chromatography are reviewed. A taxonomy is proposed that allows present (and future) expert
systems in this area to be classified and facilitates an understanding of their inter-relationship. All the systems are
described focusing on the reasons for their development, what their purpose was and how they were to be used. The
engineering methods, knowledge representations, tools and architectures used for the systems are compared and
contrasted in a discussion covering all the stages of the development life cycle of expert systems. The review reveals
that too often developers of expert systems for chromatography do not justify their decisions on engineering matters
and that the literature suggests that many ideas advocated by knowledge engineers are not being used.

Keywords: Chromatography; Review; Expert systems

1. Introduction

Section 2 compares this work with previous
reviews; section 3 introduces some of the con-
cepts and terminology of chromatography and
describes how a chromatographic method is de-
veloped; section 4 gives a definition of ‘expert
system’ and specifies the scope of this review;
section 5 explains why expert systems for chro-
matography are needed; and section 6 proposes a
taxonomy for these systems, describes its purpose
and how it was developed.

Sections 7, 8 and 9 are arranged in a taxo-
nomic fashion corresponding to the taxonomy

* Corresponding author.

and explain why each system was developed, what
its purpose was and how it was to be used.

Sections 11, 12, 13 and 14 discuss the engineer-
ing methods, knowledge representations, tools
and architectures used in the development of
expert systems for chromatography.

2. Previous reviews

Many papers have been published that review
artificial intelligence for chemistry but their scope
is so wide as to prohibit the inclusion of a review
of expert systems for chromatography as detailed
as that given here. For an example see [1]. In
addition to artificial intelligence for chemistry,
the more specific topic of expert systems for

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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analytical chemistry has been reviewed in a num-
ber of papers. Ref. [2] provides an introduction to
knowledge representation and explanation facili-
ties for expert systems for analytical chemistry
but only gives four references for expert systems
for chromatography. Ref. [3] also discusses topics
such as knowledge representation but it does not
mention any expert systems for chromatography.
Ref. [4] compares the use of artificial intelligence
languages and expert system shells for building
expert systems for limited domains but only re-
views one expert system for chromatography.

Three papers [5-7] have been published that
specifically review expert systems for chromatog-
raphy. Ref. [5]} reviews expert systems for liquid
chromatography very briefly. It lacks the authori-
tative tone that usually accompanies an academic
paper: the style of writing is imprecise, some of
the analogies used are weak and only two refer-
ences are given. Ref. [6] does not give any refer-
ences and only reviews four systems of which only
one is an expert system, the other three being
simulation programs. Ref. [7] mentions more than
sixty ! computer systems but only about a quarter
of these are expert systems for chromatography.
This paper reviews all the expert systems for
chromatography that [7] reviews and a further
eleven expert systems for chromatography that [7]
does not mention. Ref. [7] does not make the
relationship between different expert systems for
chromatography clear; this paper proposes a tax-
onomy which facilitates an understanding of their
inter-relationship. Ref. [7] has a useful explana-
tion of how expert systems in general are struc-
tured and introduces some aspects of knowledge
engineering. However its analysis of how expert
systems for chromatography have been engi-
neered is superficial and, in contrast to this pa-
per, no conclusions are drawn on this engineer-
ing. This paper reviews expert systems for chro-
matography comprehensively, covering more than
twenty-five systems and gives over eighty refer-
ences.

! This number does not include subsystems of expert sys-
tems for chromatography.

3. A brief introduction to chromatography

The aim of this section is to explain briefly
some concepts and terminology of chromatogra-
phy and to describe how a chromatographic
method is developed, a knowledge of which is
assumed later in this paper. Complete definitions,
including any relevant mathematical equations,
can be found in the references given:

Chromatography is a separation process in
which the sample mixture is distributed between
two phases in the chromatographic bed (column
or plane). One phase is stationary whilst the
other passes through the chromatographic bed
[8]. Thus the former is referred to as the station-
ary phase and the latter as the mobile phase (or
eluent). Substances to be separated by a chro-
matographic system must have different relative
affinities for these two phases. Thus, a substance
with a relatively higher affinity for the stationary
phase moves with a lower velocity through the
chromatographic system than does a substance
with lower affinity. This difference in migration
velocity ultimately leads to physical separation of
the components in a sample [9].

A component of the sample mixture that leaves
the stationary phase is said to be eluted in a
process known as elution. The eluting power is
the power of the eluent, that is the mobile phase,
to elute the components remaining on the sta-
tionary phase.

If the substances to be separated do not have
widely differing affinities for the stationary phase
then the column can be eluted with the same
solvent (mobile phase) all the time. However if
the affinities vary widely then the composition of
the eluting solvent can be gradually changed.
This technique is known as gradient elution [10].

Stationary phases are either a solid, porous,
surface-active material in small-particle form or a
solid support covered with a thin film of liquid
[8]. The particle size is related to the efficiency.
Column efficiency is inversely related to the rate
at which solute molecules spread out as they
travel through the stationary phase [10]. The po-
tential of a chromatographic system to separate
two compounds is referred to as its selectivity.
Most expert systems for chromatography concern
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chromatographic systems in which the eluted
compounds are transported to a detector and
recorded as Gaussian (bell-shaped) curves. The
signals are known as peaks and are shown on the
chromatogram [8]. The chromatogram is a record
of the concentration or mass profile of the sam-
ple components as a function of the movement of
the mobile phase [11]. The degree of separation
of successive solute bands or peaks is referred to
as the resolution [10]. The peaks give qualitative
and quantitative information on the mixture in
question [8]:-

Qualitative. A peak can be identified by inject-
ing the relevant substance and then comparing
retention times. The retention time is equal to
the period between sample introduction and the
detector sensing the maximum of the retained
peak. The retention time of a component is al-
ways constant under identical chromatographic
conditions. The column dimensions, type of sta-
tionary phase, mobile phase composition and flow
velocity, sample size and temperature provide the
chromatographic conditions. Since these condi-
tions vary the capacity factor is better for charac-
terising a compound, although its measurement
does require that an unretained component is
timed through the column. The capacity factor is
the ratio of the time spent by the solute in the
stationary phase to the time spent in the mobile
phase (or eluent).

Quantitative. The area of a peak is propor-
tional to the amount of a compound injected.
Calibration graphs can be drawn to determine
unknown concentrations of identified samples.

3.1. Chromatographic modes

Gas chromatography is the branch of chro-
matography in which the mobile phase is a gas. In
HPLC (high performance liquid chromatography)
the mobile phase is a liquid.

There are a number of methods, or modes, for
liquid chromatography. Adsorption, reversed-
phase and ion-pair are three which are relevant
to this paper. In adsorption chromatography a
relatively polar material is used as the stationary
phase and a relatively non-polar solvent as the
mobile phase. The different rates at which the

various types of molecules in the mixture are
adsorbed on the stationary phase provide the
separation effect. In reversed-phase chromatog-
raphy the polarity is reversed: the stationary phase
is very non-polar and the mobile phase is rela-
tively polar. Ion-pair chromatography can be used
for the separation of ionic compounds. Ionic sam-
ple molecules are ‘masked’ by a suitable counter
ion; hence the term pair. [8]

3.2. Method development

Developing a method for chromatography in-

volves five steps:

1. Method selection. This step is also known as
the first guess. The appropriate chromato-
graphic method, materials and instrumenta-
tion are selected.

2. Optimisation. The three essential characteris-
tics of any chromatographic separation (reten-
tion, selectivity and efficiency) are optimised.
(a) Retention optimisation. A chromatogram

is obtained in which the components of
interest appear as sharp, symmetrical peaks
with a retention time in an optimum range.
The retention of components needs to be
sufficiently high to achieve separation, but
sufficiently low to maintain a reasonable
analysis time and good sensitivity.

(b) Selectivity optimisation. The best possible
selectivity is sought within the constraints
of optimum retention times for each peak.

(c) Method (or chromatographic or system or
efficiency) optimisation. After the selectiv-
ity has been optimised the efficiency of the
chromatographic system is optimised by
selecting the most appropriate column, op-
erating conditions and instrumentation.

3. Method validation. Finally the method is vali-
dated to prove that it meets the analytical
requirements.

4. Definition of an expert system
An expert system is a computer program that

represents and reasons with knowledge of some
specialist subject with a view to solving problems
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or giving advice. An expert system should exhibit

all of the following features to some degree [12].

— It simulates human reasoning about a problem
domain, rather than simulating the domain it-
self.

— It performs reasoning over representations of
human knowledge, in addition to doing numeri-
cal calculations or data retrieval.

— It solves problems by heuristic or approximate
methods which unlike algorithmic solutions,
are not guaranteed to succeed.

— It deals with subject matter of realistic com-
plexity that normally requires a considerable
amount of human expertise.

~ It must exhibit high performance in terms of
speed and reliability in order to be a useful
tool.

— It must be capable of explaining and justifying
solutions or recommendations to convince the
user that its reasoning is in fact correct.

Ref. [12] gives a broad introduction to expert
systems. The literature abounds with books on
the various aspects of engineering relevant to this
paper. Useful texts include [13] for knowledge
acquisition, [14] for knowledge representation and
[15] for expert system tools and languages.

As stated above an expert system does not
simulate the domain itself but human reasoning
about the domain. Hence this paper does not
review literature that describes work in which the
primary aim was to model, quantitatively or quali-
tatively, aspects of chromatography. Thus [16] is
not discussed because it is concerned with model
based reasoning and Drylab [17] is not included
because it simulates HPLC development.

5. Why expert systems are needed for chromatog-
raphy

The introduction of workable expert systems
for chromatography would be of great benefit
because of the wide range of analytes amenable
to chromatography and the complexity of this
field with regard to the choice of materials and
instruments [18].

An example of the wide range of amenable
analytes is seen in the pharmaceutical industry:

there is an ever increasing volume of diverse
novel compounds which have to be screened in
order to develop compounds with diagnostic or
therapeutic properties. In principle, each com-
pound needs its own method of analysis; thus the
method development process must be repeated in
its entirety for each new compound. Most of
these new compounds are analysed using some
form of chromatography, mainly HPLC. [18]

The choice of materials for HPLC is complex.
Many factors affect the choice of mode of separa-
tion, packing material, mobile phase, and instru-
mental operating conditions. The development of
an optimum method and the interpretation of the
results usually requires a lot of expertise and
experience to solve the problems that arise for
each particular case.

It is impossible for any individual analyst to
become an expert in all the various areas of
chromatography. Hence individual analysts work-
ing in areas in which they are not experts have to
seek assistance from the experts in those areas.
Human, as opposed to computer, experts have
several drawbacks however. They are often in
short supply or unavailable in a particular labora-
tory. They are usually busy and have little time to
spare to help non-experts. Occasionally their ex-
pertise is lost because they leave an organisation
or die. Sometimes their expertise is temporarily
unavailable because they are ill or on leave. When
they are available they may not always be in a
helpful mood and may not offer consistent ad-
vice. Expert systems offer an opportunity to en-
code chromatographic expertise in computer sys-
tems which can be made widely available and
which provide advice which is consistent, user-
friendly and easily documented.

6. The taxonomy

This section discusses the proposed taxonomy
of expert systems for chromatography.
The purpose of the taxonomy is to:

— facilitate the reader’s understanding of how
the systems are related. The diagrams that
show the taxonomy allow it to be quickly assim-
ilated and they can be used for reference.
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— allow readers to focus their attention on a class
of expert system for chromatography that is of
particular interest to them, if they should so
wish.

- allow future expert systems for chromatogra-
phy to be classified and hence illustrate how
they are related to previous systems.

The taxonomy was developed as follows. A
number of attributes that were candidates for
classifying the expert systems were selected. They
included the type of expert system, who devel-
oped it and where, brief details of how it was
implemented and what the domain was. For each
system a list of the values of these attributes was
compiled. Attempts were made to group the sys-
tems into classes where class membership was
determined by the values of one of these at-
tributes. It proved impossible to develop a taxon-
omy that unambiguously classified all the systems
if the type of expert system was used to deter-
mine class membership: the classes generated
were not mutually exclusive for all the systems.
Attempts to classify the systems by considering
who developed them or where did not give rise to
a taxonomy that would, in any way, facilitate the
readers understanding of the inter-relationship
between the systems. Classifying the systems in
terms of how they were implemented was not
possible because their implementations could not
be accurately compared and contrasted: the range
of aspects of the implementations described in
the literature varies for different systems. How-

Expert Systems for Chromatography

Non Specific Specific to Specific to
Cormpound Chromatographic
Class Method
Single Multiple Thin Layer Ion Pair
Stage Stage Chromatography Chromatography
ESCA ECAT ESC/ Moll's New Brussels Solute
ESLC System South Method Type
Wales Conditions  Determ-
Method and ination

Conditions  Optimisation

Fig. 1. A taxonomy of expert systems for chromatography.

Single Stage Systems

Method Optimisation Trouble- Retention
Selection shooting Prediction
CRIPES

ESP  Hungarian Bradford Chinese CATHIE Upjohn HPLC
Selectivity & Herriot ~ Mobile Doctor
Wau Phase

Fig. 2. A taxonomy of single stage expert systems for chro-
matography.

ever it was discovered that all the systems could
be unambiguously classified if class membership
was based on the domain of a system. An analysis
of the resulting classes showed that in some cases
two or more of these classes were subclasses of a
more general class. An examination of these more
general classes showed that some of them were
subclasses themselves of a yet more general class.
Thus a taxonomy was developed, as shown in Fig.
1, Fig. 2 and Fig. 3.

Sections 7, 8 and 9 describe the functionality
of the various expert systems for chromatography,
presenting them in a taxonomic fashion corre-
sponding to the taxonomy outlined above.

Specific to Compound Class

T

Metabolites  Proteins  Steriods  Fossil Fuels  Pesticides

ANAVA

HPLC SPES Decision APN PIA
METABOL- Tree System
EXPERT System
PPA P8 PROTEIN System  Exxon TOGA System for
for System Power
Arson Transformer
Analysis Analysis

Fig. 3. A taxonomy of expert systems for chromatography that
are specific to a class of compounds.
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7. Systems not specific to a chromatographic
method or class of compounds

This section discusses all the expert systems
for chromatography that were not specifically de-
signed for a particular method or a particular
class of chemical compounds.

7.1. Systems designed for several stages of the
process

This section corresponds to the branch of the
taxonomy which is entitled ‘Multiple Stage’ on
Fig. 1 and describes three projects (ESCA, ECAT
and ESC/ESLC) which all attempted to imple-
ment systems that would give advise to an analyst
on several stages of the process of developing a
successful HPLC separation.

7.1.1. ESCA

The expert systems in chemical analysis
(ESCA) project, Esprit project 1570, started in
May 1987, officially finished in May 1990, and
involved five partners: Philips Scientific, Cam-
bridge, UK; Catholic University Nijmegen, Neth-
erlands; Organon International B.V., Oss, Neth-
erlands; Philips Research Eindhoven, Nether-
lands; Philips Research Hamburg, Germany;
Brussels Free University, Belgium.

ESCA “was set up to evaluate the merits of
expert system technology for use in industrial
chemical analysis” [18). Its aim was to provide
expert systems that would illustrate the benefits
and shortcomings of expert system technology.
ESCA resulted in the publication of around 25
papers. Some of these give general descriptions
of the project (see [19-21)).

The knowledge domain chosen for ESCA was
HPLC method development in pharmaceutical
analysis. “In the pharmaceutical industry an ever
increasing volume of diverse novel compounds
has to be searched in order to develop com-
pounds with diagnostic or therapeutic properties.
In principle, each compound needs its own
method of analysis....Most of these... are analysed
using some form of chromatography, mainly
HPLC” [18]. It was believed that an expert system
for HPLC method development “would speed up

the process; making it more consistent and better

documented” [18] while offering expertise that

was not generally available in every laboratory.

Initially the following four domains which cov-
ered the entire field of method development in
HPLC were selected. Each domain represented a
discrete step in the process. Thus the intention
was to build four experts systems that could be
integrated later.

1. Selection of initial conditions

2. Selection of selectivity optimisation criteria. It
was decided to build an expert system for the
selection of optimisation criteria because “it is
difficult to select the most appropriate crite-
rion in different situations” [18] and the choice
greatly affects the outcome of the optimisa-
tion. The resulting system helped the user to
use a conventional package of computer opti-
misation programs.

3. Optimisation of chromatographic parameters.
Chromatographic (or method) optimisation
follows selectivity optimisation. The latter re-
sults in a method that yields adequate separa-
tion in an acceptable amount of time, for the
given instrumental conditions. The former op-
timises these conditions. The aim of the opti-
misation of the chromatographic parameters is
to reduce analysis time and increase the sensi-
tivity of the method. An expert system was
developed for this task because the “relations
between these parameters are complex. Find-
ing the optimal settings requires the evaluation
of a number of equations that are difficult to
see through, even after a long period of study.”
(18]

4. Validation of the development method. The
expert system developed for this domain was
limited to precision testing.

A successful integration of the work of all the
participants in the ESCA project required that
the project was managed effectively: there was a
large number of participants from five organisa-
tions that were geographically isolated from one
another. Although there were no less than four
proposals on how various parts of the work could
be integrated, not one of these described how all
of the parts could be combined. Furthermore the
literature does not provide any evidence that
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Fig. 4. A mapping between the subdomains of ESCA, the
subsystems implemented for each of those subdomains and
the proposals for integrating these subsystems. The four poly-
gons correspond to the four proposed integrations and each
polygon surrounds those systems that were to be integrated by
that proposal.

workers on the ESCA project understood that
the success of the integration of a project as large
as ESCA could not be left to chance and that
consequently there was a need for a plan that
described how all the parts would be integrated.
This may be because the actual goal of the ESCA
project was the development of stand-alone sys-
tems [21].

The four parts of the domain covered by the
four proposals on how the various parts of the
work could be integrated are outlined below.

1. The selection of initial conditions, retention
optimisation and selectivity optimisation.

2. Selectivity and chromatographic (or method)
optimisation.

3. Method validation.

4. Repeatability testing and troubleshooting.

Fig. 4 shows the ESCA subsystems impie-
mented for each of the ESCA subdomains and
shows the four proposals for integrating the sub-
systems.

Proposal one for integration of ESCA work; selec-
tion of initial conditions, retention optimisation and
selectivity optimisation. Some of the workers on
the ESCA project performed a feasibility study

[22,23] for the construction of an integrated sys-
tem for the selection of initial conditions, reten-
tion optimisation, and selectivity optimisation.
They proposed to construct the system from the
stand-alone expert systems (described in the re-
maining part of this section) and some additional
knowledge which was needed to direct the user
through the integrated system.

In the proposed integrated system first-guess
conditions were to be selected by one of the
expert systems LABEL, DASH or LIT, the choice
depending on the application field. After carrying
out the first experiment, the retention time range
of the solutes was to be evaluated. If there were
solutes with capacity factors outside the desired
range, then one of the corresponding retention
optimisation expert systems LABEL/, DASH/
or LIT/ was to be consulted. The result would be
a chromatogram in which all the solutes would
have eluted within a reasonable time but two or
more peaks may still have overlapped. The selec-
tivity optimisation expert system SLOPES would
then have been consulted.

DASH (Drug Analysis System in HPLC) [79]
[24] was originally developed for chromatographic
method selection and retention optimisation for
the purity control of basic compounds, namely
CNS (central nervous system)-active and cardio-
vascular drugs. The system determined the initial
conditions to obtain a capacity factor between 3
and 10. “In more than 75% of all cases, correct
predictions were obtained for the original family
of substances” [22].

DASH/ [24], an extension of DASH, was
specifically designed for retention optimisation.
DASH 7 was a good-second-guess system whereas
DASH was a first-guess system. DASH had
proved satisfactory when limited to basic drugs.
However the integrated ESCA system had to
allow for a wider range of compounds. DASH/
was proposed because DASH alone would not
have performed satisfactorily for this wider range.

LABEL [25-27] was an expert system for se-
lecting the initial chromatographic conditions for
the label claim analysis of pharmaceutical formu-
lations on a cyanopropyl column used in different
chromatographic modes. LABEL was developed
by one of the partners involved with the project
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before ESCA started. “It was included in the
project because it covers the situation that one
sample must be analysed for different com-
pounds. This is in contrast to DASH” [21].

LABEL contained knowledge for the selection
of a suitable detection mode. It only considered
UV or electrochemical detection, the latter in the
oxidation mode [25,27,28].

LABEL assumed the use of a single stationary
phase type, namely a nitrile or cyanopropyl col-
umn, which could be used in both normal-phase
and reversed-phase chromatography. LABEL se-
lected the mobile phase system, either normal-
phase, reversed-phase with water or reversed-
phase with buffer, using rules. It then decided if
the addition of ion-suppressing agents to the elut-
ing agent was necessary and finally gave the start-
ing composition of the mobile phase. [26]

In 36 of 44 tests performed on LABEL
“...success was achieved in a manner that proba-
bly could not have been done better by a human
chromatography expert” [26].

LABEL/, like DASH/, was specifically de-
signed for retention optimisation: the main task
of the expert system was to situate the capacity
factor in a suitable range. The optimisation was
performed by increasing or decreasing the per-
centage of organic modifier in the mobile phase,
starting from the first-guess composition. [22]

LIT was a small expert system that helped to
select all the important parameters of a literature
method and checked whether the method could
be treated by SLOPES. [21]

SLOPES, the SeLectivity OPtimisation Expert
System, was to comprise three different modules:
VARIABLES, DESIRE and CRISE. VARI-
ABLES selected the relevant optimisation pa-
rameters (the variables that need to be consid-
ered) and their boundaries (minimum and maxi-
mum limits). DESIRE determined the type of the
experimental design (the pattern according to
which the necessary experiments will be per-
formed such as Simplex or Doechlert) and the
number and location of the experiments. Finally,
the most suitable optimisation criterion to de-
scribe the quality of separation in a chro-
matogram was selected by CRISE.

CRISE (CRIteria SElection) [29] was an expert

system for the selection of objective criteria for
systematic optimisation of selectivity. Such crite-
ria must characterise the quality of separation in
a chromatogram.

The system was developed for several reasons,
but principally because numerous criteria have
been suggested, each of which yield different
results and the choice depends on a large number
of factors. “It is genuinely difficult to select the
most suitable criterion in a particular situation”
[29].

CRISE consisted of four modules. In the first
the most suitable elemental criterion was selected
to quantify the extent of separation between two
adjacent peaks in the chromatogram. Resolution
(R,), separation factors (S), separation factors
corrected for plate counts (Sy) but also expres-
sions such as peak-valley ratios could be used. As
R, Sy and § do not take into account a possible
loss in resolution due to non-ideal situations
module 2 investigated whether any corrections
were required. Module 3 assisted the user in the
selection of weighting-factors to make a differ-
ence between peaks according to their relevance
or relative importance. In the last module, the
elemental criteria were incorporated in the global
optimisation criterion that was best suited to
quantify the separation quality of the entire chro-
matogram taking into account the purpose of the
chromatogram [30].

The main conclusions of the validation of
CRISE were that “(i) the expert system provided
clear and unambiguous answers for each consul-
tation and (ii) the expert system and the human
expert provided the same answers for all ten
cases (19 consultations) considered during the
validation” [31].

A hypermedia version of CRISE, CRISE-
BOOK [30], is discussed in the Section 13.2.

Proposal two for integration of ESCA work; selec-
tivity and chromatographic (or method) optimisa-
tion. Some of the workers on the ESCA project
proposed an integrated system for just two of the
domains: selectivity optimisation and chromato-
graphic (or method) optimisation. They proposed
to construct the system from three programs:
CRISE (see above), Diamond and SOS [31].
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Diamond was a package of conventional com-
puter programs which required some expertise to
use it. The most difficult decision that a Diamond
user needed to make was the selection of the
most appropriate optimisation criterion. In the
integrated system this decision was to be made
with the help of the expert system CRISE. An-
other expert system, SOS, was to be used to
transform the chromatogram with optimum selec-
tivity produced as a result of Diamond into the
optimum overall method by establishing the best
column conditions, instrumentation, injected
amount, etc.

SOS (System Optimisation System) optimised
separations in terms of (i) sufficient separation,
(ii) sufficient sensitivity and (iii) shortest possible
time [32].

To run the system, an initial chromatogram
was needed, together with the relevant informa-
tion of how it was recorded. The system used two
databases, one describing the available columns,
and the other the available detectors. (These
were created once for a given laboratory, but
could be modified at any time.) The system used
this information to:-

— recommend the optimum column, detector cell,
time constant, flow-rate and sample size.

— predict the required analysis time, the ‘critical
resolution’ (that is the lowest value observed
for the resolution between a relevant pair of
peaks) and the pressure drop over the column.

- provide an explanation of its reasoning in the
form of a bar chart and some additional advice
to the user.

The optimum result was defined as:

1. The resolution for all relevant pairs of peaks
had to exceed a minimum value specified by
the user.

2. The signal-to-noise ratio for the smallest rele-
vant peak had to exceed a minimum value
specified by the user.

3. The required analysis time had to be as short
as possible.

A prototype was implemented in Knowledge
Craft % but the final system was implemented in

2 Knowledge Craft is described in Section 13

Pascal. The developers described the conven-
tional explain facilities provided by expert-system
development tools such as Knowledge Craft as
“generally not very helpful” [32]. Thus when SOS
was reimplemented in Pascal [33] a new set of
help and explain facilities was implemented. As a
result bar charts could be used to establish which
factors were limiting the speed of analysis, which
factors caused a particular combination to be
invalid and whether or not a major reduction in
the analysis time was still feasible.

Proposal three for integration of ESCA work;
method validation. The ESCA expert systems dis-
cussed so far have not dealt with method valida-
tion. A prototype for an integrated expert system
for intralaboratory precision testing was imple-
mented [34,35]. It integrated two expert systems
described below, one for repeatability testing and
the other for ruggedness testing. The architecture
of the integrated system is described in Section
13.4.

The purpose of a precision test is to establish
the random deviation from the mean in a certain
analysis. Precision testing normally consists of
repeatability and (interlaboratory) reproducibility
tests. In the former, the same sample is analysed
under the same conditions by the same analyst a
number of times. In the latter, the same sample is
tested in different laboratories to examine the
precision of the method under slightly changing
conditions. Since reproducibility tests involve
more than one laboratory they are relatively
costly; to reduce these costs a ruggedness test can
be performed after the repeatability test but be-
fore the reproducibility test. Like a repeatability
test, a ruggedness test can be performed in just
one laboratory but the effects of using different
laboratories are simulated; this detects some of
the problems that would usually be discovered
during the relatively costly reproducibility test.

The system was developed because method
validation was becoming increasingly important
as stricter rules were applied by regulatory au-
thorities. Precision testing was a vital step in this
validation. The system concentrated on precision
tests that could be done in the laboratory where
an LC method was developed. For most analysts
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in a routine laboratory, the performance of a
precision test was not straightforward. The sys-
tem was intended to given the analyst validating
the method as much certainty as possible that the
method would not fail in a collaborative interlab-
oratory test.

The expert system for repeatability testing was
called REPS (REPeatability testing System)
[36,37). The expert system was used to select
suitable test procedures for particular applica-
tions and to interpret their results. All the algo-
rithms for the calculation of variance were set up
in spreadsheets which could interact with the
expert system. This is described in Section 13.3.

The system was reimplemented in Pascal in
multiple windows environment [84]. This version
worked as follows. It started by consulting a sys-
tem optimisation module to provide the fastest
analysis time within the required resolution. The
method features to be tested were then defined
as the sample preparation and the injection pro-
cedure. The user had to input a description of the
HPLC method together with information on its
expected usage. The system recommended an ex-
perimental design based on this input. The user
then carried out the experiments and collected
data which was input to the system. The system
then diagnosed problems with the repeatability of
the HPLC method. Each problem diagnosed had
a list of actions that could be taken to try to solve
the problem. The order in which the actions were
presented to the user was such that those which
were most likely to solve the problem appeared
first.

The expert system for ruggedness testing was
called RES (Ruggedness Expert System) [38-40].
RES comprised six modules that represented the
major steps in the set-up and interpretation of
the ruggedness test. The modules were controlled
by a supervisor.

The Factor Choice Module. This selected the
factors to be included in the ruggedness test and
the factor levels. “Normally, some 50 factors may
influence method performance in liquid chro-
matography. For every method, however, only a
small group of factors is expected to be critical in
that small changes can cause large effects.” [41].
The relevant factors will be different for every

chromatographic method. All the relevant factors
must be tested but the number of experiments
required increases dramatically with the number
of factors. Thus the number of factors chosen by
the system had to be minimal but sufficient.

The module was based on a rule based system
[41]. The expert system approach yielded accept-
able results to the problem: it had proved satis-
factory for ten of the eleven cases of pharmaceu-
tical formulations tested. This was in contrast to
an algorithmic approach; “...the problem of fac-
tor choice is difficult to handle in normal pro-
gramming languages because no algorithms are
available, and they are difficult to design because
of the many parameters involved and their com-
plex interactions” [41]. The expert system could
cope with the problem because the relations be-
tween the parameters were organised in frames,
rules, handlers and demons [41].

The Design Selection Module. The module se-
lected the experimental design from a set stored
in the module. However the user could overrule
the decision of the module and even add new
designs to the system together with the rules for
their selection.

After the user had consulted the factor and
design selection modules the experimental design
could be stored in a file for reference. The user
then performed the experimental work and mea-
sured the necessary parameters.

The Statistical Results Module. This per-
formed statistical calculations using algorithms.

The Chemical Results Module. This contained
heuristic knowledge. The output from this mod-
ule consisted of a set of warnings that had to be
included in the final method description. The
module decided whether one of the two repair
modules (described below) should be activated.

The Reselect Factor Levels Module. This was a
rule based module which modified the factor
levels to a narrower range. The module produced
a list of factors and levels that could serve as a
new input to the design selection module to re-
peat the ruggedness testing procedure.

The Method Improvement Module. This was
derived from SOS, which was described above.

During the validation of RES the factors cho-
sen by an unbiased expert were compared with
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those suggested by RES for 11 test cases. In all
but one, RES performed satisfactorily.

Proposal four for integration of ESCA work: re-
peatability testing and troubleshooting. The fourth
proposed integration combined REPS, SOS and
three other modules which were built to add
flexibility to the integrated system [21]. This al-
lowed the user to consult the system in three
different situations. It could be used to access the
repeatability of a new method, to check the re-
peatability of a previously validated method and
as a trouble-shooting tool. The latter “turned out
to be a valuable feature” [21].

Conclusions arising from the ESCA project. De-
spite the publication of around 25 papers on the
ESCA project, the implementation of over a
dozen ESCA subsystems and no less than four
proposals on how various parts of the ESCA
work could be integrated there is no evidence in
the literature to suggest that a single integrated
system was implemented. Future projects to de-
velop expert systems for chromatography which
tackle domains as large as that covered by the
ESCA project must be managed more effectively.

7.1.2. ECAT

Workers at Varian Associates in the USA de-
veloped ECAT (Expert Chromatographic Assis-
tance Team) [42-44] ECAT was a collection of
expert system programs intended to assist the
inexperienced chromatographer in HPLC method
development. The recommendations of the sys-
tem were intended to lead the user logically
through the entire method development process
towards a workable HPLC separation.

ECAT comprised the following four modules
connected to an inference engine:

Column and Mobile Phase. This received in-
puts about the analyte characteristics and made
recommendations for the column packing, col-
umn geometry, mobile phase liquids and mobile
phase modifiers. The module used heuristics
which were represented by a set of rules. The
module forward chained from the initial factual
input about the analyte class(es), querying the
user where necessary, in order to develop a more

general identity for the class(es), or to conclude
the existence of properties associated with the
class(es). When the chain of inferencing was ex-
hausted the module scarched for key facts to
determine which of its recommendations it was to
output. The module then gave the user the option
of changing some of the decisions that the mod-
ule made when the rules were initially fired. If
the user decided to change any decisions then the
module redesigned the separation based on the
alternative choice.

Sample Preparation. This helped the user to
determine whether or not the sample required
pre-treatment in order to enhance some quality
of the separation. The module’s knowledge base
contained sets of rules and facts for determining
whether a guard column was needed, and whether
the analysis could be aided by solid-phase extrac-
tion techniques. A list of recommendations was
delivered at the end of the session.

Method Optimisation. This led the user
through a series of experiments in which the
separation was optimised in both total time and
acceptable resolution. This module was limited to
a small set of rules which led the user to use a
limited range algorithmic optimisation strategies.

Database of Chemical Properties. This con-
tained factual information about specific chemi-
cals and classes of chemicals.

7.1.3. ESC /ESLC

A chromatography expert system was devel-
oped by researchers at the Dalian Institute of
Chemical Physics in China [45-48]. This system
was named ESC (Expert System for Chromatog-
raphy) in [45] but was referred to as ESLC (Ex-
pert System for Liquid Chromatography) in [47].

The strategy for the development of the system
was to develop a knowledge and chromatogram
base, an inference engine and a user interface.
The chromatogram base could be searched by
compound, analyte class or author. (The base
included literature references for the chro-
matograms.) Thus the user could either enter the
structure of the sample or the sample name or
the name of the class to which the analyte be-
longed [45]. The chromatogram played an impor-
tant role in that it not only provided a reliable
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knowledge base for the system but it was also
used to verify the results recommended by the
system [47].

The system had five modules:

Separation Mode, Mobile Phase and Station-
ary Phase Selection.

Selection of the Sample Pretreatment and De-
tection Method.

Optimisation of the Operating Conditions.

Peak Identification. Four approaches for iden-
tifying peaks were considered, one was on-line
and the other three were off- line.

Diagnosis of the Hardware System. This was
developed because “almost all chromatographs
do not possess self-diagnosis at the heart of the
system, the column” [45]. It proposed a general
strategy for hardware diagnosis involving compar-
ison of the hardware to be used with standards.
Any differences found resulted in rules being
fired and a diagnosis being proposed.

7.2. Systems’ designed for one stage of the process
only

This section describes those systems shown on
Fig. 2 and is organised in a taxonomic fashion
corresponding to Fig. 2. All the systems were
designed for one stage of the chromatographic
process only.

7.2.1. Method selection systems

Researchers at Virginia Tech in the USA de-
veloped ESP (Expert Separation Program) [49].
This was an expert system designed to aid the
inexperienced analytical chemist in choosing a
HPLC method. It did not suggest what condi-
tions were required.

ESP began by conducting an interview to
gather information on the separation problem.
The program then attempted to reduce the num-
ber of possible candidate solutions by decompos-
ing the separation problem into independent
sub-problems. ESP was menu driven and incorpo-
rated how and why explanation facilities. The
system’s architecture is described in Section 13.4.

The validation of ESP showed that in nine out
of 12 test cases ESP suggested a reasonable
method [49].

7.2.2. Retention prediction systems

An expert system called CRIPES (Chromato-
graphic Retention Index Prediction Expert Sys-
tem) was developed by researchers at Loughbor-
ough University {50,51].

The system used the molecular structure of an
analyte to calculate retention indices from empir-
ically derived quadratic expressions for the struc-
tural units. The program could also calculate the
resolution of pairs of analytes.

During the validation stage the retention of a
number of test compounds not previously exam-
ined were measured and compared with those
calculated by CRIPES. “In many instances there
was close agreement between the values, suggest-
ing that generally the prediction method was sat-
isfactory... The database does not yet include
sufficient values for interaction between a wide
range of substituents to permit a consistently high
accuracy in the calculation of retention indices,
although in most instances the predictions are
within experimental error” [50].

7.2.3. Optimisation systems

Researchers from Bradford and Heriot-Watt
Universities developed a system for eluent opti-
misation in reversed-phase HPLC [52-55]. The
input to the system was spectral information from
a multichannel diode array detector which pro-
vided retention information. This type of detector
“provides an extra dimension of information from
a single chromatogram... a three-dimensional
spectrochromatogram is produced... in which the
axes are time, wavelength and absorbance” [52].

The approach taken by the system was to
perform a gradient elution experiment to deter-
mine the appropriate initial solvent strength, fol-
lowed by response-surface modelling on the re-
sulting spectral information using an iterative re-
gression method to determine the mobile phase
composition for optimum resolution.

The iterative regression approach relied upon
the correct and unambiguous identification of
each solute in each of the chromatograms. If this
was not possible, perhaps due to co- elution of
two or more peaks, the system then employed a
modified Simplex procedure which makes no as-
sumptions based on spectral data.
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Peak homogeneity (the extent to which each
peak corresponds to just one component of the
sample) was assessed by a number of indepen-
dent modules, the output from which was inter-
preted by the expert system and used to validate
the response surface model constructed by the
optimisation procedure.

The system required the column to be prese-
lected, and an operator to prepare the mobile
phase, operate the pumps and perform the injec-
tions; the developers stated their intention to
automate these tasks in the future [52].

Researchers at Zhejiang University in China
developed a system for optimisation of the mobile
phase composition in reversed-phase HPLC [56].

Workers in Hungary produced an expert sys-
tem for the prediction of initial HPLC conditions
for selectivity optimisation in pharmaceutical
analysis [57].

The input data corresponded to the structural
formulas of the compounds of interest. Using this
data and a database, the system calculated parti-
tion coefficients which were correlated with
HPLC retention.

7.2.4. Troubleshooting systems
Three troubleshooting systems, HPLC-Doctor

[5], CATHIE and PECOD, diagnosed problems

with instrumentation whereas another, Upjohn’s

system, diagnosed problems with methods.
Workers at the Upjohn company in the USA

produced a knowledge-based expert system for

troubleshooting 21 of the HPLC assay methods

frequently used in their laboratories [58]. The aim

of the project was to construct an expert system

that would advise an entry-level laboratory tech-

nician to diagnose problems in a HPLC system.
The problem solving approach of the system

was as follows:

1. It gathered the symptoms and other relevant
information from the user.

2. It derived the selectivity, capacity factor and
resolution from the data.

3. It analysed the assay problem, obtaining more
data if necessary.

4. It diagnosed the most probable causes and
then ranked them. The results were shown to
the user and justifications given.

5. In depth troubleshooting followed for the
highly ranked causes in order to identify the
cause of the problem.

Milne, from Intelligent Applications Limited
in Livingston, produced an expert system called
CATHIE [59] for the automatic interpretation of
gas chromatographic data and for the provision
of an expert analysis of the state of the instru-
ment in order to detect possible failures or dete-
riorations.

Workers at Tsingham University in China de-
veloped a prototype diagnostic expert system
called PECOD. “The domain-specific knowledge
on the performance, design and operation of
packed extraction columns was reviewed, struc-
tured and encoded” [60]. The knowledge was
represented by combining a production system
with conventional programs.

8. Systems specific to a particular class of com-
pounds

This section describes those systems that are
shown on Fig. 3 and is organised in a taxonomic
fashion corresponding to it.

8.1. Metabolites

Two expert systems for metabolites were de-
veloped: SPES and HPLC-METABOLEXPERT.
SPES [61] was an expert system for capillary gas
chromatography analysis of human ester metabo-
lites.

HPLC-METABOLEXPERT [62] was devel-
oped by researchers at the Hungarian Academy
of Sciences and the CompuDrug company. The
system became commercially available from Com-
puDrug. The system simultaneously predicted the
metabolites of an organic compound and their
retention data.

The system was developed because HPLC had
acquired a major role in the identification of
metabolites in medicinal chemistry which had
been growing in importance. The identification
procedure was complicated by the problem that
compounds with unknown or incompletely known
structures and retention times needed to be iden-
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tified in a chromatogram that contained mainly
the peaks of non-metabolites.

The user had to enter the parent compound
via a graphical interface. The system then output
a tree-like picture which represented the metabo-
lic transformations. This was produced using a
knowledge base of generalised metabolic trans-
formations taken from a standard text.

To obtain the retention predictions the user
had to input the chromatographic conditions and
retention times of the parent compounds. On
requesting the HPLC retention prediction for
metabolites, the necessary mobile phase composi-
tion and predicted retention times were displayed
together with a note about the necessary pH and
detection wavelength changes. The prediction was
based on the structural differences between the
parent compound and the metabolites: the system
used a database that contained the retention
changes caused by a substituent of the molecule
that appeared or disappeared in the physiological
metabolic route.

The power of the expert system to predict
retention was investigated by measuring synthetic
mixtures of parent compounds and metabolites.
The differences between the measured and pre-
dicted retention times was always less than 8 min
and the average difference was 1.8 min.

8.2. Steroids

Two similar expert systems for planning sepa-
rations of steroids by HPLC were designed by
workers in Singapore and Australia [63,64].

The first system that was developed tried to
select an appropriate separation system for a
given number of compounds. The user had to
input a list of compounds which she or he sus-
pected to be present in the sample, and a list of
compounds which had to be especially well sepa-
rated. Candidate separations were created by:

1. establishing the characteristics of the sample,
that is the compounds of interest and their
polarity.

2. finding a stationary phase of similar polarity.

finding an eluent mixture of opposite polarity.

4, finding a compatible detector.

However, this strategy would have produced a

w

large number of candidate solutions so the expert
system imposed constraints. These constraints
were determined from the list of compounds
which had to be especially well separated and
other additional queries made to user during the
consultation. Candidate solutions that did not
meet the constraints were ignored.

The system first searched for a case in the
knowledge based in which some or all of the
compounds of interest in the sample had been
separated. If this failed it searched for a case
where similar compounds or class of compounds
had been separated. Finally if this failed then the
system planned the separation from first princi-
ples.

The implementation described was limited to
quite simple separations. However this limitation
was due to insufficient information in the knowl-
edge base rather than to deficiencies in the sys-
tem structure or the approach to problem solving
[63].

This system is referred to in this paper as the
decision tree system for steroids, as explained in
Section 12.1.2.

The other system for planning separations of
steroids was designed to tackle the problem in
the same way but using a different formalism to
represent the knowledge. Section 12.1.2. explains
why this was attempted and discusses the results.
This system is referred to in this paper as the
APN (Augmented Planning Network) system for
steroids because it used ATNs. ATNs are dis-
cussed in Section 12.1.2.

8.3. Biological fluids

Workers at Glaxo have investigated the feasi-
bility of building an expert system for method
development in HPLC for bioanalysis, that is the
analysis of drugs in biological fluids [66]. They
developed a structured approach to method de-
velopment in this area and they envisaged that
the data resulting from it would be used to build
the knowledge base for an expert system.

8.4. Proteins

Protein purification involves several stages
from the extraction from the source to the final
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purification with high-resolution chromatography
techniques. Three expert systems for planning the
purification of a protein were developed: PRO-
TEIN, PPA and PS8.

A prototype expert system called PROTEIN
was developed at the University of Reading to
assist in the preliminary selection of operations
for the recovery and purification steps in the
manufacture of proteins. The aim was “...to de-
sign large scale protein purification processes with
a very high recovery, a virtually pure product and
minimum cost Expert knowledge was obtained
partially from the literature but mainly from in-
dustrial experts...” [67].

“The work showed that expert systems can be
a helpful tool to assist in solving the knowledge
intensive and heuristic based problem...” [67].
However the system could only amplify the effec-
tiveness of an expert, it could not replace the
expert.

Workers in Sweden developed a knowledge-
based system called PPA (Protein Purification
Advisor) for planning protein purifications [68].

PPA was developed because most researchers
had been adopting a trial-and-error approach to
protein purification “..without thought for im-
provement or optimisation of the method, leading
to unpredictable and irreproducible results, and
rapid exasperation” [68].

PPA was completely user driven in that the
users told the system what they knew about the
sample, the source material, and the protein they
wanted to isolate, and then asked the system for
a purification plan. The system then presented a
plan. The idea of PPA was not to get a ‘perfect’
plan but rather to avoid making the most obvious
and time consuming errors.

PPA was intended to support users with a
varying degree of experience: it was designed to
facilitate learning by graduate students and for
senior researchers seeking a second opinion. Not
only could the user request PPA to formulate a
plan but he or she could also describe a complete
or partial plan and ask PPA for comments. Fur-
ther the user could ask for alternative plans and
ask why or why not a certain operation had or
had not been chosen.

PPA was validated by testing it with 20 differ-

ent proteins selected by scientists. The resulting

plans were discussed with the respective scien-

tists. “In every case the plans were found to be

acceptable with some minor variations” [68].

When compared to published procedures for the

proteins the plans were found to be very similar.

Three of the people who worked on PPA also
worked on P8. P8 was another system for plan-
ning protein purifications but P8 used a different
planning technique to PPA and was designed for
a different type of user.

P8 was a planner “...that planned and pro-
vided recommendations for the chromatographic
stage of protein purification. The system was
developed to meet the requirements for informa-
tion and decision support among workers in bio-
chemical research laboratories” [69]. P8 provided
advice on which technique to use, the running
conditions for each operation, and measurements
to be taken between each purification step. The
system was restricted to liquid chromatographic
techniques and membrane-bound proteins.

P8 was primarily intended as a research proto-
type to explore knowledge representation and
algorithms for protein purification planning. Thus
only “...a limited effort was spent on the user
interface” [69].

The techniques for protein purification affect
the physical properties of a sample differently but
a protein sample requires carefully controlled
conditions. Thus a sample has to be adjusted
between the steps of a purification but these
adjustments need to be kept to a minimum. One
of the aims was that P8 would design a plan that
involved the minimal number of adjustments.

P8’s knowledge base was structured around a
set of partial plans. These were represented by a
‘technique and decision-point tree’, which cov-
ered different outcomes of operations in the plan.
The knowledge in each decision-point was repre-
sented as a rule set. The nodes of the tree corre-
sponded to purification techniques. P8 acted as
follows:

1. P8 began by asking questions about the deter-
gent, the amount of sample and protein stabil-
ity. A rule base then determined what strategy
to use. A strategy was essentially an ordering
of partial plans.
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2. For each partial plan purification techniques
were selected, using the corresponding deci-
sion tree, until the user acknowledged that the
target protein was sufficiently pure. For each
purification technique that was selected :-

(a) A check was made that the sample met the
requirements for the technique. Constraint
violations were passed on to a module
which recommended the adjustments that
were necessary before the technique could
be employed.

(b) The running conditions were then selected
using a rule base.

(c) The technique was then performed.

3. Once the target protein was sufficiently pure
P8 halted.

Section 13.5 contrasts the two planning tech-

niques of PPA and P8.

8.5. Pesticides

Researchers at the University of Missouri pro-
duced an knowledge-based system called PIA
(Pesticide Identification Assistant) [70] designed
to assist an analytical chemist with the identifica-
tion of pesticide residues in food products using
gas-liquid chromatography. [70]

The intention was that PIA would be able to
identify approximately 300 different potential
residues found in 234 different food items based
on retention data, analysis information and
heuristic rules based on food types. The analysis
information was used to constrain possible identi-
fications of a chromatographic peak. There was a
possibility that a chromatographic response under
investigation was due to a residue from outside
the set of compounds that the system recognised.
Therefore a definite identity could not be estab-
lished and a variety of heuristic rules allowed the
selection of the most probable identity from
among the possibilities. Help functions were pro-
vided throughout the system. Explanations and
suggestions were only available after the probable
identification was made. [70]

PIA operated by using Prolog’s inference en-
gine directly to perform a number of searches
[70]:

1. Prior to attempting residue identification, it
performed a search based on the food item in
question. This had the effect of gathering
heuristics relevant to the sample type into
working memory.

2. It tried to identify the residue(s) by:

(a) searching for a single residue that could
account for all the data.

(b) searching for multiple residues, if no single
residue could account for all the data, and
finding a possible residue for each peak on
the chromatogram.

Rather than always performing a complete
search of possible residues, the system first
performed a search among only those residues
previously identified in the sample food type,
continuing on to a complete search only if the
restricted search failed to generate an identifi-
cation.

3. Finally it searched for information to use in
explanations of results, and for suggestions for
confirming analyses. However the system was
incapable of expanding upon these suggestions
or explaining why they were appropriate.
“Currently, eleven of the 234 food items are

represented in the system, as well as 18 of the 300

possible compounds. Identification of items drawn

from this initial sample is 100%. Obviously, such
performance will degrade as the complete
database of food items and compounds is incor-

porated into the system” [70].

8.6. Fossil fuels

Four of the expert systems for chromatography
were limited to fossil fuels. Two of these tried to
automate the interpretation of data from gas
chromatography—mass spectrometry (GC-MS).
This is a highly skilled, labour intensive task
which is used to identify compounds in fossil
fuels.

Researchers at the Georgia Institute of Tech-
nology and the University of Alabama, both in
the USA, suggested design criteria for a GC-MS
based expert system for arson analysis. Since
petroleum distillates are “the overwhelming
choice of the arsonist” [71] a system specific to
this group of compounds was designed. “Ad-
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vantage was taken of the high selectivity of mass
spectrometry towards aliphatic and aromatic hy-
drocarbons” [71].

“In the USA about one out of five reported
fires is of suspicious origin....The chemical analy-
sis of residual accelerant is an integral part of
most investigations into the origin and cause of a
fire....The power of GC-MS in accelerant analy-
sis has been demonstrated convincingly on real
world samples.” [71] The system was developed
because of the limitations of human chro-
matogram interpretation. Data interpretation had
almost always been carried out by pattern recog-
nition of chromatograms. This had involved the
analyst looking for groups of peaks that were
characteristic for fuels commonly encountered. In
many cases, chromatograms of suspect samples
had been simply arranged side by side to chro-
matograms of standards. There are many human
and technical limitations of chromatogram inter-
pretation. For example it was obvious that factors
such ds retention time shifts or a mismatch of the
chromatographic scale could have caused prob-
lems. [71]

Thus a system was designed which tried to
automate the process. The system began by ac-
quiring GC-MS data. It tried to categorise chro-
matographic profiles by establishing the presence
of key components. Comparison was made to
data from standards stored in the memory of the
computer. Retention time information as well as
spectral criteria was used. The system then
printed a table giving extensive information about
the presence or absence of the key compounds
and denoting the accelerant standard which was
the best match to the unknown sample. The
system could then be instructed to print out ion
chromatograms for the sample and simultane-
ously display the best match [71].

The researchers were aware that their system
had limitations: “Chemical analysis of fire debris
remains a challenging task. There is no substitute
for human intuition and a machine will never
replace a chemist. The program does fail on
occasion for samples that produce overwhelming
interferences or have other peculiarities.... The
program... is of significant help in routine analy-
sis” [71].

Workers in the USA at the University of
Houston and at the company Exxon developed an
expert system for the interpretation of the GC-
MS spectra of fossil fuel distillates.

Interpretation “...of GC-MS spectra is still
very labour intensive, in particular for non-routine
samples containing hundreds of components, such
as fossil fuel distillates....Manual identification...
requires a highly skilled professional and is ex-
tremely time consuming.” [72] Even when a com-
mercially available data system is used, identifica-
tion “..has to be based on a large number of
experienced based, inter-connected decisions, that
include a detailed examination of the mass spec-
tra, considering the relative order of elution and
a very critical evaluation of the library response”
[72].

The Exxon system used the commercially avail-
able identification capabilities but it extended
them by defining limits of acceptability for the
library identification yielded by those systems.
These limits were based on automatic examina-
tion of the spectra, on retention time considera-
tions and on the quality of the matching itself.
The system was shown “...to be highly reliable in
correctly identifying components in complex hy-
drocarbon streams, and doing so at a fraction of
the time that would be required by a human
expert” [72].

Two expert systems for diagnosing the insula-
tion condition of power transformers were devel-
oped: TOGA [73] and a system from Xian Jiao-
tong University in China [74]. The latter worked
from the measured chromatograph for the trans-
former oil. The insulation condition of power
transformer was diagnosed as either normal, in
need of checking and repair, or the system rec-
ommended that the diagnostic period needed
shortening.

9. Systems specific to a particular chromato-
graphic method

This section corresponds to the branch of the
taxonomy which is entitled ‘Specific to Chromato-
graphic Method’ on Fig. 1.
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9.1. Systems for ion pair chromatography

Three expert systems were developed for ion
pair chromatography. One suggested a suitable
set of method conditions whereas the other two
were mainly concerned with optimisation.

The expert system for suggesting a set of suit-
able method conditions was developed at the
University of New South Wales for ion chromato-
graphic methods using dynamically coated ion-
interaction (also known as ion-pair) chromatogra-
phy [75].

Ion-pair chromatography involves the use of
apolar stationary phases with eluents containing a
hydrophobic ion of opposite charge sign to that of
the analyte ions, that is a counter ion. Two alter-
native methods exist: ‘permanent coating’ or ‘dy-
namic coating’. The former requires that the col-
umn is first equated with the counter ion, which
is then absent from the eluent during the analysis
step. The latter uses an eluent containing the
counter ion for both the column conditioning and
analysis steps. The knowledge acquisition process
for the expert system revealed that permanent
coating represented less than 20% of ion-pair
applications and it was therefore decided to con-
centrate on the dynamic coating procedure.

The actual rules for defining the method con-
ditions were divided into four stages:

Selection of the method type. This part ascer-
tained the class of ion to be analysed and selected
a suitable preliminary method.

Selection of the column. The column was se-
lected by examining the nature of the sample and
its matrix.

Selection of the eluent. The cluent was deter-
mined chiefly by the class of ions for analysis.

Selection of the detector. The detector was
chosen on the basis of the properties of the solute
ions and the availability of detector types.

A report was shown to the user which sum-
marised the chosen method conditions. On view-
ing this it was possible for the user to modify any
answers and the system would produce new con-
clusions. Throughout the consultation help was
available for each query that was made of the
user.

The system allowed the user to change the
conditions for activating some of the rules and
the conclusion made by these rules. If any such
modifications were made then the rule base was
reconfigured to account for these changes. Thus
the user could customise the system to include
specific preferences.

Researchers in Brussels developed one of the
two systems concerned mainly with optimisation
[76]. The main purpose of the research was to
explore how to introduce optimisation procedures
into the expert system rather than to build a
system for the domain. Thus only some basic
drugs were considered, only one ion-pair reagent
was investigated and the detector mode was lim-
ited to UV.

The system was based on LABEL. Like LA-
BEL it gave advice on the detection and mobile

‘phase but it also included an experimental design

module. The systems comprised four modules:

Introductory Module. This checked whether
ion pair chromatography was necessary and possi-
ble, and selected the detector settings.

First Guess Module. This advised on the mo-
bile-phase conditions. It began by deciding
whether a first guess was indeed possible. If the
situation was too complex then it decided that an
experimental design should be applied immedi-
ately.

Optimisation Module. This used an experi-
mental design when an initial guess approach was
likely to give unsatisfactory results, that is when
more than one substance was present. A simple
design was chosen because the aim of the expert
system was not to establish the best optimisation
method but to investigate the feasibility of inte-
grating optimisation methods in to an expert sys-
tem.

The user then tested the method and entered
the results in to the system. The system evaluated
the results and either advised that the method be
used, advised that a good separation could not be
obtained using the system selected or adapted the
method by calling the fourth module.

Adaptation Module. The input to this module
was the chromatographic results of the method
proposed by the first guess or optimisation mod-
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ules. The module either adapted the method or
advised the user that a good separation could not
be obtained using the system selected.

The system was validated by following the ad-
vice of the system for sixty synthetic mixtures
created using a random number generator. “The
rate of success was satisfactory” [76).

A rule based system was developed at Texas
A &M University in the USA for the determina-
tion of solute types in unknown sample mixtures
as a first step of selectivity optimisation parame-
ter selection in reversed-phase ion-pair chro-
matography [77a].

This work illustrated that the nature of the
solutes in totally unknown aqueous sample mix-
tures can be determined by the combination of an
experimental procedure and a rule-based reten-
tion-shift evaluation strategy that is implemented
in a computer program. The approach suggested
did not require peak tracking or the use of any
other extra-chromatographic information. Other
expert systems for selectivity optimisation need
extensive a priori chemical information about the
sample components in order to make predictions
about the expected retention behaviour.

The system comprised three parts:

Data Input. The user entered the retention
times of all the peaks observed, together with the
respective pH and pairing-ion information. The
retention times and chromatograms could be en-
tered in any order.

Type Evaluation. The program tried to label
each peak as either SA, SB, WA, WB or N where
N = neutral, S = strong, W = Weak, A = acid, and
B = base. The retention data of all peaks from all
the chromatograms were compared. (At least two
chromatograms were required.) Initially all five
possible solute types were assigned to all peaks in
all chromatograms. Then, recursively using the
retention-shift rule set, the program eliminated
the impossible solute-type designations for all the
peaks.

List Results. The solute-type assignments were
then displayed to the user. The user could re-
quest the list of rules (and their hierarchical
sequence) which were used in the solute- type
assignment process, for each individual peak.

When tested with a variety of complex sam-

ples, the program correctly identified the type of
the first and last eluting peaks and excluded the
impossible solute-type designations for the rest of
the peaks.

9.2. System for thin-layer chromatography

A system was developed for the identification
and separation of samples by thin-layer chro-
matography (TLC) {77b]. The system was based
on an extensive database of pharmaceutical com-
pounds which could be modified by the user. The
system was useful for TLC screening and for
selecting a TLC separation system for a given
sample [7].

10. Synopsis of behaviour and users

Table 1 compares the predominant behaviour
of expert systems for chromatography * and the
types of user for which they were intended. It
indicates that only three out of the 18 systems
were targeted at users who were novices in the
particular domain of each of the systems. Thus
most expert systems for chromatography were
designed for scientists with some experience of
chromatography. The table also shows that the
systems exhibit four predominant behaviours: just
over a third of them (7 of 18) plan the whole or
part of a chromatographic separation, whist the
remainder either predict the values of experimen-
tal data, diagnose problems or identify sample
components.

11. How the knowledge was acquired for the sys-
tems

The process of acquiring the knowledge needed
for an expert system is called knowledge acquisi-

3 The systems that were designed for several stages of the
chromatographic process (ESCA, ECAT and ESC/ESLC) are
not included because they do not have a predominant be-
haviour: they comprise several subsystems which behave dif-
ferently.
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tion. The knowledge acquisition process is usually
divided into three stages: deciding what knowl-
edge is needed, variously referred to as the defi-
nition stage or initial analysis; getting knowledge,
predominantly from human experts, and inter-
preting it, usually called elicitation; and ‘writing’
the knowledge in the internal language of the
system, encoding it, usually called representation.
Knowledge acquisition is a notoriously slow pro-
cess and has become known as the ‘bottle-neck’
in the process of developing expert systems. [78].
It has accounted for a significant proportion of
the total work involved in developing expert sys-
tems for chromatography. For example the
knowledge acquisition phase for the PPA project
required approximately six person-months of ex-
pert time and in terms of calendar time the
project required one year. Future developers of
expert systems for chromatography should allow
for the knowledge acquisition ‘bottle-neck’ when
planning their projects.

11.1. Sources of expertise and knowledge
Some of the systems relied on the literature as
the main source of expertise. This was the case

for the expert system for planning separations of

Table 1
Behaviour and users of expert systems for chromatography

steroids that was implemented as a decision tree;
the rules were induced from specific examples of
validated results of successful separations re-
ported in the literature. Examples of how the
expert system should behave were taken and then
generalised to a higher-level rule that could guide
the inference procedure {63]. ESP used rules
drawn from a standard text book [49].

However, the knowledge and expertise for most
of the systems was acquired with the help of one
or more experts. For example the sources of
expertise for the PPA system were specialists on
individual separation techniques and researchers
on particular classes of proteins [68]. The struc-
ture of the knowledge for ECAT was “de-
termined through informal interviewing of ex-
perts, and by accumulation of ideas and experi-
ence from chromatographers through the litera-
ture” [75].

One of the problems of working with experts is
that they are usually busy people with little spare
time to devote to the development of an expert
system. The developers of some of the systems
found ways of minimising this problem. For ex-
ample the researchers, based in New South Wales,
that developed the expert system for ion chro-
matographic methods using dynamically coated

Name of

Predominant behaviour

Intended users

expert system

Plans Predicts

Diagnoses Identifies Experts Novices Unspecified

Arson Analysis

Brussels Method, Conditions and Optimisation Y
CATHIE

CRIPES Y
ESP Y

Exxon

Hungarian, Selectivity Optimisation Y
HPLC METABOL EXPERT Y
New South Wales, Method Conditions Y
PECOD

PIA

PPA

PROTEIN

P8

Power Transformer
Solute Type
Upjohn

Steroid Systems Y

-

Y Y
Y
Y Y
Y
Y
Y Y
Y
Y
Y
Y Y
Y Y
Y Y
Y
Y
Y Y
Y Y
Y Y
Y
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ion-pair chromatography [75] developed their sys-
tem from an extensive database of previously
published ion chromatography methods. “The
database was searched systematically to find the
most commonly used method conditions for dif-
ferent applications. These conditions were then
examined by the expert and rules generated for
the expert system... This method considerably
reduced the amount of time required from the
expert but still resulted in the development of a
competent expert system.” [75]

When help is sought from experts for an ex-
pert system project it is important that the most
suitable experts are chosen. For a company pro-
ject this may involve deciding whether to use
experts from within the company or from outside.
Such a decision was made by the developers of
the Upjohn troubleshooting system. The sources
of the expertise for the Upjohn troubleshooting
system were publications and chromatographic
experts in the Pharmaceutical Quality Control
Division of the Upjohn company [58]; since the
system was to be an ‘in-house’ system, ‘in-house’
expertise was adequate.

Using more than one expert in a project can
lead to problems. Experts may disagree or use
different approaches. For some of the systems
the number of experts involved was deliberately
limited to one. The developers of CRISE stressed
the importance of consistency in the knowledge.
They achieved this for CRISE by obtaining al-
most all the knowledge from a single expert.
Knowledge from another source was included in
the periphery of the system. [29] In the ESCA
project four experts separately contributed
knowledge for each of the four subdomains. “Al-
though more than one expert could have con-
tributed to a domain, it was decided to avoid any
discussion between experts” [18].

Thus previous experience suggests that devel-
opers of expert systems for chromatography must
carefully consider the number and choice of ex-
perts to be consulted, and decide whether ‘in-
house’ or external expertise is to be sought.

11.2. Elicitation techniques employed

For many of the systems the literature does
not describe which elicitation techniques were

used. However interviewing was used for the ma-
jority of those for which the techniques used are
described. For a few systems other techniques
were employed but they were not described in
any detail. For example the knowledge elicitation
for the ESCA DASH system was mainly done by
interview but other techniques were also used.
However they were only described in the vague
statement “Sometimes information was ex-
changed in written form” [79].

The literature on knowledge engineering de-
scribes in detail a wide range of techniques for
knowledge elicitation that can supplement or re-
place interviewing [78,80] and gives advice on
how and when a given technique should be em-
ployed. However the literature on expert systems
for chromatography does not mention any of these
techniques. Despite the emphasis placed on the
techniques by the literature on knowledge elicita-
tion there is no evidence that developers of ex-
pert systems for chromatography have used them,
considered but rejected using them or were aware
of them. Future developers of expert systems for
chromatography should consider using the vari-
ous techniques and describe and justify their
choice of technique(s) in any published work.

11.3. Machine induction and neural networks

There is an alternative to the developer of an
expert system trying to elicit the expertise from
an expert; a computer can be programmed to
develop the expertise. This can involve a com-
puter being trained to develop a set of rules or a
neural network.

Rule Induction. Rule induction involves a
computer system being provided with a number
of cases and the system using inductive tech-
niques to create its own rules from the cases.

Neural Networks. A neural network comprises
a layer of input elements connected to one or
more hidden layers of elements, the last of which
is connected to a layer of output elements. Data
from the input layer are transmitted through the
hidden layer(s) to the output layer in a manner
determined by the strengths of the connections
between elements. Training modifies the connec-
tion strengths, and it is the set of their values in
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the trained network which represents the rela-
tionship between the input and the output.

There are no reports in the literature to sug-
gest that induction was considered as a method
for acquiring the expertise for any of the expert
systems for chromatography that have been im-
plemented.

In the conclusion of the paper on the expert
system developed in New South Wales for ion
chromatographic methods using dynamically
coated ion-pair chromatography [75] the authors
stated their intention to investigate the potential
of neural networks and the Quinlan rule generat-
ing system [81] for knowledge acquisition. They
proposed to compile rule bases for the ion exclu-
sion and ion exchange methods of chromatogra-
phy and stated their belief that since these meth-
ods are used more frequently the task of manu-
ally performing a statistical analysis on a database
of literature methods, as was done for the ion
pair mechanism, would be extremely difficult due
to the large amount of data.

12. The knowledge representations adopted
12.1. Formalisms for knowledge representation

The literature on knowledge representation
describes a number of formalisms that can be
used such as productions rules, frames, semantic
nets and the predicate calculus [14,82]. Ref. [3]
includes lucid examples showing how all four
formalisms can be used to represent chemical
knowledge.

Nearly all the expert systems for chromatogra-
phy used rules. Despite the emphasis placed on
the alternatives to purely rule based systems by
the literature on knowledge engineering [12,14]
there is no evidence that developers of the rule
based systems for chromatography considered us-
ing them or were aware of them. Future develop-
ers of expert systems for chromatography should
consider using the various formalisms and de-
scribe and justify their choice of formalism(s) in
any published work.

The following sections discuss those few sys-
tems which did use other formalisms.

12.1.1. Frames

Frames [83] “...as data structures for storing
expectations about typical objects and events have
become quite widespread in artificial intelligence
applications”, p. 169 of [12]. The “...additional
structure which can be represented or imposed by
frames has considerable value. One demonstra-
tion of this is the reconstruction of knowledge
bases originally expressed in unstructured pro-
duction rules into frame systems and the conse-
quent improvement in system understanding and
ease of maintenance....The use of frames to rep-
resent knowledge about structured domains or
structured knowledge continues to increase in
popularity...”, p. 99 of [14]. Frames “...are mostly
used in conjunction with other representations,
such as production rules”, p. 169 of [12].

It is therefore surprising that the use of the
increasingly common combination of production
rules and frames was only reported for a few of
the expert systems for chromatography. The
ESCA system for precision testing was one of
these. The usual features of frames such as in-
stantiation, inheritance and demons were used
[36,37,41].

12.1.2. Augmented transition networks

The two systems for planning separations of
steroids were designed to tackle the same prob-
lem in the same way but using different for-
malisms to represent the knowledge. The first
represented a decision tree by a series of rules.
The second used an augmented transition net-
work (ATN) * and was developed to show that
the ATN formalism was “...a more efficient struc-
ture for representing the knowledge base of
the...system” [64]. However no evidence was pre-
sented that proved this. Furthermore the compar-
ison of the ATN and rule formalisms ignored the
possibility of using some of the main control
strategies for rule based systems, such as allowing
rules to be fired more than once, and using meta
and context sensitive rules. These omissions ren-
der the work as irrelevant to the contemporary

“ For a description of ATNs see [64].
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debate as to which formalism is most efficient for
knowledge representation. The work failed to
prove that ATNs should be used for future expert
systems for chromatography.

12.2. Uncertainty

Uncertainty exists whenever expert systems
have to make non- categorical decisions. Uncer-
tainty can be represented using probability the-
ory, certainty factors, fuzzy logic and the Demp-
ster-Shafer theory of evidence [12]. The literature
mentions the representation of uncertainty in only
a few of the systems. The Upjohn troubleshooting
system developed by [58] was implemented in M.1
which is rule-based expert system software which
deals with uncertainty by the use of MYCIN style
certainty factors. The capability of M.1 in dealing
with uncertainty was used to weigh evidence and
thereby establish priority for efficient trou-
bleshooting. PROTEIN used certainty factors as
well. PIA handled uncertainty “...in an ad-hoc
fashion, basically by noting any causes for uncer-
tainty in working memory, assigning a subjective
weight, and accumulating the weights associated
with each proposed identification” [70]. The Pas-
cal reimplementation of the ESCA REPS also
incorporated weighting factors [84].

12.3. Representations not specific to expert systems

Some standard software development repre-
sentations were used. Data flow diagrams and
state transition diagrams were used for the ESCA
REPS [36].

Flow charts were used in the development of
ESC/ESLC [45,46). In academic computer sci-
ence circles flow charts are associated with poor
implementation practice [85). They “...are very
limited in their capability for modularisation and
structuring...” [86]. It is therefore surprising that
flow charts were used in the late 1980s to design
a computer program, especially one which was an
expert system. Flow charts should not be used to
design future expert systems.

13. The software tools and architectures used
tools

This section lists the software tools and archi-
tectures used to implement expert systems for
chromatography.

13.1. Software languages and expert system shells
and tools

Table 2 shows which expert systems for chro-
matography used which languages ° and the as-
pects of the each system for which a language was
used. The table shows that those systems in which
the coding was not in one language alone, the Al
languages were mostly used for reasoning, and
never for numerical processing, where as conven-
tional languages were mostly used for numerical
processing and never for reasoning. This reflects
the strengths of the Al languages: they make it
possible to represent knowledge quickly and con-
veniently p. 95 of [87] making it easier to code
reasoning. The way in which the conventional
languages were used also reflects one of their
strengths: they usually provide better facilities
than the AI languages for numerical processing.

The aim of Table 3 is to show which expert
system shells and tools were used in the develop-
ment of the systems °.

13.2. Hypermedia

The developers of CRISEBOOK {30] dis-
cussed three problems with ‘traditional’ expert
systems development software:

5 Prolog and LISP are referred to as artificial intelligence
(AD) languages. Third generation languages, such as BASIC,
FORTRAN, C and Pascal, will be referred to as conventional
languages.

1t does not try to review the shells and tools used or to
classify them; they are presented in alphabetical order. No
description of the shells and tools is given because of the
differences between the various versions used for different
chromatography systems.
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Table 2

Languages used by expert systems for chromatography
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Language Systems that Used for Aspects for which the language was used
used Language whole Reasoning Numerical Interface Data
system? .
processing capture
Artifical intelligence languages
Prolog ESP N Y
MicroProlog Bradford Herriot Watt System N Y
Steroid Decision Tree System Y
TurboProlog Exxon System Y
PIA Y
Solute type determination system Y
Common ECAT Y
LISP PPA N Y
SCHEME LISP ESC/ESLC N Y
Conventional languages
BASIC and FORTRAN Brussels ion pair system N Y
LABEL N Y
C Chinese mobile phase system Y
ESP N Y
RES N Y
Lattice C APN Steroid system Y
Pascal SOS reimplementation Y
REPS reimplementation Y
Turbo Pascal Exxon System Y
Unspecified conventional language Bradford Herriot Watt system N Y Y
ESC/ESLC N Y
Table 3
Expert system tools and shells used by expert systems for chromatography
Name of tool Supplier Systems that Notes
used tool
Epitool Epitec AB PPA Except interface
Expert Systems Environment (ESE) IBM PROTEIN
Goldworks Gold Hill Computers, REPS First implementation only
Cambridge, MA, USA RES Factor choice module only
Knowledge Craft Carnegie Group, SOS Prototype only
Pittsburgh, PA, USA
Knowledge Engineering Software Architecture CRISE
System (KES) and Engineering, DASH
Arlington, VA, USA LABEL
Brussels ion pair system
M.1 Cimflex-Teknowledge, Upjohn system

Nexpert Object

Personal Consultant Plus: PC Plus
Xi-Plus

VP-Expert

Palo-Alto CA, USA

Neuron Data, Palo Alto, SOS An attempt was made to use
CA, USA it for the reimplementation
Texas Instruments PROTEIN

Expertech, UK

S. Wales method

conditions system

Paperback Software

CRIPES
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1. Updating and maintaining systems based on
this type of software is difficult. “With the
conventional present shells it is difficult for
the user to make changes owing to the way
rules are connected... Adding or changing
rules could have repercussions all over the
system.” [30]

2. To use some of this software requires ad-
vanced skills of knowledge engineering.

3. Systems based on this type of software often
have a poor user interface.

The developers of CRISEBOOK investigated
whether Hypermedia could be used as an alterna-
tive to conventional expert systems development
software. “Hypermedia is the combination of
multimedia and hypertext. In a hypertext docu-
ment the user does not have to read all informa-
tion in a sequential way, but is guided by his
needs and interests by pieces of information that
are linked to each other. Multimedia is a collec-
tion of tools producing graphics, sound, and ani-
mation, to present data in a more flexible way.”
[30].

The work on CRISEBOOK did not show
whether Hypermedia would make update and
maintenance of expert systems easier. The work
was inconclusive as to whether advanced skills
would be needed to build expert systems with
Hypermedia, although the developers of CRISE-
BOOK reported that the ‘scripts’ that are devel-
oped for Hypermedia are ‘“...entirely readable
even for those unfamiliar with programming.”
[30] CRISEBOOK suggested that Hypermedia
would enable better interfaces to be produced
because data can be presented in a more flexible
manner and because much of the programming
associated with interfaces is already present in
Hypermedia.

Problems with expert system development soft-
ware cannot be considered independently.
Changing the development software to ease one
problem may affect the severity of others or even
create new ones. Although CRISEBOOK showed
that Hypermedia could help to ease two of the
aforementioned problems, it did not prove that
Hypermedia would be a better alternative overall
to ‘traditional’ expert systems development soft-
ware.

13.3. Spreadsheets

Two systems were developed by combining ex-
pert systems development software and spread-
sheets packages.

In REPS spreadsheets were programmed to
produce the necessary statistics. The spreadsheet
package used was Lotus 1-2-3 (1986) (Lotus De-
velopment Co., Cambridge, MA); the expert sys-
tem tool used, Goldworks, was able to communi-
cate with this. Rules, defined using Goldworks,
set up spreadsheets into which the analyst input
data, and the rules then interpreted the data
processed in the spreadsheet [36].

In CRIPES VP-Exert communicated with
spreadsheets written in VP-Planner (Paperback
Software) [50].

13.4. Architectures

It was vital for the proposed integration of the
ESCA repeatability and ruggedness systems that
all the modules of the integrated system used the
same concepts as the basis for reasoning so that
flexible communication was possible. Simple
transfer of files between modules would have
been insufficient for two reasons [34]:

1. Most of the facts produced by one module had
to be available to all other modules.

2. The modules were not to be consulted in a
standard sequence. Trying to implement all
possible consultation sequences would have
become unrealistically complex.

It was decided to merge all the existing con-
cepts in one common data structure that formed
the basis for all the systems. “The blackboard
architecture was chosen ’ because it allows inte-
gration of modules which use different interfac-
ing or problem solving techniques” [45].

“Blackboards are well known artificial intelli-
gence techniques for the integration of expert
systems” [34). They allow several modules to

" The architecture used for the ESCA integrated system
varied slightly from a traditional blackboard in that a supervi-
sor module controlled when and which knowledge sources
were to be activated.
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communicate with each other via a common data
structure, the blackboard. In a blackboard archi-
tecture “...the knowledge sources trigger them-
selves when the state of the blackboard is such
that they can contribute to the solution of the
problem....In an ideal situation several knowledge
sources can be activated at the same time. The
blackboard architecture offers the possibility for
parallel processing.” [34].

The ESCA integrated system did not utilise
the possibility for parallel processing offered by a
blackboard. In fact all but one of the expert
systems were designed for serial processing. The
exception was ESP [49] which was implemented
as two concurrent processes. The interface, im-
plemented in C, was a parent process and the
‘intelligence’ of the system, the Prolog code, was
the child process. Calls to the UNIX operating
system kernel allowed concurrent processes to
execute, communicating through UNIX pipes.

13.5. Expert planners

Some of the systems can be thought of as
planners. For example PPA was a planner that
planned a purification process from the original
source to the final product. Thus it was a deduc-
tive planner as opposed to a reactive planner.
Reactive planners, such as P8, immediately re-
spond (without much deduction) to input without
forming a complete plan on how the goal should
be reached. A deductive planner was developed
because reactive planners are “faster but in many
senses ‘dumber’ than deductive planners” [68]. A
deductive planner had the advantage that it was
possible to plan in advance and, where possible,
optimise the plan, and the ability to deal with
unanticipated purification tasks by reasoning from
general rules. However the designers of the sys-
tem were aware of the major drawback of deduc-
tive planners: they cannot provide dynamic re-
sponses to different outcomes of applied opera-
tions. P8 was designed as a reactive planner be-
cause reactive planners do not have this draw-
back. “Armed with a certain amount of knowl-
edge...one can devise a separation plan in ad-
vance. The efficiency of the plan will depend on
the actual outcome of the individual steps. When

the results are known, one is better equipped to
plan subsequent steps” [69].

14. Validation and evaluation

“The increasing application of expert systems
in routine tasks, and the consequent gradual au-
tomation of knowledge intensive work, has led to
a need for some kind of assurance of the quality
of...”, p. 174 of [88] the resulting systems. Hence
expert systems need to be validated and evalu-
ated.

14.1. How the systems were validated

Validation involves testing by the developers
to estimate the faithfulness with which the expert
knowledge has been captured. This involves ask-
ing questions such as the following. Does the
system offer advice that is appropriate as judged
by experts? Is the reasoning correct, consistent
and complete? Are the explanations adequate?
Do the test problems cover the domain?

Validation is an important stage in the devel-
opment of an expert system. Unfortunately, due
to the nature of expert systems, the standard
principles and practices of software engineering
for validation are not directly applicable. The
workers on the ESCA project stressed this: “Ex-
pert systems can only be expected to be useful in
practice if they are reliable. Conventional soft-
ware products can be tested thoroughly through a
number of standard procedures. However, for
testing expert systems no standard procedures
exist” [21]).

The validation of only a minority of the expert
systems was reported in the literature. For those
systems for which a validation was reported one
of three approaches was adopted:

(1) Advisory systems for planning were vali-
dated by comparing the advice given by the sys-
tems with the advice given by experts. For exam-
ple RES was validated by using 11 test cases,
each of which was a liquid chromatography
method for the separation of a pharmaceutical
sample. For each method an unbiased expert’s
factor choice was listed before the expert system
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was consulted. The factors chosen by the expert
and system were then compared.

A slight variation of this approach was used
for PPA. Various domain experts were asked to
pose problems for the expert system and then
decide whether the resulting advice given by the
system was acceptable. Twenty different proteins
were selected by as many researchers. PPA was
then run for each one to produce a plan for its
purification. Each of the plans were then dis-
cussed with the respective scientist. [68]

(2) Advisory systems for novice users were
validated by comparing the performance of the
user with and without the help of the system. For
example the designers of ESP suggested that
“Future ® validation could take place by asking
two similar student groups to solve a set of repre-
sentative separation problems with and without
the aid of ESP” [49].

(3) Predictive expert systems were validated by
comparing the results predicted by the systems
with corresponding experimental results. To vali-
date CRIPES the retention of a number of test
compounds not previously examined were mea-
sured and compared with those calculated by
CRIPES. The predictive power of HPLC-
METABOLEXPERT was investigated for seven
parent ““ molecules and their eight main metabo-
lites by measuring their reversed-phase retention
data using various reversed-phase columns and
conditions” [62]. The measured and predicted
retention data were then compared.

All three approaches involved using some met-
ric of similarity to decide whether two sets of
results were similar enough to allow the system to
be judged a success. For example for RES the
criterion for deciding whether or not a factor
choice made by the expert system was acceptable
was that the choices of the expert and expert
system did not differ by more than two factors.
The number of factors selected was allowed to
differ only by one: the number of factors was
important for the final acceptance of the system

% The performance of ESP had been measured by a HPLC
technician answering ESP’s interview questions for a series of
compounds from the literature. {49]

because the number had to be small but suffi-
cient.

All the approaches to validation required that
a set of tests was selected. The tests were se-
lected in different ways:

Random sets. The tests for the validation of
LABEL were randomly chosen. “Initially *, 50
pharmaceutical formulations were selected at
random from the Belgium Drug repertory 1987”
[26].

Sets chosen by various experts. The set of tests
for the validation of PPA was chosen by a num-
ber of domain experts.

Representative sets. The compounds selected
from the literature for use in the validation of
ESP (see above) were “...representative of cases
covering the range of possible conclusions that
ESP can arrive at” [49].

Sets including specific tests. For example the
compounds used in the trials of CRIPES “...in-
cluded some that were selected to test specific
aspects of retention prediction” [50].

The ‘random sets’ and ‘sets chosen by various
experts’ can considered as black box testing and
the others can be viewed as clear (or white) box
testing.

A notorious problem encountered when devel-
oping software is that when it is repaired, follow-
ing the discovery of an error, the repair itself may
introduce new, undetected, errors. This is partic-
ularly relevant for expert systems incorporating
production rules where adding or changing rules
can have repercussions all over the system. The
developers of the ESCA expert systems were
conscious of this when planning the validation of
their systems. To ensure that changes to a knowl-
edge base did not produce unexpected side ef-
fects, it was necessary to define a so-called re-
gression test. The expert selected a number of
test cases, representing a broad range of possible
cases, that were solved by the expert system after
each major revision. If the solutions to the test
case did not remain the same it was assumed that

?Six of these were ignored because they contained com-
pounds that could not be determined by UV or electrochemi-
cal detection. [26]
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changes had been made that adversely affected
previously evaluated knowledge [18]. “The lim-
ited nature of the regression test is of course no
guarantee that unexpected results will not appear
but the choice of a good regression test set will
minimise the chance” [18].

14.2. How the systems were evaluated

Evaluation is an investigation of the extent to
which the system is useful and acceptable to the
users. It involves asking questions such as the
following. Is the input and output convenient? Is
the nature of the interaction appropriate? Is the
system fast enough? Does it fit in with the normal
work pattern? Does it threaten the user? Is it

being used? Will it be used? Have the goals been .

achieved? Are there hidden costs?

Given that these questions are so fundamental
it seems remarkable that for all but one of the
expert systems for chromatography there were no
reports in the literature to suggest that any at-
tempt had been made to evaluate the systems.
Unless the results of evaluations are published it
is impossible for people who were not involved in
the development of a system to know how effec-
tive a given system was. Future developers of
expert systems for chromatography should evalu-
ate their systems and publish the results.

Only the evaluation of the ESCA systems was
reported in the literature. It involved testing the
expert systems in practical situations in order to
evaluate their performance in daily practice.
Generally, these tests were performed by external
evaluators [21]. An example of such an evalua-
tion, for two of the ESCA subsystems DASH and
DASH ”, is described in [7]. The literature on the
ESCA evaluations included some interesting
comments on the process. For example the evalu-
ators of REPS felt the measured performance
was “..acceptable for this method, but were
pleased to find that the system suggesting actions
that could further improve the method. This is a
typical advantage of expert systems over conven-
tional software packages....The evaluation of this
system proved extremely valuable as it resulted in
several additions which enhanced the software
considerably” [84].

The ESCA evaluations were carried out by
different persons, ranging from experts in method
development to students with little or no experi-
ence. During the evaluation phase of all the ex-
pert systems it became clear that the attitude
towards expert systems is strongly dependent on
the expertise level of the evaluator. The accessi-
bility of the specialists’ expertise was clearly ap-
preciated by inexperienced users. Experienced
users could appreciate the quality of advice given
by the systems. However when the strategy imple-
mented in a system did not agree with the exper-
tise of experienced users they became dissatisfied
with the system because their own experience,
probably better adapted to their specific situa-
tion, was not considered by the system [21].

15. Conclusions

Expert systems for chromatography have been
reviewed. Most are designed for scientists with
some experience of chromatography. The pre-
dominant behaviour of each is either to plan the
whole or part of a chromatographic separation,
predict the values of experimental data, diagnose
problems or identify sample components.

The domains of the systems vary in their cov-
erage of:

— stages of the chromatographic process.

— compounds to be separated by the chromato-
graph.

— chromatographic methods.

Thus the systems cover a large number of
different subdomains of chromatography. A tax-
onomy has been proposed that allows expert sys-
tems for chromatography to be classified and
facilitates an understanding of their inter-rela-
tionship.

The literature suggests that the most success-
ful expert systems for chromatography are those
which tackle specific aspects of chromatography
rather than those which tackle large parts of this
domain. Expert system projects which tackle do-
mains as large as that covered by the ESCA
project must be managed effectively, particularly
if the objective is to produce an integrated sys-
tem.
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Previous expert systems for chromatography
show that spreadsheets can be embedded within
expert systems for chromatography but fail to
prove that Hypermedia is a better alternative
overall to ‘traditional’ expert systems develop-
ment software or that ATNs offer a formalism
which is more efficient than rules for knowledge
representation.

15.1. Conclusions on the engineering

There are a number of aspects of the software
and knowledge engineering that were approached
in a similar way for most of the expert systems for
chromatography. From this emerges the following
stereotypical portrayal of the engineering for a
previous expert system for chromatography. The
knowledge acquisition accounts for a significant
proportion of the total work, and involves inter-
viewing one or more experts. Rules are used to
represent the knowledge and they are encoded
using an artificial intelligence language or expert
system shell or tool. The resulting system is vali-
dated but is not evaluated.

Despite the literature on knowledge engineer-
ing stressing the importance of evaluating systems
and advocating a wide range of techniques for
knowledge elicitation and a wide range of for-
malisms for knowledge representation, develop-
ers of expert systems for this ‘real world’ domain
have not responded: nearly all of the developers
use interviewing for elicitation and rules for rep-
resenting knowledge and they do not evaluate
their systems. Further research is needed to de-
termine why because developers of expert sys-
tems for chromatography often do not justify
their decisions on engineering matters in their
published work.

15.2. Summary of main conclusions

A taxonomy has been proposed that allows
present (and future) expert systems for chro-
matography to be classified and facilitates an
understanding of their inter-relationship.

The literature suggests that many of the ideas
advocated by knowledge engineers are not being

used by developers of expert systems for chro-
matography.

Too often developers of expert systems for
chromatography do not justify their decisions on
engineering matters.

16. Recommendations

Future developers of expert systems for chro-
matography should:

(i) Either plan their projects so as to allow
sufficient time for ‘the bottle-neck’ in the process
of developing expert systems, the knowledge ac-
quisition phase, or consider using other tech-
niques such as neural networks or rule-induction
to automatically acquire the expertise.

(ii) Carefully consider the number and choice
of experts to be consulted, and decide whether
‘in-house’ or external expertise is to be sought.

(iii) Consider using the various techniques for
knowledge elicitation and formalisms for knowl-
edge representation; and justify their choice in
any published work. At the very least they should
consider the use of the increasingly common
combination of production rules and frames and
avoid out-dated formalisms such as flow charts.

(iv) Evaluate their systems, in addition to vali-
dating them, and publish the results. Unless the
results of evaluations are published it is impossi-
ble for people who were not involved in the
development of a system to know how effective a
given system was.

Acknowledgments

The funding was provided by SERC, under the
remit of the Total Technology programme, and
by Zeneca Pharmaceuticals.

References

[1] V. Jakus, Coliect. Czech. Chem. Commun., 57 (1992)
2413.

[2] T.P. Bridge, M.H. Wiliams and A.F. Fell, Chem. Br,,
November (1987) 1085.



346 C.H. Bryant et al. / Analytica Chimica Acta 297 (1994) 317-347

[3] J. Klaessens and G. Kateman, Fresenius’ Z. Anal. Chem.,
326 (1987) 203

[4] A.P. Wade, S.R. Crouch and D. Betteridge, Trends Anal.
Chem., 7 (1988) 358.

[5] S.A. Borman, Anal. Chem., 58 (1986) 1192.

[6] J.L. Glajch, LC-GC, 6 (1988) 30.

[7] T. Hamoir and D.L. Massart, Adv. Chromatogr., 33 (1993)
97.

[8] V.R. Meyer, Practical High-performance Liquid Chro-
matography, Wiley, New York, 1988.

[9] J.A. Jonsson, Chromatographic Theory and Basic Tech-
niques, Dekker, New York 1987.

[10] A. Braithwaite and F.J. Smith, Chromatographic Meth-
ods, Chapman and Hall, London, 1985.

[11] CF. Poole and S.A. Schuette, Contemporary Practice of
Chromatography, Elsevier, Amsterdam, 1984.

[12] P. Jackson, Introduction to Expert Systems, Addison-
Wesley, 2nd edn., 1990.

[13] A. Hart, Knowledge Acquisition for Expert Systems, Ko-
gan Page, London, 1989.

[14] G.A. Ringland and D.A. Duce, Approaches to Knowl-
edge Representation. An Introduction, Research Studies
Press Ltd., Taunton, 1988.

[15] P. Harmon, R. Maus and W. Morrissey, Expert Systems.
Tools and Applications, Wiley, New York, 1988.

[16] 1. Dickinson, Laboratory Robotics and Automation, 4
(1993) 85.

[17] L.R. Snyder, J.W. Dolan and D.C. Lommen, J. Chro-
matogr., 485 (1989) 65.

(18] J.A. van Leeuwen, L. M.C. Buydens, B.G.M. Vandeginste
and G. Kateman, Trends Anal. Chem., 9 (1990) 49.

[19] D. Goulder, T. Blaffert, A. Blokland, L. Buydens, A.
Chhabra, A. Cleland, N. Dunand, H. Hindriks and G.
Kateman, Chromatographia, 26 (1988) 273.

[20] M. Mulholland, N. Walker, J.A. van Leeuwen, L. Buy-
dens, F. Maris, H. Hindriks and P.J. Schoenmakers,
Mikrochim Acta [Wien}], II (1991) 493.

[21] L. Buydens, P. Schoenmakers, F. Maris and H. Hindriks,
Anal. Chim. Acta, 272 (1993) 41.

[22] T. Hamoir, M. De Smet, H. Pyrins, P. Conti, N.V.
Driessche, D.L. Massart, F. Maris, H. Hindriks and P.J.
Schoenmakers, J. Chromatogr., 589 (1992) 31.

[23] P. Conti, T. Hamoir, M. De Smet, H. Piryns, N.V.
Driessche, F. Maris, H. Hindriks, P.J. Schoenmakers and
D.L. Massart, Chemom. Intell. Lab. Syst., 11 (1991) 27.

[24] F. Maris, R. Hindriks, J. Vink, A. Peeters, N.V. Driess-
che and L. Massart, J. Chromatogr., 506 (1990) 211

[25] G. Musch, M.M. De Smet and D.L. Massart, J. Chro-
matogr., 348 (1985) 97.

[26] M. De Smet, A. Peeters, L. Buydens and D.L. Massart, J.
Chromatogr., 457 (1988) 25.

[27] M. De Smet, G. Musch, A. Peeters, L. Buydens and D.L.
Massart, J. Chromatogr., 485 (1989) 237.

[28] G. Musch and D.L. Massart, J. Chromatogr., 370 (1985)
1.

[29] A. Peeters, L. Buydens, D.L. Massart and P.J. Schoen-
makers, Chromatographia, 26 (1988) 101.

[30] B. Bourguignon, P. Vankeerberghen and D.L. Massart, J.
Chromatogr., 592 (1992) 51.

[31] P.J. Schoenmakers, A. Peeters and R.J. Lynch, J. Chro-
matogr., 506 (1990) 169.

[32] P.J. Schoenmakers, N. Dunand, A. Cleland, G. Musch
and T. Blaffert, Chromatographia, 26 (1988) 37.

[33] P.J. Schoenmakers and N. Dunand, J. Chromatogr., 485
(1989) 219.

[34] J.A. van Leeuwen, LM.C. Buydens, B.G.M. Vandegin-
ste, G. Kateman and M. Mulholland, Anal. Chim. Acta,
235 (1990) 27.

[35] LM.C. Buydens, J.A. van Leeuwen, M. Mulholland,
B.G.M. Vandeginste and G. Kateman, Trends Anal.
Chem., 9 (1990) 58.

[36] M. Mulholland, N. Dunand and A. Cleland, J. Chro-
matogr., 485 (1989) 283.

[37] M. Mulholland, J.A. van Leeuwen and B. Vandeginste,
Anal. Chim. Acta, 223 (1989) 183.

[38] J.A. van Leeuwen, L.M.C. Buydens, B.G.M. Vandegin-
ste, G. Kateman, G.P.J. Schoenmakers and M. Mulhol-
land, Chemom. Intell. Lab. Syst., 10 (1991) 337.

[39] J.A. van Leeuwen, LM.C. Buydens, B.G.M. Vandegin-
ste, G. Kateman, P.J. Schoenmakers and M. Mulholland,
Chemom. Intell. Lab. Syst., 11 (1991) 37.

[40] J.A. van Leeuwen, L.M.C. Buydens, B.G.M. Vandegin-
ste, G. Kateman, P.J. Schoenmakers and M. Mulholland,
Chemom. Intell. Lab. Syst., 11 (1991) 161.

[41] J.A. van Leeuwen, B.G.M. Vandeginste and G. Kateman.
Anal. Chim. Acta, 228 (1990) 145.

[42] R. Bach, J. Karnicky and S. Abbot, in T.H. Pierce and
B.A. Hohne (Eds.), Artificial Intelligence Applications in
Chemistry, American Chemical Society, Washington, DC,
1986, p. 278.

[43] S.S. Williams, J.F. Karnicky, J. Excoffier and S.R. Abbot,
J. Chromatogr., 485 (1989) 267.

[44] S.S. Williams, Trends Anal. Chem., 9 (1990) 63.

[45] P. Lu and H. Huang, J. Chromatogr., 452 (1988) 175.

[46] Z. Yukui, Z. Hanfa and L. Peichang, J. Chromatogr., 515
(1990) 13.

[47] N. Chen, X. Liang, Y. Zhang and P. Lu, Chinese Science
Bulletin, 37 (1992) 1809.

[48] X. Liang, H. Huang, Y. Zhang and P. Lu, Chro-
matogram, (1990) 215.

[49) M.A. Tischler and E.A. Fox, Comput. Chem., 11 (1987)
235.

[50] R.M. Smith and C.M. Burr, J. Chromatogr., 485 (1989)
325.

[51] C.M. Burr and R.M. Smith, Anal. Proc. (London), 26
(1989) 24.

[52] T.P. Bridge, M.H. Williams and A.F. Fell, J. Liquid
Chromatogr., 12 (1989) 23.

[53] T.P. Bridge, M.H. Williams and A.F. Fell, J. Chromatogr.,
465 (1989) 59.

[54] T.P. Bridge, M.H. Williams, G.G.R. Seaton and A.F.
Fell, Chromatographia, 24 (1987) 691.

[55] T.P. Bridge, M.H. Williams and A.F. Fell, J. Pharmaceut.
Biomed. Anal., 6 (1988) 555.



C.H. Bryant et al. / Analytica Chimica Acta 297 (1994) 317-347 347

[56] X. Wu, S. Hu, J. Hou and X. Xu, J. Chem. Eng. Chinese
Universities, 5 (1991) 136.

[57] G. Szepesi and K. Valko, J. Chromatogr., 550 (1991) 87.

[58] K.M. Kiyoshi Tsuji Jenkins, J. Chromatogr., 485 (1989)
297.

[59] R. Milne, J. Chromatogr., 485 (1989) 341.

[60] X. Wen and W. Fei, Acta Petrolei Sinica (Petroleum
Processing Section), 5 (1989) 85.

[61] P.B. Ayscough, S.J. Chinnick, R. Dybowski and P. Ed-
wards, Chem. Ind. (London), 15 (1987) 515.

[62] K. Valko, G. Szabo, J. Rohricht, K. Jemnitz and F.
Darvas, J. Chromatogr., 485 (1989) 349.

[63] H. Gunasingham, B. Srinivasan and A.L. Ananda, Anal.
Chim. Acta, 182 (1986) 193.

[64] A.L. Ananda, S.M. Foo and H. Gunasingham, J. Chem.
Inf. Comput. Sci., 28 (1988) 82.

[65] C.T. Mant, T.W. Lorne Burke, N.E. Zhou, J.M.R. Parker
and R.S. Hodges, J. Chromatogr., 485 (1990) 365.

[66) J.C. Pearce, A. Churchill and A.C. Terry, Chemom.
Intell. Lab. Syst.: Lab. Inf. Management, 17 (1992) 213.

[67] J.A. Asenjo, B. Byrne and L. Herrera, J. Biotechnol., 11
(1989) 275.

[68) H. Eriksson, K. Sandahl, G. Forslund and B. Osterlund,
Chemom. Intel. Lab. Syst., 13 (1991) 173.

[69) H. Eriksson, K. Sandahl, J. Brewer and B. Osterlund,
Chemom. Intell. Lab. Syst., 13 (1991) 185.

[70) P. Schneider and S.K. Graham, in H. Berghel, J. Talburt
and D. Roach (Eds.), Proceedings of the 1990 Sympo-
sium on Applied Computing, p. 101.

[71] G. Holzer, W. Bertsch and Q.W. Zhang, Anal. Chim.
Acta, 259 (1992) 225.

[72] T. Aczel, S.G. Colgrove and L. Le, ASTM Spec. Tech
Publ., 1019 (Novel Tech. Fossil Fuel Mass Spectrometry),
(1989) 159.

[73] C.E. Riese and J.D. Stuart, in T.H. Pierce and B.A.
Hohne (Eds.), Artificial Intelligence Applications in

Chemistry, American Chemical Society, Washington, DC,
1986, p. 18.

[74] Z. Yan, Y.Z. Wu and Y. Zhou, in Proceedings of the 3rd
International Conference on Properties and Applications
of Dielectric Materials, 1 (1991) 63.

[75] M. Mulholland, R. Haddad and D.B. Hibbert, J. Chro-
matogr., 602 (1992) 9.

[76] H. Yuzhu, G. Peeters, G. Musch and D.L. Massart, Anal.
Chim. Acta, 223 (1989) 1.

[77] (a) A. Bartha and G. Vigh, J. Chromatogr., 485 (1989)
383; (b) H. Moll, Ph.D. thesis, University of Bern, 1991.

[78] D. Diaper, Knowledge Elicitation. Principles, Techniques
and Applications, Ellis Horwood, Chichester, 1989.

[79] R. Hindriks, F. Maris, J. Vink, A. Peeters, M. De Smet,
D.L. Massart and L. Buydens, J. Chromatogr., 485 (1989)
255.

[80] M. Meyer and J. Booker, Eliciting and Analysing Expert
Judgement: A Practical Guide, Academic Press, London,
1991.

{81] J.R. Quinlan, in D. Michie (Ed.), Expert Systems in the
Micro Electronic Age, Edinburgh University Press, Edin-
burgh, 1979.

[82] B. McGee, in [87], p. 69.

[83] M. Minsky, in P.H. Winston (Ed.), The Psychology of
Computer Vision, McGraw-Hill, New York, 1975.

[84] M. Mulholland, N. Walker, F. Maris, H. Hindriks, L.
Buydens, 1. Blaffert and P.J. Schoenmakers, J. Chro-
matogr., 550 (1991) 257.

[85] A. Macro, Software Engineering. Concepts and Manage-
ment, Prentice Hall, 1990.

[86] A. van Mayrhauser, Software Engineering. Methods and
Management, Academic Press, London, 1990.

[87] M.F. McTear and T.J. Anderson (Eds.), Understanding
Knowledge Engineering, Ellis Horwood, Chichester, 1990.

[88] E. Hollnagel, The Reliability of Expert Systems, Ellis
Horwood, Chichester, 1987.



ANALYTICA
CHIMICA
ACTA

54

ELSEVIER Analytica Chimica Acta 297 (1994) 349-368

Dioxetane chemiluminescence detection in liquid
chromatography based on photosensitized on-line generation of
singlet molecular oxygen; a thorough examination of
experimental parameters and application to polychlorinated
biphenyls

H.A.G. Niederldander, M.J. Nuijens, E.M. Dozy, C. Gooijer *, N.H. Velthorst
Department of General and Analytical Chemistry, Free University, De Boelelaan 1083, 1081 HV Amsterdam, Netherlands

Received 5 January 1994; revised manuscript received 6 May 1994

Abstract

Experimental parameters influencing sensitivity and selectivity in chemiluminescence detection based on photoin-
duced production of singlet molecular oxygen in liquid chromatography, an approach introduced in earlier papers,
are extensively studied. Normal-phase liquid chromatography is applied in addition to reversed-phase chromatogra-
phy, using polychlorinated biphenyls (PCBs) as analytes. The photochemical reactor parameters play the most
important role. The chemiluminescence detector parameters are generally restrained by the required photochemical
reactor conditions. An alternative, commercially available, reagent for addition of singlet molecular oxygen G.e.,
ethyl vinyl ether) and a new photochemical reactor construction are introduced and compared to the former ones.
The experiments show that the optimum conditions are strongly determined by the individual PCB concerned.
Planar PCBs known for their high toxicity, such as the PCBs 77, 126 and 169 can be detected far more sensitively
than the non-planar ones. The inherent selectivity of the method is shown for a herring oil sample, spiked with the
above PCBs, utilizing normal-phase liquid chromatography with a pyrenyl column.

Keywords: Chemiluminescence; Liquid chromatography; Dioxetanes; On-line photochemical reaction; Photo-
oxygenation; Polychlorinated biphenyls (PCBs); Singlet molecular oxygen

1. Introduction tochemical on-line generation of singlet oxygen
can be applied as a valuable method in column

Previously we have shown that dioxetane liquid chromatographic (CLC) systems [1,2], in
chemiluminescence (CL) detection based on pho- line with the discussion presented by Shellum and

Birks [3]. In our previous investigations the atten-
tion was primarily focused on model analytes in
reversed-phase eluents. In the present paper a
* Corresponding author. detailed investigation of the influence of various
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experimental parameters is presented, consider-
ing not only reversed-phase, but also normal-
phase CLC conditions. Furthermore, the applica-
bility of the technique to the analysis of polychlo-
rinated biphenyls (PCBs) in a biological matrix
will be discussed.

Photochemical on-line generation of singlet
oxygen has been involved for CLC detection pur-
poses before [4]; singlet oxygen was reacted with
a substituted furan and the resulting change in
UV absorption or fluorescence was monitored.
Instead, in the present paper emphasis is on
dioxetane CL detection.

Dioxetane CL detection based on photochemi-
cal generation of singlet oxygen is a detection
method that comprises two consecutive chemical
processes. Detection is realised by thermally in-
duced decomposition of a substituted dioxetane
giving electronically excited compounds, finally
leading to chemiluminescence through energy
transfer to and subsequent light emission of an
added fluorophore (Scheme 1). The substituted
dioxetane is produced in an earlier process, by
addition of singlet oxygen, generated through
photoinduced energy transfer to ground state
molecular oxygen, to an addition reagent (Scheme
2). Obviously, the two processes are connected by
the dioxetane. Only under the prerequisite that
this dioxetane is thermally and chemically suffi-
ciently stable (at room temperature in the sol-
vents used), the two processes can be spatially
separated in a CLC system and thus optimized
separately. This condition holds for the dioxetane
DEDO (3,4-diethoxy-1,2-dioxetane), that is pro-
duced from the singlet oxygen reagent chosen
previously (1,2-diethoxyethene (DEE)) [1,2].

Below we will describe both processes in more
detail. First the dioxetane CL will be discussed, a

dioxetane Bt carbonyl + carbonyl’ )

3carbonyl” + fluorophore —k—T-s—> carbonyl + fluorophore” 2)

3carbonyl” + flucrophore —-kﬂ—> carbonyl + fluorophore” 3)

3carbonyl' M)» carbonyl “)

Ufiuorophore” i h signal %)
Scheme 1.

kapa(1) .
Analyte + hv —»‘M 'Analylc ©)
. disc N
! Analyte —————  3Analyte Y]
3 . 3 k 1
Analyte + OL) — ———m  Analyte + 04y @®)
13 g
. T (CAnalyte’)
’Analy(e — = Analyte ®)
k .
3Analyte” b Reaction prod (10
oy
0,8 — = 00 an
R, R, » 0-0
}:-( s o) — = o RrH‘Rz a2
R R4 Ry Ry
0-0
v — b ion prod a)
. ion
R R, + 0y P p
Ry R,
Set kg (3) Excitation and energy transfer,
Impurities Q™  a  Icading to background production (14)

or reagent -
& of dioxetane

k w[mgem]

o "k freagent] + 71(0))

(15)

Scheme 2.

process that has been extensively studied before
[1,2,5] and needs little extra optimization. Sec-
ondly, the role of the various experimental vari-
ables in the photochemical process will be exam-
ined. In our previous papers hardly any attention
was paid to these parameters.

2. Theoretical aspects
2.1. Dioxetane CL

Thermally induced decomposition of the diox-
etane leading to CL as described in Scheme 1 is
the actual detection process. In the CLC system
all reactions of Scheme 1 should take place inside
the cell compartment of the CL detector, while
the residence time is only about 2 s [2]. There-
fore, the reactions of Scheme 1 have to be fast as
well as efficient. This condition is only met for
reaction (1) if the dioxetane is rather unstable,
and /or if the temperature is high enough.

Raising the detector cell temperature to values
higher than 70°C, a temperature previously ap-
plied [1,2], is generally not appropriate since boil-
ing of the eluents and creation of gas bubbles in
the detector cell should be prevented. Variation
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of the dioxetane stability is therefore the only
remaining parameter.

For DEDO, having a half life of about 60 s at
70°C [5,6], it can be calculated that only 2.3% of
reaction (1) takes place within the cell compart-
ment of the detector; its chemi-excitation effi-
ciency is 100% [5] (giving one molecule of triplet
excited ethylformate for each molecule of dioxe-
tane decomposing). A dioxetane, with a ten times
shorter half life at 70°C, would give a ten-fold
increase of the percentage of CL within the cell
compartment, provided that it would still be suffi-
ciently stable at room temperature to allow spa-
tial separation of the photochemical processes
and the CL process. However the number of
applicable dioxetanes is limited by the choice of
the singlet oxygen reagent, which has to meet
specific requirements. For this reason only dioxe-
tanes bearing simple alkoxy substituents can be
considered. It should be noted that dioxetanes
with alkylamino- or dialkylamino substituents can
not be used, since they are far too unstable at
room temperature [6-8]. For most dioxetanes
bearing alkoxy substituents there is generally lit-
tle difference with the stability of DEDO {6,9-11].
Both cis-1,4,5,6-tetraoxabicyclo[4.2.0Joctane (p-
dioxene-dioxetane) and cis-1,3,4,5-tetraoxa-
bicyclo[3.2.0]heptane (1,3-dioxole-dioxetane) are
about equally stable as DEDO [10,11}, while the
stability of 3,3,4,4-tetramethoxy-1,2-dioxetane is
even higher [10]. Decomposition activation pa-
rameters for 3-ethoxy-1,2-dioxetane (EDO), the
product of singlet oxygen addition to ethyl vinyl
ether (EVE), are not known. Based on sterical
considerations [6,9], this dioxetane might be less
stable than DEDO so that improvement of the
CL yield in the detector cell might be attained.
The CL yield is also determined by the chemi-ex-
citation yield upon decomposition of the dioxe-
tane, so that an overall improvement is only ob-
tained if this is not significantly lower for EDO
than for DEDO [5].

Instead of the thermally induced process, de-
tection based on chemical triggering of dioxetane
luminescence [12—15] might be considered. Since
such an approach would impose many new condi-
tions on the entire experimental system [16] it is
outside the scope of the present paper.

Reactions (2) to (5) take place momentarily
and do not influence the location of the CL
emission. Since the reactions (2) and (5) finally
lead to a CL signal, the highest signal is obtained
if reaction (2) competes favourably with reactions
(3) and (4), and reaction (5) with the radiationless
decay of the fluorophore. The overall CL effi-
ciency is the product of these two efficiencies. It
is known from the literature that the highest kg
rate constants for the spin forbidden reaction (2)
are obtained for the fluorophore 9,10-di-
bromoanthracene (DBA) and its sulfonated ana-
log, 9,10-dibromoanthracene-2-sulfonate (DBAS)
[17,18]. Efficiencies of energy transfer to and
fluorescence from these two compounds are al-
most identical [18]. The only significant differ-
ence between DBA and DBAS is their solubility
[18], DBA being the fluorophore of choice in a

" normal-phase system and DBAS in a reversed-

phase system.

To summarize this section it is concluded that
only by applying a less stable dioxetane than
DEDO some improvement might be expected for
the CL process. Further optimization of the other
variables governing the detection process opens
little perspective.

2.2. Generation of singlet oxygen and production of
dioxetane

More improvement can be expected from opti-
mization of the photochemical processes, since
detection limits in the CLC system are generally
determined by background luminescence originat-
ing from dioxetane produced in side-reactions,
rather than by inefficiencies of the CL process.
An overview of the reactions that take place in
the photochemical reactor is presented in Scheme
2. Apart from constructive dioxetane formation,
there are also photoinduced reactions that do not
contribute to the production of dioxetane, or
even have a destructive effect on produced dioxe-
tane. The highest sensitivity for a specific analyte
is obtained if the constructive reaction pathways
(reactions (6), (7), (8) and (12)) are efficient,
whereas the non-constructive reactions (reactions
(9) and (14)) and destructive pathways (reaction
(13) and sometimes (10)) are absent, or at least
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have a low efficiency. Reaction (10) is not neces-
sarily destructive, since the reaction products may
give efficient photoinduced production of singlet
oxygen, thus indirectly contributing to the con-
structive production of dioxetane.

Below, the reaction pathways of Scheme 2 are
related to experimental variables, that can be
freely changed, revealing possibilities for opti-
mization of the system.

The singlet oxygen reagent

Since addition of singlet oxygen to the substi-
tuted ethylenic compound, selectively giving a
dioxetane product (reaction (12)), is in competi-
tion with the decay of singlet oxygen (reaction
(11)), the efficiency for production of dioxetane is
given by Eq. (15) (in the steady-state approxima-
tion). This equation implies that the efficiency is
high if the inverse of the lifetime of singlet oxy-
gen (77'(*0,)) is small compared to the product
of the rate constant of reaction (12) and the
reagent concentration (k,44[reagent]).

The lifetime of singlet oxygen in solution is
determined by the solvent used [19] and ranges
from about 1 us in water to more than 1 ms in
perfluorinated solvents [19). In eluents utilized in
CLC it is generally no longer than about 60 us
and can be as short as 1 us, so that 7_1(102)
ranges from 1.7 X 10* to 1.0 X 10® s~ !. Thus effi-
cient dioxetane production is realized if k,q4lre-
agent] has at least the same value.

As has been outlined in preceding papers, for
spectroscopic reasons the reagent has to be a
simple substituted ethylenic compound and k44
will depend mainly on the number and the nature
of the substituents [6,19]. The rate constant in-
creases with the electron donating ability of the
substituents and to some extend with their num-
ber. For DEE it is about 5 X 10’ 1 mol~! s~! in
polar solvents [6], so that concentrations in the
order of 1072 M are expected to give reasonable
efficiencies of dioxetane production. For a reagent
with a low reaction rate constant it follows from
Eq. (15) that a high reagent concentration is
required. Nevertheless, if such an inefficient
reagent can be readily obtained in large amounts
at a low cost its use might be preferred.

In this paper the commercially available

reagent EVE will be applied as an alternative to
DEE. For EVE, k,y is only about 3 x10* 1
mol ! s™! in polar solvents [6], so that concentra-
tions of more than 10 mol 17! are expected to
give similar efficiencies of dioxetane production
as obtained with DEE. Reagents like p-dioxene
and 1,3-dioxole (vide infra), having k,, values
only about two and one decade lower than DEE
respectively [11], are not commercially available.
Furthermore, as they give dioxetanes with stabili-
ties similar to DEDO [10,11] they are less appro-
priate.

Besides it should be noted that a high effi-
ciency of dioxetane production does not necessar-
ily imply a low detection limit, since the back-
ground luminescence is also proportional to this
efficiency.

The irradiation window

Evidently, the photoinduced processes, reac-
tions (6), (13) and (14), will only take place if the
wavelengths of irradiation match the absorption
spectrum of the compounds concerned, i.e., the
analyte, the dioxetane, the reagent and possible
impurities. The absorption spectrum of a simple
dioxetane exhibits a maximum at short wave-
lengths, but extends to wavelengths as long as 380
nm [5,6]. As a result, only for analytes with an
absorption spectrum extending to wavelengths
longer than 380 nm, the constructive process ini-
tiated by reaction (6) can occur independent of
the destructive process of reaction (13). In prac-
tice however various relevant analytes absorb at
relatively short wavelengths. As a result, photoin-
duced dioxetane decomposition can generally not
be avoided, but only minimized by masking the
part of the spectrum of the excitation source that
is not essential for excitation of the analytes.

Even after minimizing impurities present in
solvents and reagents by thorough distillation, the
background creating reaction (14) can occur and
can only be reduced by irradiating at long wave-
lengths [20]. A more serious source of back-
ground arises if the singlet oxygen reagent itself,
being present at a relatively high concentration,
absorbs radiation. It is therefore crucial to select
reagents like DEE and EVE which only absorb in
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the deep UV. Reagents bearing large unsaturated
substituents have absorption spectra extending
over a wide range of wavelengths and are there-
fore excluded.

Irradiation time

Once an analyte has passed through the reac-
tions (6), (7) and (8) it is restored in its ground
state. The analyte can therefore complete this
cycle many times if the irradiation time is suffi-
ciently long, so that a chemical multiplication of
the signal will be realized. Unfortunately the same
holds for the background creating reaction (14)
and, even more seriously, the destructive reaction
(13). However, reaction (13) will only become
important once a substantial amount of dioxetane
has been produced. Thus, at a distinct irradiation
time a balance between the production and the
decomposition of the dioxetane will be reached.
Since the production efficiency of the dioxetane
depends on the analyte under consideration, the
optimum irradiation time may differ from analyte
to analyte.

Possible photochemical decomposition of the
analyte, reaction (10), may enlarge this analyte
influence. If the reaction products formed do not
give rise to photoinduced generation of singlet
oxygen, reaction (10) will only withdraw analyte
from the constructive pathway, leading to an early
balance between production and destruction and
a low dioxetane concentration. On the contrary, if
the reaction products do give rise to efficient
sensitized generation of singlet oxygen, this may
lead to a balance at relatively long irradiation
times and a high dioxetane concentration.

Irradiation efficiency

The irradiation efficiency will influence the
reactions (6), (13) and (14) in a similar way as the
irradiation time. It is therefore expected that a
more efficient irradiation will have the same ef-
fect as a longer irradiation time.

The irradiation efficiency can be raised by
improving light collimation and by applying a
more intense irradiation source. It should be
noted that caution must be taken in comparing
the results, if spectra of the irradiation sources
are distinctly different.

The analyte

Obviously, also the analyte is a variable in the
system under concern. In the present study the
attention is confined to the class of polychlori-
nated biphenyls (PCBs). PCBs have been exten-
sively used for a large number of purposes during
the first half of this century. Their outstanding
thermal stability, their resistance to oxidation as
well as to many chemical agents and their excel-
lent dielectric properties have made PCBs inter-
esting compounds for use as dielectric fluids,
hydraulic and other industrial fluids, fire retar-
dants and plasticizers [21,22]. However it was not
realised until 1966, when PCBs were first re-
ported in environmental samples [23], that these
lipophilic and toxic compounds had become a
major environmental problem.

The photochemistry of PCBs has drawn con-
siderable attention [21,24-28], in view of the pos-
sible environmental breakdown of PCBs by ultra-
violet light in the solar spectrum. From these
studies it is known that PCBs give efficient inter-
system-crossing to the triplet state (close to 100%)
[24,27], while their triplet characteristics [21,24]
and photoinduced reactivity [21,24-26] are very
diverse, depending on the number and localiza-
tion of the chlorine substituents as well as the
solvent used. It is appropriate to divide the PCBs
into two main groups, differing with respect to
the freedom of rotation around the central car-
bon-carbon bond connecting the two phenyl
rings. The first group consists of PCBs bearing
chlorine substituents on the 2,2’,6, and /or 6’ po-
sition, ortho to the central bond. Because of
steric effects these PCBs can not easily adapt to a
planar conformation and are therefore referred
to as non-planar PCBs. Since the lowest excited
electronic states (singlet as well as triplet) of
biphenyls are preferably planar [29-31], the fol-
fowing characteristics can be readily conceived:
the absorption spectra of non-planar PCBs are
shifted to short wavelengths, the triplet state has
a relatively short lifetime and the reactivity from
the triplet state is high, as compared to PCBs that
can adapt to a planar conformation (the second
group, generally referred to as planar PCBs)
[21,24--26].

The most toxic PCBs, i.e., PCB 77, 126 and
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169 [32,33], are planar. Their concentrations in
environmental samples however can be as much
as three orders of magnitude lower as compared
to the non-planar PCBs [33]. With the detection
method under concern both the differences in
absorption spectra and the differences in excited
state characteristics might be useful to realize
increased detectability of planar PCBs compared
to non-planar PCBs. Taking into account that
CLC systems for separation of planar PCBs from
non-planar ones have recently been strongly im-
proved [34], this may lead to extended signifi-
cance of CLC separation with on-line detection
of toxic PCBs, complementary to some commonly
used techniques, LC clean-up followed by GC
analysis [22,35,36].

3. Experimental
3.1. Equipment

For convenience, three aspects of the experi-
mental set-up are described separately, viz., the
chromatographic part, the photochemical reactor
part and the CL detector part (see Fig. 1).

The chromatographic part

The chromatographic part is composed of a
Model 300 solvent pump (Gynkotek, Munich), an
analytical column and a laboratory-made six-port
injection valve (Free University, Amsterdam),
equipped with a 20-ul injection loop. Chro-
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REAGENT
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Fig. 1. Experimental set-up for photoinduced oxygenation of
DEE with CL detection in a CLC system.

matograms are recorded on a Model BDI12
recorder (Kipp and Zonen, Delft).

A laboratory-made analytical column (Free
University, Amsterdam), 14 cm X 3.1 mm, packed
with 5-um RoSil C18HL particles (Alltech, Breda)
is used if the system is operated with reversed-
phase eluents and a Cosmosil PYE 5 analytical
column (Nacalai Tesque, Kyoto, obtained from
Promochem (Wesel)), 25 ¢m X 4.6 mm, packed
with 5-um particles containing a 2-(1-pyrenyl)eth-
yldimethylsilated stationary phase is applied if
the system is operated with normal-phase eluents.
The 20-u1 injection loop is exchanged for a 100-ul
injection loop for the analysis of the planar toxic
PCBs 77, 126 and 169.

The photochemical reactor part

The original photochemical reactor [2] (photo-
chemical reactor 1) consists of a Model 93110
(90-W, 25 mm arc length) medium-pressure mer-
cury lamp (Philips, Eindhoven), mounted with a
laboratory-made cylindrical quartz filter cuvette
(9 mm path length) (Free University, Amsterdam).

Schematical
interruption

Schematical

Optical HPLC To the PTFE reactor - Stainless steel
fibre T-connection  detector  tubing support

Fig. 2. Photochemical reactor 2. The real length of the total reactor, from the beginning of the reactor tubing (right side) to the
front of the lamp housing (left side), on an optical rail is 65 to 85 cm depending on the length of reactor tubing used.
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Filter solutions are pumped round, through the
filter cuvette and a water cooler, with a Model
1022 centrifugal pump (Eheim, Berlin). The poly-
tetrafluoroethylene (PTFE) reactor tubing (Eriks,
Alkmaar), i.d. 0.33 mm, o.d. 0.73 mm, is knitted
around the filter cuvette (diameter 5.7 cm), to
reduce band broadening. The tubing is 1.0 to 10.0
m in length, providing reaction times ranging
from 15 s to 2 min 33 s at flow rates of 0.34 to
0.59 ml min—".

The new photochemical reactor (Fig. 2) (pho-
tochemical reactor 2) consists of a Model USH-
102D (100 W, compact arc) high-pressure mer-
cury lamp (USHIO, Tokyo), placed in a Model
A1010 Arc Lamp Housing (Photon Technology
International, Brunswick, NJ, obtained from Op-
tilas (Alphen a/d Rijn)) equipped with an f/4.5
elliptical reflector. The focal point is located at
about 280 mm from the front of the lamp housing
and measures only about 3 mm in diameter. The
lamp is focused onto a laboratory made quartz
cone (length 30 mm, diameter 3.1 mm at the base
and 0.61 mm at the top; top and base are pol-
ished) (Free University, Amsterdam), which is
held axially on top of an optical fibre (core 0.8
mm), inside a perspex holder mounted with a
brass heat shield. Light falling on the base of the
quartz cone is forced into the optical fibre, The
opposite end of the optical fibre is placed in a
HPLC Valco T-connection, 1.0 mm core (Alltech).
On the side opposing the optical fibre the PTFE
reactor tubing (Eriks), i.d. 0.33 mm, o0.d. 0.73 mm,
is connected and held axially in line with the fibre
by means of a stainless steel support. The tubing
is 5.0 to 50 cm in length, providing reaction times
ranging from 0.5 to 7.5 s at flow rates of 0.34 to
0.59 ml min~".

The singlet oxygen reagent, DEE or EVE, is
added to the main flow, directly after the column
(Fig. 1), with a Model 140A dual syringe solvent
delivery system (Applied Biosystems, Ramsey, NJ)

at a flow rate of 0.09 ml min~'.

The CL detector part

The CL detector part consists of a Model 980
fluorescence detector (Applied Biosystems) with
the lamp turned off and with a 25-ul detector cell
installed. The stainless-steel bar containing the

cell compartment is adapted with a thermocouple
and a thermocoaxial electrical heater. The tem-
perature is controlled with a laboratory-made
electronic temperature programmer (Free Uni-
versity, Amsterdam) at 70.0 + 0.1°C. Boiling and
creation of bubbles inside the detector cell are
avoided by operating the detector at about 4.5
bar backpressure.

For comparison with UV absorption detection,
the CL detector is exchanged for a Model 20
UV-visible variable-wavelength detector (Carlo
Erba, Milan).

The fluorophore, DBAS if the system is oper-
ated with reversed-phase eluents and DBA if the
system is operated with normal-phase eluents, is
added directly after the photochemical reactor
(Fig. 1) with a laboratory-made syringe pump
(Free University, Amsterdam) at a flow rate of

0.2 ml min~1.

3.2. Chemicals and reagents

DEE (1,2-diethoxyethene) was prepared as de-
scribed by Baganz et al. [37] and purified by
double distillation prior to use. EVE (ethyl vinyl
ether) was supplied by Merck (Darmstadt) and
was purified by single distillation. Fresh solutions
of these singlet oxygen reagents in acetonitrile,
methanol or hexane, at optimized concentrations
(vide supra), were made every two or three days.

DBA (9,10-dibromoanthracene) was purchased
from Aldrich (Brussels) and used as obtained.
DBAS (9,10-dibromanthracene-2-sulfonate, so-
dium salt) was prepared from DBA as described
by Catalani et al. [18] and purified by recrystal-
lization from water. Fresh solutions, 5.0 X 1073
M in toluene (DBA) and 20X 107> M in
methanol (DBAS), were made every one or two
months.

Anthracene and rose bengal were obtained
from Aldrich. Crystalline PCBs 3, 10, 15, 52, 69
and the PCB mixture aroclor 1242 (IUPAC num-
bers according to Ballschmitter and Zell [38])
were purchased from Analabs (North Haven, CT)
and Monsanto (St. Louis, MI) (PCB 3). Stock
standard solutions were prepared (every 1 or 2
months) in eluent and stored at 4°C in the dark.
PCBs 77, 122, 126 and 169, 99% purity dissolved
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in cyclohexane, were obtained from Promochem
(Wessel). Herring oil was supplied as a gift by the
Swedish Environmental Protection Agency (Sol-
na).

Acetonitrile and n-hexane were purchased
from Westburg (Leusden) and methanol from
J.T. Baker (Deventer); all solvents were LC grade.
n-Hexane was distilled prior to use. Milli-Q water
was prepared by ultrafiltration using a Milli-Q
system (Millipore, Bedford, MA). Potassium io-
dide, sodium hydroxide, nickel sulfate, anhydrous
sodium sulfate, acetic acid and sulfuric acid were
supplied by J.T. Baker. Sulfuric acid was washed
two times with 20 ml n-hexane before use. Silica
gel 60 (70-230 mesh ASTM) was purchased from
Merck and Alumina B super I from ICN Biomed-
icals (Eschwege). Silica and alumina were acti-
vated for 24 h at 140 and 200°C, respectively.

Filter solutions were made in deionized water.
They will be referred to in the text as follows:
A = 240 nm is 40% (w /v) acetic acid and A > 260
nm is 1.2% (w/v) potassium iodide in 0.5 M
sodium hydroxide. In normal-phase, when the
PYE column was used, 0.2 g |~! DMADP (2,7-di-
methyl-3,6-diazacyclohepta-2,6-diene perchlo-
rate) and 50 g 17! nickel sulfate were added to
the filter solutions. These additives absorb radia-
tion in the wavelength region from 290 to 410 nm.
Shielding this part of the irradiation window is
needed, since small amounts of a pyrene deriva-
tive bleeding off the column give rise to a high
CL background, induced by absorption by the
pyrene derivative in the indicated wavelength re-
gion. DMADP was synthesized according to
Schwarzenbach and Lutz [39].

3.3. Procedures

Chromatographic conditions

Analyses were performed in an isocratic CLC
system. The mobile phase, acetonitrile—water (80
+ 20, v/v) in reversed-phase and n-hexane in
normal-phase, is delivered at 0.25 ml min~!. Only
the analyses of the PCBs 77, 126 and 169 in
herring oil were performed in normal-phase at a
flow rate of 0.5 ml min~! (combined with a
doubled singlet oxygen reagent delivering flow
rate and a doubled fluorophore delivering flow

rate); the length of the PTFE reactor tubing was
doubled too (5.0 m), giving an irradiation time of
about 40 s.

Sample preparation

The herring oil sample was pretreated accord-
ing to the procedure of Leonards et al. [33]. 0.5 g
of herring oil was dissolved in 10 ml hexane. The
mixture was shaken with 20 ml of concentrated
sulfuric acid (70%). The organic layer was sepa-
rated, concentrated to 2 ml under nitrogen and
washed with 2 ml of distilled water. After drying
over anhydrous sodium sulfate the organic layer
was further concentrated to 0.5 ml. Subsequently
this fraction was cleaned on a multi-layer column
containing (from top to bottom): 1 cm anhydrous
sodium sulfate, 5% water-deactivated basic alu-
mina (2 g), 1 cm anhydrous sodium sulfate and
0.5% water-deactivated silica (3 g). The column
was pre-eluted with 10 ml of n-hexane. Consecu-
tively, the sample was placed on top of the col-
umn and eluted with n-hexane. The 8 to 25 ml
fraction was collected, evaporated to 50 ul and
finally injected in the LC system.

4. Results and discussion

Below the experimental variables outlined in
the theoretical part will be evaluated. A distinc-
tion is made between variables concerning the CL
detector and variables concerning the photo-
chemical reactor. Subsequently the detection lim-
its of some PCBs are compared and the applica-
tion of the system to the analyses of toxic planar
PCBs in herring oil is examined.

4.1. CL detector conditions

The only parameter to be varied (in the detec-
tor) is the dioxetane structure. Applying EVE as
singlet oxygen reagent leads to EDO as the diox-
etane giving CL in the detector cell. This dioxe-
tane is less substituted and therefore expected to
be less stable than DEDO [6,9], so that a larger
percentage of the CL process will take place
inside the detector cell. Thermal decomposition
of EDO produces ethylformate and formalde-
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hyde. One of these decomposition products can
be generated in an excited electronic state. The
chemi-excitation yield for this process however,
which may or may not be significantly less
favourable than for DEDO (approaching 100%
[5D, will also have effect on the absolute CL
intensity.

We have compared the overall efficiencies of
DEDO and EDO for two model analytes (9-
acetylanthracene and rose bengal). Photochemi-
cal reactor effects on the absolute CL signal
intensity were eliminated as completely as possi-
ble. One irradiation filter (1 ¢cm, 1.2% potassium
iodide in 0.5 M NaOH) was used to shield the
DEE and EVE absorption spectra completely
from the lamp spectrum. Under these circum-
stances, since the absorption spectra of simple
dioxetanes are alike [6], photodecomposition is
expected to be similar for both DEDO and EDO.
Both reagents were applied at a concentration
giving an efficiency of singlet oxygen capture of at
least 80% (1 X 10~2 M for DEE and 3 x 10~! M
for EVE (vide supra)). Furthermore, identical
eluent compositions (acetonitrile-water, 90 + 10,
v/v) were used.

The resulting CL peak intensities, for DEDO
and EDQO, are similar though not identical. Ap-
plying EVE (giving EDO) the CL signal intensity
for 9-acetylanthracene is 5 times lower and for

rose bengal 2 times lower, as compared to the
signal intensities obtained applying DEE (giving
DEDO).

The results indicate that the overall effect of
the rate of dioxetane decomposition, the chemi-
excitation efficiency and the energy transfer pro-
cesses is in favour of DEDQO. The difference
however is sufficiently small to make EDO an
Interesting alternative in view of the fact that
EVE is far more easily available.

4.2. Photochemical reactor conditions

The reagent

As outlined above, singlet oxygen reagents with
a low k4, can be appropriate if they are applica-
ble at sufficiently high concentrations. It should
be realized that apart from structural effects of
the reagent, the solvent may also have some
influence on the reaction rate constant.

We have studied the singlet oxygen capture
efficiency as a function of solvent and reagent
concentration for DEE and EVE, which are
closely related, but have nevertheless strongly
different k,4, values. For EVE in acetone k4, is
over three orders of magnitude lower than for
DEE [40].

The singlet oxygen capture efficiencies for
DEE and EVE were monitored by measuring the

normalized CL signal intensity (arbirtrary units)
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Fig. 3. Influence of singlet oxygen reagent concentration on the CL peak intensity for DEE in a reversed-phase system. The eluents
are pure acetonitrile and pure methanol. The CL intensities are normalized to the situation applying DEE in acetonitrile.
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relative CL peak intensities for injection of 10~
M anthracene in the analytical system of Fig. 1,
using different solvents and various reagent con-
centrations.

The results are visualized in Figs. 3-5. It is
clear from Fig. 3 that for DEE in polar solvents
(methanol and acetonitrile), the singlet oxygen
capture efficiency does hardly increase for con-
centrations higher than 1073 M. However the
maximum CL peak intensities in acetonitrile and
methanol differ considerably; in methanol it is

about 25-fold lower. This is probably due to a
difference in dioxetane stability in hydroxylic sol-
vents as compared to non-hydroxylic solvents, as
reported previously [2].

In view of its low k44, for EVE in acetoni-
trile-water (90 + 10, v/v) the maximum effi-
ciency would be expected at concentrations as
high as 10 M (i.e., three orders of magnitude
higher than for DEE in polar solvents). Indeed it
can be seen from Fig. 4 that the relative peak
intensity is rising with the EVE concentration.
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Fig. 5. Influence of singlet oxygen reagent concentration on the CL peak intensity for DEE in a normal-phase system (n-hexane).
The CL intensities are normalized to the situation applying DEE in acetonitrile.
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However, at concentrations higher than about 1
M the efficiency is decreasing again, presumably
as a result of high concentration phenomena like
aggregation. The absolute CL peak intensity is
much lower than for DEE in acetonitrile, but
compared to DEE in a hydroxylic solvent
(methanol, Fig. 3) the difference is only about a
factor two, which is in agreement with the rela-
tive CL signal intensities obtained for DEDO and
EDO in acetonitrile-water (90 + 10, v /v).

In normal-phase (non-polar) solvents for DEE
a clear decrease in singlet oxygen capture effi-
ciency is seen (Fig. 5), compared to the situation
in reversed-phase: the maximum efficiency is ap-
proached for DEE concentrations at about 5 X
1072 M, more than ten times higher than re-
quired in reversed-phase solvents. The difference
in absolute CL peak intensity, as compared to the
situation using DEE in acetonitrile (both non-hy-
droxylic solvents), is relatively small (only a factor
of about 0.5). For EVE in a normal-phase system
the CL peak intensities are almost an order of
magnitude lower than in reversed-phase; the in-
fluence of concentration was not studied.

It is concluded that, for reversed-phase sys-
tems, a reagent with a low reaction rate constant
for addition of singlet oxygen used at a relatively
high concentration, can still give effective singlet
oxygen capture. In practice a 0.3 M EVE concen-

tration was utilized, giving limits of detection
close to those obtained for DEE.

The influence of the solvent is obvious: for
both DEE and EVE k4, is higher in reversed-
phase systems. In practice DEE was applied at a
concentration of about 1072 M in both reversed-
phase and normal-phase solvents. Using higher
concentrations in normal-phase does not give suf-
ficient improvement (background level and noise
also increase with enhanced singlet oxygen cap-
ture efficiency) in view of the extra costs associ-
ated with five to ten times more reagent con-
sumption.

Irradiation window

The singlet oxygen reagent should not absorb
radiation in the photochemical reactor (Scheme
2, reaction (14)), since this would give rise to
generation of singlet oxygen, leading to auto-
oxidation. The absorption spectra of DEE and
EVE are shown in Fig. 6. It is clear that for EVE
a wider part of the lamp spectrum is available for
irradiation of analytes than for DEE. Especially
the part of the spectrum between about 260 and
240 nm, available for EVE but not for DEE,
might be of considerable importance to detect
analytes absorbing exclusively in the deep UV. To
mask the reagent absorption, a 4 M acetic acid
irradiation filter was used in combination with
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Fig. 6. Absorption spectrum of DEE and EVE and transmittance of the filter solutions (4 M acetic acid and 1.2% potassium iodide

in 0.5 M NaOH) in the 9-mm cuvette.
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EVE and a 1.2% (w/v) potassium iodide irradia-
tion filter in combination with DEE (Fig. 6),
unless specified otherwise.

For analytes, absorbing hardly any radiation at
wavelengths longer than 260 nm, indeed some
improvement in detectability is observed if EVE
instead of DEE is used. However applying DEE
with A > 240 nm (acetic acid filter), thus allowing
some auto-oxidation, also resulted in a better
detectability for these analytes. For analytes, with
an absorption spectrum clearly extending to
wavelengths longer than 260 nm, short wave-
length excitation is not appropriate; apparently
photoinduced decomposition of the produced
dioxetane (Scheme 2, reaction (13)) is enhanced
more than photoinduced generation of singlet
oxygen.

It is therefore concluded that the effect of
changing the irradiation window is strongly ana-
lyte dependent.

Irradiation time

If only the analyte absorbs radiation (Scheme
2, reaction (6)) and no processes other than
quenching of the analyte triplet by oxygen and
addition of singlet oxygen to the reagent would
occur, the CL signal would theoretically rise with
irradiation time until the reagent has been com-
pletely consumed. In practice however the ana-
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lyte will be subjected to photochemical reactions
(Scheme 2, reaction (10)) and, as shown in a
previous paper [20], the dioxetane to photoin-
duced decomposition (Scheme 2, reaction (13)).
Apart from these photochemical aspects, band
broadening (though minimized by knitting of the
reactor) will have an effect on peak heights, if the
residence time in the reactor is too long, espe-
cially for fast eluting compounds. As a result an
optimum will be reached at a finite irradiation
time.

Influence of irradiation time was studied for
EVE and DEE in both normal-phase and re-
versed-phase, utilizing some PCBs. In normal-
phase using DEE indeed the CL peak intensities
rise with irradiation time until a maximum is
reached. At prolonged irradiation the intensities
decrease again. The irradiation time correspond-
ing to the maximum depends on the individual
PCB concerned. For the PCBs 3 and 15 (4-mono-
and 4,4'-dichlorobiphenyl, respectively) the maxi-
mum is reached in about 50 s, whereas for the
PCBs 10 and 69 (2,6-di- and 2,3',4,6-tetrachloro-
biphenyl, respectively) it is observed after irradia-
tion times about twice as long.

The differences between the individual PCBs
are even more obvious for the signal-to-back-
ground ratio observed, since both the background
and the signal are subjected to building-up and
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Fig. 7. Influence of irradiation time on signal to background ratio

for four PCBs (1.0 X 107® M PCB 3, 1.0 x 10~7 M PCB 15,

1.0 X 1075 M PCB 10 and 1.0 X 10~ M PCB 69 injected) in a normal — phase system (mobile phase n-hexane), applying DEE as

the singlet oxygen reagent.
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decomposition of dioxetane. For this ratio the
PCB reactivity is the only variable.

From Fig. 7 it can be seen that for DEE in
normal-phase the signal-to-background ratios for
the PCBs measured show different trends with
increasing irradiation time. For PCB 69 it in-
creases with irradiation time, whereas it is almost
constant for PCB 10 and decreases for the PCBs
3 and 15.

A stronger distinction was obtained in a re-
versed-phase system applying DEE (Fig. 8). The
curves for PCBs 3 and 15 slowly rise at short
irradiation times, followed by a significant de-
cline. The PCBs 10 and 69 on the other hand
reveal continuously rising signal-to-background
ratios.

It is noted that the PCBs 10 and 69 belong to
the group of non-planar PCBs, whereas PCBs 3
and 15 are planar. Differences in signal-to-noise
ratio as a function of irradiation time might
therefore be correlated to differences in triplet
state reactivities and lifetimes for these two
groups.

In non-polar solvents (normal-phase, hexane)
the major reaction pathway for PCBs from the
excited triplet state is exchange of chlorine sub-
stituents for hydrogen of the solvent [24-26]. This
exchange process can be more than an order of
magnitude faster for non-planar PCBs than for

planar PCBs [24]; exchange of the ortho chlorine
substituents, releasing steric hindrance, is pre-
ferred [24]. In oxygenated solutions, as is the case
in our system, these radical processes will also
lead to radical chain oxygenation of the PCBs
[24], finally giving rise to complete photobleach-
ing. For the planar PCBs these routes lead to a
situation where photoinduced generation of sin-
glet oxygen does no longer occur. In contrast, for
the non-planar PCBs, since exchange of ortho-
chlorine substituents is preferred to exchange of
the other chlorine substituents, in the first stage
planar PCBs might be formed. As will be outlined
below, the efficiencies for photoinduced genera-
tion of singlet oxygen are up to two orders of
magnitude higher for planar PCBs than for the
non-planar ones (see Limits of detection). This

- implies that if for instance only one percent of a

non-planar PCB is converted into a planar one
this may lead to a signal similar to the original
signal of the non-planar PCB. Therefore it can be
imagined that the signal-to-background ratio re-
mains constant over a much longer irradiation
time. Photoinduced loss of chlorine substituents
might therefore explain the different behaviors of
the PCBs 3 and 15 compared to the PCBs 10 and
69.

The photochemistry of PCBs in polar solvents,
especially water, is more complicated [25,26].

Signal to background ratio

(Reversed Phase, reactor 1, DEE) PCB: % 3; ® 15 A 10;,D 69.

40 60 80

Irradiation time (s)

Fig. 8. Influence of irradiation time on signal to background ratio for four PCBs (1.0 x 107® M PCB 3, 1.0 X 10~ M PCB 15,
1.0 107> M PCB 10 and 1.0 X 107> M PCB 69 injected) in a reversed-phase system (mobile phase acetonitrile-water (80 + 20,

v/v)), applying DEE as the singlet oxygen reagent.
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Again the non-planar PCBs react much faster
than the planar PCBs, but the pathways can be
completely different from those in non-polar sol-
vents. In methanol the main route for reaction is
still through homolytic cleavage of the carbon
chlorine bonds [24], but in acetonitrile—water
mixtures (or pure water) the reaction pathways
are mainly heterolytic in nature [25,26]. Further-
more it is found that oxygen quenches the reac-
tion, but does not give rise to significant oxidation
of the PCBs [26], so that photobleaching of the
PCBs will not be as fast as in non-polar solvents.
The solvent composition in our system (reversed-
phase, acetonitrile—water (80 + 20, v/v)) is closely
related to that studied by Orvis et al. [26] and
Moore and Pagni [25]. In these investigations
mainly the formation of hydroxybiphenyls was
observed. For non-planar PCBs this may lead to
many secondary photoproducts with less sterically
strained triplet excited states [41]. The influence
of irradiation time on the signal-to-background
ratio in reversed-phase for the PCBs 10 and 69
may therefore be explained by assuming fast pho-
tohydrolysis to products giving enhanced singlet
oxygen sensitization, while photobleaching
through oxygenation is not very fast. Photohydrol-
ysis of the PCBs 3 and 15 will be relatively slow.
This might explain why their signal-to-back-

ground ratios are not strongly influenced by the
irradiation time.

In both solvent compositions examined above,
DEE was applied. For EVE such a high reagent
concentration is required that it might influence
the photoinduced reactivity of the PCBs. The
signal-to-background ratios as a function of irra-
diation time for EVE in the same reversed-phase
system are shown in Fig. 9. From a comparison
with Fig. 8 it is clear that only for PCB 15 the
relation has changed significantly. The overall
trend, a different dependence for non-planar and
planar PCBs, is the same.

For another non-planar PCB, PCB 52
(2,2',5,5'-tetrachlorobiphenyl), the effect of irradi-
ation time on signal-to-background ratio was less
conclusive. In reversed-phase (acetonitrile—water
(80 + 20, v/v)) the signal-to-background ratio in-
creases with irradiation time, like observed for
the other non-planar PCBs. However, in normal-
phase (n-hexane) it decreases with almost a fac-
tor of two as the irradiation time is prolongated
from 20 to 90 s, a behaviour which is more similar
to that of the planar PCBs.

It is concluded that in general there is a signif-
icant difference in photochemical reactivity be-
tween planar and non-planar PCBs. The be-
haviour of an individual PCB is not easily pre-

Signal to background ratio

(Reversed Phase,Reactor 1, EVE)PCB: % 3, @ 15 4 10, O 69.

T
80

Irradiation time (s)

Fig. 9. Influence of irradiation time on signal to background ratio for four PCBs (8.0 X 107® M PCB 3, 7.5 X 10~° M PCB 15,
2.6 X 1075 M PCB 10 and 5.3 X 10~> M PCB 69 injected) in a reversed-phase system (mobile phase acetonitrile—water (80 + 20,

v/v)), applying EVE as the singlet oxygen reagent.
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dictable; it depends on the precise chemical
structure and the solvent composition applied.

Effect of irradiation efficiency

The photochemical reactor used in the experi-
ments described above consists of a medium pres-
sure mercury light source mounted with a quartz
filter cuvette and a PTFE reactor. This kind of
reactor has been applied in many LC systems
[42], despite of the fact that its light collection is
rather inefficient.

We have constructed a reactor (denoted as
photochemical reactor 2) with a much more effi-
cient collection of light (see Fig. 2). Almost all
the light emitted from the high pressure mercury
source is axially focussed into the PTFE reactor
tubing. As a result high CL peak intensities are
reached for relatively short irradiation times (the
PTFE reactor tubing was never longer than 50
cm, corresponding to an irradiation time of about
8 s).

Influences of irradiation time on absolute CL
peak intensities, signal-to-background ratios or
detection limits are however less pronounced,
applying photochemical reactor 2, than with the
original reactor. This is probably due to the fact
that the light intensity decreases gradually along
the axis of the reactor tubing, due to losses at the
tubing surface, scatter and absorption. Consider-
ing the fact that the photochemical processes in

Table 1
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the reactor part where the irradiation is most
intense will contribute most to the generation of
the dioxetane, dioxetane produced at an earlier
stage (see Fig. 2) will probably add only little to
the total amount of dioxetane.

Absolute signal intensities, for the analytes
rose-bengal and anthracene, are found to change
linearly with lamp power over the range of 73 to
95 Watt, indicating that, for photochemical reac-
tor 2, lamp power is a more important variable
than irradiation time.

In Fig. 10 the chromatograms of an aroclor
1242 commercial PCB mixture, obtained with
photochemical reactor 2 at an irradiation time of
3 s and with the original reactor at 15, 31 and 77
s, are compared. Relative peak intensities for
photochemical reactor 2 correspond most reason-
ably to those obtained for an irradiation time of
about 15 s in the original reactor, indicating that
photochemical reactor 2 gives similar results at a
shorter time scale.

4.3. Application to the analyses of PCBs

Detection limits

Chromatographic detection limits for a num-
ber of PCBs, obtained at optimized irradiation
times and excitation filters are presented in Table
1. For comparison, the detection limits obtained
with UV-visible absorption detection, at opti-

Detection limits (mol 17 1) for the PCBs 3, 15, 10, 69 and 52, obtained with chemiluminescence detection under various conditions,

applying optimized irradiation times and excitation filters

Experimental conditions

Reactor type 28 1b 1¢ 14 1¢
Reagent DEE f DEE ¢ DEE & EVE f EVE !
Eluent Normal Normal Reversed Normal Reversed

phase phase phase phase phase
Units mol 17! mol 17! mol 171 mol 17! mol 17!
PCB Detection limit (mol 17 1)

3 32x10°8 22%x1078 1.5x 1077 32%x10°°¢ 20%x 1077
15 6.6 x 1078 21%x1078 48 x 1078 1.1x1073 4.0%x 1077
10 47 %1077 2.0x10°° 22X 1077 >1.1x10"4 5.0%x 10~
69 3.0x 1078 1.0x 10~ 41x%x10°° 1.7x107* 20x10°°
52 1.9x1077 1.3x 1077 1.7x107° 13%x107° 20x107°

2 Yrradiation time 1 s, ° irradiation time 40 s, © irradiation time 30 s, ¢ irradiation time 35 s, © irradiation time 23 s, © A > 240 nm,

£ A > 260 nm.
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irrtime = 3 s.

irr.time = 15 s. B

irr.time = 31 s,

irr.time = 77 s.

1 ro~— 17177 17171 7T 1171 71771
0 24 2 16 12 8 4 0
Time (min.)

Fig. 10. Chromatograms of a commercial PCB mixture (aro-
clor 1242) in a reversed-phase system (acetonitrile-water (80
+20, v/v)), applying DEE (1.0x10™2 M in acetonitrile) as
the singlet oxygen reagent at various irradiation times with
both the photochemical reactors 1 and 2. A: photochemical
reactor 1 at 15, 31 and 77 s irradiation time (concentrations
16.8, 8.4 and 8.4 mg 17! injected respectively). B: photochemi-
cal reactor 2 (95 W) at 3 s irradiation time (concentration 33.5
mg 17! injected).

mum wavelengths longer as well as shorter than
260 nm, were measured in reversed-phase LC,
see Table 2. The LC parameters in Table 2 are
identical to the reversed-phase parameters in
Table 1; only the addition of the singlet oxygen
reagent and the fluorophore are omitted.

The planar PCBs have lower detection limits
than the non-planar ones both in UV absorption
and in CL detection. This is partially due to a
difference in absorptivity, which is higher for the

Table 2

Detection limits (mol 17 ') for the PCBs 3, 15, 10, 69 and 52,
obtained with UV -visible absorption detection in a reversed-
phase LC system, at optimized wavelengths > 260 nm and
< 260 nm

PCB Detection limit (mol 1= 1)
A <260 nm ? A> 260 nm ®
3 8.0x10°8 8.0x10°8
15 75%1078 1.0%x1077
10 5.0%x1077 20x107°
69 20x1077 1.0%107°
52 75%10°8 40%x1077

2 PCB 3 at 234 nm; 15 at 257 nm; 10, 69 and 52 at 230 nm.
® At 274 nm for all PCBs.

planar PCBs than for the non-planar PCBs. The
mutual difference between the detection limits
obtained for the planar and the non-planar PCBs
is however much more pronounced if CL detec-
tion is applied. Apparently the efficiency of gen-
eration of singlet oxygen for the planar PCBs is
much higher. Since the efficiencies of intersystem
crossing have been shown to be similar for both
classes of PCBs [24], the efficiency of singlet
oxygen generation is probably connected to the
triplet state lifetime of the PCBs, which is indeed
much longer for the planar than for the non-
planar ones [24,43,44].

The gap between the detection limits obtained
for planar and non-planar PCBs, interesting from
a selectivity point of view, is influenced by the
practical circumstances utilized in CL detection.
Though the experimental variables will not be
totally independent, some general trends can be
outlined.

The lowest detection limits are obtained with
the original reactor using DEE as the reagent in
a normal-phase system; the original reactor is
slightly better than reactor 2, apart from PCB 10.
For the planar PCBs these detection limits are
about a factor of four lower than obtained with
UV-visible absorption detection, in agreement
with the enhancement factor obtained by Shellum
and Birks [4] for PCB 15 in reversed phase. For
the non-planar PCBs on the other hand, absorp-
tion detection is a little more sensitive than CL
detection at short wavelength (<260 nm) and
about equally sensitive at relatively long wave-
lengths (> 260 nm).

The best selectivity between non-planar and
planar PCBs is obtained in a reversed-phase sys-
tem using DEE as the reagent. In this situation
the detection limits for the non-planar PCBs are
two to three orders of magnitude higher than for
the planar ones. Compared to UV-visible ab-
sorption detection this represents a gain in selec-
tivity of at least an order of magnitude, depend-
ing on the specific PCB concerned. This improve-
ment is mainly caused by an increase in the
detection limits of the non-planar PCBs, whereas
the detection limits of the planar PCBs remain
essentially unchanged. For the PCBs 15 (planar)
and 10 (non-planar), both containing two chorine
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substituents, there is even a gain in selectivity of
almost two orders of magnitude, as compared to
UV-visible absorption detection, regardless of
the wavelength used.

Applying EVE does only result in significant
changes for the normal-phase system, giving de-
tection limits higher by at least two orders of
magnitude for all PCBs. Applying EVE in a re-
versed-phase system does also result in increased
detection limits, compared to DEE, but changes
are less pronounced. Only for the PCBs 10 and
15 the detection limits are significantly different,
giving a higher detection limit for the planar and
a lower detection limit for the non-planar one.

Below, the normal-phase system utilizing DEE
and photochemical reactor 1, being most sensitive
to planar PCBs, is further evaluated for applica-
tion to the analyses of the PCBs 77, 126 and 169.

Detection of the toxic PCBs 77, 126 and 169 in a
complex matrix

Monitoring environmental PCB contamination
is of great importance, since these contaminants
are believed to form a serious threat to many
wildlife species [33]. This threat is most serious
for top-predators, since PCBs are very lipophilic
and tend to bioaccumulate [33,45].

The analysis in these monitoring studies are
generally done by means of gas chromatographic
(GC) separation with electron capture detection
(ECD) or mass spectrometric (MS) detection, with
either electron impact ionization (EI), or nega-
tive-ion chemical ionization (NCI) [22,35,36,46].
Because of the complexity of the matrices con-
cerned (generally soil samples, or organs and
tissues) a thorough sample pretreatment is needed
[22,30,32], which is not directly compatible with
GC [22].

Significant improvement and simplification has
been achieved by utilizing a CLC cleanup step
[22,35,36,46]. Nevertheless, detection limits refer-
ring to the concentration in the CLC injection
loop, preceding the GC analyses, are still rela-
tively high. Sufficiently low values, a little less
than 0.01 ppb, are only obtained with NCI-MS
detection [46], whereas detection limits measured
with ECD and EI-MS can be as high as 1 ppb or
more [22,36).

Unfortunately, GC detection methods provide
little difference in response for the PCB con-
geners, while the PCBs that are most dangerous
based on toxic equivalents [33] (the planar PCBs
77, 126 and 169, possessing PCDD (Poly-Chloro-
Dibenzo-Dioxine) like toxicity) are generally pre-
sent at about three decades lower concentrations
than most of the non-planar congeners [32,46].
Even with the high separating power of GC tech-
niques, analyses of the PCBs 77, 126 and 169 are
therefore extremely difficult. An interesting op-
tion is the use of a selective stationary phase in
the CLC cleanup to separate the PCBs 77, 126
and 169 from the other PCBs [34]. Therefore
CLC can be gaining importance in the analyses of
PCBs. It is interesting to examine whether CL
detection based on photoinduced generation of
singlet oxygen, being far more sensitive to planar
PCBs than to non-planar PCBs, can offer the
desired selectivity and sensitivity.

Normal-phase LC with a PYE analytical col-
umn and reactor type 1 with DEE as the singlet
oxygen reagent was applied, to obtain both good
separation and most sensitive detection of planar
PCBs. The detection limits obtained for the PCBs
77, 126, 169 and 122 are shown in Table 3,
together with the associated UV-visible absorp-
tion detection data. It is clear that the detection
limits for the planar PCBs measured with CL
detection are more favourable. Detection limits
are comparable to those found with ECD and
EI-MS detection, referring to the concentrations
in the LC system preceding GC analysis (MS-NCI

Table 3

Detection limits for the PCBs 77, 126 and 169 in a normal-
phase LC system with a PYE analytical column, obtained with
UV-visible absorption detection at 254 nm and chemilumi-
nescence detection, applying DEE as the singlet oxygen
reagent, photochemical reactor type 1 at an irradiation time
of 40 s and A > 240 nm

PCB Detection limit

UV-visible absorption  Chemiluminescence

mol 171 ppb mol 17! ppb
77 1.6x10°8 45 2.5%x10° 0.7
126 2.9%x1078 9.7 48x107° 1.6
169 3.1x10"8 11.2 9.1x107° 33
122 43%x10°° 1.4 43%x10°° 14
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Fig. 11. Chromatograms of an academic mixture of four PCBs T T T T T T
(77, 126, 169 and 122; 150, 150, 150 and 165 ppb injected, 0 16 12 8 4 0
respectively) in normal-phase (n-hexane), using a PYE col- Time (min.)

umn. (A) UV absorption detection at 254 nm. (B) CL detec-
tion applying DEE (1.0x10°2 M) as the singlet oxygen
reagent and an irradiation time of 40 s in photochemical
reactor 1.

detection limits are evidently better). PCB 122
(2',3,3,4,5-pentachlorobiphenyl) is a PCB con-
taining only one ortho chlorine substituent
(mono-ortho PCB). These PCBs show character-
istics in between planar and non-planar PCB.
Clearly the detection limit for PCB 122 is low in
both CL and UV-visible absorption detection.
However, contrary to the PCBs 77, 126 and 169,

Fig. 12. Chromatogram (CL detection) of a commercial PCB
mixture (aroclor 1242, 8.06 mg 1-! in n-hexane injected) in a
normal-phase system (n-hexane), using a PYE analytical col-
umn and DEE (1.0x10"2 M in n-hexane) as the singlet
oxygen reagent. The irradiation time is 40 s.

there is no improvement on applying CL detec-
tion compared to UV-visible absorption detec-
tion.

The selectivity of the present method for the
PCBs 77, 126 and 169 is illustrated by the chro-
matograms in Fig. 11. Obviously the PCBs 77 and
126 and to some extend PCB 169 show an im-

—— Chromatogram . planar PCBs (x 5.33) ! PCB 77
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i i
2 L
i Lo
= s {
g Pl
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8 . |
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> i |
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< " PCB 169
® i/ PCB 126
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Fig. 13. Chromatogram (CL detection) of a pretreated herring oil sample, additionally spiked with PCBs (total PCB concentrations
are about 30 ppb in the herring oil sample for each of the PCBs 77, 126 and 169) in a normal-phase system (n-hexane), using a PYE
analytical column and DEE (1.0 X 10~2 M in n-hexane) as the singiet oxygen reagent. The irradiation time is 40 s.
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provement in signal-to-noise ratio, clearly illus-
trated by their peak heights relative to that for
PCB 122.

The enhanced selectivity is more pronounced
for the analyses of planar toxic PCBs in a com-
mercial PCB mixture. Aroclor 1242 contains about
0.5 mass percent of PCB 77 [47-49] and only
about 2 X 107> mass percent of PCB 126 [48].
Nevertheless both PCBs can be clearly seen in
the chromatogram of Fig. 12. The remaining peaks
in this chromatogram may result from the other
planar PCBs in aroclor 1242, PCBs 15, 35 and 37
[49], present at mass percentages of 1.5, 0.1 and
0.3, respectively, and /or from some of the non-
planar PCBs present at far higher mass percent-
ages (up to almost 8 percent for PCB 8 [49]).

Finally we have applied the CL detection
method to the analysis of PCBs in a complex
matrix. A sample of 0.5 g of herring oil, spiked
with each of the PCBs 77, 126 and 169 to individ-
ual concentrations of about 30 ppb, was pre-
treated as outlined in the experimental part and
analysed in a normal-phase CLC system adapted
with a PYE analytical column and connected to
the CL detection system. The resulting chro-
matogram is shown in Fig. 13. The peaks for the
PCBs 77, 126 and 169 are all well above the
detection limit. Thus, a significant improvement,
compared to PCB analysis with CLC and simple
UV detection has been realized, although for
practical applications additional effort will be re-
quired; for instance the concentrations of PCBs
77, 126 and 169 in real samples can be less than 1
ppb [33].

5. Conclusions

The results discussed above indicate that diox-
etane CL detection in CLC based on photosensi-
tized on-line generation of singlet oxygen offers
interesting applicabilities.

The use of the detection method can be ex-
tended to normal-phase CLC systems. Further-
more, instead of DEE, which needs to be synthe-
sized, the reagent EVE, which is commercially
available, can be utilized. In reversed-phase these
reagents provide similar results.

With the introduction of a new photochemical
reactor (photochemical reactor 2), irradiation
times can be reduced, so that band broadening is
minimized and analysis times are reduced to those
of existing CLC detection methods.

The optimum settings of experimental parame-
ters, like irradiation window and irradiation time,
are analyte dependent. They offer possibilities to
enhance selectivity. This is shown to be of consid-
erable interest in the analysis of PCBs.

Presumably as a result of different photochem-
ical behaviour, the detection method offers some
inherent selectivity in the analysis of PCBs; pla-
nar PCBs provide much lower detection limits
than non-planar ones. As a result CLC analysis
may become an interesting technique for the de-
tection of the toxic PCBs 77, 126 and 169.
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Abstract

A three-column system consisting of a combination of C,4 reversed phase, Dowex anion-exchange resin and the
chelating resin Chelamine is described. This method permits the simultaneous preconcentration and differentiation
between neutral hydrophobic organic metal complexes, anionic complexes and the “free ion” concentration of the
transition metals in water samples with complex matrices. General operating conditions were established by
numerous experiments with model substances. The sample analyses can be made without any previous treatment and
hence the pre-established natural equilibria are unadulterated. The method was used in the investigation of several
fresh-water and sea-water samples for the determination of Cu?*, Cd?*, Pb2* and Mn?* and showed excellent

reproducibility.

Keywords: Ton chromatography; Preconcentration; Speciation; Trace metals; Waters

1. Introduction

The determination of trace metals such as Cu,
Pb, Cd and Mn is becoming increasingly impor-
tant because of the increased interest in environ-
mental pollution. These metals tend to be com-
plexed by organic and inorganic ligands in natural
waters, which in turn affects both their chemical
reactivity and biological availability. When the
concentration of these trace metals is low, even
with increased instrumental sensitivity, direct de-
termination of their concentrations becomes diffi-

* Corresponding author.

cult because of the interacting matrix of a com-
plex medium such as sea water. Consequently, a
preconcentration and matrix elimination step is
usually required and provided, for example, by a
liquid—solid extraction using a chelating resin such
as Chelex 100, as described by numerous workers
[1-5]. Although Chelex resin is able to precon-
centrate trace metals, some severe disadvantages
arise such as loss of some trace elements (Mn)
during the washing step, the need for well de-
fined pH conditions or poor selectivity. Because
of these problems, a commercial chelating resin,
Chelamine, based on a pentamine ligand
(1,4,7,10,13-pentaazatridecane or tetrene) grafted
on an organic polymer, was examined and de-
scribed by Blain et al. [6]. This resin permits

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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matrix elimination and preconcentration of Cd,
Cu, Ni, Pb and Zn in a wide pH range (5.5-8)
with a high degree of selectivity for the transition
metals relative to the alkali and alkaline earth
elements. For this reason, Chelamine seems to be
suitable as the basis of a system including several
columns that will permit the simultaneous pre-
concentration and separation of different metal
species.

A two-column ion-exchange system with Chelex
100 and AG MP1 macroporous anion-exchange
resin has already been described by Liu and Ingle
[7]. However, this arrangement does not seem to
be very suitable for the study of metal speciation
determination as the Chelex resin works in the
pH range 4-5.5, requiring a buffer, which will
finally lead to an imbalance of the pre-estab-
lished natural conditions. Lewis and Landing [8]
used a three-column ion-exchange sequence for
the analysis of Black Sea water. The first column
collected colloidal particles (metal sulfides), the
second acted as an anion exchanger and the third
as a chelating cation-exchange resin. As the use
of anion exchangers for the study of sea water is
limited because of the high chloride ion concen-
tration and the authors used the pH-dependent
resin Chelex 100 in addition to TSK-8-hydroxy-
quinoline, their speciation results have to be
treated in caution.

Mills and Quinn [9,10] used C,4 reversed phase
for isolating copper—organic complexes from sea
water and the chelating resin Chelex 100 for the
determination of the total metal content. The use
of C,4 reversed phase was subsequently described
by numerous workers for several applications:
investigation of liquid chromatography (LC) for
the determination of copper(Il)-amino acid com-
plexes in sea water [11], determination and pre-
concentration of Cu and Cd metal-organic com-
plexes [12,13]} and differentiation between metal—
EDTA complexes and organic complexes [14].
Preconcentration systems for trace metal in sea
water using LC have been reported [15-17], but
even with this approach only the total metal
content is obtained without any indication of
speciation or metal complexation.

Dowex anion-exchange resin was used by Van-
derdeelen [18] to separate metal-EDTA com-

plexes. As further described by Burba [27], this
resin has excellent capacities for the preconcen-
tration of anionic trace metals.

This paper proposes a combination of C,; re-
versed phase, Dowex anion-exchange resin and
Chelamine chelating resin. This method permits
the simultaneous preconcentration and differenti-
ation between neutral hydrophobic organic—metal
complexes, anionic complexes and the “free ion”
concentration of the transition metals in natural
waters, but also can be extended to other aque-
ous liquids with complex matrices, e.g., biological
fluids.

As each column has precise operating condi-
tions and also limitations, which are discussed in
Section 3, a general operating range was estab-
lished from numerous experiments with model
substances and tried on several fresh-water and
sea-water samples.

2. Experimental
2.1. Reagents

All aqueous solutions were prepared with
deionized water obtained from a Milli-Ro /Milli-
Q apparatus (Millipore). The chelating resin Met-
alfix Chelamine was purchased from Fluka, the
anion-exchange resin Dowex 1-X8 (100-200
mesh) from Aldrich and the C,4 phase (Bond
Elut LRC columns) from Analytichem Interna-
tional. The reagents and ligands used as model
substances, e.g., EDTA, nitrilotriacetic acid
(NTA), tryptophan, 8-hydroxyquinoline and fulvic
acid, were purchased from several sources. Nitric
acid and ammonia solution for elution and regen-
eration of the resins were made from ultra-pure
reagents (Merck) and deionized water. The metal
standards and spikes were prepared from com-
mercial standard solutions.

2.2. Apparatus

A Perkin-Elmer Zeeman 3030 instrument for
electrothermal atomic absorption spectrometry
(ETAAS) equipped with an AS 60 autosampler
was used. All pH measurements were made with
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an Orion Research 501 digital ionanalyser. The
acidic eluates were stored in PTFE tubes which
were previously cleaned by soaking in hydrochlo-
ric acid overnight and rinsed with deionized wa-
ter. All procedures were carried out under a
laminar flow-hood.

2.3. Column procedure

Columns loaded with Chelamine were pre-
pared as described by Blain et al. [6]. A 1.2-g
amount of wet resin was packed into columns
purchased from Bio-Rad and successively rinsed
with 10 ml of water, 10 ml of 2 M HNQO;, 10 mi of
water, 10 ml of water containing 600 ul of 2 M
ammonia solution and finally 30 ml of water
(adjustment to near neutral). A 1-g of Dowex wet
resin was packed into the same type of columns
(Bio-Rad) and successively rinsed with 10 ml of 2
M HNO; and 20 ml of deionized water as a
precleaning step. Bond Elut LRC C,; columns
were ready for use but nevertheless were previ-
ously rinsed with 5 ml of 2 M HNO; and 10 ml of
deionized water. Before processing the samples,
the C,4 reversed phase was wetted with methanol
and rinsed with water. The assemblages of the
two preconcentration systems C,;—Chelamine and
C,s—Dowex—Chelamine are shown in Fig. 1.

All natural water samples were filtered (Milli-
pore Type HA 0.45 pm filter) and processed
without any further treatment. As the aim of this
work was the development of a three-column
system, we did not take account of colloidally
bound metals by carrying out experiments on
digested, filtered samples, as this would destroy
the pre-established natural equilibria, or of the
suspended solids content which was discarded
after filtration.

The spiked aqueous solutions were buffered to
pH = 8 by adding 2 M borate buffer solution. The
samples were passed under gravity flow according
to the simplified column fitting and therefore the
flow-rate was limited to 0.2-0.3 ml min~! by the
slow speed through, the C,;; columns. As the
method was applied here to samples of river,
sewage and and sea water from a trading port,
samples in which trace metal concentrations are
expected to be higher than in open ocean waters,

ci18

] —
o

DOWE X

Chel 1
elamine Chelamine

I
7

Fig. 1. C3—Chelamine and C;3—Dowex—Chelamine precon-
centration systems.

sample volumes of only 40-210 ml were pro-
cessed. The time needed is then still acceptable
for avoiding serious variations of the samples
from losses of metals by adsorption on the con-
tainer walls or changes in speciation due to bio-
logical activity. However, this low flow-rate could
be a serious limitation if the method is applied to
open ocean samples. Blain et al. [6], who studied
the influence of flow-rate on the recovery effi-
ciencies of Chelamine for Cu and Mn, mentioned
that copper can be totally recovered whereas Mn
showed a 75% recovery at a flow-rate of 1 ml
min~'. Both metals were quantitatively recovered
at 0.3 ml min~ ..

Analysis with C,; can be done much faster and
Mills and Quinn [9,10] used a flow-rate of 12-15
ml min~!. For Dowex a 100% recovery was still
obtained at 1 ml min~' for a Cu-EDTA com-
plex. The speed of the method is then essentially
limited by the third column (Chelamine) and we
are currently trying to obtain other chelating sys-
tems that are not subject to this problem.
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After the preconcentration step, the columns
were separated, rinsed with water (20 ml) and
eluted with 4 ml of 2 M HNO,, the eluates being
recovered in PTFE tubes.

2.4. Breakthrough properties and capacity

The breakthrough properties and the capacity
of the resin Chelamine were well described by
Blain et al. [6]. The capacity was found to be 1
mmol g~! for copper. We examined the break-
through property of the Dowex resin by process-
ing a 1-1 volume (without salinity) of 0.2 mmol 17!
(CuEDTA)?>~ complex at a flow-rate of 1 ml
min~!, 102 pumol g~! of the complex was re-
tained until column breakthrough started.

For C,g it is more difficult to give a general
uptake capacity, as the properties will largely
depend on the structure and the hydrophobic
character of the adsorbed molecule. Reports of
the use of C;5 [5,9,10,14] made no mention of
these properties, indicating that they apparently
did not exceed the uptake capacities with the
working sample volumes used. We examined the
breakthrough behavior of our C,; cartridges
(Bond Elut LRC) by passing 1 | of a solution
containing 10 mg Cu and 0.4 mol of tryptophan.
With the assumption that a Cu(Trypt), complex
is formed, 0.04 mmol of this complex can be
retained by a cartridge (200 mg of resin) before
breakthrough starts.

2.5. Model solutions and spikes

For the preparation of the model solutions, 30
ml of deionized water were spiked with 50 ul of 1
mg 17! copper standard solution complexed by

Table 1
Blanks after precleaning step

Metal Blank (ng) ®

Cis Dowex Chelamine
Cu 0.84+0.20 1.10+£0.20 2.12+0.52
Pb <0.02 <0.02 0.76 +£0.28
Cd 0.28+0.12 0.10+0.04 0.12+0.08
Mn 1.36 £0.04 0.12+0.08 0.88+0.68

# Means and confidence intervals (three determinations).

Table 2
Recoveries for Cu complexes with different ligands
Ligand Recovery (%) #

Cis Dowex
Fulvic acid 94.6+4.0 35 7
8-Hydroxyquinoline 99.54+0.5 55+35
Tryptophan 103 +2 9.5+1.5
NTA 101.4+0.4 11.5+6.5
EDTA <1% 98.8+1.3

? Means and confidence intervals (three determinations).
Metal ion concentration, 2.6 X108 mol 17'; ligand concen-
tration, 8 X 10 "% mol 1~!; matrix, deionized water.

different ligands (EDTA, tryptophan, etc). The
complexed standard solutions were previously
prepared by shaking copper sulfate standard so-
lution with a slight stoichiometric excess of lig-
and. For the determination of spike recoveries in
fresh and sea water, the same procedure was
used. The pH of the model solutions was adjusted
to 8.

The blanks of the model solutions were
checked by passing the same volume without
spikes. The blanks for the various columns were
determined in the acidic eluates after the pre-
cleaning and neutralization steps and are given in
Table 1.

3. Results and discussion

The results obtained after passing the model
solutions show that the three-column scheme is
suitable for the preconcentration and simultane-
ous speciation determination of neutral organic
metal complexes, anionic complexes and “free
ion” concentrations of transition metals in aque-
ous solutions. The model investigations were car-
ried out only with copper complexes. As the
behaviour of complexes with respect to the C,q
and Dowex resins will be dominated by the ligand
rather than by the bivalent metal ions, it can
probably be assumed that the selectively charac-
teristics of the columns can be transferred to
other transition metals. The different recoveries
of copper-ligand complexes in deionized water
for C,; reversed phase and Dowex are given in
Table 2. The metal concentration in the spiked
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samples was 2.6 X 10~ mol 17! and the different
ligands tested were present in a stoichiometric
excess at 8 X 1078 mol 17}, the complexes having
been previously formed at higher concentration.
The trials were first carried out on the individual
columns (Table 2) and double-checked with the
sequential column scheme, which yielded the
same results. The cations examined (Cu?*, Pb2*,
Mn?*, Cd?*) were also processed as “organic
free” solutions (deionized water without ligand
addition) at the same concentrations and no sig-
nificant uptake by C,; or Dowex was noted (re-
covery < 0.5%). For saline water (S = 35%0)
higher ligand concentrations were used (0.01
mmol) to avoid complex decomposition due to
cation interactions. These trials were carried out
only with the C,; reversed phase (Dowex resin
was not used for sea-water analysis) and con-
firmed the results in Table 2.

As the complexation capability of Chelamine is
able to destroy even strong complexes such as
(CuEDTA)?~ (98.4 + 1.4% recovery), this resin
seems to be a reliable trap for transition metal
compounds passing through the two previous
columns.

3.1. Cy4 reversed phase

As shown in Table 2, the model substances
represented by copper complexed by fulvic acid,
8-hydroxyquinoline and NTA are retained by C,
reversed phase with high yields, which apportions
the greatest fraction of neutral hydrophobic tran-
sition metal complexes to the first column of the
preconcentration system. Consequently, it can be
stated that this column will generally be able to
preconcentrate metals complexed by humic sub-
stances, amino acids, aromatic ligands and even
small organic ligands forming neutral complexes
(NTA). As already described by Shunda and
Hanson [14] and confirmed by our results, EDTA
complexes of the form MY 2~ are not retained by
C,s reversed phase. Conversely, NTA forms neu-
tral complexes at the given pH (ca. 8) and is
extracted by C,4 for this reason. Uncomplexed
metal ions M?* and inorganic charged complexes
will pass through the C,; phase.

Further speciation of the adsorbed complexes

could be achieved by sequential elution with wa-
ter-methanol mixtures and subsequent rinsing
with 2 M nitric acid {13], but was not studied
here.

3.2. Dowex

With a good recovery for (CuEDTA)?~ spikes
in fresh-water, the strong anion-exchange resin
Dowex 1-X8 tends to be an ideal phase for retain-
ing anionic complexes. Although this resin shows
a rather poor collection efficiency for copper
complexes with fulvic acid, 8-hydroxyquinoline,
tryptophan and NTA, this does not diminish its
usefulness for the preconcentration system as
these kinds of complexes are already taken up by
Cige

However, with increasing salinity, chloride ions
start to compete with the dissolved anionic com-
plexes, leading to a rapid decrease in spike recov-
eries. As shown by further experiments, preloaded
Cu-EDTA complex can be totally eluted by 10 g
17! NaCl solution when the exchange capacity of
the resin is overwhelmed. For this reason, it is
advisable to exclude Dowex anion resin for metal
speciation determination when the salinity of the
water sample exceeds 2-3%eo.

Lewis and Landing [8], using DEAE anion-ex-
change resin, found the same conclusion for
metal—-organic complexes in sea water. They,
however, described its use for preconcentrating
anionic metal-sulfide complexes in 22%o salinity
waters. We have checked this assertion for our
Dowex resin only by some incidental trials and
found that metal-sulfide complexes are really
able to complete with Cl~ ions even in 35%eo
salinity water with up to 90% recovery. However,
the C,; reversed phase was also able to retain a
few percent of these complexes (ca. 13% in fresh
water, ca. 30% in sea water), probably because of
the existence of some polysulfide chains which
are adsorbed on the lipophilic groups of this
phase. The higher recovery in 35%o salinity water
can be seen as a result of neutralization of some
anionic polysulfide chains by major cations, which
is favourable for adsorption on the C;g phase. As
the determination of metal sulfides was not the
purpose of this study, we did not investigate it
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more deeply. For this work we did not use Dowex
for sea-water samples, but this resin combined
with C,; and Chelamine may be also a useful tool
for the analysis of anoxic waters.

3.3. Chelamine

The properties of the chelating resin
Chelamine have been described in detail by Blain
et al. [6] and this work showed that this phase is
ideal for most requirements as the final column
in our preconcentration system. Chelamine re-
tains Cd, Cu, Zn, Pb and Mn in the pH range 5-8
and therefore will remove these metals from most
natural waters with excellent efficiencies. Conse-
quently, natural samples can be analysed without
any previous treatment such as acidification or
buffering (which would have been necessary with
Chelex 100), hence the determination of the pre-
established natural equilibria is unaffected.

However, care must be taken when passing
spiked samples prepared with distilled water
without buffer. As the resin has strongly basic
groups, precipitation of hydroxides will probably
occur in the micro-environment of the resin sur-
face owing to a local increase in the pH, leading
to a decrease in recoveries to around 50%. After
the buffering of these samples the results re-
ported by Blain et al. [6] were obtained. However,
natural waters are sufficiently buffered by their
dissolved salts, as shown by spike recoveries (98.8
+ 3.3%) in both fresh- and sea-water samples.

As further described by Blain et al. [19], the
discrimination of polyamines against the major
sea-water cations (Na*t, Ca?*, Mg2*) is better
than that of Chelex and 8-hydroxyquinoline used
by Lewis and Landing [8].

As already noted above, our investigation
showed the capability of this resin to destroy even
the strong EDTA complexes.

3.4. Natural water samples

As the primary aim of this work was the devel-
opment and examination of a preconcentration
and speciation system, natural water analysis was
carried out to show the reproducibility and limits
of this method with complex samples rather than

to give a detailed description of established
chemical equilibria and reaction mechanisms.
However, attention must be paid to generally
known and reported conditions when determin-
ing the accuracy of the method.

In Table 3, the results for natural samples are
given and show the good reproducibility of the
analysis. There are no noticeable losses of trace
metals during column processing as the recovery
of the total metal content of the three columns
was 98.6% compared with the same samples pre-
concentrated using only Chelamine. As shown by
Blain et al. [6] and double-checked by passing
spiked sea- and fresh-water samples, Chelamine
collects Cd, Cu, Mn and Pb with nearly quantita-
tive efficiency.

Samples Al and AII were fresh-water samples
taken from a brooklet near a pig-breeding facility
(AI) and at a distance of a few hundred metres
below a small swamp, BI and BII originated from
two different settling tanks of a sewage purifica-
tion plant and S (sea-water sample) was taken
from the trading port of Brest (France).

For the sea-water sample (S) we did not use
Dowex resin for the reasons mentioned above.
Musani et al. [20] examined the interaction of Cd
and Pb ions with humic acid isolated from marine
sediments. They used high-voltage paper elec-
trophoresis in model solutions of 100, 30 and
10% sea water to simulate estuarine conditions.
The behaviour of Cd and Pb in our sea-water and
fresh-water samples shows good agreement with
the results of Musani et al. [20]. Their investiga-
tions with sea-water models showed that nearly
the whole of Pb exists as an uncharged complex
whereas Cd yields only a cationic zone. With
decreasing salinity the situation becomes differ-
ent and Pb complexes coexist in two forms, neu-
tral and cationic complexes, and Cd shows the
beginning of the formation of uncharged com-
plexes. As stated, Cd is generally less bound by
humic acids. Comparing these fact the result for
samples Al, AlII and S, we noted that in the sea
water sample (S) virtually all of the Pb was ex-
tracted as a hydriphobic neutral organic complex
by C,3 whereas Cd passed through this column
and was retained by Chelamine. For the fresh-
water samples Al and AIl ca. 8% of Cd was
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retained by C,; but nearly 20-25% of the Pb
passed through this phase.

Capodaglio [21], who studied the surface wa-
ters of the Eastern North Pacific ocean, found
that the organically complexed lead fraction con-
tributes a significant portion of the total (48—-50%)
and the “free” lead fraction represents 1.4% of
the total concentration. Bruland [22] estimated
that 67% of Cd is complexed with organic ligands
in the surface waters of the North Pacific. Both
workers used differential-pulse anodic stripping
voltametry. Their results are not in agreement
with those of Musani et al., but it should be noted
that they analysed open ocean sea waters whereas
Musani et al. studied model solutions to simulate
estuarine conditions where metal and ligand con-
centrations are much higher.

The method described in this paper is differ-
ent. It does not mean that a metal ion is not
complexed if it is not taken up by the C,; phase,
as has been noted above, for example EDTA and

Table 3
Results for natural water samples

charged small organic complexes will pass through
this column. In sea-water analysis this method
gives the rate of metal complexation with ligands
sufficiently hydrophobic to be retained by the C,g
phase. Geringa et al. [23], who studied metal
complexation in the water phase of incubated
marine slurries, also stated this. They found that
more than 99% of dissolved copper is organically
complexed. This is in good agreement with the
results of Van den Berg {24,25] and of Coale and
Bruland [26]. Geringa et al. noted further that
copper complexation determined with the Cg
phase is much less than the total extent of com-
plexed species. For Cd they noted a negligible
complexation according to Musani et al. [20], but
Bruland [22] obtained different results for open-
ocean sea water, as mentioned above.

As also noted in earlier work by Mills and
Quinn [9,10], Cu tends to coexist in two forms: as
complexes being retained by C,; and as species
passing through this phase. As both groups had

Sample 2 Metal Concentration (ug1~1) ®
lon Cis Dowex Chelamine

Al Cu 036 +0.03 030 £0.01 0.03 +0.01
Pb 0.042 + 0.003 0.008 + 0.003 < 0.002
Cd 0.002 + 0.001 0.018 1 0.001 0.007 £+ 0.003
Mn 0.13 +0.02 0.02 +0.01 0.420 + 0.001

All Cu 0.13 +0.01 0.15 +0.01 0.030 + 0.005
Pb 0.021 + 0.003 © 0.008 + 0.003 0.006 + 0.003
Cd 0.004 +£0.001 ¢ 0.032 + 0.003 0.016 + 0.002
Mn 0.10 +0.01 0.060 + 0.001 1.48 10.07

BI Cu 0.93 +0.07 0.66 + 0.01 0.10 +0.02
Pb 0.20 +0.02 0.27 +£0.02 0.04 +0.02
Cd <0.001 0.045 + 0.010 < 0.001

BII Cu 0.89 +0.07 1.23 +0.03 0.09 +0.03
Pb 0.20 +0.02 0.140 + 0.005 < 0.01
Cd < 0.001 0.06 +0.008 < 0.001

S Cu 0.410 £ 0.005 0.66 +0.02
Pb 0.150 + 0.005 < 0.005
Cd < 0.001 0.088 + 0.007
Mn 0.038 £+ 0.001 2.03 +0.07

2 Al and AII = fresh water taken from a brooklet; BI and BII = sewage samples; S = sea water taken from the trading port of
Brest. Sample volumes and preconcentration factors: Al and AIl, 180 ml, factor 45; BI and BII, 40 ml, factor 11.3; S, 210 ml, factor

52.5.
® Means and confidence intervals (three determinations).
¢ Only two determinations because of sample contamination.
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to use two different methods for examinating the
Cu equilibrium, our system is an improvement as
it permits this analysis in only on step.

In fresh-water analysis, the utilization of
Dowex resin allows a more precise speciation
than in sea water. Most of the Cu, Pb and Cd in
fresh water but also in sewage samples (BI, BII)
passing through the C,; phase were retained by
the Dowex resin and only a few percent of these
ions were found in the final Chelamine column,
which indicates that anionic complexation is fairly
high. Mn, in contrast, was weakly retained by
Dowex and the main content was found in the
Chelamine extract. However, in both sea and
freshwater Mn was found to be complexed also
by hydrophobic organic ligands as it was retained
by Cs.

4. Conclusion

The three-column preconcentration system for
fresh-water samples and the two-column system
for sea-water samples show very good repro-
ducibility even in complex media. This method
gives a different and additional aspect to the
already reported procedures for the examination
of transition metal speciation in natural condi-
tions, as differentiation between the hydrophobic,
anionic and “free” metal composition becomes
possible. This system permits one-step precon-
centration and speciation determination of transi-
tion metals, which hitherto could only be achieved
by a time-consuming comparison of several meth-
ods.
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Abstract

A chromatographic surface was prepared by immobilizing 1-O-(11-carboxyl)undecyl-2-O-methyl-sn-3-glycerophospho-
choline on silica propylamine (loading 127 umole/g of silica) at a monolayer density. This chromatographic surface is denoted
as “"TAM.PC; this bonded phase is one type of immobilized artificial membrane (IAM) chromatography surface. **IAM.PC
was endcapped with (1) both decanoic anhydride and propionic anhydride (***TAM.PC®*%/<®); or (2) both dodecanoic cyclic
anhydride and propionic anhydride (“"“TAM.PCS**C°H/C3) Thijs latter LAM surface contains carboxyl groups at the interface
of the immobilized membrane. “*TAM.PC columns were evaluated as liquid chromatographic supports using amphetamine
analogs under isocratic conditions. After perfusing ***TAM.PC-12“COH/C3 with 50,000 column volumes at pH conditions between
pH 2 and pH 8.5, the capacity factors, k', of amphetamine analogs on “"*IAM.PC***“0°"/C3 coluymn decreased only 6% of the
initial value, whereas “""TAM.PC®*%/3 showed this stability only at the low pH.

Keywords: Liquid chromatography; Immobilized artificial membranes (IAMs); Lyso phosphatidylcholine; Solid phase adsorption synthesis;

Lipids

1. Introduction

Immobilized artificial membrane (IAM) chroma-
tography surfaces are prepared by immobilizing ana-
logs of cell membrane lipids on solid surfaces. Cell
membrane lipids are amphipathic and contain a polar
headgroup and nonpolar fatty acids. LAM chromato-
graphic surfaces were initially described a few years
ago [1-5] and several applications for LAM technology
are available [ 6-9].IAM applications include the puri-
fication of several membrane proteins [6,7], the pre-
diction of solute transport across human skin [8], and
amethod to obtain binding constants of ligands to func-
tional enzymes immobilized on IAM surfaces [1]. All

* Corresponding author.
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of these earlier studies used IAM surfaces that were
prepared by immobilizing double chain phosphatidyl-
choline (PC) ligands on silica propylamine. For these
earlier studies, both of the fatty acid chains of the PC
ligands were linked to the glycerol backbone through
ester bonds.

Because esters are intrinsically less stable than ether
bonds, we prepared PC ligands containing fatty acids
linked to the glycerol backbone by ether bonds to
improve the stability of the surfaces. In addition to
having an ether link between the alkyl chain and the
glycerol backbone, the ether PC analogs contain only
asingle fatty acid group linked to the glycerol backbone
instead of two fatty acids. IAMs prepared from single
chain PC analogs spontaneously solvate in aqueous
media; whereas, IAMs prepared from double chain PCs
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do not solvate. Thus IAM surfaces prepared from these
single chain phospholipids are more hydrophilic sur-
faces compared to IAM surfaces prepared from the
double chain PC analogs. We have recently performed
NMR studies of IAMSs prepared from the single chain
phosphatidylcholine ligands described in this report
[10-12]. This report describes the synthesis of the
single chain PC ligand and the bonding strategy used
for immobilizing the ligand on silica propylamine sur-
faces. Preliminary results on the stability of the immo-
bilized ligands are also given.

One of the most interesting applications of the
ethelf AM surfaces prepared in this report is in the pre-
diction of drug binding to liposomes, and predicting
drug transport through membranes. Our recent studies
have demonstrated that *"*'TAMs are more convenient
models for drug binding and drug transport than all
established methods including octanol-water partition
coefficients, liposomes, reversed phase liquid chro-
matographic (LC) columns, Caco-2 cells, and in situ
rat intestinal models [ 8]. Since the main barrier to drug
transport is usually a cell membrane, it is not surprising
that IAMs are a good model for drug transport. How-
ever, from a structural point of view, immobilized sin-
gle chain ether phospholipids are unrelated to fluid
(non-bonded) diacylated phospholipids and it was
therefore unexpected that “**IAM.PC would be able
to predict the binding of drugs to fluid membranes. This
application of IAMs is in progress and the method will
be described in a separate publication along with the
mechanism of drug binding to “"*'TAMs.

2. Experimental
2.1. Chemicals and reagents

All chemicals were analytical-reagent grade unless
stated otherwise. Choline p-toluenesulfonate salts were
obtained from Sigma (St. Louis, MO) and dried over
P,0; for 18 h prior to use. Phosphorus oxychlorides
were purchased from Aldrich (Milwaukee, WI) and
used as received. Alcohol-free chloroform was
purchased as sure-seal bottles from Aldrich.
IAM.PC®'%< used for solid-phase adsorption synthe-
sis was purchased from Regis (Morton Grove, IL).
IAM.PC“'%< is a stable chromatographic matrix that
exhibits little or no phospholipid leaching when bathed

in organic solvents that are used to facilitate many dif-
ferent chemical reactions. IAM.PCS'“* is an [IAM
surface prepared from immobilizing a double chain PC
analog. Silica propylamine (12 pum, 300 A) was pur-
chased from Regis. Several amphetamine analogs were
used to test the chromatography of the IAM surfaces;
the amphetamine analogs were mescaline, escaline,
proscaline, isoproscaline, and buscaline, and they were
synthesized by Dr. Nichols in the Department of
Medicinal Chemistry. Decanoyl cyclic anhydride was
synthesized as described [5]. All reactions were mon-
itored on silica gel 60F 254 thin layer chromatography
(TLC) plates purchased from Merck (Darmstadt).
Detection methods for TLC were either short-wave-
length ultraviolet light, 50% aqueous sulfuric acid solu-
tion, Phospray, or ninhydrin.

2.2. NMR spectroscopy

'H NMR spectra were recorded on a Varian VXR-
500 spectrometer. For NMR analysis, the compounds
were dissolved in D,O obtained from Aldrich. All 'H
NMR spectra were obtained by accumulating 16 scans
at 500 MHz and a spectral width of 6000 Hz. Chemical
shifts were referenced to HOD (4.67 ppm).

2.3. FTIR spectroscopy

A Nicolet SXC 20 Fourier transform infrared
(FTIR) spectrophotometer was used for quantitative
measurement of silica-bonded phase. Infrared spectra
were obtained using IAM particles pressed into a thin
wafer with the microscope in the reflectance mode.
Complete details of this technique have been described
[13]. We have used this method extensively to char-
acterize many other membrane lipids bonded to silica
propylamine [ 14].

2.4. Elemental analysis

Elemental analysis was performed on a Perkin-
Elmer PE 240 in the Microanalysis Laboratory at Pur-
due University.

2.5. Column packing

the ] AM.PC columns were packed with a Shandon
column packer purchased from Keystone Scientific
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Scheme 1. Synthetic route for preparing “**TAM.PC™*/<,

(State College, PA). Wet-fill methods were chosen for
packing the " TAM.PC columns. “**TAM.PC slurries
in acetone (10%, w/v) were packed in 3 cm X 4.6 mm
i.d. columns by the down-flow method [15,16].

2.6. LC conditions

A3 cmX4.6 mm id. IAM column with a void vol-
ume or column volume (V,) of 410 ul was used for all
analyses and the amphetamine analogs were detected
at 210 nm. The injection volume was always 20 ul of
the amphetamine solution (0.1 ug/ul) and the flow
rate was either 1 ml/min or 2 ml/min. The buffered
aqueous mobile phase contained 0.1 M ammonium
phosphate that was pH adjusted using concentrated
ammonium hydroxide or phosphoric acid. Chromato-
grams were obtained using a Rainin LC pumping sys-
tem interfaced with a Knauer Model 87 detector and a
Shimadzu integrator. Other chromatographic condi-
tions are given in the figure legends.

2.7. Synthesis

Scheme 1 shows (i) the synthetic pathway used to
prepare the desired single chain ether PC ligand 7 and

(ii) the immobilization of the PC ligand to prepare
ether AM,PC'%/3, The synthesis of 1-O-(11-carboxy-
methyl)-undecyl-2-O-methyl-rac-glycerol (5) was
performed as described [17]. The synthesis of the
remaining compounds 6 and 7 is described below.

2.8. 1-O-(11-carboxymethyl)undecyl-2-O-methyl-sn-
3-glycerophosphocholine (6)

To a solution of triethylamine (2.52 ml, 0.018 mole)
and phosphorous oxychloride (1.6 ml, 0.018 mole) in
120 ml of alcohol-free CHCI, cooled to 0°C by an ice
bath, a solution containing 4.7 g of 5 (0.015 mole) in
120 ml of alcohol-free CHCl, was slowly added (over
30 min). The reaction mixture was then warmed to
room temperature. After stirring another 30 min, cho-
line tosylate (6.11 g,0.0222 mole) and pyridine (11.69
ml, 0.1479 mole) were added. The reaction mixture
was then stirred for 20 h at room temperature. The
reaction was quenched with 6.8 ml of water and stirred
for 30 min. The solvent was removed under vacuum
and the residue was dissolved in 100 ml of dichloro-
methane—toluene (1:1, v/v), filtered, and concentrated
under vacuum. The residue was dissolved in 60 ml of
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Fig. 1. Infrared spectra of *"TAM.PCC*COOH/C3 (A} phospholipid
7 bonded to SPA (B, *"TAM.PC®'*/?)_silica propylamine (C)
and phospholipid 7 (D). The characteristic IR band corresponding
to the free carboxyl group of phospholipid 7 is at 1715 cm ™. After
immobilization of phoshpolipid 7, this carboxyl band is converted
into amide I and amide II bands at 1643 cm™' and 1553 cm™!
respectively as shown in the “*TAM.PC®'%< spectra (B). As
shown in (A), the infrared spectrum of " TAM.PCC13COH/ G ghgws
a band at 1715 cm ™! corresponding to the free carboxyl groups on
the IAM surface. These carboxyl groups are not present in the IR
spectra of *M*TAM.PC™%/ <3,

tetrahydrofuran (THF)~-H,O (9:1, v/v) and chroma-
tographed on an AG 501-X8 D column using THF-
H,O (9:1, v/v). Then fractions (20X 15 ml) were
collected. The fractions containing 6 were pooled and
the solvent was evaporated to concentrate the crude
product. This crude product was applied to a column
of silica packed in CHCl;. Elution with CHCl;—
MeOH-H,0 (65:35:4, v/v/v) yielded 4.74 g (66%)
of 6 as a white solid. TLC (CHCl,-MeOH-H,0,
65:25:4) Ry 0.36. IR (CaF,, neat) 3026.0, 2917.3,
2850.8, 1737.3, 1467.3, 1059.4, 1251.7, 1092.2. 'H
NMR (500 MHz, D,0) & 4.16 (br s, 2 H,
P(0)(07)0OCH,), 3.88 (m, 1 H, CH,OP), 3.74 (m,

1 H, CH,OP), 3.54 (s, 3 H, COOCHS,), 3.49-3.52 (m,
4 H, CH,N*(CH,),, OCH,CH), 3.38-3.43 (m, 3 H,
CH,OCH,), 3.32 (s, 3 H, CHOCH,), 3.08 (s, 9 H,
N*(CH,),), 222 ( 2 H, J=75 Hz
(CH,),,CH,CO,), 144 (m, 4 H, OCH,CH,-
(CH,),CH,CH,CO,), 1.14 (br s, 14 H, (CH,),).
FAB-MS m/z: 484 (MH™).

2.9. 1-O-(11-carboxyl)undecyl-2-O-methyl-sn-3-
glycerophosphocholine (7)

A MeOH-H,0 (48:6.8, v/v) solution of 6 (4.74 g,
0.0098 mole) and KOH (2.988 g) was stirred at room
temperature for 2 h. At this time, 5 ml of H,O was
added to the reaction mixture followed by acidification
to pH 3 using formic acid. This mixed solvent of the
reaction was dried under vacuum to leave ~5 ml of
H,0. The crude product was desalted by a C,g reversed-
phase column by loading the acidified product on the
C,s column, washing with 500 ml of H,0O, and then
eluting the product with MeOH. Fractions ( ~ 250 ml)
were collected and checked for phosphate using Phos-
pray; the column was eluted with MeOH until no Phos-
pray positive spots were detected by TLC. After
removing the solvent under vacuum, 4.17 g (91%) of
7 were obtained as a white solid. Compound 7 is PC
w-carboxyl ligand that is suitable for immobilization
on many different surfaces. TLC (CHCl;-MeOH-
H,0, 65:25:4) Ry 0.32. IR (CaF,, neat) 3026.0,
2921.8, 2851.7, 1708.3, 1466.7, 1056.8, 1241.8,
1087.7. '"H NMR (500 MHz, D,0) §4.14 (brs, 2 H,
P(0)(0™)0OCH,), 3.87 (m, 1 H, CH,0P), 3.73 (m,
1 H, CH,0P), 3.47-3.53 (m, 4 H, CH,N* (CH,);,
OCH,CH), 3.34-3.42 (m, 3 H, (CH,),,CH,0CH,),
3.30 (s, 3 H, CHOCH,;), 3.07 (s, 9 H, N*(CHj3)5),
2.20 (t, 2 H, J=17.5 Hz, (CH,),,CH,CO,), 1.42 (m,
4 H, OCH,CH,(CH,),CH,CH,CO,), 1.14 (br s, 14
H, (CH,);). FAB-MS m/z: 470 (MH™").

2.10. Immobilization of 7 on silica propylamine

A solution of 7 (100 mg, 0.213 mmol) in 0.5 ml of
MeOH was adsorbed to 300 mg of IAM.PC% pow-
der. This is the first step in performing a solid phase
adsorption synthesis using IAM surfaces and it is the
most critical step for successful activation of the PC w-
carboxyl ligand 7 with CDL This adsorption step was
described in detail [14,18] during the immobilization
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Fig. 2. Correlation between IR analysis and elemental analysis in quantitating the hydrocarbon content of IAM bonded phases. *"*IAM.PC 4,
was used for making “"*TAM.PC**® and “**JAM.PC, 5, was used for making “*TAM.PCC3c0°H/3_ Complete details for this assay are

available [15].

of several w-carboxyl phospholipid ligands. The
MeOH was completely removed by vacuum evapora-
tion. The dried IAM.PC*'%< chromatographic pack-
ing material containing 7 noncovalently adsorbed to
the surface was suspended in 10 ml of alcohol-free
CHCI;. CDI (41.40 mg, 0.256 mmol) was added to
the suspension, and then the suspension was stirred at
room temperature for 2 h, filtered through a sintered
glass 15F funnel, and washed with 5 ml of alcohol-free
CHCl;. TLC developed in CHCl,-MeOH-H,0O
(65:25:4, v/v/v) showed that lysolipid 7 (R 0.22)
was almost completely converted to the phospholipid-
imidazolide (R 0.37). The combined filtrates were
directly added to a 10 ml CHCl, suspension of silica
propylamine (SPA) (1 g) and stirred for 18 h at room
temperature. The silica suspension was filtered through
a sintered glass 30F funnel, washed with CHCl,,
MeOH, and acetone and dried under vacuum. The
immobilization was repeated and thus there were two

different lots of *"™IAM.PC; one was denoted as
hJAM.PC 4, and the other one as *“"TAM.PCs,.
Elemental analysis of this “"™TAM.PC,,, surface gave
C 4.43% and H 0.96% and that of **'TAM.PCz, gave
C 3.52% and H 0.78%. Elemental analysis of the silica
propylamine starting material gave C 1.22% and H
0.93%.

2.11. Endcapping of “*’IAM.PC

The residual amines always remain on the SPA sur-
face after bonding compound 7 and these residual
amines were end-capped using alkyl anhydride. Thus
eherTAM.PC was suspended in 10 ml of alcohol-free
CHCI; containing decanoic anhydride (0.5 ml, 1.46
mmol) for 18 h at room temperature. The silica was
filtered through a sintered glass 15F funnel, washed
with CHCl,;, THF, CH,Cl,, MeOH, and acetone, and
dried at 40°C under vacuum to obtain ***TAM.PC*'°
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Fig. 3. Isocratic separation of amphetamine analogs on
therf AM.PCC1/€2 (A) and *™TTAM.PCCCOOH/C3 (B) columns per-
fused with acidic and basic mobile phases. All chromatograms were
obtained using a pH 7.3 aqueous buffer as mobile phase. The eluting
peaks correspond to mescaline (1), escaline (2), isoproscaline (3),
proscaline (4), and buscaline (5). The upper chromatograms show
the elution profile from an unused column that was equilibrated with
pH 7.3 buffer. The middle chromatogram shows the elution profile
after perfusing this column with 40,000 column volumes of acidic
mobile phase between pH 2-7 and then reequilibrating the column
back to pH 7.3 for analysis of retention time. The lower chromato-
gram shows the amphetamine elution profile after perfusing 10,000
column volumes at pH 8.5 through the IAM column previously
challenged with 40,000 column volumes of acidic mobile phase.

(8a). The superscript C10 denotes that the surface was
endcapped with a C10 alkyl chain. A second endcap-
ping step was performed by stirring the IAM packing
material in 10 ml of alcohol-free CHCl; containing
propionic anhydride (0.5 ml, 3.84 mmol) for 18 h at
room temperature. The completely endcapped
etheAM.PC®!*/“® chromatographic packing material
8b was filtered, washed, and dried as described above.
Elemental analysis of “*TAM.PC“'%' < gave C 5.52%
and H1.11%.

2.12. Synthesis of “*'TAM.PCC3CO0H/C3

ether] AM, PCC13C00H/C3 wyas prepared by endcapping
cthe ] AM.PC with dodecanoic cyclic anhydride instead
of the linear decanoic anhydride. Dodecanoic cyclic
anhydride is a large ring cyclic anhydride and ring
opening during endcapping results in a carboxyl group
at the IAM membrane surface. After endcapping
ether] AM.PC with dodecanoic cyclic anhydride, this sur-

face was end-capped with propionic anhydride as
described  above.  Elemental  analysis  of
sther] AM.PC13€0OH/C gaye C 5.23% and H 1.01%.

2.13. Stability test

The pH stability of both the " TAM.PC®'%* and
the “"*TAM.PCC13COOH/C3 chromatographic surfaces
were evaluated using amphetamine analogs as test com-
pounds. All retention times of the amphetamine analogs
were measured on  “MTAMPCCS  and
ether] AM.PCC!3€9CH/C3 columns at pH 7.3. Thus for the
pH stability studies of the IAM surfaces, columns per-
fused at low pH were re-equilibrated to pH 7.3 for
measuring the retention times of the test analytes and
then the columns were re-perfused at low pH. Changes
in retention times at pH 7.3 were thus used to evaluate
the pH stability of the LAM phases. The test conditions
involved perfusing 10,000 column volumes (i.e.,
10,000 column volumesX0.46 ml/column vol-
ume = 4600 ml) of mobile phase through the IAM col-
umn at several different solution pH conditions. The
following pH values were used: pH 7.3, pH 5.0, pH
3.0, pH 2.0, and pH 8.5. The capacity factors for the
test compounds were calculated using

k'= (D

where ¢, is the retention time in minutes of the test
compound and ¢, is the retention time of an unretained
compound. Retention times were measured in tripli-
cate.

3. Results and discussion

The PC w-carboxyl ligand 7 is insoluble in CHCl,,
THF, ether, benzene, ethyl acetate, toluene, hexane,
and acetone. Reacting 7 with CDI could not be done in
solution and therefore CDI activation was performed
using the solid phase adsorption synthetic procedure
developed in our laboratory. The solid phase adsorption
synthesis method obviates the need to use aprotic sol-
vents like dimethylsulfoxide (DMSO) and dimethyl-
formamide (DMF) to cosolubilize polar reactants (like
7) with nonpolar reactants (like CDI). The general
strategy is to merely dissolve the polar reactant in protic
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Fig. 4. Stability of “*TAM.PC®'*/®* (A) and “"“TAM.PCC!3°°°H/C3 (B when challenged with acidic and basic mobile phases. Capacity
factors were measured at pH 7.3 as described in the legend of Fig. 3 and also in the Experimental section.

solvent as MeOH and use this solution to load the polar
reactant onto the JAM chromatographic surface. After
removing MeOH, the chromatographic IAM packing
material, containing the polar component adsorbed to
the surface is suspended in organic solvent containing
the soluble reactants and/or other coupling reagents.
We have extensively used the solid phase adsorption
method for preparing phospholipids.

Because compound 7 is the polar reactant and CDI
is nonpolar, a solution of PC w-carboxyl 7 (100 mg,
0.213 mmol) in 0.5 ml of MeOH was adsorbed onto
300 mg of IAM.PC®'%<3 solid phase. The MeOH was
removed (for 16 h at 40°C under vacuum) and then a
solution of 41.40 mg of CDI (0.256 mmol) in 10 ml
of alcohol-free CHCl, was used to suspend the
IAM.PC“'%© packing material and initiate the chem-
ical reaction. The suspension was stirred at room
temperature for 2 h, filtered, and washed with 20 ml of
CHCI, to obtain imidazolide of phospholipid 7. The
IAM.PC'% gsurface was washed with 20 ml of

MeOH to recover unreacted 7 that is insoluble in
CHCI;. The convenient recovery of unreacted starting
material using the solid phase adsorption synthesis
method is a significant advantage over using DMSO to
perform the reaction.

When the solid phase synthesis was performed with
octadecyl silane reversed-phase surfaces, the CDI acti-
vation of 7was only ~ 50% completed after 24 h. When
phospholipid 7 was stirred in CHCl; and CDI, only
trace amounts of product formed. Thus both the high
yields ( >95%) and the convenience afforded by solid
phase adsorption synthesis using JAM material makes
this procedure very useful for coupling polar com-
pounds with nonpolar compounds.

The “*"TAM.PC surface was prepared by reacting
the imidazolide of phospholipid 7 with silica propylam-
ine for 18-24 h. Based on both elemental analysis and
FTIR analysis of the surface, 127 umol or 60 mg of
lysolipid 7 was bonded per g of SPA (Table 1).
ether] AM.PC is bright blue when sprayed with Phospray
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Table 1
Chemical analysis of "' IAM.PC surface

Surfaces %C* (vC-H/v8Si-0) band area ® Ligand density (umol) ¢ %Coverage of amines
Silica propylamine 1.22 0.93 350

e TAM.PC 443 2.95 127 36.2

ether AM.PCC1? 5.09¢ 345 28 8.0

etheAM.PCC1/ S 5.52 3.78 60 17.1

*The %C values were measured from elemental analysis.
"The (vC-H/vSi-0) band areas were measured from FTIR analysis.
°The ligand density was calculated from;

A%C=

G
)1‘ % X 105 wmol)

(1+x)

where, x is the ligand density, A%C is the net carbon gain from elemental analysis, and Cm is the carbon content per PL molecule.

40Obtained from Fig. 1.

that indicates a high surface density of phospholipids,
but this surface is ninhydrin positive indicating that
residual amines remain on the floor of the “**IAM.PC
surface. FTIR analysis of the surface indicated that
~ 36.2% of the silica propylamines were reacted. Con-
sequently " TAM.PC was endcapped with decanoic
anhydride to form ***"TAM.PC? that was still slightly
ninhydrin positive. FTIR analysis indicated that the
hydrocarbon content increased 0.5 so that ~50% of
the residual amines remained. Thus ®** TAM.PC“'® was
further endcapped with propionic anhydride to form
ethelf AM.PCS'%/3 that was ninhydrin negative. Infra-
red analysis indicated that ~30% of the unreacted
silica propyl amines are not accessible to the bonding
ligands. In other words, 30% of the residual amines
reside in small crevices in the silica surface; the w-
carboxyl PC ligands can not enter the small crevices.
Small crevices in the silica matrix used to prepared
IAMs have been extensively discussed [14].
ethelf AM.PCC!%/©3 thus has no residual amines, a high
density of immobilized ligands and the silica floor is
chemically neutral compared to IAM.PC bonded
phases.

During our earlier studies we prepared IJAMs from
double chain PC carboxyl ligands instead of single
chain PC carboxyl ligands that are described in this
report. After endcapping, IAMs prepared from double
chain PC analogs do not solvate in aqueous media.
However, “"*TAM.PC®'% < is a completely endcapped
IAM prepared from a single chain PC analog that spon-
taneously wets when suspended in aqueous media. This
ability of aqueous media to solvate the IAM surface is

significant regarding the ability of the IAM surface to
emulate artificial membranes. Liposomes are artificial
membranes prepared in aqueous media and the lipo-
some surface is hydrophilic.

ethcrIAM.PCc10/C3 and m’“IAM.PCCBCOOH/(B were
analyzed by FTIR reflectance microscopy (Fig. 1). The
main purpose of the IR analysis was to (i) confirm
covalent bonding (i.e., amide bond formation) of the
single chain PC ligand to silica propylamine and (ii)
confirm the presence of surface carboxyls on the
ether] AM.PCC13C0OH/C3 gurface. In Fig. 1, the amide I
and amide II bands at 1643 cm ™' and 1553 cm™!
respectively, confirm the presence of an amide link,
i.e., the formation of a covalent bond between the w-
carboxyl PC ligand and the silica surface amines. Fig.
1 also clearly shows the intense carbony! band at 1715
cm ! indicating “"**TAM.PCC*3“OOH/3 gyrface con-
tains free carboxyl groups on the membrane surfaces.
The IR spectra of silica propylamine particles before
and after coupling with the single chain PC w-carboxyl
ligand show intense bands at 2993 cm ™' and 2863
cm ™’ which are due to the alkyl chains of the immo-
bilized PC ligands. These bands can be sued to quan-
titate the amount of PC immobilized (Fig. 2).

The chromatographic profile of amphetamine ana-
lOgS on e'herIAM.PCCIO/C3 and etherIAM.PCc13COOH/C3
perfused at several pH conditions is shown in Fig. 3.
There is little change in the retention times of the test
solutes after perfusion of 40,000 column volumes of
low pH mobile phase through the “"TAM.PCC'%/<
column. However, after perfusing 10,000 column vol-
umes of pH 8.5 mobile phase through the
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Table 2
Summary of mobile phase effects in “**TAM.PC®'*“? LC columns®

V. Vs k'
Escaline A 1,77 1.36 3.27
B 1.63 1.22 2.93
C 0.88 0.56 1.78
Proscaline A 3.64 3.23 7.78
B 32 2.78 6.71
C 1.49 1.17 3.70
Buscaline A 8.23 7.82 18.82
B 7.02 6.61 15.92
C 3.00 2.68 8.46

*Values of A, B, C were obtained as same conditions as Fig. 3; (A)
1stinjection, ( B) after perfusing 40,000 column volume under acidic
conditions, and (C) after perfusing B followed by 10,000 column
volume at pH 8.5.

she T AM.PCC'YC? column, the " TAM.PCC L.C
column exhibited significantly decreased resolution of
the test compounds. Thus at low pH mobile phase con-
ditions, k’ of the amphetamine analogs decreased only
15%; whereas, at basic pH conditions, the k" decreased
50% (compare middle and lower spectra in Fig. 3).
Table 2 summarizes elution volumes (V,), adjusted
retention volumes ( V'), and capacity factors (k') for

Table 3
Summary of mobile phase effects in “"*"TAM.PCC3COOH/C3 | C ¢ql-
umns®

v, Ve 1%
Mescaline A 2.40 2.00 5.00
B 2.30 1.90 4.75
C 2.30 1.90 4,75
Escaline A 3.78 3.38 8.45
B 3.55 3.15 7.88
C 343 3.03 7.58
Isoproscaline A 6.26 5.86 14.64
B 5.68 5.28 13.2
C 5.32 4.92 12.28
Proscaline A 9.48 9.08 22.70
B 8.32 7.92 19.8
C 7.67 727 18.18
Buscaline A 24.00 23.60 59.00
B 20.32 19.92 49.80
C 17.79 17.39 43.48

*Values of A, B, C were obtained as same conditions as Fig. 3; (A)
1st injection, ( B) after perfusing 40,000 column volume under acidic
conditions, and (C) after perfusing B followed by 10,000 column
volume at pH 8.5.

each test compound subjected to chromatography on
ethe T AM.PCC'/© surfaces.

Amphetamine chromatography using
cther AM PCC13COOH/C3  gyrfaces (Fig. 3B) was
obtained under identical conditions as those on
ether] AM.PC®'? 3 surfaces (Fig. 3A). As shown in Fig.
3B, acid stability of both columns is similar but the
ether] AM.PCC13€0OH/C3 olumn is much more stable at
elevated pH conditions compared to the stability of
ether] AM.PCC'/3 at elevated pH conditions. This is
clearly shown by comparing the elution profiles for
each column (compare the bottom chromatograms in
Fig. 3). The k' values for amphetamine decreased by
only 6% after perfusing 10,000 column volumes of pH
8.5 through “"TAM.PCC!3C0OH/C3 whereas on the
ethe ] AM.PC®1%/ column, the k' decreased by ~ 50%
under identical conditions.

Table 3 summarizes V,, V' and k' values for each
test compound  for  chromatography  on
etherf AM.PCC13€0OH/C3 Fijg 4 shows a typical plot of
the pH dependence of capacity factor for
etherIAM.PCCIO/C3 (Fig 4A) and etherIAM.PCc13COOH/
© (Fig. 4B). The stability of the acidic IAM surface,
etherf AM . PCC13C0OH/C3 14 elevated pH is apparent as
no change in capacity factor was observed (Fig. 4B).
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Abstract

Signal processing techniques are developed to detect the presence of methanol vapour in an open path Fourier transform
infrared (FTIR) measurement. An automated detection algorithm is implemented through the direct application of digital
filtering and pattern recognition methods to short segments of FTIR interferograms. To test the data analysis methodology, a
pollutant source of methanol vapour is simulated by the use of open air active bistatic, passive terrestrial, and passive laboratory
spectrometer configurations. Approximately 30,000 interferograms collected from these experiments are used in optimizing and
testing the digital filtering and pattern recognition techniques. Interferogram segment lengths ranging from 40 to 150 points are
evaluated, along with different segment starting positions and filter bandpass widths. Interferogram segments as short as 40
points (0.01 cm optical retardation) are found to yield detection percentages approaching 100%. These results are achieved
while maintaining an extremely low rate of false detections (0.5%).

Keywords: Infrared spectrometry; Fourier transform; Automated detection of methanol vapour; Open path FTIR spectrometry

1. Introduction One combustion product of interest is methanol.
Assessing the environmental impact of methanol pro-
duction during combustion requires methodology to
identify and quantitate methanol in the atmosphere [4].
The purpose of this study is to assess the feasibility of
open path FTIR spectrometry for use in detecting meth-

anol vapour.

Open path Fourier transform infrared (FTIR) spec-
trometry is a technique of increasing importance for
the remote detection of airborne pollutants [1]. A
potential new application for this technology is the

measurement of products formed through incomplete
combustion of oxygenated automotive fuels. These
fuels are finding increasing use in major cities due to
their attractive properties in reducing smog production
[2,3].

* Corresponding author.

0003-2670/94/%07.00 © 1994 Elsevier Science B.V. All rights reserved
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Traditional open path FTIR measurements require a
reference spectrum of the infrared background present
in the field of view of the spectrometer for use in remov-
ing background features from sample spectra [1,5].
This background spectrum is an emission profile with
contributions from the infrared radiation source, the
intervening atmosphere, and the instrumental response
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function of the spectrometer { 6]. The normal variation
of meterological conditions and the possible use of an
ambient temperature infrared source often preclude the
collection of a stable (i.e., representative) background
spectrum, however.

Recent work in our laboratories has focused on over-
coming this limitation through the use of a novel strat-
egy for removing contributions from the infrared
background without a separate background spectral
measurement [6,7]. This approach is based on a com-
bination of digital filtering and pattern recognition tech-
niques applied directly to short segments of interfero-
gram data collected by the spectrometer. The digital
filtering step isolates in the interferogram those fre-
quencies pertaining to a spectral band of the target
analyte, while the pattern recognition step attempts to
use the filtered interferogram signal as a signature in
determining the presence or absence of the target anal-
yte. Previous studies have demonstrated the effective-
ness of this methodology in eliminating contributions
from the infrared background as well as from the adja-
cent spectral bands of interfering compounds [8,9].

In previous work, this interferogram-based data anal-
ysis approach has proven effective in detecting SF,
acetone, 2-butanone, CCLLF (Freon 11), and CCLF,
(Freon 12) [6-9]. The detection of each of these com-
pounds was performed through the use of a single nar-
row spectral band in the region of 800-1200 cm ~*. The
wide (full-width at half-height (FWHH) =69 cm™1)
C-O stretching band of methanol at 1034 cm ™! pres-
ents a fundamentally different spectral signature for use
in testing the interferogram-based analysis [10]. This
band is wider than those used previously, and it exhibits
a different band contour due to the presence of the RQP
branches arising from changes in rotational state cou-
pled to the vibrational transition. An important consid-
eration in applying the interferogram-based method-
ology to the detection of methanol is the impact of this
difference in band width and band contour on the anal-
ysis. Furthermore, the use of a short interferogram seg-
ment for the detection eliminates the high resolution
rotational fine structure of the methanol spectrum often
used in traditional gas-phase infrared analyses. Dem-
onstrating the ability to detect methanol vapour without
high resolution spectral information is another impor-
tant goal of this work.

To allow these issues to be addressed, a pool of
approximately 30,000 FTIR interferograms was assem-

bled based on three different spectrometer configura-
tions. This set of interferogram data was used to
optimize and test the interferogram-based methanol
detection and to study key experimental variables
involved in the analysis. Through this work, this paper
assesses the overall feasibility of open path FTIR spec-
trometry to implement automated detections of meth-
anol vapour sources.

2. Experimental
2.1. Instrumentation

This investigation employed the Midac Outfielder
FTIR emission spectrometer (Unit 120) with a New-
tonian telescope and a remote infrared source (Midac,
Irvine, CA). The spectrometer has a 6° field of view
(FOV) which is reduced to approximately 0.3° through
the use of the telescope. This allows the FOV to be
filled with the infrared source for a 100 m path distance
between the source and spectrometer. The 2000 cm?
aperture metal paraboloid of the infrared source colli-
mates the 1550 K radiation from a silicon carbide heater
element. The spectrometer employs a Hg:Cd:Te infra-
red detector designed to respond over the spectral range
of 800 to 1400 cm ™.

In this study, the interferometer mirror velocity used
was 2.454 4+ 0.005 mm/s [11]. The spectrometer was
interfaced to a Dell System 486P/50 IBM PC compat-
ible computer (Dell Computer, Austin, TX) operating
under MS-DOS (Microsoft, Redmond, WA). Data
acquisition was performed with the MIDCOL software
package [12]. Interferogram points were collected at
every eighth zero crossing of the helium neon (HeNe)
reference laser, resulting in a maximum spectral fre-
quency of 1975 cm ™~ '. A total of 1024 sampled inter-
ferogram points permitted calculation of spectra with a

point spacing of approximately 4 cm ™.

2.2. Methods

Interferogram data were acquired with three spec-
trometer configurations [8]. These spectrometer con-
figurations are presented schematically in Fig. 1, and
are termed active bistatic, passive terrestrial, and pas-
sive laboratory. In the active bistatic configuration, the
infrared source was positioned approximately 30 m
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Fig. 1. FTIR spectrometer configurations for data collection: (A)
active bistatic, (B) passive terrestrial, and (C) passive laboratory.

from the spectrometer. The source was operated at tem-
peratures significantly lower than 1550 K (12 V) by
placing lower voltages of 1, 2, 6, and 8 V across the
heater element. For a significant reduction in the infra-
red source voltage (i.e., radiance), the resulting spec-
tral response becomes similar to that of the passive
terrestrial configuration.

The passive terrestrial configuration replaces the
infrared source with an ambient background terrain
radiance. The radiance difference between the ambient
background and sample vapour is often small. This
small radiance difference is usually the controlling
vapour detection parameter. Spectral vapour detection
with a FTIR spectrometer requires a radiance difference
between the vapour and the infrared background source
[6]. For the active bistatic and passive terrestrial spec-
trometer configurations, reagent grade methanol (Ori-
ole Brand chemicals, Warner-Graham, Baltimore,
MD) was disseminated by static evaporation. Some of
the data were also collected while acetone and 2-buta-
none were released. No attempts were made to measure
the concentrations of any of the compounds present in
the open path measurements.

The passive laboratory configuration simulates the
conditions of the passive terrestrial measurements in a
controlled laboratory environment. In this experiment,
the telescope was removed from the optical train and
an ambient temperature vapour cell was used to contain
the methanol sample. The cell had a 62 cm? aperture
and 8.2 cm path length.

Various aqueous solution mixtures of methanol were
evaporated into the vapour cell. The solutions were
prepared by mixing spectral grade methanol (Fisher,

Pittsburgh, PA) and deionized water. The aqueous
alcohol dilution factors ranged from 1/2 to 1/64 cor-
responding to approximate methanol vapour pressures
from 72.7 to 4.1 Torr at 25°C [13]. Assuming ideal
gas behaviour and taking into consideration the 8.2 cm
path length of the gas cell, the products of concentration
and path length for the methanol samples ranged from
7181 to 405 ppm-m. The units of ppm-m are used here
for consistency with the standard reporting practices
for open path measurements. Table 1 shows the number
of interferograms collected with the various dilution
factors as a function of the near ambient blackbody
temperature. The relatively low methanol vapour pres-
sures produced spectra with band contours quite similar
to those obtained from the passive terrestrial measure-
ments.

A 4 X 4-inch extended blackbody (Model SR-80, CI
Systems, Agoura, CA) was used to obtain an adjustable
infrared temperature source from 5 to 50°C. The black-
body supplies a NIST traceable infrared source accurate
to +0.03°C and precise to +0.01°C. A HeNe laser was
used to align the optical train of the FTIR spectrometer,
vapour cell, and extended blackbody by use of multiple
reflections from the beamsplitter of the interferometer.
Separation distances of components along the optical
path were approximately 6 cm between spectrometer
and cell, and 11 cm between cell and blackbody. These
distances ensured that the 62 cm? vapour cell aperture
was within the spectrometer FOV and that only the
4 X 4-inch extended blackbody was viewed by the spec-
trometer.

2.3. Data analysis

All computer processing of the interferogram data
was completed on a Silicon Graphics 4D/460 R3000
computer using the Irix operating system, version 4.0.5.
(Silicon Graphics, Mountain View, CA) The computer
included 128 megabytes of main memory, S gigabytes
of disk storage, and 6 CPU processors. All of the data
analysis software was written in Fortran 77. The soft-
ware was compiled with version 3.4.1 of the Silicon
Graphics Fortran 77 compiler with optimization level
3 being used. Fourier transform and multiple linear
regression computations performed as part of the digital
filter design work made use of subroutines from the
IMSL package (IMSL, Houston, TX).
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Table 1 .
Experimental parameters for passive laboratory data se

Blackbody temperature (°C) Dilution factor

1/2 1/4 1/8 1/16 1/32 1/64
Training set
50 16* (32°) 16 (32) 16 (31) 16 (32) 16 (32) 144 (160)
45 16 (32) 16 (32) 16 (32) 16 (32) 16 (32) 16 (32)
40 114 (128)
35 16 (32) 16 (32) 16 (32) 16 (32) 16 (32) 13 (32)
30 16 (32) 16 (32) 16 (32) 16 (32) 144 (160)
28 64 (128)
27 64 (128)
26 14 (32) 12 (32) 16 (32) 55 (128)
25 12 (32)
22 16 (32)
20 13 (32) 16 (32) 70 (128)
15 16 (32) 16 (32) 16 (33) 16 (32) 16 (32)
10 16 (32) 16 (33) 16 (33) 16 (32) 16 (32) 66 (161)
5 89 (128)
Prediction set
40 16 (32) 16 (32) 16 (32) 16 (32) 16 (32) 13 (32)
28 16 (32) 16 (32) 16 (32) 16 (32) 263 (128)
26.5 33 (128)
255 58 (128)
22 16 (32)
20 16 (32) 16 (32)
15 16 (32) 266 (128)
5 19 (32) 17 (32) 16 (32) 16 (32) 16 (32)

“Number of methanol-containing interferograms collected.
"Number of background interferograms collected.

2.4. Assembly of data

Laboratory data collected under simulated remote
sensing conditions were analyzed separately from the
field data. Both data sets have methanol-containing and
background interferograms. The classification of each
interferogram as methanol-containing or not was per-
formed by Fourier processing the interferogram to
obtain the single-beam spectrum and subtracting a
background spectrum known to contain no methanol
features. If clear evidence of a methanol spectral band
was observed, the corresponding interferogram was
judged methanol-containing. Interferograms not meet-
ing this criterion were classified as backgrounds. Some
interferograms could not be judged with confidence.
These interferograms were removed completely from
the analysis.

Each of the data sets was sub-divided into training
and prediction data sets. The training data set was used
to optimize the digital filtering and pattern recognition
components of the interferogram-based data analysis.
The prediction data set was withheld from these com-
putations and was used as an independent test set for
determining the rate of positive and missed detections,
as well as the rate of false detections.

The training and prediction sets for both the labora-
tory and the field data were assembled using different
procedures. For the laboratory data, the training and
prediction sets were assembled by use of 24 data files
that contained a total of 5914 interferograms. Each file
contained several sets of interferograms. As indicated
in Table 1, each set was collected under specific con-
ditions of source temperature and methanol concentra-
tion. Alternate data sets in each file were included in
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Table 2
Description of methanol laboratory data

Set Methanol- Background Total
Containing interferograms
interferograms

Training set 1402 2467 3869

Prediction set 925 1120 2045

Total 2327 3587 5914

the training set. The remaining sets were included in
the prediction data set. This procedure ensured that
different spectral backgrounds and methanol signal
strengths were present in the training and prediction
sets. Table 2 summarizes the training and prediction
data sets formed from the laboratory data.

For the field data, a procedure developed by Carpen-
ter and Small [ 14] was used for the selection of optimal
training and prediction sets. The training and prediction
sets were mutually exclusive. The full field data set had
62 data files containing a total of 30,772 interferograms.
Table 3 summarizes the training and prediction sets
selected from the pool of field data. The distribution of
interferograms from the active bistatic and passive ter-
restrial spectrometer configurations is also indicated in
Table 3.

3. Discussion and results

In an open path FTIR measurement, the spectral
bands of any infrared-active species present are super-
imposed on the infrared background emission detected
by the spectrometer. The success of any automated
detection scheme for a target analyte such as methanol
is determined by the degree to which the spectral sig-
nature of the analyte can be extracted from the other
information present.

Table 3
Description of methanol field data

In this study, the C-O stretching vibration centered
at 1034 cm ' was used as a characteristic spectral sig-
nature for the detection of methanol. The literature band
position of 1034 cm ™' agrees with our experimental
determination of 1035 cm ™. The absorption is rela-
tively strong, with a peak absorption coefficient of 25
cm™ ' atm~! [3]. As noted previously, the FWHH of
the band is approximately 69 cm™?, and it exhibits an
RQP band shape formed by the superposition of vibra-
tional and rotational transitions. The contour of this
band is observed in the absorbance spectra displayed
in Fig. 2A and B, although the rotational fine structure
normally observed in gas-phase methanol spectra is
missing due to the limited spectral resolution. The Q-
branch of the band is indicated by an arrow in each
spectrum. The displayed spectra were obtained by Fou-
rier processing interferogram data collected by the
spectrometer. For the data collection, the spectrometer
was operated in the active bistatic configuration at two
different source radiances (6-8.1 and 2 V). The Fou-
rier processing step included Mertz phase correction
and triangular apodization. The computed single-beam
spectra were ratioed to a similarly processed back-
ground spectrum, and the resulting transmittance
values were converted to absorbance to produce spectra
with units familiar to the laboratory spectroscopist.

An inspection of the spectra in Fig. 2 reveals that
both absorption and emission spectral features are
observed and that a wide range of band intensities are
encountered. In absorbance units (AU), absorption
transitions are observed as positive spectral features,
while emissions occur as negative features. The peak
intensity of the strong absorption feature in Fig. 2A is
approximately 0.3 AU, while the weak emission band
in Fig. 2B has a peak intensity of approximately
—0.006 AU. Clearly, an effective detection scheme for
methanol must be able to extract both absorption and
emission signals across a large range of band intensi-

Set Methanol-containing interferograms Background interferograms Total
Total Active/passive Total Active/passive

Training set 1228 685/543 6000 2179/3821 7228

Prediction set 615 181/434 22929 6026/16903 23544

Total 1843 866/977 28929 8205/20724 30772
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Fig. 2. Remote sensing absorbance spectra of methanol collected by
a commercial Midac FTIR instrument (field data): (A) strong
absorption spectrum, (B) weak emission spectrum. The arrows
denote the Q-branch of the methanol C-O stretch.

ties. In addition, the detection must be performed in the
presence of significant baseline variation in the com-
puted spectra. Baseline variation is caused by a mis-
match between the sample and background spectra that
are ratioed. This mismatch results from a change in the
infrared background emission between the two meas-
urements. Baseline variation of the type observed in
Fig. 2 is often encountered even when spectra collected
consecutively are ratioed.

3.1. Overview of data analysis methodology

The data analysis methodology used in this work
was developed to overcome the problems in extracting
analyte spectral signals that were illustrated in Fig. 2.
The approach is based on the direct application of dig-
ital filtering and pattern recognition methods to analyze
short segments of FTIR interferograms.

The digital filtering step is designed to extract only
those frequencies from the interferogram that are asso-
ciated with the targeted spectral band of the analyte
(e.g., the 1035 cm ! C-O stretching band of metha-
nol). The interferogram is reduced to a superposition
of a series of sinusoidal waveforms corresponding to
the specific frequencies that are passed by the digital
filter. The digital filter bandpass is defined in the spec-
tral domain and suitable filter design methods are used
to construct an interferogram-domain filter with the
same frequency response.

In the interferogram-based analysis, no separate
measurement of the infrared background is required,
thereby eliminating all of the issues discussed above
regarding the match between background and sample
measurements. Since no background measurement is
used, an alternate method must be employed to remove
signatures from the data that are not related to methanol.
Signatures at spectral frequencies outside the region of
1035 cm ™! are removed by the filter. Background sig-
natures within the filter bandpass are removed by win-
dowing the interferogram to select an appropriate
segment for use in the analysis.

The windowing procedure can be understood by con-
sidering that the interferogram, after digital filtering, is
reduced to contain only information about the spectral
features that lie within the frequency bandpass of the
filter. These features have different widths and thus,
their waveform representations in the interferogram
damp at different rates. The infrared background can
be considered as a wide spectral feature that, through
the application of the filter, has been truncated to the
same width as the filter bandpass. The interferogram
representation of this wide feature will damp faster than
the corresponding representation of the analyte band.
Thus, beyond some point in the interferogram, the
interferogram representation of the infrared back-
ground will have damped nearly to zero while the infor-
mation describing narrow spectral features remains.
The information describing the narrow spectral bands
consists of contributions from the analyte band, as well
as nearby bands associated with any interfering com-
pounds present. Therefore, judicious choice of the
interferogram segment allows much of the infrared
background information to be removed.

The pattern recognition step implements an auto-
mated method to determine if the interferogram sig-
nature extracted by the digital filter actually
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corresponds to the target analyte rather than to some
interfering species. The position of the spectral band
within the digital filter bandpass and the shape of the
band are both reflected in the profile of the filtered
interferogram segment. The pattern recognition step
allows the intensity and shape of the interferogram seg-
ment to be used in deciding if the analyte is present.

3.2. Digital filter design

The implementation of a digital filter in the interfer-
ogram domain requires the evaluation of the convolu-
tion of the interferogram and the interferogram-domain
representation of the filter frequency response function.
This filter representation is termed the impulse response
of the filter. The impulse response and frequency
response are Fourier transform pairs. Various strategies
can be employed to approximate the convolution. The
method employed in this study is an implementation of
a finite impulse response (FIR) digital filter with time-
dependent coefficients [15]. Separate FIR filters are
used in approximating the convolution at each interfer-
ogram point. This filter design scheme has been termed
a finite impulse response matrix (FIRM) filter due to
the matrix of individual filters required. The application
of the FIRM filter can be represented as

J
X,"= Z hi,in ()

i=j— 100

where the intensity of point j in the filtered interfer-
ogram, X';, is computed from a sum of terms. Each term
in the sum is based on the intensities of specific points
in the unfiltered interferogram, relative to point j (the
X)), and a set of filter coefficients, h;;. The h;; values
approximate the impulse response of the filter. The
presence of the subscript, j, on the &; ; term reflects the
time-dependent (i.e., interferogram-point dependent)
nature of the FIRM filter. The impulse response matrix
defined by the A;; contains non-zero values for only
those X; that have been determined significant in
approximating the convolution. The FIRM filter design
employs regression analysis techniques to compute the
h;; and to determine the significance of the X;. A statis-
tical F test at the 99.99% level is used in the regression
to determine which X; are included. For the filters gen-
erated to extract methanol signals, the number of non-
zero filter terms varied over the range of 24-30.
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Fig. 3. Frequency response of the digital bandpass filter centered at
the methanol absorption band (1035 cm™!'). The FWHH of the

passband is approximately 250 cm ™.

Previous work has demonstrated that no sacrifice in
filter performance results from this reduction in filter
size through the use of significance testing [15].

Fig. 3 is a composite bandpass of one of the FIRM
filters generated in this study. The attenuation of the
filter is plotted in units of decibels (dB). The filter
bandpass is centered at 1035 cm ™', and the FWHH of
the bandpass is approximately 250 cm ~'. The attenu-
ation of the filter outside of the bandpass is approxi-
mately 18 dB except at the edges of the frequency
range. The decrease in attenuation here is a character-
istic of the FIRM filter generation method. The filter
design does not demand high attenuation in spectral
regions where the infrared detector generates little sig-
nal.

Fig. 4 displays the results obtained by applying this
filter to two interferogram segments. Fig. 4A plots
points 25-174 (relative to the centerburst) in an unfil-
tered interferogram collected with no methanol in the
instrument FOV, while Fig. 4C plots this interferogram
segment after application of the filter whose bandpass
is displayed in Fig. 3. Figs. 4B and 4D are the corre-
sponding plots of the same segment of an interferogram
whose corresponding single-beam spectrum shows
clear evidence of a methanol absorption band. The two
unfiltered interferogram segments in Figs. 4A and 4B
are visually highly similar. However, Figs. 4C and 4D
show a clear difference between the two segments. By
isolating the frequencies in the region of the methanol
band, the presence of the methanol absorption is now
clearly observed in the interferogram segment. Fur-
thermore, the characteristic shape of the methanol spec-
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tral band is encoded in the beat pattern of the filtered
interferogram.

3.3. Pattern recognition methodology

Application of the FIRM filter to an interferogram
segment of p points produces a filtered intensity value
for each point in the segment. Taken together, these
filtered intensities can be considered as a p-dimensional
vector that characterizes the interferogram. The tip of
the vector identifies a point in a p-dimensional data
space, where the coordinate axes correspond to the
intensities of specific points in the filtered interfero-
gram. If the filter is effective in extracting the interfer-
ogram-domain representation of the methanol spectral
feature, then the data space constructed from a set of
filtered interferogram segments should contain separate
clusters of points corresponding to methanol-contain-
ing and background interferograms.

Fig. 5 allows this clustering to be visualized for the
7228 interferograms in the training set of field data.
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Principal components analysis (PCA) [16] was
applied to 60-point filtered interferogram segments in
order to compute two-dimensional views of the data
that approximate the interpoint relationships existing
in the full 60-dimensional space. Fig. 5 is a plot of the
projections of the 7228 60-dimensional points onto the
first and second principal components of the data. The
first two principal components explain 92% of the var-
iance in the 60-dimensional data. Interferograms with
known methanol signatures are plotted as squares,
while background interferograms are plotted as trian-
gles. Clustering of the methanol-containing and back-
ground containing interferograms is clearly observed.

While techniques such as PCA can be used to visu-
alize the relationships that exist in a multidimensional
data space, pattern classification techniques are
required in order to make a yes/no decision regarding
the presence of the analyte signature in any arbitrary
filtered interferogram. Among the various classifica-
tion methods available, piecewise linear discriminant
analysis (PLDA) [17] has been found effective in

FILTERED INTENSITY
(=3

-5

25 50 75 100 125 150 175
INTERFEROGRAM POINT

Fig. 4. Filtered and unfiltered interferogram segments (points 25-174 relative to the interferogram centerburst): (A) unfiltered background
interferogram, (B) unfiltered methanol interferogram, (C) filtered background interferogram, and (D) filtered methanol interferogram.
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Fig. 5. Principal components score plot displaying the projections of
the 7228 filtered interferogram segments in the training data set.
Scores along the first and second principal components are displayed.
Methanol-containing interferograms are plotted as squares while
background interferograms are plotted as triangles.

determining analyte signatures in filtered interferogram
segments. This approach is based on the construction
of separating surfaces or discriminants in the data space
that define regions of space occupied by points belong-
ing to specific categories of data. Through the construc-
tion of these separating surfaces, unknown points can
be classified or assigned membership in one of the data
categories simply by computing the orientation of the
point relative to the discriminants. PLDA employs mul-
tiple linear hyperplanar surfaces to approximate a non-
linear separating surface between the data categories.
For the methanol detection in the laboratory and field
data, surfaces defined by two and three discriminants,
respectively, were required to achieve a maximum per-
centage of correct classifications of the training data
set.

In the present analysis, two data categories are pres-
ent, corresponding to filtered interferogram segments
with and without methanol signatures. Given the train-
ing set of p-dimensional filtered interferogram seg-
ments, numerical optimization methods are used to
move the separating surfaces into an optimal orienta-
tion in the data space. Optimal positioning of the dis-
criminants results in the correct classification of the
maximum number of training set interferograms. This
study employed Simplex optimization to achieve an
optimal placement of the discriminants. For the labo-
ratory and field data sets, a total of 8000 and 18,000
iterations of the Simplex procedure were required,
respectively, in order to achieve the best discriminant

placement possible. Once the discriminants have been
positioned, any p-dimensional filtered interferogram
segment can be classified as either methanol-containing
or non-methanol based on the calculation of its discri-
minant score. The discriminant score is a threshold
value computed by application of the piecewise linear
discriminant to the filtered interferogram segment. Dis-
criminant scores greater than zero indicate that the
interferogram segment is judged to contain a methanol
signature, based on the orientation of the vector repre-
sentation of the segment relative to the previously com-
puted separating surface. The magnitude of the
discriminant score indicates the distance to the surface.

3.4. Overview of parameter optimization for
methanol detection

The data analysis concepts described above were
applied to the design of an automated detection scheme
for methanol. The parameters optimized in this study
were interferogram segment size, segment location,
and filter bandwidth. Throughout the work, the position
of the filter bandpass was held constant at 1035 cm ™7,
the experimentally determined center of the targeted
spectral feature of methanol.

The importance of the three parameters studied is
illustrated in Fig. 6. Figs. 6A and 6B are synthetic
Gaussian-shaped spectral bands with FWHH values of
69 and 11 cm ™!, respectively. The bands in Figs. 6A
and 6B are designed to approximate the widths of the
entire methanol band at 1035 cm ~ ! and the S—F stretch-
ing band of SF, at 940 cm ~'. SF; is a test compound
used in pollution monitoring that has been studied
extensively with our data analysis methodology [6,7].
No attempt was made to construct a replica of the RQP
band shape of the methanol C-O stretch. The Gaussian
function in Fig. 6A simply matches the width of the
overall band. Figs. 6C and 6D are segments of the
interferograms obtained by inverse Fourier transform-
ing the spectra in Figs. 6A and 6B, respectively. These
interferograms represent the analyte signals that the
data analysis methodology is attempting to extract.

An inspection of Fig. 6 reveals three key points
regarding the importance of interferogram segment
size, segment location, and filter bandwidth. First, the
optimal interferogram segment (i.e. segment size and
location) is directly dependent on the width of the
analyte band. For a wide spectral feature such as the
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Fig. 6. Synthetic spectra and corresponding interferograms: (A) Gaussian spectrum approximating the width of the methanol band at 1035
cm™?, (B) Gaussian spectrum approximating the absorption band of SFg at 940 cm ™, (C) interferogram segment corresponding to Fig. 6A,

(D) interferogram segment corresponding to Fig. 6B.

C-O stretching band of methanol, the corresponding
interferogram information is compressed into a short
segment near the centerburst. The interferogram signal
corresponding to the significantly narrower SF¢ band
is spread over a much larger segment. This suggests
that, relative to SFg, a shorter interferogram segment
can be used to extract methanol information. For com-
pleteness, an inspection of Fig. 4D reveals that the
interferogram information corresponding to the actual
methanol band is spread over a larger region than that
depicted in the synthetic interferogram of Fig. 6C. This
is due to the presence of the narrow Q-branch
(FWHH=6 cm™") in the actual methanol spectrum.
The information corresponding to this narrow feature
is still present at a larger distance from the centerburst
than the information corresponding to the wider P- and
R-branches.

Second, even though the synthetic SFs and methanol
spectral bands have the same peak intensity, a signifi-
cantly greater methanol signal is observed in the inter-

ferogram. The intensity of the interferogram signal is
clearly related to the area of the band rather than the
peak intensity. This suggests that interferogram-based
detections of wide spectral features should be signifi-
cantly easier than the corresponding detections of nar-
row features. Assuming a detector-noise limiting
measurement, the signal-to-noise ratio in the interfer-
ogram is highest in the region of the centerburst. This
provides an additional advantage for the detection of
interferogram information corresponding to wide spec-
tral features.

The third key point to consider is the effect of the
filter bandpass width on the optimal interferogram seg-
ment. As noted previously, the application of the filter
serves to truncate the infrared background emission to
the same width as the filter bandpass. The interferogram
representation of the background is a damping sinu-
soidal waveform whose amplitude is related to the
infrared intensity reaching the detector. This back-
ground interferogram signal obscures the lower ampli-
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tude signal due to the analyte spectral band. Thus, as
noted above, the interferogram segment used for the
detection must be selected from a region in which the
background signal has effectively damped to zero.
Thus, an interaction clearly exists between the interfer-
ogram segment used for the analyte detection and the
width of the filter bandpass. The design of an optimal
detection scheme must therefore include a study of this
interaction.

3.5. Selection of interferogram segment size and
segment location

Preliminary studies were performed to determine the
optimal segment size of the interferogram containing
methanol information and the optimal width of the dig-
ital filter bandpass. As noted above, the methanol infor-
mation in the interferogram is concentrated close to the
centerburst. Interferogram segment sizes used in the
present analysis were 40, 60, 76, 100, and 150 points.
The optimal segment size was found to be a 150-point
segment with the starting point being 25 and the ending
point being 174 points away from the centerburst. This
is the same segment plotted in Figs. 4 and 6. Below
point 25, it was very difficult to generate well-perform-
ing FIRM filters, as the intensity in the interferogram
varies non-linearly near the centerburst. The linear
model of Eq. 1 was found to be inadequate in this
region. Above point 175, the interferograms did not
contain any useful analyte information. Further inves-
tigations were restricted to using segments between 25
and 174 points.

The segment location defines the starting and ending
points of the interferogram segment used. For the 40-
point segment size, nine different segment locations
were used. The locations were points 25/64, 35/74,
45/84,55/94, 65/104, 75/114, 85/124, 95/134, and
105/144. The numerator denotes the starting point and
the denominator denotes the ending point of the seg-
ment, relative to the centerburst. For the 60-point seg-
ment, the seven segment locations used were 25/84,
35/94,45/104,55/114,65/124,75/134, and 85/144.
For the 75 and 100-point segment sizes, five segment
locations were used with starting points being 25, 38,
50, 62, and 75. For the 150-point segment size, only
one segment (25/174) was possible.

Given the large width of the methanol band, it was
expected that the bandpass filters with larger widths

would exhibit better performance. Narrow bandpass
filters would suppress analyte information while very
wide filters would pass frequencies outside the analyte
band of interest. After initial studies, 14 digital band-
pass filters having a Gaussian shape, centered at 1035
cm ™', and with FWHH values ranging from 164 to 287
cm ™! were generated. These FWHH values were esti-
mated from the actual filter frequency responses such
as that displayed in Fig. 3. Filter widths less than 164
cm ™! were not investigated due to the inability of the
FIRM filter design methodology to generate filters that
operate near the centerburst and have narrow bandpass
widths.

3.6. Pattern recognition training and prediction
results

The data analysis results exhibit better filter perform-
ance for the laboratory data than for the field data. Two
discriminants were needed to classify all methanol-
containing patterns in the training set of laboratory data
while three discriminants were needed for classification
of the maximum number of methanol-containing pat-
terns in the field data training set. The pattern recog-
nition results will be discussed separately for each
segment size.

3.7. 40-point segments

The pattern recognition performance for a given dig-
ital filter and interferogram segment was judged by
considering the percentage of methanol-containing pat-
terns classified correctly. For the training data set of
laboratery data, this value was greater than 96%. The
performance was not sensitive to either segment loca-
tion or filter width. The performance with the separate
prediction data was also greater than 96% for the first
five segments from the centerburst. For these five seg-
ments, the performance was insensitive to the segment
location and the filter width. For three of the four
remaining segments, which were more remote from the
centerburst, the performance degraded.

For the field data, Figs. 7A and 7B show the training
and prediction performance, respectively, as a function
of filter width. Five representative 40-point segments
are displayed. The training performance varied
between 50 and 100%. The best performance was found
for segment 25/64 and was almost insensitive to filter
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Fig. 7. Comparative performance of digital bandpass filters for 40-
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65/104, (<) 85/124, and ( v ) 105/144: (A) training performance,
(B) prediction performance.

width. For other segments, the performance degraded
and was sensitive to both segment location and filter
width. In the prediction results for segment 25/64, the
performance for the filters with width 193 cm ™' and
above was best. The performance was found to be sen-
sitive to the segment location and the filter width for
other segments. The performance generally degraded
for segments located farther from the centerburst.

3.8. 60-point segments

The training performance of the filters for the labo-
ratory data was greater than 97% and almost insensitive
to the segment location and the filter width. The pre-
diction performance for the laboratory data was greater
than 96% except in one case. In most of the cases it
was 100%. Figs. 8A and 8B show the training and
prediction performance of filters for the field data. The
training performance varied between 65-100%. The

performance for segment 25/84 was the best ( > 95%).
For the other segments, the performance was dependent
on both the segment location and the filter width. For
the prediction data, the performance varied between
45-100% and was best for segment 25/84 and for wide
filters ( =193 cm ™! FWHH). For the other segments,
the performance was sensitive to both the segment loca-
tion and the filter width. Generally, the performance
degraded for segment locations remote from the cen-
terburst. However, for certain combinations of the seg-
ment location and the filter width, the performance was
comparable to the best results. The range of variation
in performance for both the training and the prediction
was much less for the 60-point segments compared to
the 40-point segments.

3.9. 76-point segments

The performance of filters for both the training and
the prediction of the laboratory data was greater than
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98% and was almost insensitive to both the segment
location and the digital filter bandpass width. Figs. 9A
and 9B show the training and prediction performance
of the filters for the field data. The best performance
was observed for segment 25/100 and for filters with
widths >208 cm ™. For the other 75-point segments,
the performance was sensitive to both the segment loca-
tion and the filter width and degraded as the segment
location became more remote from the centerburst. The
prediction performance varied between 60-100%. It
was best for the segment 25/100 and for the filters with
a bandpass width greater than 209 cm ~*. As with other
segment sizes, the performance was sensitive to the
segment location and the filter width and degraded as
the segment location used was located farther from the
centerburst. For both the training and the prediction set,
the range of variation in performance was reduced as
compared to the 40- and 60-point segments.

3.10. 100-point segments

Both the training and the prediction performances
for the laboratory data were greater than 99% and were
insensitive to both the segment location and the filter
width. Figs. 10A and 10B display the training and pre-
diction performance of the filters for the field data. The
training performance was better than that for the 40,
60, and 75-point segments and varied between 85—
100%. The best performance was for segment 25/124
and for the filters with width >209 cm™~'. The per-
formance degraded for the other segment locations and
also became sensitive to the filter width. Generally, the
performance became worse for segment locations that
were located farther from the centerburst. As before,
the prediction performance was best for segment 25/
124 and for filters with widths >193 cm ™. For other
segments, the performance was more sensitive to the
segment location and the filter width. The range of
variation was between 65-100%.

3.11. 150-point segments

The training and the prediction performances for
both the laboratory and the field data for segment 25/
174 were almost insensitive to the filter width. The
performance was greater than 99% and in most cases
it was 100%.

3.12. Evaluation of results

Overall, the training and the prediction performances
(reflected by the percentage of methanol-containing
patterns correctly classified) for the filters using labo-
ratory data were comparable. However, for the field
data the training performance was generally better than
the prediction performance. The better performance in
the prediction of the laboratory data as compared to
that of the field data can be attributed to the fact that
the training set of field data was not a global data set
and thus did not contain all of the possible types of
background interferograms. The performance for both
the training and the prediction results improved as the
segment length increased for both the laboratory and
the field data. This is clearly seen in Figs. 7-10 for the
field data. The percentage of methanol-containing pat-
terns correctly classified increased gradually from the
40-point to the 100-point segments. This observation
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is attributed to the fact that methanol information
increased from the 40-point segments to the 150-point
segments and that a longer interferogram profile was
available to the pattern recognition method for use in
recognizing the methanol signature. This result can be
understood by inspecting the filtered interferogram seg-
ments displayed in Figs. 4C and 4D. While the infor-
mation in the first 40 points of the filtered segment
provides the greatest discrimination between the meth-
anol-containing (Fig. 4D) and background (Fig. 4C)
interferograms, discriminating information is still
clearly present out to point 174.

Within each segment size, the performance generally
decreased as the segment used was located farther from
the interferogram centerburst. This effect can also be
seen in Figs. 7-10. As indicated in the discussion of
Fig. 6, since the methanol spectral band is wide, the
methanol features in the interferogram are concentrated

near the centerburst. Therefore, as the segment location
is moved farther from the centerburst, the segments
contain less methanol information and the classification
performance is degraded. It is also seen from Figs. 7-
10 that the classification performance was sensitive to
the width of the bandpass filter. The performance was
generally more sensitive to the filter width as the seg-
ment location became more remote from the center-
burst. For the laboratory data, the performance was
comparatively less sensitive to the segment size, the
segment location, and the filter bandpass width.

An inspection of Figs. 7-10 also indicates that for
the data employed here, the choice of interferogram
segment position and length is more important than the
choice of filter width. For the optimal segments, only
slight variation in performance is noted over the filter
widths studied. To put this result in the proper perspec-
tive, however, it should be emphasized that the purpose
of filtering is to reject the interferogram signals corre-
sponding to spectral features of widths similar to the
analyte band, but located at frequencies lying outside
the filter bandpass. For the particular data used in this
work, the frequency selectivity provided by the filtering
was not critical due to the lack of spectral interferences
at nearby frequencies. For example, some of the field
data contained spectral signals due to acetone and 2-
butanone. However, the bands for acetone and 2-buta-
none that are nearest to the 1035 cm ™' methanol C-0
stretch are located at 1217 and 1175 cm™?, respec-
tively.

The best results obtained for both the laboratory data
and the field data are summarized in Tables 4 and 5.
These results confirm the observation that the methanol
information is present closer to the centerburst. Missed
detections, which is the percentage of methanol-con-
taining patterns misclassified, are negligible for the lab-
oratory data while it is zero in most of the cases for the
field data. False detections, which is the percentage of
background patterns misclassified as methanol-con-
taining patterns, are less than 1% for the laboratory
data. For the field data, the rate of false detections is
less than 1% for about 80% of the cases. For the remain-
ing 20% of the cases, the false detections varied
between 1 and 2%. As indicated in Table 5, for seg-
ments of various lengths starting at point 25, the major
improvement obtained with increasing segment length
is a reduction in the rate of false detections. This can
be attributed simply to a larger signal being available
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Table 4
Pattern recognition results for laboratory data

Segment Filter Training results

FWHM? (cm™!)

Prediction results

Size Location Methanol Missed

Containing (%) Detection (%)

Methanol Missed False Total
Containing (%) Detection (%) Detection (%) Percentage

40 35/74 226 99.93 (1401)®  0.07 (1)°
60 25/84 156 99.79 (1399) 0.21 (3)
76  25/100 200 100.00 (1402)  0.00 (0)
100 25/124 200 100.00 (1402)  0.00 (0)
150 25/174 200 100.00 (1402)  0.00 (0)

99.46 (920)°  0.54 (5)° 0.36 (4)° 99.36 (2032)°
100.00 (925)  0.00 (0) 0.36 (4) 99.80 (2041)
100.00 (925)  0.00 (0) 0.45 (5) 99.76 (2040)
100.00 (925)  0.00 (0) 0.36 (4) 99.80 (2041)
100.00 (925)  0.00 (0) 0.45 (5) 99.76 (2040)

*Full width at half maximum of bandpass digital filter.
"Number of interferograms out of 1402 total.
‘Number of interferograms out of 925 total.

“Number of interferograms out of 1120 total.
“Number of interferograms out of 2045 total.

for use in discriminating weak methanol signatures
from those of backgrounds. The very small decrease in
false detections obtained by increasing the segment
from 100 to 150 points (0.14% vs. 0.15%) suggests
that a point of diminishing returns is reached at a seg-
ment size of approximately 100 points.

For the field data, Fig. 11 shows the correlation
between the training and the prediction results for all
segment sizes, segment locations, and filter widths. It
is evident from the figure that high performance in the
training procedure correlates with high performance in
the prediction. Poorly trained discriminants did not per-
form well in the prediction.

Table 5
Pattern recognition resuits for field data

Fig. 12 shows a sample result obtained by the appli-
cation of the methanol digital filter and the pattern
recognition procedure to a subset of the field data pre-
diction set containing the weakest methanol signals.
Plotted in the figure are the discriminant scores for each
interferogram. As noted previously, discriminant
scores greater than zero indicate that the interferogram
segment is judged to contain a methanol signature. The
prediction data set used in generating the figure con-
tained 2996 interferograms that were taken from thir-
teen different data files. The first 609 interferograms in
the data set were known to contain methanol. The
remaining 2387 interferograms were collected under

Segment Actual Training result

Prediction result

FWHM?® (cm ™)

Size Location Methanol Missed

Containing(%) Detection (%)

Methanol Missed False Total
Containing (%) Detection (%) Detection (%) Percentage

40 25/64 247
60 25/84 247
76 25/100 247
100 25/124 239
150 25/174 226

100.00 (1228)° 0.00
100.00 (1228) 0.00
100.00 (1228) 0.00
100.00 (1228) 0.00
100.00 (1228) 0.00

100.00 (615)°¢  0.00 0.34 (78)¢ 99.67 (23466)°
100.00 (615) 0.00 0.23 (52) 99.78 (23492)
100.00 (615) 0.00 0.23 (52) 99.77 (23490)
100.00 (615) 0.00 0.15 (34) 99.86 (23511)
100.00 (615) 0.00 0.14 (32) 99.86 (23511)

*Full width at half maximum of bandpass digital filters.
"Number of interferograms out of 1228 total.

‘Number of interferograms out of 615 total.

“Number of interferograms out of 22929 total.
“Number of interferograms out of 30772 total.
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varying background conditions. Interferograms shown
between numbers 1605 and 2650 had acetone present
in the FOV of the spectrometer to serve as a test of the
ability of the methodology to reject signals from a
potential spectral interference.

This figure indicates that the digital filtering/ pattern
recognition technique gave positive discriminant
scores for each of the first 609 interferograms. Most of
the other discriminant scores with interferograms con-
taining no methanol in the test data set were negative
in value. A few of the discriminant scores were slightly
above the discriminant score threshold. All positive
discriminant scores in the interferograms greater than
interferogram 609 are regarded as false detections.

015 I Methanol
010 -
@
3 0.05
@ Background Acetone
E . | |
E 0.00 T 1
3
2
-0.05
-0.10
1 i 1 1 Il 1 i
0 500 1000 1500 2000 2500 3000
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Fig. 12. Discriminant score plot for a subset of the prediction set.
Interferograms 1-609 contain methanol while interferograms 610—
2996 do not contain methanol. Discriminant scores greater than 0.0
indicate interferograms classified as methanol-containing by the
piecewise linear discriminant method.

These discriminant values were all very close to the
zero threshold value which indicated that the confi-
dence in discrimination of these interferograms was not
very strong. The acetone-containing interferograms
between 1605 and 2650 showed very few false detec-
tions which gives further indication that the piecewise
linear discriminants are selective for methanol vapour.

4. Conclusions

The results presented indicate that it is possible to
perform a highly accurate and automated detection of
atmospheric pollutants such as methanol by imple-
menting a data analysis procedure based on short seg-
ments of interferograms. This methodology does not
require a stable infrared background or any type of
background measurement. The results observed in the
detection of methanol are generally superior to those
that we have obtained previously with other test com-
pounds such as SF,. The use of a wide spectral feature
such as the C-O stretching band of methanol is
observed to enhance the interferogram-based approach
due to concentration of the methanol information in the
interferogram to a narrow region near the centerburst.
Furthermore, the unique contour of the methanol
absorption band provides additional discriminating
information in the interferogram due to the establish-
ment of a characteristic beat pattern.

It is also important to note that the methanol detec-
tion has been achieved without the collection of the
high resolution rotational fine structure often consid-
ered necessary for discriminating the gas-phase spectra
of small molecules. The combination of windowing the
interferogram and applying bandpass digital filtering
allows a frequency-selective analysis to be imple-
mented with a short interferogram segment. Only com-
pounds with spectral signatures of the same frequency
and width as the analyte band will interfere with this
analysis. While further testing will be required to estab-
lish the applicability of this approach to a measurement
environment in which a large number of potential inter-
ferents are present, the results presented here suggest
that excellent selectivity is present in the interferogram-
based analysis.

It is estimated that the performance of the digital
filtering and pattern recognition methodology could be
improved by the use of a more global training set with
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additional types of infrared backgrounds. Further
improvements in a methanol detection scheme may
require an improved method of generating digital filters
for use with interferogram points located near the cen-
terburst. Such improvements may require non-linear
terms in Eq. 1. This is a current area of study in our
laboratories.

The results presented here focused on the qualitative
detection (i.e., presence or absence) of methanol
vapour. However, the known concentrations of the lab-
oratory data used in this work allow a rough estimate
to be made regarding the limit of detection of methanol
achievable with our interferogram-based detection
scheme. The 405 ppm-m methanol sample could be
recognized in single-scan interferograms correspond-
ing to a temperature difference (AT) of 15°C between
the sample cell and the blackbody source. Path lengths
and AT values can be orders of magnitude higher in
actual open path measurements, leading to improved
sensitivity. In addition, if the sample is present in the
spectrometer FOV in a fairly static manner, additional
benefits in sensitivity may be obtained by signal aver-
aging the interferogram. For reference purposes, the
methanol present in the exhaust of a methanol-burning
engine has been measured at 1470 ppm [2]. While no
specifications have been established for an automated
methanol monitor, our results suggest that open path
FTIR spectrometry is a viable technique for atmos-
pheric monitoring of methanol vapour.

Finally, an ideal methanol sensor would have the
ability to make a quantitative estimate of methanol con-
centration. Preliminary work suggests that the filtered
interferogram data also contains quantitative informa-
tion. The development of techniques to extract this
quantitative information from filtered interferogram
signals is also an area of current research in our labo-
ratories.
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Abstract

In this paper, transfer of calibration models between near-infrared spectrometric instruments using three different standardi-
sation sets is described. The first set contains samples which are very similar to the agricultural samples from three different sets
to be analysed, the second set contains generic standards, and the third one contains pure organic and inorganic chemicals. To
test the accuracy of each standardisation, root mean square errors and correlation coefficients are computed before and after
standardisation. To test the predictive ability, standard error of prediction for the three different prediction sets are also computed
before and after standardisation. For standardisation, Shenk’s algorithm is used: a description of this algorithm is given.

Keywords: Infrared spectrometry; Calibration models; Shenk’s algorithm

1. Introduction

Standardisation

Several problems due to poor instrument perform-
ances and a need for all calibrations have recently sur-
faced in spectroscopy. They concern standardisation,
i.e. the possibility to transfer the calibration from one
system to another.

The first of the encountered problems is the transfer
of a calibration model across two different instruments.
If the instrumental response of a first system differs
from that which would have been obtained with a sec-
ond system (this can be due to many reasons such as
different sources, different optical systems, different
detectors, etc.), the calibration model built on the first

* Corresponding author.

0003-2670/94/$07.00 © 1994 Elsevier Science B.V. All rights reserved
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system and applied to the second one will give erro-
neous results. Multivariate instrument standardisation
enables to correct the differences between instruments,
and avoids to use time-consuming complete recalibra-
tion procedures, and to transport recalibration samples
from one place to another.

The second problem is the calibration transfer from
an instrument to itself over a period of time. The instru-
mental responses from a single instrument over a period
of time can be subject to important fluctuations such as
temperature variations [ 1], wavelength shifts, linear or
non-linear drifts, etc. If such fluctuations occur between
the calibration procedure and the analysis procedure of
unknown samples, or if the instrument needs to be
repaired because of technical problems, this could lead
to erroneous results. Multivariate instrument standar-
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disation enables to correct these fluctuations over time,
without repeating the whole recalibration.

Standardisation methods: two different approaches

In order to transfer a calibration model, several
standardisation methods have been suggested. The two
different approaches used to transfer the calibration
across NIR instruments are the following ones:

The first approach consists of trying to transfer the
spectra obtained with the secondary system to the pri-
mary system, and applying the calibration model built
on the primary instrument to these modified spectra.
Different methods such as direct standardisation[2],
piecewise direct standardisation [2,3], and Shenk’s
method follow this approach [4,5].

The second approach consists of building a calibra-
tion model on a primary system, trying to transfer it to
a secondary system, and applying this modified cali-
bration model to the spectra obtained on the secondary
instrument. This approach was developed by Forina et
al. [6,7].

In this paper, only Shenk’s method has been studied.
This method is widely applied to transfer calibration
between NIR instruments, when results coming from
different instruments have to be compared (Quality-
control nets)

It should be noted that the method used to correct
these instrumental responses, and still applied today in
several places, is a very simple method based on bias
and slope correction of the model built on the ‘‘master”’
instrument. Some samples were measured on the
“‘slave’’ instrument, the spectra obtained and the cali-
bration model built on the ‘“master’’ was used to com-
pute the values to be predicted. Then, the values
obtained with the model built on the ‘‘master’’ instru-
ment applied to the spectra measured on the ‘‘master’’
instrument are regressed on those values: a linear model
is computed, correcting the values found with the
‘“‘slave’’ spectra to the right values obtained with the
““master’’ spectra. The combination of this simple lin-
ear model with the calibration model gives a modified
calibration model which gives the right values
(obtained from wet chemistry) from spectra obtained
on the ‘“slave’’ instrument.

Standardisation samples

Three different sets of samples are involved: the first
is the calibration set, the samples of which are used to
build a calibration model on the ‘‘master’” instrument.

To transfer calibration models between instruments,
two other sets of samples are used:

Samples from the standardisation set are measured
on the two instruments to compute the standardisation
parameters.

Samples from the prediction set are measured in the
““slave’’ instrument, and the spectra obtained are trans-
ferred on the ‘‘master’’ instrument with the standardi-
sation parameters computed with the standardisation
set. Then, those transferred spectra and the calibration
model built with the calibration set are used to predict
the studied variables.

Beside the standardisation method, the selection of
the samples used to compute the transfer parameters
appears to be very important, and this problem has
received very little attention in the literature. Two dif-
ferent approaches are possible, and the choice between
these two approaches depends on different practical
reasons.

The first possibility is to select the ‘‘best’” subset
samples from the set to be predicted (only measured
on the ‘‘slave’’ instrument), to remeasure this set on
the ‘‘master’’ instrument, and to compute the transfer
parameters with this subset. The main advantage of this
method is that the samples used for standardisation are
very representative for those used for prediction, and
standardisation can be successfully applied [2,3]. This
approach has the following practical limitations:

The samples have to be measured on both instru-
ments. If the composition of those samples changes
over time, and if the instruments are very far from each
other, this can lead to serious problems.

For each type of product to be predicted, one needs
a subset of samples. If the number of different products
to be analysed is very high, many different subsets have
to be remeasured on the ‘‘master’’ instrument.

The second possibility is to use samples not coming
from the prediction set, but of a similar nature. These
standardisation samples are measured on the two dif-
ferent instruments to compute the standardisation par-
ameters, but all samples of the prediction set are
measured only at one place. This method enables to
standardise spectra from samples, which are not meas-
urable on both instruments for whatever reason. Nev-
ertheless, a drawback of this method is that it uses
samples of the same nature as those used in the predic-
tion set, and these samples can change over time.
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In this paper, this second possibility and also a third
approach are studied: in this third approach, standar-
disation is performed with the use of more stable sam-
ples (generic standards) which are completely
different from the studied samples. This approach
should be very helpful to overcome the problems of
stability, and should be applicable to samples from
different natures. The type and the number of these
generic standards should be well chosen, not to lose
information during the transfer of spectra. For example,
if one wants these sitandards to be applicable to samples
with very different NIR spectra, the spectra of these
generic standards should probably cover a larger range
of optical density, in order to contain all possible linear
and non-linear variations in the optical density (O.D.)
field where the measured spectra are located.

In this article therefore, different types of standar-
disation samples are tested:

30 standardisation cells, made of different agro-
nomic products.

6 standardisation cells, which contain 6 different
inert standards.

12 standardisation cells, which contain organic and
inorganic pure products.

Interlaboratory experiment

Since 1987, the Station de Haute Belgique (SHB,
Libramont, Belgium) has been running a network of
NIRS instruments, in order to analyze cereals and for-
ages [8]. The software developed by ISI (InfraSoft
International, Port Mathilda, USA), which involves
Shenk’s algorithm for standardisation, is the key of this
network. Recently, the idea of an European Network
has surfaced from participants of QUEST (food quality
established by spectroscopic techniques), which is a
concerted action subsidized by the CEC in the frame-
work of the general FLAIR program (Food-Linked
Agro-Industrial Research).

The standardisation and prediction sets were meas-
ured by three participants of QUEST (referred to as
DA, SP, UK), and by the Station de Haute Belgique
(referred to as SHB).

2. Theory: Shenk’s method

Shenk’s patented [5] method is based on two main
steps: wavelength index correction, followed by spec-

tral intensity correction. These two corrections are
stored in a standardisation file, which is used to transfer
spectra from one ‘‘slave’’ to one ‘‘master’’ instrument.
The main advantage is that the software based on this
method can be directly linked to NIR spectrometers,
and can use raw data obtained on those spectrometers.

The main steps of this method are graphically
described in Fig. 1a—e, and the following notations are
used: Xs=matrix which contains spectra of the stan-
dardisation samples measured on the ‘‘slave’’ instru-
ment; Xm=matrix which contains spectra of the
standardisation samples measured on the ‘‘master’’
instrument; X ;= ith column of the X matrix (it corre-
sponds to the responses of all samples at the ith wave-
length); X; = jth row of the X matrix (it corresponds
to the spectrum of the jth sample); Nw=number of
wavelengths; Ns=number of samples; N=Ns-Nw=
number of measurements in one X matrix.

2.1. Mathematical treatment

Step 1

All spectra from the standardisation set are trans-
formed by a first derivative mathematical treatment.
Those spectra will be used for wavelength adjustment
(steps 2t0 4).

2.2. Wavelength index correction

Step 2 (see Fig. 1a)

For each ‘‘master’’ instrument wavelength (i), a
spectral window (i—w,i +w) of neighbouring wave-
lengths on the ‘‘slave’” instrument is chosen, the cor-
relations between Xm ; and each Xs, (k from i—w to
i+w) are computed, and the ‘‘slave’’ instrument wave-
length from this window (m), for which the absorp-
tions Xs,, are most highly correlated with those
measured on the ‘‘master’’ instrument Xm ; is found.

Step 3 (see Fig. 1b)

To obtain a more precise estimation of the wave-
length at which the correlation is maximum, one fits a
quadratic model to the wavelength with the highest
correlation (m), and its two neighbouring wavelengths
(m—1landm+1):

Correlation=a+b-i+c-i* (1)
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Fig. 1. Graphical description of Shenk’s method (steps 2 to 6). a =step 2; b=step 3; c=step 4; d=step 5; e =step 6.

The different locations of the quadratic models
obtained for each spectral ‘‘master’” instrument wave-
length are considered as the ‘‘slave’’ wavelengths (i'),
that best match the corresponding master wavelengths

().

Step 4 (see Fig. 1¢)

A new quadratic model is fitted relating ‘‘master’’
wavelengths to their matching ‘‘slave’” wavelengths
(“‘slave’’ position)
i'=A+B-i+C-i* (2)
and definitive values for the ‘‘slave’’ wavelength (7)
corresponding to a ‘‘master’” wavelength (i) are
obtained.

2.3. Spectral intensity correction

In steps 5 to 8, the spectra without any mathematical
treatment (and not the first derivative spectra) are used.

Step 5 (see Fig. 1d)

Interpolations are performed to compute the
responses of the spectra measured on the “‘slave”
instrument at the wavelengths suggested by the quad-
ratic model (7). The Xs matrix after interpolation will
be referred to as Xs*.

(3)

fori=1 to Nw,

Xs* =Xs ; (computed by interpolation)
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Fig. 2. Spectra of the 3 standardization sets. a=STD1 set: 30 cells
with agronomic samples; b=STD2 set: 6 generic standards;
¢=STD3 set: 12 cells with pure organic and inorganic chemicals.

Step 6 (see Fig. le)

Spectral intensity correction is obtained by linear
regression of the responses of the ‘‘slave’’ instrument
at each shifted wavelength Xs ;* on the response of the
““master’’ instrument at the corresponding wavelength
Xm;.

1

Xm,=a(i) +bi) - Xs* 4)

where intercept (a) and slope (b) are computed for
each wavelength i.

Step 7

Wavelength by wavelength, the response of the
“‘slave’’ instrument is then adjusted with the corre-
sponding regression coefficients.

Xstd; =a(i) +b(i)-Xs* (5)

where Xstd is the Xs matrix after standardisation.

Step 8
The wavelength index and spectral intensity correc-
tion factors are stored in a standardisation file.

2.4. Transfer of spectra

Each spectrum obtained with the ‘‘slave’’ instrument
can be standardised by using the standardisation file of
step 8. To obtain the standardised spectra, the “‘slave’”
instrument wavelengths are shifted with the quadratic
model given by Eq. 2, in order to obtain the calculated
wavelength values. Interpolations are performed to
compute the responses of the spectra measured on the
““slave’’ instrument at the wavelengths suggested by
the quadratic model. Finally, these ‘slave’’ instrument
responses are corrected wavelength by wavelength
with the regression coefficients of the spectral intensity
correction matrix computed in step 6.

3. Experimental

NIRS instruments

The measurements are made on different spectrom-
eters. The NIRSystem 6500 monochromator of SHB is
referred to as the ‘‘master’’ instrument; The NIRSys-
tem 5000 monochromators of UK, DA and SP will be
referred to as the ‘‘slave’’ instruments. Before making
the measurements, the instruments have been checked
up and set up according to the diagnostic procedure of
ISI’s software: noise level, detector response and wave-
length accuracy [9].
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Table 1

(a) Name and composition of the standardization and prediction sets

Set name Description

STD1 30 sealed cups with agronomic products (ISI standardization set)
STD2 6 generic standards (4 from Labsphere + 2 made by SHB)
STD3 12 sealed cups with pure organic and inorganic products

HE 6 grass samples

MA 6 corn samples

CO 17 colza samples

(b) Studied variables for each agronomic samples

Agronomic samples

Studied variables

HE
MA
CO

Proteins, cellulose
Proteins, cellulose
Proteins, fat

Standardisation samples

Three different types of standardisation samples
were tested:

30 standardisation cells, made of different agro-
nomic products by InfraSoft International (ISI, Port
Mathilda, USA). These cells contain dried powders of
different products such as grass, corn, wheat, colza,
etc.... This standardisation set will be referred to as
STD1.

6 standardisation cells, which contain different
standards: 4 standards made by Labsphere, INC.
(North Sutton, USA), and 2 made in the Station de
Haute Belgique (Libramont, Belgium). These stan-
dards have very flat NIR spectra, but they cover a larger
range of O.D. than the former 30 samples. This stan-
dardisation set will be referred to as STD2.

12 standardisation cells, made by the Station de
Haute Belgique (Libramont, Belgium). These cells
contain different pure products (urea, glyceride,
butyric acid, polyethylene, ammonium carbonate,
starch, naphthalene, lactose, saccharose, calcium sul-
fate, citric acid, oxalic acid). These products have NIR
spectra which cover a larger range of O.D. than the
former 30 samples. This standardisation set will be
referred to as STD3.

Sample measurements

Before being measured by each “‘slave’” system, the
samples were measured once in SHB. The measure-
ments consist of 6 different sets of samples (see Table

1a). The STD1, STD2, and STD?3 sets contain stand-
ardisation samples, and the HE, MA, and CO sets con-
tain agronomic samples (HE=grass, MA=com,
CO =rapeseed) used as the prediction set. The studied
variables for all agronomic samples are summarized in
Table 1b.

For each sample, two spectra are measured to check
the repeatabilities. From these duplicates, the mean
spectra are calculated. These are used in the calcula-
tions. Trimming of spectra obtained with 6500 NIR-
Systems is done, to obtain the same wavelength range
(11002498 nm, step 2 nm) as the spectra obtained
with NIRSystems 5000. Spectra of each standardisation
set are plotted in Figs. 2a to 2c, and spectra of each
prediction set are plotted in Figs. 3a to 3c.

Software

Pretreatment of spectra, determinations of standar-
disation files, transfers of spectra, and statistical cal-
culations are performed with ISI’s software. Graphical
displays and further treatments of the results are per-
formed in Matlab 4.0. Conversion of data from ISI’s
software to MATLAB and vice versa are performed by
programs in QBASIC.

Calibration on the master instrument

For each set of agronomic samples, a calibration
model is built on the ‘‘master’” instrument in SHB. The
calibration equations obtained are used to estimate the
values of the studied variables given in Table 1b.
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Fig. 3. Spectra of the 3 prediction sets. a=HE set: 6 grass samples;
b=MA set: 6 corn samples; ¢ =CO set: 17 colza samples.

Details about those calibration models are given in
Table 2.

Standardisation

The root mean square errors RMSE (Egq. 6), the root
mean square errors corrected for bias RMSE(c) (Eq.
7) and the determination coefficients R® (Eq. 8)

between non-standardised spectra obtained on the
““slave’’ instruments and spectra obtained on the ‘‘mas-
ter’’ instrument are computed.

Nw Ns
Y Y (Xmy; — Xs;)?
i=1j=1

7 (6)

RMSE=

RMSE(c)

Nw Ns

Nw Ns 2
Y ¥ (Xmy —ij,-)z—l:z Y (Xmy; —ij,v)] /N

i=1j=1 -l

N—-1
(7N
Nw Ns Nw Ns Nw Ns
(2 ¥ (Xmy X5 — Y Y (Xmp) - ¥ Y (Xs;) /N)/(N— 1)
2 N=limt i=1j=1 =11
K 5 5
(8)

where S, and §; are the standard deviations computed
with all the values obtained on the ‘‘master’” and on
the “‘slave’’ instrument.

With the calibration equations built on the ‘‘master’’
instrument, prediction for the different variables is cal-
culated with the non-standardised spectra, and standard
errors of prediction SEP (Eq. 9) are computed. In the
literature, SEP gives usually the differences between
computed values and reference values. In this paper,
the SEP has a quite different meaning: in this case, the
reference values used are the values obtained with the
spectra measured on the ‘‘master’” instrument. In other
words, SEP gives the differences between values com-
puted with spectra obtained on the “‘slave’’ instrument
(standardised or not), and values computed with spec-
tra obtained on the ‘‘master’’ instrument.

Table 2

Calibration models: numbers of samples involved, means of the
values obtained, Standard error of calibration (SEC), and determi-
nation coefficient

Variables  Set Number of samples Mean SEC  R?

Proteins HE 564 1556 085 098
Cellulose HE 563 26.21 127 096
Proteins MA 482 778 043 090
Cellulose MA 449 2070 104 093
Proteins Cco 382 2247 056 094
Fat CO 354 4585 073 091




412 E. Bouveresse et al. | Analytica Chimica Acta 297 (1994) 405416

Table 3
Root mean square errors (microlog) for each prediction set and for
each “‘slave”” instrument

Before STD1 STD2 STD2' STD3

UK HE 5779 6579 7279 6740 9429
MA 6174 7618 8394 7848 11199
CO 6513 11126 10599 9332 8187

SP HE 8737 1460 5395 5875 10484
MA 8435 1169 5439 5898 11130
CO 14004 9148 12349 12428 11292
DA HE 4043 2659 6664 6948 13693
MA 3703 1957 6164 6119 14786
CO 10660 9437 15974 16255 17913

Table 4

Root mean square errors corrected for bias (microlog) for each
prediction set and for each ‘‘slave’’ instrument. () indicates
acceptable RMSE(c) values

Before STD1  STD2  STD2’ STD3

UK HE 5306 4457 4966 4619 6072
MA 4867 4113 4590 4213 6331

CO 5300 6274 8164 7315 7830

SP HE 2157 453% 5738 4451 3663
MA 2115 508 4231 4503 5873

co 7053 5575 4314 7333 6551

DA HE 3518 1770 5237 4923 8316
MA 3583 1748 5601 5144 9037

CcO 7676 6301 11844 9695 10538

Table 5

Determination coefficients between spectra obtained on the ‘‘mas-
ter’” instrument and spectra obtained on the *‘slave’’ one, before and
after standardization

Before STDI1 STD2  STD2’ STD3

UK HE 09982 09998 0.9984 0.9985 0.9984
MA  0.9982 09998 0.9984  0.9986 0.9984
CO 09998 09998 0.9997 0.9997 0.9997
SP HE 0.9999  1.0000 0.9997 0.9999 0.9994
MA 09999 1.0000 0.9996 0.9998 0.9992
CO 09996 09999 0.9995 0.9997 0.9999
DA HE 09996 09998 0.9987 0.9992 0.9982
MA 09995 0.9999 09984 0.9991 0.9982
CO 09999 09999 0.9988 0.9993 0.9998

2( Yo — Ypred)2

9)
/s (

SEP=

where Y,, are the values of the variables to be predicted
(e.g., concentrations ), obtained with the spectra meas-
ured on the ‘‘master’” instrument, where Y, are the
values of the variables to be predicted, obtained with
the ‘‘spectra’’ measured on the ‘‘slave’” instrument,
with or without standardisation.

Four different standardisations are computed: the
first three involve the complete method of Shenk and
one of the three sets of standardisation samples, and
the last one involves the STD2 set of standardisation
samples, and Shenk’s method without the wavelength
adjustment (this standardisation will be referred to as
STD2’). This is due to the fact that this wavelength
adjustment uses derivative spectra, and in the case of
the samples of the STD2 set, which have very flat NIR
spectra, derivative spectra will not contain any infor-
mation.

After all standardisation files are computed, RMSE,
RMSE(c), and determination coefficients (R?)
between standardised spectra and spectra obtained on
the ““master’’ instrument are computed. With the cali-
bration equations built on the ‘‘master’’ instrument,
prediction for the same variables is calculated with the
standardised spectra, and standard errors of prediction
(SEP) are calculated and compared to those obtained
with the non-standardised spectra.

4. Results and discussion

Before we describe the results, it should be noted
that all the instruments are 5000 and 6500 NIRSystems
and therefore very similar. The results and the conclu-
sions should be interpreted in that context. It is probable
that transfer between more different instruments would
lead to other conclusions.

The results concerning RMSE, RMSE(c), and cor-
relation coefficients between spectra obtained in SHB
and spectra obtained in UK, SP, DA (non-standardised
and standardised with the 4 different sets) are sum-
marized in Tables 3, 4 and 5. The values with star in
Table 4 are acceptable RMSE(c) values for standar-
dised spectra (values under 2000 ulog).

To test the predictive ability, SEP are given for each
test set (HE, MA, CO) measured in UK, SP, and DA
(Tables 6-8). SEC obtained on the master instrument
are given for comparison. The SEP obtained should be
smaller than half the corresponding SEC: if SEP is
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Fig. 4. Comparison between the CO and STD1 sets.

larger or of the same order of magnitude, standardisa-
tion is not useful.

Standardisation with the 30 agronomic samples
gives the best results: this must be due to the fact that
the 30 samples are of the same nature as the samples to
be predicted, and that the 30 spectra have a similar
optical density (O.D.) range as the HE and MA spectra.
Fig. 4 shows that the CO spectra are in a different O.D.
range compared to the 30 standardisation samples. The
bad results obtained with CO samples can be explained
by the different natures of the samples, but can also be
due to the fact that one is measuring in different O.D.
ranges. This was in fact the reason for trying to use
generic standards, which cover a wider O.D. range.

Standardisation with STD2' gives results, which are
not as good as those obtained with STD1; RMSE(c¢)
and R? coefficients are not good, SEP are average.

0.26

0.2+

0.19 z L < c L . L
1450 1500 1550 1600 1650 1700 1750 1800 1850

Fig. 5. Comparison of the spectra of one corn sample (MA set)
obtained with the ‘‘master’” instrument, with the *‘slave’’ instrument,
and transfered with one of the three STD sets.

Standardisation with the STD2 set gives results
which show only small differences with the STD2' set.
This proves that wavelength shifts between those NIR-
Systems are very small.

Standardisation with the STD?3 set gives bad results:
spectra after standardisation are often more different
than before.

Fig. 5 represents a zoomed part of spectra from one
sample of the MA set in order to show how similar the
standardised spectra are to the spectra obtained on the
‘‘master’’ instrument.

Figs. 6a and 6b show the mean of the differences and
the standard deviation of the differences between spec-
tra obtained in SHB and in SP for the MA, HE, CO and
STD1 sets. Those two figures show that the mean and
the standard deviation of the differences between SHB
and SP for CO and STD1 are very different. This could
be due to the different O.D. ranges of the two sets. The
comparison of MA and HE with STD1 seems to con-
firm this assumption: thus, the mean and the standard
deviation of the spectra from MA, HE, and STD1 are
very close together, and those three sets are exactly in
the same O.D. range. This could explain the results
obtained in Tables 3, 4 and S. Differences between
spectra from one instrument to another seem to depend
on the O.D. range, where the spectra are located.

Figs. 7 and 8 show the mean of the differences and
the standard deviation of the differences between spec-
tra obtained in SHB and in SP for the MA, HE, CO and
STD2 sets (Fig. 7a-b), and for the MA, HE, CO and
STD3 set (Fig. 8a-b). The curves corresponding to the
STD2 and STD3 sets are very far from those of the HE,
MA, and CO sets, and standardisations with STD2 and

Table 6
(a) Standard errors of prediction (proteins) for the HE set

SEC Before Std1 Std2 Std2’ Std3
UK 0.85 0.66 0.21 0.35 0.45 1.18
SP 0.85 0.37 0.14 0.73 0.69 1.68
DA 0.85 0.53 0.45 1.38 047 3.87

(b) Standard errors of prediction (cellulose) for the HE set

SEC Before Std1 Std2 Std2’ Std3
UK 1.27 0.45 0.21 0.93 0.48 7.07
SP 1.27 117 0.35 1.02 0.52 0.85
DA 1.27 0.49 0.34 0.82 0.95 1.16
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Fig. 6. Mean and standard deviation of the differences between spec-
tra obtained in SP and in SHB for the samples of the MA, HE, CO,
and STD1 sets. a=Mean; b = standard deviation.

STD3 do not give good results, as indicated in Tables
3,4 and 5.

In other words, if one computes differences between
instrumental responses of two systems with standardi-
sation samples located in one O.D. range, and if those
differences are then used to standardise spectra located
in a second O.D. range different from the former, the
results obtained will not be acceptable. Differences
between spectra obtained on two different instruments
depend probably on the O.D. ranges, where the spectra
are located.

When standardisation samples are in the same O.D.
range as the samples to be predicted, the standardisation
parameters computed should give good results. Nev-
ertheless, some unexpected problems might appear: in
Fig. 6a, the curve corresponding to the STD1 set is
quite the same as those of the MA and HE sets, but it
is shifted to the top: this means that spectra of the STD1
set showed smaller differences than samples of the MA

and HE sets. It should be noticed that this systematic
bias (it does not depend on the wavelength) influences
the RMSE, which is significantly larger than the
RMSE(c). However, the standard errors of prediction
after standardisation with the STD1 set are not influ-
enced by this bias, because the calibration models
developed to predict the studied values involve first
derivative spectra, which removes constant shifts in
absorbency. However in some NIR applications, one
uses the raw spectra to build the calibration model. In
this case, the bias would give erroneous prediction val-
ues.

The presence of this bias proves that attention should
be paid to the standardisation samples chosen, and
although the standardisation and prediction samples are
of the same nature, some unexpected differences might
appear.

To explain the presence of this bias, some hypotheses
can be advanced:

0.04p
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STD2 set
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Fig. 7. Mean and standard deviation of the differences between spec-
tra obtained in SP and in SHB for the samples of the MA, HE, CO,
and STD2 sets. a=Mean; b = standard deviation.
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Fig. 8. Mean and standard deviation of the differences between spec-
tra obtained in SP and in SHB for the samples of the MA, HE, CO,
and STD3 sets. a = Mean; b= standard deviation.

hypothesis 1: different evolutions of the products
over time (different modifications of their composi-
tions).

hypothesis 2: different contributions of the cells used
(the cells used from standardisation set and prediction
set are not exactly the same).

hypothesis 3: temperature variations between meas-
urements of the standardisation and prediction set.

The last hypothesis is improbable, because the time
required for each analysis is very short (a few seconds
for each sample), and because all sets are analysed one
after the other: in this case, such an important shift is
almost impossible.

To explain the presence of the bias, hypothesis 1,
hypothesis 2, or a combination of those two seems to
be more suitable, than hypothesis 3. There is probably
a modification of the amount of water in the samples
to be predicted between the measurements made in
SHB and in SP. Thus, Fig. 6a shows some fluctuations

Table 7
(a) Standard errors of prediction (proteins) for the MA set

SEC Before Std1 Std2  Std2’ Std3

UK 0.43 0.40 0.12 0.95 0.04 1.24
SP 0.43 0.23 0.10 089 0.4 57
DA 0.43 0.39 0.22 158  0.69 7.65

(b) Standard errors of prediction (cellulose) for the MA set

SEC Before Std1 Std2  Std2’ Std3

UK 1.04 0.47 0.30 038  0.60 2.89
SP 1.04 0.74 0.15 0.85 0.38 245
DA 1.04 0.92 0.33 122 0.61 1.72
Table 8

(a) Standard errors of prediction (proteins) for the CO set

SEC Before Std1 Std2 Std2’ Std3
UK 0.56 0.97 1.33 0.37 0.15 0.99
SP 0.56 0.95 1.08 2.65 1.13 1.20
DA 0.56 0.51 1.23 4.23 2.08 1.93

(b) Standard errors of prediction (fat) for the CO set

SEC Before Std1 Std2 Std2’ Std3
UK 0.73 1.30 0.64 1.14 0.74 6.79
SP 0.73 0.64 141 0.52 1.06 4.16
DA 0.73 0.54 0.95 2.15 1.20 5.54

of the bias between standardisation and prediction sam-
ples. Moreover, Fig. 6b shows humps at 19002000
nm for the spectra to be predicted, but no hump for the
standardisation samples is present. In fact, those dif-
ferent origins of the amount of water are probably due
to the fact, that standardisation samples are in cells, but
prediction samples are in normal cups (they are more
sensitive to external variations). As can be seen here,
different evolutions of the samples do not lead to a
constant bias, but to local variations at particular wave-
lengths. This remark shows that hypothesis 2 seems to
be improbable to explain the origin of the bias.

5. Conclusions

Differences between spectra obtained on two differ-
ent instruments depend probably on the O.D. ranges,
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where the spectra are located. If the standardisation
samples used to correct differences between instru-
ments are very different from the samples of the pre-
diction set, and particularly if the differences between
““master’’ and ‘‘slave’’ instruments in the same spectral
region are different in the standardisation set compared
to the prediction set, this could lead to poor predictions.

It appears that one needs standardisation samples
which cover exactly the same O.D. range as the predic-
tion samples. In this case, the best standardisation set
used to standardise spectra from one prediction set
should be the prediction set itself, or a representative
subset of it. Another possibility could also be to find
standardisation samples which cover exactly the same
range for each spectral region, but to know in which
region they are, one needs to remeasure some samples
on the ‘‘master’’ instrument to compute the differences.
If some samples have to be remeasured, standardisation
with subset selection seems to be a better choice.

If we decide that products very similar to the predic-
tion samples (e.g., grass samples to predict other grass
samples) can be used for standardisation without any
remeasure of prediction samples on the ‘‘master’”’
instrument, some problems might appear: in this paper,
it is shown that a systematic bias can surface, although
the products used in the two sets (standardisation and
prediction) are very similar. If possible to remeasure
some samples on the ‘‘master’’ instrument, this is to be
recommended. In that case, as said higher, standardi-
sation with subset selection has to be applied, since no
systematic unexpected difference between standardi-
sation and prediction sets will occur with this method.

In case of standardisation samples different from
those used for prediction, a good compromise has to be
found, between too similar standardisation samples
(which could only be applicable for the prediction of
particular samples) and too different standardisation
samples (which could lead to bad standardisations).

Acknowledgements

We would like to thank I. Murray (SAC Aberdeen,
UK), A. Garrido-Varo (Escuela Tecnica Superior de
Ingenieros Agronomos y de Montes, Cordoba, Spain)
and L.K. Sgrensen (Steins Laboratorium, Albertslund,
Denmark), participants of QUEST, for NIRS measure-
ments.

References

[1] Y. Wang and B.R. Kowalski, Anal. Chem., 65 (1993) 1301.

[2] Y. Wang, D.J. Veltkamp and B.R. Kowalski, Anal. Chem., 63
(1991) 2750.

[3] Y. Wang, M.J. Lysaght and B.R. Kowalski, Anal. Chem., 64
(1992) 562.

[4] 1.S. Shenk and M.O. Westerhaus, Crop Sci., 31 (1991) 1694.

[5] J.S. Shenk, M.O. Westerhaus, U.S. Pat., 4866644, Sept 12
(1989).

[6] M. Forina, C. Armanino and R. Giangiacomo, in Hildrum,
Isaksson, Naes, Tandberg (Eds.), Near Infrared Spectroscopy,
Ellis Horwood, Chichester, 1992.

{7] M. Forina, G. Drava, C. Armanino, R. Boggia, S. Lanteri, R.
Leardi, Chemom. Intell. Lab. Syst., in press

[8] P. Dardenne, R. Biston, in R. Biston and N. Bartiaux-Thill
(Eds.), Proc. Third International Conference on Near Infrared
Spectroscopy, Agric. Res. Centre Publ., Belgium, 1991, p. 655.

[9] J.S. Shenk, in R. Biston and N. Bartiaux-Thill (Eds.), Proc.
Third International Conference on Near Infrared Spectroscopy,
Agric. Res. Centre Publ., Belgium, 1991, p. 649.



EVIER

Analytica Chimica Acta 297 (1994) 417—425

ANALYTICA
CHIMICA
ACTA

Possibilities for graphic representation of multifactor simplex
optimisation

A. Lopez Molinero

Analytical Chemistry Department, Faculty of Sciences, University of Zaragoza, 50009 Zaragoza, Spain.

Received 10 November 1993; revised manuscript received 6 May 1994

Abstract

The progress of a multifactor simplex optimisation algorithm has been plotted in a visual mode, after a reduction
in the number of factors using the statistic principal component analysis method. The effectiveness of the proposed
graphic representation has been evaluated when applied to simplex previously published optimisation methods such
as: colorimetric determination of cholesterol, flow-injection spectrophotometric determination of promethazine and
synthesis of an industrial pyrazolone. The procedure has also been applied to develop new experimental analytical
methods like the determination of arsenic trichloride by inductively coupled plasma atomic emission spectrometry.

Keywords: Principal component analysis; Graphic representation; Multifactor simplex optimisation

1. Introduction

The simplex method is a general procedure for
optimisation of mathematical functions. A de-
duced alternative that has been widely accepted
by analytical chemists [1,2] was devised by Spend-
ley et al. [3] and modified by Nelder and Mead
[4]. This useful algorithm is known as the modi-
fied simplex method (MSM). The method is based
on a direct sequential search procedure and works
with the displacement of a geometric figure, de-
fined by a number of points equal to one more
than the number of variables in the optimisation
process, and is carried out according to a set of
logical rules, consisting of reflection, expansion,
contraction and massive contraction of the geo-
metric figure. The efficiency and simplicity of this
modification have been fundamental for its gen-

eral application to develop new analytical meth-
ods, in particular in atomic spectroscopy [5-8]

The simplex optimisation process can be sub-
stantially understood by mapping the progress of
the procedure. Application of this technique,
however, is only possible when the response func-
tion depends on one or two factors.

In this article, the ability of a multifactor sim-
plex modified algorithm to converge to the opti-
mum is visualised. The procedure is based on
mapping the progress of the simplex over the
surface response. The initial variables of the sim-
plex are reduced to two new factors, using the
principal component analysis (PCA) method. The
factors involved are the first principal component
(PC1) and the second principal component (PC2)
vectors. If the response is superimposed over the
plane defined by PC1 and PC2, a two-dimen-

0003-2670/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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sional graph is obtained, representing the search
for the optimum in a multifactor simplex.

This response surface determination strategy
produces information describing not only the
variable coordinates for the optimum but also
makes it possible to obtain more information
about a system than is obtained by simplex search.

2. Experimental

PCA was applied using the commercial soft-
ware package Systat 2.0 (Systat Program Version

2.0) running on an Apple Macintosh LC.

The modified simplex method was pro-

Table 1

grammed using Basic, a language according to
the theory of Nelder and Mead [4]. It runs on an
IBM PC-AT microcomputer.

2.1. Factors reduction procedure

The experimental vertices, obtained from ap-
plying the modified simplex algorithm to an opti-
misation experience, are evaluated by PCA. From
this study, the number of variables can be re-
duced to two new factors that are the eigenvec-
tors of the correlation matrix of the original data.
Working with this matrix a more general result is
obtained and the differences of the original data
are normalised. The eigenvectors are PCl and

Experimental data of the simplex optimisation for the cholesterol determination according to Ref. [9] and results of the PCA

Experimental vertices of the simplex Response New-reduced-vertices Denomination
Var. A Var. B Var. D Var. E Tot. Res Factor 1 Factor 2 Vertex
8.300 25.000 25.000 50.000 47.800 -1.754 —-1.950 A
23.800 35.900 35.900 57.300 72.400 —1.353 —-1.387 B
11.900 71.300 35.900 57.300 88.600 -0.894 0.380 C
11.900 35.900 71.300 57.300 95.600 0.241 -0.952 D
11.900 35.900 35.900 80.900 91.500 -0.085 —1.536 E
21.500 64.500 64.500 76.400 94.900 0.708 0.202 F
4.800 67.900 67.900 78.600 90.900 1.336 0.435 G
9.600 59.900 59.900 74.000 95.500 0.693 -0.027 H
15.600 26.900 79.900 87.000 92,200 1.671 —1.531 1
17.500 57.700 101.900 66.500 0.000 1.741 0.381 J
13.300 41.400 52.400 70.100 95.300 0.070 -0.999 K
12.500 74.000 44.200 51.900 99.200 -0.812 0.647 L
11.000 97.600 26.300 34.400 56.200 —2.054 1.737 M
16.700 84.000 39.200 78.900 90.200 0.085 0.863 N
13.100 47.900 63.300 62.700 95.800 0.203 —0.499 O
20.600 54.000 52.300 56.600 89.600 —0.606 —-0.299 P
12.300 58.400 58.000 69.600 97.500 0.367 —-0.095 Q
16.500 81.100 62.600 60.300 97.800 0.165 1.130 R
5.800 66.200 49.500 45.900 90.100 —0.749 0.388 S
17.500 65.000 60.800 68.800 96.800 0.349 0.253 T
16.200 91.300 49.500 62.600 96.700 —-0.167 1.464 U
18.800 73.900 71.300 78.700 96.100 1.168 0.730 w
14.200 74.000 50.900 58.600 93.000 —0.323 0.667 X
Eigenvalues (higher than 1.0) Rotated loadings (Varimax) Percent of total variance explained
Num. 1 Num. 2 Variable Factor 1 Factor 2 Factor 1 Factor 2
1.681 1.014 Var. A 0.122 0.013 36.713 25.636
Var. B —0.104 0.984
Var. D 0.890 0.041
Var. E 0.807 —0.236
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PC2, the first and second principal component,
respectively. The scores of the first two principal
components are obtained for all the experimental
vertices and these are the new coordinates of the
vertices. That is, each vertex of the simplex previ-
ously defined by n variables, is redefined by only
two new variables or factors (the scores).

2.2. Graphic presentation

The simplex optimisation search for n factors
can be plotted in a three-dimensional graph when
the response is plotted versus the two new vari-
ables (PC1 and PC2). Alternatively, the contour
plot of the response versus the two new variables
can be obtained. This latter has been selected in
this work, and so characteristic map figures or
iso-response contour diagrams will be shown. The
map-figures are obtained using the graphic mod-
ule of the Systat 2.0 package, which uses spline
fits.

3. Results and discussion

The proposed method for two-dimensional
graphic representation of the simplex optimisa-
tion search has been applied to four samples of
the bibliography.

The first case we have considered is the colori-
metric determination of cholesterol in blood
serum according to Ref. [9].

Morgan and Deming have evaluated the po-
tential of the modified simplex method for the
determination of total cholesterol in blood serum
carried out following the procedure of Carr and
Drekter [10]. In this method the absorbance,
measured at 630 nm, is a function of five factors.
Factorial designs, however, have been previously
used to evaluate the relative significance of the
factors, and only four of the five factors (A,
solvent; B, dehydrating reagent; D, color reagent
and E, color development time) were chosen as
having the most significant effects on the re-
sponse function.
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Fig. 1. Evolution of the response for cholesterol determination during the search of the fourth-dimensional simplex when plotted in
contour map.
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The experimental vertices obtained from the
application of the modified simplex optimisation
[9] are shown in Table 1.

When PCA is applied to this experiment, two
important facts are obtained:

(i) The experimental variables are reduced to
two new factors (vectors PC1 and PC2). In the
example considered, the redefined variables re-
tain 36.7 and 25.6%, respectively, in the initial
variance of the data. The experimental vertices of
the simplex can now be redefined by the values of
the scores on PC1 and PC2 presented in Table 1.

(i) The relative significance of the initial n-
variables on the response can also be evaluated
by the loadings or correlation coefficient between
the factors and the stated component. Therefore,

Table 2

A. Lopez Molinero / Analytica Chimica Acta 297 (1994) 417-425

in the first principal component, the factors D
and E give the highest loadings with 0.890 and
0.807, respectively. The second principal compo-
nent is highly influenced by factor B, with a
loading of 0.984.

In Fig. 1 the evolution of the 4-factors experi-
mental simplex can be followed through the
progress of the new vertices (i.e., from vertex A
to vertex X). The vertices are superimposed on a
contour map, which represents the iso-response
curves of the function.

The observations of the results of this proce-
dure (reduction in the number of variables and
graphic representation) permit us to reach the
following conclusions for the example considered:

(i) The optimum direction for the simplex

Experimental data of the simplex optimisation for the determination of promethazine hydrochloride reported in Ref. [11] and

results of the PCA

Experimental vertices of the simplex Response New-reduced-vertices Denomination
Coil length _ Flowrate  [H,80,]  [Ce(v)]  Absorbance  Fo o0 Factor2  Vertex
45.000 4.100 0.100 0.357 0.168 —0.867 —2.468 A
87.000 4.231 0.264 2.310 0.360 —0.028 1.442 B
55.000 4.231 0.264 8.500 0.462 —0.891 —1.019 C
55.000 4.231 0.794 2.310 0.384 1.388 —0.654 D
55.000 4.655 0.264 2.310 0.384 —1.789 0.129 E
81.000 4.574 0.694 7.350 0.312 0.212 2.417 F
68.000 4.408 0.485 4.930 0.401 -0.178 0.674 G
72.000 4.306 0.358 3.430 0.447 -0.208 0.562 H
67.000 4.334 0.393 3.840 0.465 —0.265 0.282 I
64.000 4.507 0.100 6.420 0.453 —2.030 0.334 J
63.000 4.460 0.219 5.710 0.462 —1.435 0.209 K
71.000 4.100 0.406 8.790 0.378 0.267 0.200 L
63.000 4.250 0.511 5.350 0.504 0.266 —0.159 M
62.000 4.146 0.657 5.170 0.507 1.097 —0.420 N
74.000 4.437 0.662 0.728 0.180 0.712 1.328 (0}
60.000 4.289 0.376 6.400 0.534 —0.450 —0.385 P
58.000 4.311 0.525 6.790 0.537 —0.017 —0.345 Q
65.000 4.100 0.681 6.400 0.534 1.305 -0.275 R
66.000 4.100 0.720 6.580 0.498 1.456 ~0.159 S
58.000 4.100 0.589 6.580 0.504 0.837 -0.911 T
60.000 4.166 0.567 6.230 0.534 0.618 —0.583 U

Eigenvalues (higher than 1.0)

Rotated loadings (Varimax)

Percent of total variance explained

Num. 1 Num, 2 Factor 1 Factor 2 Factor 1 Factor 2
1.371 1.184 Coil length 0.183 0.892 30.437 29.880
Flow rate -0.615 0.602
[H,SO,] 0.896 0.194
[Ce(IV)] 0.065 0.015
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search is easily determined. The first steps pro-
vide a fast direction for convergence to optimum,
but during the last steps the convergence is slow.

(ii) The nature of the optimum is obtained.
The vertex L is located near the maximum (not
local maximum) of the domain studied.

(iii) We can visualise two regions of maximum
response (value 100), one characterised by high
values of Factor 1 and low values of Factor 2 and
another by high values of Factor 1 and Factor 2.

Sultan and Suliman [11] have published the
application of super modified simplex optimisa-
tion to the flow-injection spectrophotometric de-
termination of promethazine hydrochloride in
drug formulations. The method involves the use
of Ce(1V) to oxidize promethazine in sulphuric
acid media to yield a reddish coloured com-
pound. Its absorbance at 515 nm was monitored.
Keeping the sample loop size constant at 110 wl,
the other variables such as reaction coil length of
the FIA mounting, cerium(IV) concentration, sul-
phuric acid concentration and flow rate parame-
ters, were optimised.

The progress of the simplex can be seen from
the values in Table 2. After application of the
PCA method to the coordinates of the experi-
ments, the four initial variables are reduced to
two new factors (PC1 and PC2). The first and
second principal component retain 30.4 and
29.9%, respectively, in the initial variance of the
data.

Sulphuric acid concentration has a great influ-
ence on the first principal component, with a
loading factor of 0.896, and over the second prin-
cipal component the reaction coil length has the
greatest influence, with a loading factor of 0.892.

Table 2 also offers the coordinates of the
experimental vertices, redefined by the scores of
PC1 and PC2 vectors. Their graphic representa-
tion (see Fig. 2) over the iso-response contour
lines (iso-response contour map) shows certain
interesting trends of the simplex search.

The simplex searches from the initial point:
vertex A to vertex U. First, the progress is fast
and is directed to a maximum at the response
value of 0.5. This maximum is located next to

} HOLOvV3

FACTOR 2

Fig. 2. Contour diagram for the evolution of the response during the search for the fourth-dimensional simplex of the promethazine

hydrochloride determination.
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values of 0.0, for Factor 1 and Factor 2. However,
this seems a local maximum, and an exploration
of the region with positives values for PC2 (from
0.7 to 3) and negatives for PC1 (from —0.3 to
—3) can provide useful information (higher val-
ues of the response).

From this experiment we can conclude that a
maximum has been located but the simplex also
indicates the presence of a maximum at other
values of variables, for instance, at greater reac-
tion coil length than the one used.

Lazaro et al. [12] have studied the optimisation
of the synthesis of an industrial pyrazolone. The
yield of the reaction depends on time of
methanolysis (factor Time 1); temperature of the
second step of reaction (factor Temperat); time
of reaction of the third step (factor Time 3);
temperature of the prior reaction (factor Temper
4); volume of acetic acid (factor Cataliz.) and
chlorohydrate to p-nitroaniline molar ratio (fac-
tor Ratio mol).

Table 3

In Table 3 the coordinates of the experiments
obtained from reference data are given.

Application of PCA to the previous data found
six new variables, which retain each 16.7% of the
initial variance of the data. The factor Time 1,
therefore, most influences PC1 with a loading of
0.972, and the factor Temperat most influences
PC2 with a loading of 0.987, and so on.

The results of the simplex progress from vertex
A to vertex L given in Fig. 3 indicate that the
yield increases towards positive values of PC1 (as
the reaction time increases) and towards moder-
ate positive values of PC2 (as the Temperat fac-
tor increases).

This is a particular example where the initial
variables are not interconnected, and it is not
possible to reduce the initial set of variables. This
is confirmed by the correlation matrix of the
original data, which presents very low values of
correlation coefficients between variables. In this
matrix the highest correlation coefficient is 0.300.

Experimental data of the simplex optimisation for synthesis of an industrial pyrazolone reported in Ref. [12] and results of the PCA

Experimental vertices of the simplex Response  New-reduced-vertices Denomination
Time 1 Temperat. Time3  Temper.4  Cataliz.  Ratio mol Yield Factor 1  Factor 2 Vertex
30.000  45.000 15.000 51.000 0.000 1.600 76.000 -1.110 —-0.573 A
156.000  48.000 21.000 48.000 20.000 1.500 93.000 2.409 0.248 B
57.000  58.000 21.000 48.000 20.000 1.500 60.000 —0.338 2.340 C
57.000  48.000 42.000 48.000 20.000 1.500 87.000 —0.855 0.167 D
57.000  48.000 21.000 37.000 20.000 1.500 80.000 —0.888 0.217 E
57.000  48.000 21.000 48.000 90.000 1.500 50.000 —0.433 —0.202 F
57.000  48.000 21.000 48.000 20.000 1.150 66.000 —0414 —0.038 G
71.000  50.000 24.000 46.000 2.000 1.450 76.000 -0.171 0.652 H
86.000  38.000 27.000 45.000 7.000 1.400 78.000 0.022 —2.043 I
95.000  44.000 21.000 44.000 2.500 1.830 68.000 0.361 -0.515 J
86.000  45.000 27.000 45.000 6.800 1.660 75.000 0.073 —-0.372 K
142.000  47.000 39.000 39.000 25.000 1.400 95.000 1.344 0.118 L
Eigenvalues (higher than 1.0) Rotated loadings (Varimax) Percent of total variance explained
Num. 1 Num. 2 Variable Factor 1 Factor 2 Factor 1 Factor 2
1.735 1.343 Time 1 0.972 —-0.075 16.676 16.649
Temperat. -0.072 0.987
Time 3 0.149 -0.040
Temper. 4 -0.159 0.064
Cataliz. —-0.022 0.101
Mol. ratio 0.021 —0.064
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Chlorides of certain elements are gaseous.
Those compounds constitute a new alternative
for gaseous sample introduction in atomic spec-
troscopy. Therefore, the reaction of arsenic(III)
with chloride ions in strong sulphuric acidic me-
dia has been recently reported [13]. The subse-
quent volatile chloride generated has been swept
to an inductively coupled plasma (ICP) spectrom-
eter and arsenic has been determined. The exper-
imental variables for arsenic trichloride determi-
nation by ICP-atomic emission spectrometry
(AES) have been optimised by the MSM method.

The arsenic emission signal to background sig-
nal ratio has been optimised as a function of the
following factors: HCl concentration (HCl factor);
H,S0, concentration (H,SO, factor); the flow of
the acids (factor Ac. Flow) and the carrier gas
flow (factor Gas Flow).

Table 4 shows the vertices, obtained from the

four-factors simplex optimisation, for the analyti-
cal determination of arsenic and the values of the
vertices in the new coordinates are also gathered.
The study of this optimisation by PCA shows that
the two new variables, PC1 and PC2, explain 40.3
and 25.4% of the initial variance, respectively.
PC1 is correlated with the factors Gas flow and
Acid flow, which presents a loading of 0.928 and
0.853, respectively. PC2 is influenced by HCI and
H,SO, concentration, with a loading of 0.971 and
0.851, respectively.

The simplex evolution can be seen in Fig. 4,
from point A up to point S. Interesting conclu-
sions can be deduced for this example. First, the
optimisation progresses slowly to point F. From
here, the evolution is towards the optimum. Two
maxima are found, one in front of the other. The
first one is characterised by low PC2 values and
the second by positive values (i.e., for high and

Table 4
Experimental data of the simplex optimisation of arsenic chloride determination by ICP-AES and results of the PCA
Experimental vertices of the simplex Response New-reduced-vertices Denomination
[HCI] [H,S0,] Acid flow Gas flow Em. signal Factor 1 Factor 2 Vertex
50.000 50.000 4.000 0.500 0.000 —1.061 —0.604 A
50.000 10.000 8.000 0.500 3.200 —0.478 —1.716 B
50.000 80.000 4.000 1.000 0.000 —0.870 —0.839 C
66.700 80.000 4.000 1.000 4.000 —0.858 0.254 D
66.700 10.000 4.000 1.000 4.833 —1.090 —0.090 E
10.000 10.000 4.000 0.500 4.100 —-1.603 2.020 F
83.300 10.000 6.000 1.000 7.625 —-0.496 0.857 G
66.700 10.000 6.000 1.000 5.889 —0.509 —0.236 H
66.700 80.000 6.000 1.500 10.500 0.261 0.184 I
50.000 90.000 7.000 2.000 8.500 0.962 —0.996 J
66.700 95.000 7.000 2.000 10.750 0.916 0.031 K
66.700 90.000 10.000 2.000 15.000 1.845 —0.245 L
66.700 90.000 7.000 2.000 14.500 0.974 0.097 M
66.700 90.000 7.000 2.000 22.500 0.974 0.097 N
83.300 95.000 7.000 2.000 19.000 0.928 1.125 O
50.000 10.000 7.000 2.000 23.500 0.846 —-1.128 P
10.000 10.000 7.000 2.000 14.600 0.883 2.153 Q
66.700 10.000 5.000 0.800 17.600 —1.014 —0.186 R
50.000 90.000 4.000 1.350 19.000 —0.609 —0.860 S
Eigenvalues (higher than 1.0) Rotated loadings (Varimax) Percent of total variance explained
Num. 1 Num, 2 Variable Factor 1 Factor 2 Factor 1 Factor 2
1.864 1.215 Gas flow 0.928 0.103 40.256 25.367
Acid flow 0.853 —-0.091
HCI 0.012 0.971

H,S0, 0.143 0.232
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Fig. 3. Contour diagram for the evolution of the response during the progress of the sixth-dimensional simplex of the synthesis of
an industrial pyrazolone.

} HOLOv+

FACTOR 2

Fig. 4. Contour diagram for the evolution of the response during the progress of the fourth-dimensional simplex, of arsenic chloride
determination by ICP-AES.
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low HCI acid concentration). This duality is ex-
plained experimentally because the HCI concen-
tration enrichment produces more arsenic
trichloride volatilization, but also because the
background signal is increased.

4, Conclusions

The graphic representation of the progress of
the n-dimensional simplex algorithm, in only two
dimensions and over the iso-response contour
diagram, is possible if the initial n-variables are
reduced to two new factors. This is done by
applying PCA. This strategy provides more infor-
mation than is obtained by simplex search. In the
cases considered, the simplex evolution has been
shown very clearly. The final step was observed
more easily and the influences of the variables
were detected.
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Abstract

In the framework of electrochemical investigations on the synergetic adsorption of mixed ligand complexes at the
mercury drop electrode, a cathodic stripping voltammetric method for the determination of copper(II) as mixed
ligand complex with 1,10-phenanthroline (Phen) and tributylphosphate (TBP) in aqueous solutions was examined.
The measurements were based on the accumulation of the copper—phenanthroline complex on the mercury drop
surface covered with a layer of TBP molecules. The copper reduction response is strongly enhanced due to the
formation of a mixed complex which is very hydrophobic and, therefore, strongly adsorbs at the electrode surface.
The effect of various parameters (pH, metal and ligand concentrations, time and potential of accumulation) on the
reduction process is examined. The voltammetric procedure was then applied to the detection of copper in natural

water samples.

Keywords: Stripping voltammetry; Copper—phenanthroline—tributylphosphate complex; Mixed ligands

1. Introduction

Synergy as a term was used for the first time in
solvent extraction to describe a manifold en-
hancement of the uranium extraction from aque-
ous solution by dialkylphosphoric acid in an or-
ganic phase with a neutral organophosphorus
compound [1]. The basic condition for the syner-
getic effect is a substitution of the remaining
water molecules from the coordination sphere of

* Corresponding author.

a central metal ion with a neutral donor molecule
making it in that way very hydrophobic. From an
electrochemical point of view, the organic phase
can be very successfully replaced by the hy-
drophobic mercury drop electrode surface and
the effect is called synergetic adsorption [2-4].
The phenomenon was established in experiments
with uranyl ion and confirmed with molybdenum
(5] and palladium [6] mixed ligand complexes.

A conventional method for the determination
of copper is anodic stripping voltammetry either
by a mercury drop electrode or a thin film mer-
cury electrode as working electrodes [7-10]. Re-
cently, cathodic stripping voltammetric proce-

0003-2670/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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dures based on the accumulation of copper(II)
complexes with organic ligands [11-15], are de-
veloped. The present investigations are based on
the formation of a mixed ligand complex of cop-
per with 1,10-phenanthroline (Phen) and tri-
butylphosphate (TBP) at the electrode surface. A
strongly adsorbed complex enabled determina-
tion of low copper concentrations in aqueous
solutions as well as in some natural water sam-
ples.

2. Experimental
2.1. Equipment

Voltammetric measurements (linear sweep,
cyclic, differential pulse and square-wave) were
performed with a PAR 384B polarographic ana-
lyzer (Princeton Applied Research) and with a
PAR 273 potentiostat/galvanostat both con-
nected to a Hewlett-Packard Model 9816S techni-
cal computer. The systems were controlled by a
software program as described earlier [16].

pH measurements were performed with an
Orion Research pH meter and EA 920 expand-
able ion analyzer. Measurements were performed
in an EA 875-20 conventional electroanalytical
cell (50 ml) with a corresponding universal cap
(Metrohm, Herisau). The working electrode was
a hanging mercury drop electrode (HMDE)
(Metrohm), the reference electrode was an
Ag/AgCl electrode filled with saturated NaCl
and the counter electrode was a platinum wire.
Stirring of the solutions during the accumulation
was performed with a “turbo’ stirrer constructed
in our laboratory, with a maximum speed of 4000

rotations min~'.

2.2. Reagents

All solutions were prepared from analytical-re-
agent grade chemicals. A stock solution of Cu(Il)
was prepared by dissolution of an appropriate
amount of Cu(NO;), (Merck) salt in bidistilled
water and acidified with nitric acid to pH about
2. A supporting electrolyte was 0.55 mol /1 NaCl.
pH of the solutions was adjusted with Suprapur

hydrochloric acid or sodium hydroxide (both
Merck).

2.3. Procedure

Prior to the measurements, the solutions were
deaerated in the polarographic cell for 20 min
with extra pure nitrogen. pH of the solutions was
adjusted to about 9.5 by the addition of sodium
hydroxide. The copper(I) ion was accumulated
on the HMDE at the potential of —0.3 V while
the solution was stirred (about 1000 rpm). After
the accumulation and a rest period of 10 s, the
voltammograms were recorded at a scan rate of
50 mV/s, in a negative direction. The copper
reduction peak in the presence of ligands was
recorded between —0.6 and —0.7 V.

3. Results and discussion

3.1. The influence of phenanthroline and TBP on
the copper redox process

Cu(ID) ion in 0.55 mol /1 NaCl at pH of about 3
reduces in two steps. The first one, at the poten-
tial close to the dissolution of mercury, corre-
sponds to the reduction of Cu(ll) to Cu(I) ion
and the second one at —0.15 V, corresponds to
the reduction of Cu(l) to Cu-amalgam. In the
region of higher pH values those two peaks disap-
pear and at pH about 5 at —0.5 V a very broad
peak is recorded probably as a response to a
copper hydroxide reduction.

By the addition of 1,10-phenanthroline (Phen)
to the chloride solution of copper(Il) ion two
reduction peaks appear at various potentials de-
pending strongly on the pH of the solution. When
the solution is acidic those two reduction peaks
are close to the potentials of the copper reduc-
tion process in chloride solution without other
ligands [17]. In the neutral region, that is between
pH 6 and 8, those two peaks appear at completely
different potentials [15]. The first one, corre-
sponding to the reduction of the Cu(I)-phen-
anthroline complex at about —0.4 V and the
second one, corresponding to the reduction of
Cu(ID-phen complex at the potential about —0.6
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Fig. 1. Linear scan voltammetry of: (1) 10™> mol /1 TBP; (2)
1073 mol/1 TBP+2X107% mol/l Phen; (3) 10™° mol/I
TBP+10~7 mol/1 Cu(ID; (4) 10~7 mol/1 Cu(ID)+2x10~°
mol/1 Phen; (5) 107 mol/1 Cu(iD)+2x107% mol/1 Phen+
1073 mol/l TBP; pH 9.5; t,.,=60 s; E,..=0.0 V; v=50
mV/s.

V. Both copper complexes with phenanthroline
are strongly adsorbed at the electrode surface
and the maximum current is obtained when accu-
mulation was performed at a potential between
0.0 and —0.1 V. Copper(Il) ion in the presence
of 1,10-phenanthroline at pH > 8.5 gives no re-
duction response on linear scan voltammograms
(Fig. 1, curve 4).

The copper(Il) ion reduction process in the
presence of tributylphosphate is completely inhib-
ited (Fig. 1, curve 3). That is caused by the fact
that the free Cu(Il) ion does not form complex
with TBP and its reduction should take place
through the layer of adsorbed TBP molecules.

When copper(Il) ion is present in the chloride
solution together with both ligands, phenanthro-
line and TBP at pH about 9.5, after the accumu-
lation time of 60 s, a new, very pronounced
reduction peak appears on linear scan voltammo-
grams at the potential about —0.6 V (Fig. 1,
curve 5). On cyclic voltammograms a reduction
current was registered on the cathodic side, but
on the anodic side only response to the relaxation
of the strongly adsorbed copper mixed complex
from the electrode surface was recorded (Fig. 2).
Performing the second scan on the same drop, no

0.06

current/uA

0.00 -

—0.02 L L L L L
00 -0.3 -0.4 -0.5 -0.8 -0.7 -0.8 -0.9

Potential/V

Fig. 2. Cyclic voltammogram of 1077 mol/1 Cu+2X 10-6
mol /1 Phen +10~% mol/1 TBP at pH 9.5 in 0.55 mol /1 NaCl;
tae=30s; E;(c=-03V; 0=50mV/s.

response on either side of the cyclic voltammo-
gram was recorded. Such a behaviour is caused
by the copper mixed ligand complex desorption
from the electrode surface and its successive irre-
versible dissociation.

The reduction peak of copper—-phen-TBP
complex is very sensitive to changes of the pH in
the solution, as well as on the concentration of
copper(Il) and both ligands. Furthermore, the
reduction peak is strongly affected with the accu-
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Fig. 3. LS reduction current and potential dependence on pH
in the presence of: (1) 10~7 mol /1 Cu(ID; (2) 5x10~% mol/1
Cu(ID); and 2X107% mol/l Phen and 10~ mol/1 TBP at
pH=95;t,..=3min; E,..=-03V; v=50mV/s.
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mulation time and potential, temperature and
scan rate.

3.2. Effect of pH

As already mentioned the copper—phen-TBP
complex reduction peak is strongly dependent on
pH of the solution and appears in a rather nar-
row pH region. The reduction peak of the copper
mixed ligand complex with a copper(II) ion con-
centration of 10”7 mol /1 and a deposition period
of 3 min at —0.3 V, is recorded on linear scan
voltammograms in the pH region from about 7 to
about 10.5, with a maximum value at pH 9.5 (Fig.
3, curve 1). In the same time through that pH
range the peak potential E,, moves linearly in the
negative direction with the a slope of 52 mV /pH
unit. When the copper concentration was 5 X
1078 mol /I the pH range in which the reduction
peak appears is much more narrow (Fig. 3, curve
2), the copper mixed ligand complex reduction
peak being recorded only in the pH range from
9.1 to 10.2.

The cause of this behaviour of the Cu-phen-
TBP complex, as well as the Cu-phen complex,
was assumed to originate from the calculated
distribution of copper(Il) ions with pH in the
chloride solutions. As it was already mentioned,
the reduction process of the Cu—-phen complex is
recorded in the pH range between 6 and 8.5.
That is in good agreement with the calculated pH
region in which Cu-phen complex forms. The
complex is obviously formed between free copper
ion and phenanthroline. The stoichiometry of the
Cu-phen complex is most probably Cu:phen =
1:2, according to the theoretical distributions cal-
culated form the stability constants. In pH region
above 7.5, the copper—phen-TBP complex begins
to form and its reduction process is recorded.
According to the theoretical distributions it is
likely to presume that the copper mixed ligand
complex is not formed with free copper(Il) ions,
but with Cu(OH), species. Therefore, the ap-
pearance of the mixed ligand species in the rather
narrow pH range (between 9 and 10.5) can be
explained by the calculated distribution of copper
ion in the aqueous solutions of various pH. The
mixed ligand complex reaches its maximum at the

pH of maximum Cu(OH), fraction (about 9.5) in
calculated distributions, and slowly disappears in
pH region in which Cu(OH); begins to form.
That is also in agreement with the theoretical
presumption that the synergy in the extractions
can be realised only when the complex with the
first, chelating ligand is neutral and only as such
can be synergetically extracted (adsorbed) with
the second neutral ligand [18]. Therefore, the
Cu?™ charge is neutralized by two hydroxide ions
and copper hydroxide is then complexed with
neutral phenanthroline molecules giving a neutral
chelate complex. According to the theoretical dis-
tributions calculated from the stability constants
the stoichiometry of the complex is probably
Cu(OH),phen,. Such a complex is then com-
plexed with TBP molecules at the mercury drop
electrode surface giving the mixed ligand complex
Cu(OH),Phen,TBP, but only in the pH range in
which Cu(OH), species is present in the solution.
The copper—-phen-TBP complex reduction re-
sponse completely vanishes at pH 10.5.

3.3. Effect of ligand concentration

The dependence of the copper—phen-TBP re-
duction current and potential on the 1,10-
phenanthroline concentration with two different
copper concentrations is shown in Fig. 4. The
peak height increases with phenanthroline con-
centration in the range from 1077 to about 2 X
10~% mol /1 with a copper concentration of 5 X
108 mol/l. Further enhancement of phenan-
throline concentration causes a decrease of the
reduction current. With a copper concentration
of 4 X 1077 mol /1 the reduction current increases
until the phenanthroline concentration of 4 X
10~% mol/1 is reached and then slowly decreases
with further increase of phenanthroline concen-
tration. It is evident that with lower copper con-
centrations in the solution and, therefore, lower
copper concentrations at the electrode surface
the competition with the phenanthroline mol-
ecules is present, so inhibition of the mixed lig-
and complex reduction process takes place due to
the excess of ligand in the solution. With higher
concentrations of the copper(Il) ion there is no
competition with the phenanthroline molecules,
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and only a slight inhibition of the mixed ligand
complex reduction process is registered due to
the saturation of the electrode surface with the
complex molecules.

In the concentration range in which the peak
current increases the peak potential moves to the
negative values due to the stabilisation of the
adsorbed mixed complex layer at the electrode
surface. In the range of the electrode surface
saturation the reduction potential shifts only
slightly towards negative values.

The influence of TBP concentration on the
peak current and potential is shown in Fig. 5.
With the copper concentration of 5 X 10~ mol /1
the peak current rapidly increases in the TBP
concentration range from 1Xx 107% to 5x 1076
mol/l and then, at higher TBP concentrations
(until 2 X 1075 mol /1), rapidly decreases. Such a
behaviour is caused probably by the competition
of copper mixed ligand complex with TBP
molecules for the electrode surface. With the
copper concentration of 4 X 10~7 mol /I the max-
imum reduction current was obtained with the
TBP concentration 2 X 107> mol/l. After that
concentration of TBP the complex reduction cur-
rent slowly decreases due to the saturation of the
electrode surface with copper mixed ligand com-
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Fig. 4. LS reduction current and potential dependence on
phenanthroline concentration in the presence of: (1) 5x 108
mol /1 Cu(Il); (2) 4x10~7 mol /1 Cu(Il) and 10> mol/1 TBP
atpH95; ¢, ., =3min; E,, . =-03V; v=50mV/s.

current/nA

0 L 1 1 L 1

0 2 4 6 8 10 12
[T8P}%10° /moll”"
Fig. 5. LS reduction current dependence on TBP concentra-
tion in the presence of: (1) 5X 108 mol /1 Cu(II); (2) 4x 107
mol/1 Cu(Il) and 2x107% mol/l Phen at pH 9.5; £, =3
min; E,..=—-03V; v=50mV/s.

plex and in that way inhibition of the electrode
process.

The peak potential in the same time remains
almost at the same value (about —0.680 V vs.
Ag/AgCl).

3.4. Effect of the accumulation potential

The dependence of the stripping peak current
on the preconcentration potential was examined
over the range 0.0 to —0.45 V in 0.55 mol /1 NaCl
(Fig. 6). A maximum reduction current was ob-
tained with a deposition potential of —0.3 V. By
the accumulation at more positive potentials the
reduction peak is much smaller probably due to
the fact that the TBP molecules are adsorbed at
the electrode surface at the potential of about
—0.2 V. Therefore, the adsorption of the copper
mixed complex can be accomplished when the
layer of TBP molecules is stabilized at the elec-
trode surface, i.e., at the potentials more negative
than —0.2 V. When deposition is performed at
the potentials more negative then —0.4 V the
reduction current again sharply decreases. The
reason is probably the fact that the complex is
formed only at the electrode surface and that at
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Fig. 6. LS reduction current dependence on the accumulation
potential in the presence of 5x107% mol/1 Cu (ID, 1073
mol/! TBP and 2% 10™° mol/1 Phen at pH 9.5; ¢,.. = 3 min;
v=>50 mV/s.

potentials more negative than — 0.4 V copper(ID),
which diffuses towards the electrode, is reduced
before the complexation can take place.

The dependence of the peak potential on the
accumulation period shows the curve which is
similar to the i ,/E, . curve, meaning that the
potential of the copper—-phen-TBP reduction
peak is most negative when deposition is per-
formed at —0.3 V. That is obviously caused by
the fact that the copper—-phen—-TBP complex is
most stable when accumulation is performed at
-03V.

3.5. Effect of the accumulation time

The dependence of the mixed copper complex
reduction current on the accumulation time with
various Cu(II) concentrations in the range from
10~° to 10~7 mol /1, with constant phenanthro-
line (2 X 10% mol /1) and TBP (1 X 10~> mol /1)
concentration, constant pH 9.5 and accumulation
potential of —0.3 V, was examined by three dif-
ferent voltammetric techniques: linear scan, dif-
ferential pulse and square-wave voltammetry. In
Fig. 7 the reduction current dependence on the
deposition time with various copper concentra-

tions measured by liner scan voltammetry is
shown. In the range of copper concentrations
between 1 X 1072 to 3 X 108 mol /I the depen-
dence is linear until an accumulation time of 20
min. In the range of copper(II) concentrations
between 5 X 10~8 and 10~7 mol /1 for deposition
times longer than 10 min the reduction current
reaches a plateau. When the copper concentra-
tion is above 10”7 mol/l for an accumulation
time of 3 min the reduction current reaches a
maximum and then begins to decrease. For a
concentration of copper(II) of 4 X 10~7 mol /I the
reduction current after an accumulation period
longer than 10 min drops to a zero value.

A similar relationship between reduction cur-
rent and deposition time with various copper

.concentrations was obtained in measurements by

differential pulse voltammetry, only for a concen-
tration range of copper(II) ion between 1 X 107°
and 2 X 107% mol/I the current was about two
times higher (Fig. 8). That allows us to make
measurements of copper(1I) concentrations which
were one order of magnitude lower.

In Fig. 9 is shown the dependence of the
reduction current on the accumulation time mea-
sured by square-wave voltammetry. The satura-
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Fig. 7. LSV reduction current dependence on the accumula-
tion time in the presence of: (1) 1078, (2) 2x1078%; (3)
3.5%1075; (4) 5% 107%; (5) 7x 1075 (6) 10~7; (7) 2x1077;
(8) 4x1077 mol/1 Cu(ll), 10~3 mol/I TBP and 2x 1076
mol/1 Phen at pH 9.4; E, .= —03 V; v =50 mV /s.
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Fig. 8. DPV reduction current dependence on the accumula-
tion time in the presence of: (0) 10~%; (1) 5x107%; (2) 107°8;
(3) 2xX 1078 (4) 5x 1075 (5) 7x1078; (6) 10~7; (7) 2x 1077,
(8) 4x10~7 mol/1 Cu(ID), 1073 mol/l TBP and 2x107°
mol/1 Phen at pH 9.5; E, .. = —0.3 V; square-wave amplitude,
a=0.04V.

tion of the electrode surface is observed at shorter
accumulation periods. The linearity is detected
only in the copper concentration range between

current/uA

tyec/min
Fig. 9. SWV reduction current dependence on the accumula-
tion time in the presence of : (0) 1072 (1) 5x107% (2) 1078,
(3)2x1073 (4 5%x1078, (5) 1077, (6) 2x10~7; (1) 4x 1077
mol /1 Cu(IT) and 10~ mol/1 TBP and 2X 107° mol/1 Phen
atpH9.5; E,..=—-03V; f=120s"', a=004 V.
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Fig. 10. Cyclic voltammogram of 5X10~7 mol /1 Cu(Il) in the
presence of 107> mol/l TBP and 2x10~° mol/I Phen at pH
94, E,..=—03V;0=50mV/s; t,.: (1) 3 min; (2) 20 min.

107° and 10~% mol/1. Furthermore, it must be
pointed out that the currents are about two or-
ders of magnitude larger than in measurements
by linear scan and differential pulse voltammetry.

In the copper(II) concentration range higher
than 1077 mol/1 for the accumulation periods
longer then 3 min the electrode surface is com-
pletely covered with the copper mixed ligand
complex so the reduction current begins to de-
crease due to the inhibition of the reduction
process. It must be pointed out that in the cop-
per(Il) concentration range > 107 mol/1 for
accumulation times longer than 3 min, that is in
the range where the first reduction peak begins
to decrease, a second reduction peak appears at
about —0.75 V (Fig. 10). As the deposition pe-
riod is longer the second peak is bigger and is
shifted to more negative potentials while the first
one slowly decreases. That can be explained by
the formation of a second or a differently ori-
ented layer of adsorbed copper-phen-TBP
molecules. In cyclic voltammetry on the anodic
scan a pronounced peak is recorded, which was
connected with the relaxation process of larger
amount of adsorbed molecules.

The electrode surface coverage by the
copper-phen-TBP complex at the copper(II)
concentration level of 5X 1078 mol/l and the
accumulation time of 5 min was evaluated to
amount to (1.10 + 0.02) X 10~ ° mol /cm?.
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Fig. 11. LS reduction current dependence on the accumula-
tion time in the presence of 5x 1078 mol/l1 Cu(ID), 1073
mol/1 TBP and 2x10~% mol/l Phen at pH 9.5 at various
temperatures: (1) 5; (2) 10; (3) 20; (4) 30; (5) 40; (6) 50°C;
E,.=—-03V.

3.6. Temperature dependence

Temperature is an important parameter in ad-
sorption experiments. Measurements were per-
formed by linear scan voltammetry with a
copper(Il) concentration of 5 X 10~8 mol /1, vary-
ing both the temperature, in the range from 0 to
50°C, and the accumulation time (1 to 20 min)
(Fig. 11). It was found that the adsorption is
strongest with the temperature of 50°C and weak-
est when temperature of the solution was about
0°C, what is opposite from what was expected.
Temperature effects of the adsorbed copper
mixed ligand complex can be explained by the
results of Zhou et al. [19] obtained with the
adsorption of humic acids. They categorized it as
an endotherm and possibly chemisorption pro-
cess. Therefore, the temperature enhancement
will favour this chemical reaction and conse-
quently the chemisorption process of the copper
mixed ligand complex. Furthermore, the factor
which can indirectly influence such a behaviour
of the copper mixed ligand complex is the lower
solubility of TBP in water and its greater ad-
sorbability at the electrode surface at higher tem-
peratures [20].

3.7. Nature of surface active substances

The influence of different kinds of surfactants
(cationic, anionic or non-ionic) on the reduction
response of the Cu—phen-TBP system was exam-
ined. The organic surfactants are likely to inter-
fere due to the competition for the electrode
surface. The addition of sodium dodecyl sulphate
(SDS) of about 105 mol /1, decreased the Cu-
phen-TBP reduction peak with approximately
5%. The mixed ligand complex reduction current
decreased about 15% on the addition of 230
ng/1 of Triton X-100. N-Dodecyl pyridinium
chloride suppressed the reduction peak at a con-
centration level of about 10~% mol /I for about
8%. Therefore, the destruction of organic surfac-
tants by UV irradiation is recommended when
analyzing natural water samples with a high con-
tent of organic matter.

3.8. Analytical application

The synergetic adsorption method for copper-
(II) determination via its mixed ligand complex
with 1,10-phenanthroline and TBP was found to
be suitable for the natural water samples of lower
carbonate content. The method involves a pH
adjustment of the sample to 9.5. At that pH level
carbonate precipitation occurs, so the difficulties
in the copper(II) determination arise. Neverthe-
less, in the samples of lower salinity, that is in the
samples taken from the river Rasa estuary (Istrian
region, North Adriatic sea), Cu(II) concentrations
were determined successfully. Samples were taken
from three different locations in the estuary. The
salinity was found to amount to 5, 8 and 15%o
and the copper(Il) concentrations detected
amount to (1.6 +£0.3)x 107° (1.3+02)x107°
and (0.9 +0.1) X 10~° mol /I, respectively, with
an accumulation time of 10 min at —0.3 V vs.
Ag/AgCl
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Abstract

A new poly(vinyl chloride) membrane electrode based on lipophilic 2,9,16,23-tetra-tert-butylphthalocyanine—cobalt
is described which demonstrates excellent selectivity toward the nitrite ion. The resulting electrodes displayed a
near-Nernstian response for nitrite in the concentration range 10°-0.1 M with the selectivity sequence nitrite >
thiocyanate > iodide > perchlorate > bromide > nitrate > chloride. The UV /Vis spectra and a.c. impedance studies
showed that the excellent selectivity for nitrite was related to the unique interaction between the central cobalt ion

and nitrite.

Keywords: Ton selective electrodes; UV-Visible spectrophotometry; Carriers; Nitrite; Phthalocyanines; Poly(vinyl

chloride)

1. Introduction

Anion-sensitive membrane electrodes based on
ion exchangers such as lipophilic quaternary am-
monium or phosphonium salts used to display
classical Hofmeister behavior and the counter-an-
ions in the membrane phase are dissociated from
the mobile, lipophilic, positively charged sites.
Thus, the selectivity is dictated by the relative
solubility of individual anions in the solvent medi-
ator (i.e. plasticizer) [1,2]. Recently, electrodes
using plasticized poly(vinyl chloride) (PVC) mem-
branes incorporating derivatives of vitamin B,,,

* Corresponding author.

Co(III), Sn(IV), Mo(IV) and Mn(IlI) porphyrin
complexes and organometallic compounds have
been reported, which showed a potentiometric
anion-selectivity sequence deviated from the
Hofmeister pattern [3-7]. These deviations re-
sulted from the direct interaction between the
central metal and the analyte ion and the steric
effect associated with the structure of the por-
phyrin ring.

The conventional method for the determina-
tion of nitrite in the presence of nitrate is rather
tedious [8,9]. Nitrite-sensitive electrodes with im-
proved selectivity which can be used in analytical
practice were reported by Simon and co-workers
[3,10] using vitamin B,, derivatives as carriers.
The compounds used by these authors were, un-
fortunately, rather difficult to synthesize. Metal

0003-2670 /94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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phthalocyanines are a kind of extensively used
dyes which can be obtained easily, and which
have good chemical and thermal stability, with
acid-base corrosion endurance. Recently, we
have found that the membrane electrodes incor-
porating cobalt phthalocyanine derivatives are
sensitive to nitrite species and the high electron
density around the central cobalt atom favours
the interaction between nitrite ion and the carrier
incorporated in the membrane. This paper re-
ports on the use of (2,9,16,23-tetra-tert-butyl-
phthalocyanine)cobalt(II) and copper(II) as ni-
trite carriers for the preparation of PVC mem-
brane electrodes.

2. Experimental

Reagents

Aqueous solutions were prepared with doubly
distilled water and sodium salts of analytical pu-
rity. Tetrahydrofuran (THF), high-molecular-
weight PVC, and the plasticizer dibutyl phthalate
(DBP) were products of Shanghai Chemical Co.
The synthesis of hexadecyltrioctylammonium io-
dide (HTOAI) was described elsewhere [11].
Chemicals used for the synthesis were chemi-
cally-pure or analytical-reagent grade.

Apparatus

Potentiometric and pH measurements were
made with a Model PHS-10A digital ion analyzer
(Xiaoshan). The cells used for millivolt measure-
ments were of the following type:

Hg-Hg,Gl, | KCl (satd.):sample solution ||
membrane [|0.01 M KCl|AgCl-Ag

The solutions were buffered with 0.01 mol 17!
phosphate and adjusted to the desired pH with
H,S50, or NaOH. Before use, the electrodes
were conditioned in 0.01 mol 17! NaNO, solution
for 2 h. When not in use, the electrodes were
stored in deionized water at room temperature
and protected from ambient light to prevent any
possible photodecomposition of the ionophores.

The membrane composition was 2.5% (m/m)
ionophores, 31% (m/m) PVC and 66.5% (m/m)
plasticizer (DBP). The PVC membrane elec-
trodes were fabricated from various carriers and

assembled according to Thomas and co-workers
[12,13].

2.1. Determination of EMF response and selectivity
of the electrodes

Anion selectivity coefficients, log KII:I‘();{J“’
were determined in 0.1 mol 17! solutions of the
corresponding sodium salts by the separate solu-
tion method [14]. The following equation was

used to calculate log K{g- -

log KNQ; == (E,—E,)/S +l0g[NO; |

— log[ j]l/ :

where E, is the electrode potential in 0.1 mol 17!
nitrite solution and E, is the potential of the
electrode in a 0.1 mol 17! solution of the interfer-
ing ion j*~. The solutions were buffered at pH
3.50 + 0.05 with 0.01 mol 1=' phosphate and
H,SO,. The single-ion activities were calculated
by using the extended Debye—Huckel equation.

A.c. impedance experiments

The a.c. impedance spectra of the electrode
membrane containing (2,9,16,23-tetra-tert-butyl-
phthalocyanine)Co(II) were recorded with a PAR
M368-2 system (EG&G Princeton Applied Re-
search) in 0.01 mol 1! phosphate solutions ad-
justed to pH 3.50. The frequency range used was
10° — 102 Hz (at 15°C).

UV /Vis absorption spectra

Spectra of the chloroform phase obtained by
shaking a solution of metal-phthalocyanine com-
plexes in CHCl; with an aqueous 0.1 mol 17!
NaNO, for 30 min were recorded on a PE
Lambda 17 spectrophotometer (Bodenseewerk
Perkin-Elemer, Uberlingen, Germany).

Syntheses

(2,9,16,23-tetra-tert-butylphthalocyanine)Co(1l)
(CoTTBPc, Fig. 1, I). The method of synthesis as
described by Metz et al. [15] was modified as
follows: 1.8 g (8.1 mmol) of 4-tert-butylphthalic
acid [16], 2.9 g (48.5 mmol) of urea (water free),
235 mg (4.5 mmol) of ammonium chloride, 325



J.-Z. Li et al. / Analytica Chimica Acta 297 (1994) 437442 439

C(CH3)5

CH-)
/C( 33

4
(H,C);C 1
A G
N\ /7
“C(CH;),

Fig. 1. Structures of the carriers studied. I. M =Co, IL
M =Cu.

mg (2.5 mmol) of cobalt (II) chloride and 34 mg
(0.03 mmol) of ammonium molybdate were pow-
dered and mixed thoroughly, the mixture was
heated to 180°C and kept for 30 min, then the
temperature was increased to 200°C and kept for
another 4 h. The crude product was boiled 2 h
with 1 mol 1! HCI, filtered and washed with
water until the filtrate was neutral. The product
was further purified by dissolving in CHCl,, fil-
tering and removing the solvent under reduced
pressure to yield a blackish-blue solid. Analysis:
calculated for C,H,4N,Co (M, =795.86): C,
72.44; N, 6.07; N, 14.08; found: C, 71.35; H, 5.99;
N, 13.85%.

(2,9,16,23-tetra-tert-butylphthalocyanine) Cu(II),
(CuTTBPc, Fig. 1, II). The compound was synthe-
sized in a similar way with use of cuprous chlo-
ride instead of cobalt chloride. Analysis: calcu-
lated for C,4H,sNgCu (M, =800.48): C, 71.96;
H, 6.00; N, 14.00; found: C, 70.98; H, 5.86; N,
14.37%.

3. Results and discussion

Response characteristics of the electrodes
Potentiometric response characteristics of the
electrodes containing different carriers are shown
in Fig. 2. The electrode incorporating CoTTBPc
showed a near-Nernstian potentiometric response

for 1 X 107°-0.1 mol 17! nitrite with a slope of
—57 mV per pNO, (15°C) in 0.01 mol 17! phos-
phate buffer solution adjusted to pH 3.5. The
time required for the electrode to reach 90%
response depended mainly on the activity being
measured: from high to lower nitrite activity, the
response time was varied from several seconds up
to 2 min. Potential readings for the electrode
dipped alternatively into stirred solutions of 0.01
and 0.001 mol 1-! NaNO, showed a standard
deviation of 0.8 mV over 2 h (n = 6). The poten-
tiometric response characteristics of the electrode
doped with CuTTBPc toward the nitrite ion were
rather poor (see Fig. 2).

The potentiometric selectivity coefficients for
membranes containing different carriers are
shown in Table 1. The electrode doped with
CoTTBPc displayed remarkable selectivity for ni-
trite over common anions tested. Virtually, all of
these ions are more lipophilic than nitrite, and
would be expected to interfere seriously with
classical anion-exchanger type membranes. Sur-
prisingly, the CuTTBPc-based electrode dis-
played a typical Hofmeister selectivity sequence
in spite of its completely similar structure with
CoTTBPc. This indicates that the remarkable se-
lectivity of the CoTTBPc-based electrode toward
the nitrite ion might be contributed to the unique

E(mv)
150
100

50

6 5 4 32 T log 205

Fig. 2. Potentiometric response of the electrodes. (®) CoT-
TBPc; (0) CuTTBPc.



440 J.-Z. Li et al. / Analytica Chimica Acta 297 (1994) 437-442

Table 1
Potentiometric selectivity coefficients of the electrodes

Anion

Pot
IOg KNOZ_ anion

CoTTBPc CoTTBPc ?

Nitrite 0 0

Perchlorate —-1.62 —-0.24
Thiocyanate —-1.04 -0.19
Iodide —-1.56 -0.21
Bromide —2.89 ~1.46
Nitrate —-3.05 —2.87
Chloride —-3.50 —-3.00

? The membrane composition is 2.5% (m/m) ionophore,
66.5% (m/m) DBP, 31% (m/m) PVO and 2%mol HTOAL

interaction between the central cobalt atom and
nitrite species.

For nitrite-sensitive electrodes based on vita-
min B,, derivatives, the improved selectivity of
the electrodes toward nitrite was contributed to
the specific exchange between the nitrite and the
axial coordination anions of the compounds [10].
One notices that some metal phthalocyanines as
a kind of semiconductor can absorb reversibly
oxidative (electron-accepting) gases, and the con-
duction mechanism is thought to be hole conduc-
tion [17,18). For the compound CoTTBPc, it was
said that the oxygen adducts of the compound
could be formed only in solution and could not be

E(mv)
150

100

50

-100

-13 6 5% 3 71

Fig. 3. Calibration curves of the electrode based on CoTTBPc
at different pH values. (#) pH 3.5; (+) pH 4.5; (o) pH 5.5;
(x) pH 6.5.

l -‘Og aNOQ

isolated. The complexation of oxygen which oc-
curs in solution is reversible [15]. In this case, it is
possible that the central cobalt is oxidized to the
+3 state. Indeed, when some metal phthalocya-
nines are exposed to air, O; can be detected on
the surface of the complexes by X-ray photo-elec-
tron spectroscopic (XPS) measurements [19]. Un-
der the experimental conditions of the presence
of oxygen and low pH of the test solution, it is
probable that part of the original central Co(II)
will be oxidized to Co(III), and the carrier will in
fact serve as a charged carrier, i.e., the response
mechanism of the electrode is more or less simi-
lar to that of the electrode based on vitamin B,,
derivatives. To test the response mechanism, small
amounts of HTAOI (1-3 mol% as referred to the
ionophore) were added to the membrane phase.
In general, if the electrode is operating via a
neutral carrier, the small amounts of lipophilic
quaternary ammonium sites in the membrane
phase will serve as counter cations stabilizing the
formation of a negatively charged nitrite-
Co(II)-phthalocyanine complex. In contrast, if
the electrode is operating via a charged carrier
mechanism, the addition of lipophilic quaternary
ammonium sites will make the selectivity and
response function worse. The selectivity coeffi-

E(mv)

50 ——

-100

150 5 3 4 3 3

1 - -

‘Og aNoz
Fig. 4. Calibration curves of the electrode based on CuTTBPc
at different pH values. (®) pH 3.5; (+) pH 4.5; (0) pH 5.5;
(x) pH 6.5.
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Absorbance

0.2
0.0 = T
232.80 326.24 419.68 513.12 606.56 700.00
Wavelength
Fig. 5. UV /Vis absorption spectra of CoTTBPc in CHCI ; ( ) before and (- - - - - -) after extraction with 0.1 mol 17! aqueous

NaNO,, buffered with 0.01 mol 1-! phosphate, and adjusted to pH 3.5.

cients of the membrane incorporating 2% HTAOI
are shown in Table 1. It is evident that the
selectivity of the electrode toward nitrite is worse
than that of the electrode without quaternary
ammonium. On the other hand, the linear re-
sponse range of the electrode toward nitrite is
narrower (8 X 1073-0.1 mol 17! nitrite). From
these results it seems that the electrode is operat-
ing via a charged-carrier mechanism. This was
further ascertained by the electrode doped with
CuTTBPc, since Cu(Il) cannot be oxidized and
must serve as a neutral carrier. Indeed, the selec-
tivity sequence of the CuTTBPc-based electrode
fits the Hofmeister pattern perfectly.

In general, the anion-selective membrane elec-
trodes based on organometallic complexes are
sensitive to pH, for these metals can form oxides

1.0

e
0

Absorbance
©
ESN o

o o °
o

0

and hydroxides at moderate or high pH. On the
other hand, the effective concentration of nitrite
ion is influenced by pH. So it is important to
study the effect of the solution pH on the proper-
ties of the nitrite-sensitive electrodes based on a
metal phthalocyanine. Calibration curves of the
electrode were obtained by using buffers in the
pH range 3.5-6.5 (Figs. 3 and 4). As the pH
increases, the starting potentials of the electrode
were shifted toward more negative values. This
behavior can be explained by an increased level
of interference from OH™. For the same reason,
the electrodes showed a better response and ex-
tended linearity at lower pH values. It is interest-
ing to notice that at pH 3.5, when about 40%
nitrite species existed in the protonated form, the
electrode showed a linear response toward the

235730 325.92 419.44

512.96 606.48 700.00

Wavelength

Fig. 6. UV /Vis absorption spectra of CuTTBPc¢ in CHCl; (

) before and (- - - - - - ) after extraction with 0.1 mol 1-! aqueous

NaNO,, buffered with 0.01 mol 1-! phosphate, and adjusted to pH 3.5.
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Fig. 7. Impedance plots of a membrane incorporating CoT-
TBPc after conditioning in (X) 101, (®) 10~3 and (e) 1077
mol 1-! NaNO, solutions for 2 h.

nitrite ion in a relatively wide concentration range
(Fig. 3). It is evident that low pH values will
favour the oxidation of CoTTBPc in the mem-
brane phase to the charged form, but on the
other hand it was shown that low pH values will
favour the replacement of O; of the oxygen
adduct by anions such as F~, NO; and HCOj3
[20]. Such a replacement reaction is not likely to
occur for the case of copper(Il) complexes, and
the pH did not have a remarkable effect on the
electrode based on CuTTBPc (Fig. 4).

It is possible to study the interaction between
the central metal of the carrier and the nitrite
species with UV /Vis spectroscopy. Fig. 5 shows
the absorption spectra of CoTTBPc in CHCI,.
The UV /Vis spectrum of CoTTBPc in CHCI,
treated with 0.1 mol 17! NaNO, aqueous solution
showed a minor change in the low-energy portion
of the spectrum compared with that of CoTTBPc.
It is probable that CoTTBPc possessed weak d-d
transitions between the central cobalt atom and
the nitrite species. The spectrum of CuTTBPc, on
the other hand, was unchanged after treating
with NaNO, aqueous solution (see Fig. 6). This
observation seems to support the hypothesis that
the potentiometric selectivity of the membrane
was correlated with the unique coordination of
nitrite species to CoTTBPc.

The a.c. impedance spectra of the membrane
incorporating CoTTBPc were recorded after con-
ditioning in NaNQO, solutions for 2 h. Well-de-
fined semicircles at high frequencies and War-
burg impedance at low frequency intervals were
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observed (see Fig. 7). The bulk resistance in-
creased with decreasing concentration of NaNQO,
aqueous solution this indicates that the transfer
process of nitrite species across the PVC mem-
brane was controlled by the diffusion process.
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Abstract

Trace amounts of selenium and tellurium in high-purity iron were quantitatively separated by a reductive
coprecipitation technique with palladium, and determined by electrothermal atomic absorption spectrometry. When
ascorbic acid was used as reductant, selenium and tellurium could be simultaneously separated from large quantities
of iron. The precipitate was dissolved in HNO, and HCI, then the sample solution was injected into a graphite
furnace with ascorbic acid solution. The atomic absorbance of selenium was increased about 4 times, and the atomic
absorbance of tellurium was increased about 3.5 times by the presence of palladium. The detection limits (3c) of

selenium and tellurium were 0.01, ug g™

! and 0.01, pg g~

! respectively.

Keywords: Atomic absorption spectrometry; Iron; Palladium; Selenium; Tellurium

1. Introduction

The characteristics of high purity metals have
been widely investigated. In order to assess the
purity, trace elements have to be determined.
Selenium and tellurium contribute to the in-
creased cutting capabilities of iron. Therefore,
not only for the evaluation of the purity of high
purity iron, but also for the control of selenium
and tellurium contents in iron, a procedure has

* Corresponding author.

been developed. Trace amounts of selenium and
tellurium have been determined by neutron acti-
vation analysis (NAA) [1,2], X-ray fluorescence
analysis (XRF) [3,4], hydride generation atomic
absorption spectrometry (hydride-AAS) [5,6] and
electrothermal atomic absorption spectrometry
(ET-AAS) [7,8]. ET-AAS is suitable for the de-
termination of trace amounts of selenium and
tellurium in a high purity iron, because both
elements can be determined from a single sample
by the same procedure, and special techniques
are not needed. However, it may be necessary to
separate and concentrate trace amounts of sele-
nium and tellurium from iron, not only because

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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the sensitivity of the determination of both sele-
nium and tellurium by ET-AAS is not sufficient,
but also because the sensitivity may be decreased
by the presence of iron. Various coprecipitation
methods for the separation and concentration of
selenium and tellurium in several metals have
been reported [9-11]. Gold, platinum, palladium
and some other noble metal ions are suitable as
carriers for reductive coprecipitation procedures
since they can easily be reduced by various reduc-
tants. Palladium has been used as a matrix modi-
fier for the determination of selenium and tel-
lurium by ET-AAS [12,13]. Therefore, a highly
sensitive determination of these metals is ex-
pected. In order to develop a procedure for a
highly sensitive determination of trace amounts
of selenium and tellurium in high purity iron, a
reductive coprecipitation method using ascorbic
acid with palladium and determination by ET-
AAS were investigated and employed. A reduc-
tive coprecipitation method using only palladium
as carrier for separation of selenium and tel-
lurium in metals and solutions has not been re-
ported. It is expected that trace amounts of sele-
nium and tellurium are simultaneously separated
from large quantities of iron by a single separa-
tion and that this method is very sensitive. The
method is suitable for the analysis of a large
number of samples.

2. Experimental
2.1. Apparatus

For the determination of selenium and tel-
lurium, a Hitachi Z-9000 simultaneous multi-ele-
ment atomic absorption spectrophotometer was
used, and background was collected by the polar-
ized Zeeman effect. A hollow cathode lamp
(Hamamatsu Photonics) was used as light source.
The operating conditions are listed in Table 1.
For dissolution and coprecipitation of samples,
an erlenmeyer flask with ground stopper (inner
volume 200 ml) was used. For filtration, a mem-
brane filter (Nuclepore Polycarbonate, pore size
0.2 um, Coster Co.) was used. For the determina-
tion of palladium and selenium in the concentra-

Table 1
Instrumental and operating conditions of ET-AAS
Wavelength Se, 196.0 nm

Te, 214.3 nm
Lamp current Se, 8.0 mA

Te, 4.0 mA

Argon flow rate

carrier gas 300 ml min !

interrupted gas 20 ml min~!

Cuvette Tube type

Injection volume

sampie 20 ul

ascorbic acid 10 ul

Temperature program

drying 80-150°C, 30 s

ashing 150-1200°C, 30 s
1200-1200°C, 30 s

atomizing 2600°C, 5 s

cleaning 3000°C, 10 s

tion range from 1 to 20 ug ml~!, a Hitachi
P-5200 dual monochromatic ICP emission analy-
sis system was used, and the operating conditions
are listed in Table 2.

2.2. Reagents

Selenium standard solution (1.00 xg ml~!) was
prepared by the following procedure: 100 mg of
metallic selenium (99.999 + %, shot, Mitsuwa
Chemicals) was dissolved in 10 ml of 7 M HNO,,
and diluted to 100 mi with water. It was diluted
with water before use.

Tellurium standard solution (1.00 pg ml™!)
was prepared as follows: 100 mg of metallic tel-

Table 2
Instrument and operating condition of ICP-AES

Spectrometer 1 Spectrometer 2

Slit width (um) 30 30
Slit height (mm) 10 10
Observation height (mm) 15 15
Grating (grooves mm~!) 3600 1200
Rf power (kW) 1.0
Plasma gas (I min 1) 12
Nebulizer gas (I min 1) 0.45
(kPa) 120
Auxiliary gas (1 min—1) 0.5
Wavelength (nm) Se 1196.026

Pd I 340.458
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lurium (99.99%, shot, Mitsuwa Chemicals) was
dissolved in 10 mi of 7 M HNO,, and diluted to
100 ml with water. It was diluted with water
before use.

Palladium standard solution (3 mg ml~' solu-
tion is used for calibration, 0.6 mg ml~! solution
is used for coprecipitation) was prepared by dis-
solving 300 mg of metallic palladium (99.9%,
powder, Mitsuwa Chemicals) in 5 ml of HNO,,
and diluted to 100 ml with water. It was used for
calibration. A 20-ml aliquot of the solution was
diluted to 100 ml with water, and used for copre-
cipitation. Distilled water was used for all prepa-
rations of the standard and sample solution. All
the reagents used were analytical-reagent grade.

1

2.3. Samples

High purity iron of Grade 1 iron powder
(Johnson Matthey Materials Technology) was
used. As reference sample we used Special low
alloy steel SRM-364 (U.S. Department of Com-
merce, National Institute of Standards and Tech-
nology).

2.4. Procedures

Preparation of sample

1 g of the sample was weighed into an erlen-
meyer flask. 5 ml of 14 M HNO,, 5 ml of 12 M
HCI and 5 ml of water were added, and the
sample was dissolved on a heating plate. Subse-
quently, 10 ml of 18 M H,S0O, and 10 ml of 15 M
H,PO, were added, and the solution was heated
to fumes. After cooling at room temperature, the
solution was diluted with 80 ml of water. Then, 5
ml of 0.6 mg ml~! palladium standard solution
and 2 g of ascorbic acid were added, and the flask
containing the solution was stoppered at room
temperature for 0.5 h in case of selenium, and 3 h
in case of tellurium. After standing, the precipi-
tate was collected through a membrane filter.
The collected precipitate was then immediately
dissolved in 1.5 ml of 14 M HNO, and one drop
(about 0.05 ml) of 12 M HCI at room tempera-
ture. Finally, the solution was exactly diluted to
10 ml with water. The blank was prepared by the
same procedure as described above without the
sample. The preconcentration factor is 10.

ET-AAS determination

20 wl of the sample solution or the blank
solution was injected into a graphite furnace,
immediately followed by the injection of 10 ul of
3% ascorbic acid solution. The atomic ab-
sorbance was measured under the conditions
shown in Table 1.

Preparation of calibration solutions

0-15 ml of the selenium and/or tellurium
standard solution were transferred into volumet-
ric flasks, followed by addition of 5 ml of 3 mg
ml~! palladium standard solution, 7.5 ml of 14 M
HNO; and five drops (about 0.25 ml) of 12 M
HCI. Finally, the solutions were exactly diluted to
50 ml with water.

3. Results and discussion

3.1. Effects of iron on the determination of sele-
nium and tellurium by ET-AAS

The effects of iron on the determination of
selenium and tellurium by ET-AAS were exam-
ined, and the relationship between the concentra-
tion ratio (iron:selenium, iron:tellurium) and the
atomic absorbance of selenium and/or tellurium
is shown in Fig. 1. The employed method was as
follows: to the solution containing 0.1 pwg ml™'
selenium and /or tellurium iron was added in the
concentration range from 0.1 pwg ml™! to 10 mg

2.0

Absorbance ratio
P
T

0.5+

0.0 L ( L t ¢
1 10 100 1000 10000 100000

Concentration ratio (Fe/Se, Fe/Te)

Fig. 1. The relationship between the concentration ratio
(iron:selenium, iron:tellurium) and atomic absorbance: e, se-
lenium; a, tellurium; Se and Te = 0.1 wg ml~!, atomic ab-
sorbance ratios are normalized to 1 when no iron is present.



446 T. Ashino et al. / Analytica Chimica Acta 297 (1994) 443-451

ml~! (1 to 1X10° times the concentration of
both elements), and the atomic absorbance of
selenium and /or tellurium was measured. It was
found that for an iron concentration lower than
1000 times the concentration of selenium and
tellurium, the atomic absorbance of both cle-
ments increased on addition of iron, but it de-
creased in the presence of iron for concentrations
larger than 1000 times. In spite of the addition of
palladium and ascorbic acid to the iron-contain-
ing solution, the same results were obtained.
Therefore, for the determination of trace amounts
of selenium and tellurium in high purity iron by
ET-AAS, it is necessary to separate selenium and
tellurium from iron.

Absorbance ratio

0 1 2 3 4 5
HOHC_
-

Fig. 2. The effects of matrix modifiers on the atomic ab-
sorbance of selenium: Se = 0.1 wg ml~!, matrix modifiers =
100 wg ml~ !, atomic absorbance ratios are normalized to 1
when no iron is present.

Table 3
Recovery of selenium separated from high purity iron by
coprecipitation with various carriers and reductants

Carrier Recovery (%)

Reductant
Ascorbid Hydrazine  NaHSO, NaHSO,
acid sulfate + Hydrazine
sulfate
Pd 100.4 not detected not detected 93.4

Pt 324 not detected not detected 26.8

3.2. Effects of matrix modifier on the determina-
tion of selenium by ET-AAS

The effects of matrix modifier on the determi-
nation of selenium by ET-AAS under the condi-
tions mentioned in Table 1 were examined. Re-
sults are shown in Fig. 2. The employed method
was as follows: the solutions containing 0.1 ug
ml~! selenium and 100 wg ml~' (1000 times the
concentration of selenium) of various matrix
modifiers were prepared, and the atomic ab-
sorbance of selenium was measured. As matrix
modifiers, palladium, platinum, magnesium and
nickel were used. The increase in atomic ab-
sorbance was the highest in the presence of palla-
dium and ascorbic acid. Therefore, for the matrix
modifier studied, the combination of palladium
and ascorbic acid appeared to be the most useful
modifier for the ET-AAS determination in com-
bination with the ascorbic acid solution which is
injected into a graphite furnace with the sample
solution. When the effects of iron and matrix
modifiers on the ET-AAS determination of tel-
lurium were examined, the same results were
obtained as for selenium.

3.3. Selection of carrier and reductant for coprecip-
itation

In order to select a suitable carrier and reduc-
tant for the coprecipitation and separation of
trace amounts of selenium and tellurium from
high purity iron, the effects of carriers and reduc-



T. Ashino et al. / Analytica Chimica Acta 297 (1994) 443-451 447

tants were examined. The results are shown in
Table 3. The employed method was as follows: 1
g of high purity iron and 100 pg of selenium were
dissolved in HNO; and HCI, then H,SO, and
H,PO, were added, and heated to fumes. Sele-
nium was separated and concentrated by copre-
cipitation with various carriers and reductants.
The precipitate was dissolved and diluted to 10
ml, then selenium was determined by inductively
coupled plasma atomic emission spectrometry
(ICP-AES). Palladium and platinum were used as
carriers, since they have lower redox potentials
than selenium and tellurium, and the effects of
the matrix modifier were evaluated by ET-AAS.
As reductant, ascorbic acid, sodium hydrogensul-
fite (NaHSO,), hydrazine sulfate and both
NaHSO; and hydrazine sulfate were examined.
When palladium was used as carrier, selenium
was quantitatively recovered in combination with
ascorbic acid, or both NaHSO; and hydrazine
sulfate, but for platinum, the recoveries of sele-
nium were low. When both NaHSO, and hydra-
zine sulfate are used, it is necessary to heat the
sample solution for reductive coprecipitation.
When only NaHSO; or only hydrazine sulfate
was used as reductant, no precipitates were found
and selenium was not recovered when palladium
or platinum were used. However, when ascorbic
acid is used, there is no need for heating the
solution. The solution is left to stand in a stop-
pered flask, and the precipitate is not contami-
nated with other metal elements. Similarly, tel-
lurium was quantitatively recovered by palladium
and ascorbic acid. Therefore, palladium is suit-
able as a carrier, and ascorbic acid is suitable as a
reductant for the reductive coprecipitation
method for the simultaneous separation of sele-
nium and tellurium.

3.4. Acid dissolution of sample

The effects of hydrochloric acid on the recov-
ery of selenium were examined. The relationship
between the volume of hydrochloric acid and the
recovery of selenium is shown in Fig. 3. The
employed method was as follows: 1 g of high
purity iron and 1 ug of selenium were dissolved
in 5 ml of 14 M HNO,, in the volume range from

100

Se recovery (%)

1 i L L L
[0 2 4 6 8 10 12

HCI (ml)

Fig. 3. The relationship between the volume of hydrochloric
acid for dissolution of sample and recovery of selenium:
Fe=1g,Se=1pg, HNO; =5 ml

2.5 to 10 ml of 12 M HCI and 5 ml of water. After
18 M H,SO, and 15 M H,PO, were added and
heated to fumes, selenium was separated and
concentrated by coprecipitation with palladium
and ascorbic acid. The precipitate was dissolved
in 1.5 ml of 14 M HNO; and one drop of 12 M
HCIl, and diluted to 10 ml with water. Then
selenium was determined by ET-AAS. When
more than 5 ml of HCI was used, the recovery of
selenium was lower. It is assumed that selenium
was vaporized as chloride during dissolution or
heating to fumes, since the sublimation tempera-
ture of selenium tetrachloride (SeCl,) is 196°C.
When the effects on recovery of tellurium were
examined, results similar to those of selenium
were obtained. Therefore, the acidic mixture used
for dissolution of the sample was 5 ml of 14 M
HNO; and 5 ml of 12 M HCL

3.5. Quantity of palladium as carrier

The effects of the quantity of palladium on the
recovery of selenium were examined, and the
relationship between the quantity of palladium
and the atomic absorbance of selenium is shown
in Fig. 4. The employed method was as follows: 1
g of high purity iron and 1 pg of selenium were
dissolved and heated to fumes by the same proce-
dure as described above, selenium was separated
by coprecipitation in the range from 1 to 9 mg of
palladium. The precipitate was dissolved and di-
luted to 10 ml by the same procedure as previous
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0.30

&

024 +

Absorbance

022 1

-

0.20 L 1

Pd (mg)
Fig. 4. The relationship between the quantity of palladium as
carrier and the atomic absorbance of selenium: ®, coprecipita-
tion; a, control solution.

described, and the atomic absorbance of sele-
nium was measured. As control solution, the so-
lution containing 0.1 ug ml~! selenium and 100-
900 wg ml~! palladium were prepared, respec-
tively, and the atomic absorbance of selenium was
measured. As a result, quantitative recoveries of
selenium were obtained in the range from 1 to 9
mg of palladium, since the behaviour of the ab-
sorbance of employed and control solution against
the quantity of palladium was the same within
experimental uncertainties. Therefore, the quan-
tity of palladium used was 3 mg, since with that
amount the highest absorbance of selenium was
obtained. It was also applicable for the determi-
nation of tellurium.

3.6. Quantity of ascorbic acid as reductant

The effects of quantity of ascorbic acid on the
recovery of selenium were examined, and the
relationship between the quantity of ascorbic acid
and the recoveries of selenium and palladium is
shown in Fig. 5. The employed method was as
follows: 1 g of high purity iron and 1 ug of
selenium were dissolved and heated to fumes by
the same procedure, selenium was separated by
coprecipitation using 3 mg of palladium and in
the range of 0.5-3 g of ascorbic acid. The precipi-
tate was dissolved and diluted to 10 ml by the
same procedure, selenium was determined by
ET-AAS, and palladium was determined by ICP-
AES. As a result, when more than 1.5 g of
ascorbic acid was used, selenium was quantita-

80 |-

Recovery (%)

70

60 1 1 1 1
0.0 0.5 10 L5 20 25 30

Ascorbic acid (g) *

Fig. 5. The relationship between the quantity of ascorbic acid
as reductor and recoveries of selenium and palladium: e,
selenium; A, palladium; Fe=1g,Se= 1 ug, Pd=3 mg.

tively recovered, and when more than 2 g of
ascorbic acid was used, palladium was quantita-
tively recovered within 2% error. It is assumed
that when less than 2 g of ascorbic acid was used,
it was consumed for the reduction of Fe(IlI), and
it was hardly used for the reduction of Se(IV) and
Pd(ID). Therefore, the quantity of ascorbic acid
used was more than 2 g, which was also applica-
ble to the determination of tellurium.

3.7. Standing time for coprecipitation

The standing time for coprecipitation for the
separation of selenium and tellurium was exam-
ined, and the relationship between the standing
time and recovery of selenium and tellurium is
shown in Fig. 6. The employed method was as
follows: 1 g of high purity iron and 1 ug of

100 Y 5 Y r 1 A -
80 |-
I
S 60f A
jod
o
>
3
g M
= A
2}
0 L . | L
0 | 2 3 4
Standing time (h})

Fig. 6. The relationship between the standing time for copre-
cipitation and recoveries of selenium and tellurium: O, sele-
nium; a, tellurium; Fe=1 g, Se and Te=1 ug, Pd =3 mg,
ascorbic acid =2 g.
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selenium and/or tellurium were dissolved and
heated to fumes by the same procedure. Sele-
nium and tellurium were separated by coprecipi-
tation using 3 mg of palladium and 2 g of ascorbic
acid for 0.5-4 h. The precipitate was dissolved
and diluted to 10 ml by the same procedure, then
selenium and tellurium were determined by ET-
AAS. As a result, when the standing time was
more than 0.5 h, quantitative recovery of sele-
nium was obtained. However, tellurium was
quantitatively recovered only after more than 3 h.
It is assumed that the reduction rate of Te(IV) is
lower than the reduction rate of Se(IV). Both
selenium and tellurium were quantitatively sepa-
rated from high purity iron independent of their
valence state in the solution. It was confirmed by
X-ray diffraction (XRD) that selenium, tellurium
and palladium in the precipitate were in their
metal state. When the standing time was 3 h,
selenium, tellurium and palladium in the precipi-
tate had an amorphous structure, but in case of
15 h, they all had a crystalline structure. How-
ever, independent of structure, selenium, tel-
lurium and palladium were quantitatively recov-
ered.

3.8. Volume of nitric acid for the dissolution of
precipitate

The volume of HNO; for the dissolution of
precipitate was examined, and the relationship
between the HNO; concentration and the atomic
absorbance of selenium is shown in Fig. 7. The
employed method was as follows: solutions con-
taining 0.1 ug ml~! selenium, 300 g ml~! palla-
dium and in the concentration range of 0.7-3.5
M HNO, were prepared. The atomic absorbance
of selenium was measured. As a result, in the
HNO, concentration range from 1.4 to 2.8 M, the
atomic absorbance of selenium was constant.
Therefore, the HNO, concentration of the sam-
ple solution was selected to be 2.1 M, which
means that the precipitate was dissolved in 1.5 ml
of 14 M HNO,, and the solution was diluted to
10 ml. The reason for adding one drop (about
0.05 ml) of 12 M HCI for dissolution of the
precipitate is that the precipitate is hardly dis-
solved at room temperature in HNO, only. In

035

030 -

Absorbance

0.20 L L L
0 1 2 3 4

HNO, Concentration M)

Fig. 7. The relationship between the nitric acid concentration
and the atomic absorbance of selenium: Se=0.1 ug ml~!,
Pd =300 wg ml~!.

order to dissolve the precipitate at room temper-
ature, it is necessary that the precipitate is dis-
solved as soon as filtration is completed. When
ascorbic acid solution was injected into a graphite
furnace with sample solution, the atomic ab-
sorbance was not decreased.

3.9. Effects of foreign ions

The effects of foreign irons on the recovery of
selenium and tellurium by coprecipitation were
examined. The employed method was as follows:
1 g of high purity iron, 1 ug of selenium and/or
tellurium and 1 mg (corresponding to 0.1% of the
amounts of iron) of various metal ions were dis-
solved. Selenium and tellurium were separated
and concentrated according to the proposed
method, after which selenium and tellurium were
determined by ET-AAS. The examined ions were
Mn(I), Cu(ID, Ni(ID, V(V), Cr(III), Mo(VD),
WD), Ti(IV), Mg(II), Ca(Il), Co(I), Zn(II),
Cd{dDn, AI(ID, PbdI) and Sn(IV). As a result,
when all employed elements were contained,
quantitative recovery of both selenium and tel-
lurium was obtained within 2% error. Therefore,
no effects of the foreign ions were found within
this range.

3.10. Mutual effects of selenium and tellurium

The mutual influences of selenium and tel-
lurium on the analytical results were examined.
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Table 4
Analytical results of mixed solution sample
Added (ug) Found (ug) Recovery (ug) n R.S.D. ? (%)
Se Fe® 1g - <0.01, - 1 -
Fe,1g+ Se 1.04, 1.045 + 0.01, 100.5 5 1.18
Te Fe,1g - <0.01, - 1 -
Fe,1g+ Te 1.08, 1.07; + 0.00, 99.4 5 0.71

? Relative standard deviation.
b High purity iron; Johnson Matthey, Grade 1 Powder

The employed method was as follows: the solu-
tion containing 0.1 g ml~! of either selenium or
tellurium and 1-100 times higher amounts of the
other elements were prepared. Selenium and tel-
Iurium were then determined. As a result, the
analytical values of both selenium and tellurium
were similar. Therefore, no mutual effects be-
tween selenium and tellurium on the analytical
values measured by ET-AAS were found within
this range.

3.11. Calibration curve

For the preparation of optimal calibration
graphs an aqueous standard was used and the
relationship between the atomic absorbance and
the concentration of selenium and/or tellurium
was examined. A straight line through the point
of origin was obtained for a concentration < 0.3
wg ml~! for both selenium and tellurium. The
detection limit (3 times the relative standard divi-
sion of the blank) of the proposed method was
0.01, ug g~ ! for selenium and 0.01, ug g~ ' for
tellurium in 1 g of sample.

3.12. Analysis of mixed solution sample

Selenium and tellurium in a mixed solution
sample, which consisted of 1 wg of both selenium

and tellurium and 1 g of high purity iron, were
determined according to the proposed method.
The results are shown in Table 4. As a result,
both elements were quantitatively determined
within 2% error.

3.13. Analysis of reference sample

The proposed method was applied for the de-
termination of selenium and tellurium in the ref-
erence sample. The results are shown in Table 5.
Good agreement was found between the refer-
ence values and the values obtained via the pro-
posed method.

4, Conclusions

Trace amounts of selenium and tellurium in
high purity iron were quantitatively separated
and concentrated by reductive coprecipitation us-
ing palladium and ascorbic acid. When palladium
was used as matrix modifier, and ascorbic acid
solution was injected into the graphite furnace
together with the sample solution, the ET-AAS
determination of selenium and tellurium was
highly sensitive. The proposed method may be
applied not only for high purity iron but also for
low alloy steel.

Table 5
Analytical results of reference sample
Sample Element Reference Average (ugg™!) n RSD ®
(ngg™" (%)
Low alloy steel © Se 2.1 2.104 + 0.03, 4 1.55
Te 2 198, + 0.034 4 1.90

4 Non-certified value.
P Relative standard deviation.
¢ NIST SRM-364.
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Micellar effects on reaction kinetics
Part II. Study of the action of dodecyltrimethylammonium
bromide on the reactions between Pyrogallol Red
and chromium(VI), vanadium(V) and titanium(IV)
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Abstract

The complexation kinetics and equilibrium of the reactions of vanadium(V) and titanium(IV) with Pyrogallol Red
(PGR), and the kinetics of oxidation of chromium(VI) by PGR were studied in micellar solutions of dodecyltrimeth-
ylammonium bromide (DTAB). The 1:1 PGR-V(V) and 2:1 PGR-Ti(IV) complexes formed in an aqueous
medium associate with DTAB molecules of the micellar system to yield the new complexes 1:1:2 PGR-V(V)-DTAB
and 2:1:1 PGR-Ti(IV)-DTAB. The stability constants of the ternary complexes were calculated by considering the
volume fraction of micelles and were compared with those determined from the overall solution volume. The binding
constants for the associates of PGR, chromium(VI), vanadium(V), titanium(IV), PGR-V(V) and PGR-Ti(IV)
complexes with DTAB micelles were spectrophotometrically determined. The observed rate of formation of the
PGR-Ti(IV) complex was increased by the presence of DTAB micelles, but the second-order rate constant in the
micellar pseudo-phase was slightly lower than in water. Therefore, the whole rate increase observed was due to the
concentration of reactants in the micellar pseudo-phase. The kinetics of formation of the PGR-V(V) complex could
not be investigated by using the stopped-flow technique because the reaction was too fast in both the aqueous and
the micellar medium. The second-order rate constant for the oxidation reaction between PGR and Cr{VI) was found
to exceed that in aqueous solutions by a factor of ca. 55. Therefore, the increased rate observed for this reaction in
the DTAB micellar medium can be ascribed to intrinsic effects of the micellar pseudo-phase on reactivity.

Keywords: Kinetic methods; Complexation; Micelles

1. Introduction Micelles can be used as special reaction media as
they alter the rate, equilibrium position, products

Micelles possess a high potential for multicom- and stereochemistry of many reactions. Also, mi-
ponent analysis as can be inferred from the re- celles change the effective microenvironment
sults obtained in recent research on this topic [1]. around dissolved solutes and hence their physico-

chemical properties such as absorptivity, equilib-
rium constant, spectral profile, etc. These fea-
* Corresponding author. tures can help to overcome many of the analytical

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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problems encountered in multideterminations,
where, as in many other areas of analytical chem-
istry, micellar systems have only been applied in
an empirical manner. There is, therefore, a need
for additional fundamental studies of analytical
micellar systems in order to clearly establish the
exact origin of many of the beneficial effects
micelles provide.

This paper reports on a fundamental study on
the kinetics of the reactions between Pyrogallol
Red (PGR) and chromium(VI), vanadium(V) and
titanium(IV) in aqueous dodecyltrimethylammo-
nium bromide (DTAB) micelles as well as on the
physico-chemical features of the resulting reac-
tion products. These reactions were previously
utilized for the resolution of ternary mixtures of
the three ions based on the effects of DTAB
micelles on them [2]. Thus, the oxidation reaction
between PGR and Cr(VI) is accelerated by the
presence of the surfactant. On the other hand,
the oxidation reaction between PGR and V(V) is
almost completely suppressed in a DTAB micel-
lar medium and a PGR-V(V) complex is ob-
tained rather than the PGR oxidation product, so
product distribution is altered relative to water.
Likewise, DTAB micelles cause a bathochromic
shift and exert a hyperchromic effect on the ab-
sorption spectrum of the PGR-Ti(IV) complex.

Kinetic studies on these reactions have so far
been aimed at assessing the intrinsic reactivity of
reactants in DTAB micelles. Because the rate
enhancing effects of micelles can be due to
medium or concentration effects [3], our aim was
to determine the relative significance of both
types of effects on the reactions considered. For
this purpose, we estimated the binding constant
for each reactant to the micelles (K,) and the
true second-order constant (k) in the micellar
pseudo-phase. A comparison of this rate constant
with that in water should reveal the significance
of the medium effect of the micelle. The model
used to analyse kinetic data was essentially that
developed by Berezin et al. [3], implemented in
the equations of Fletcher and Robinson [4] for
estimation of k,,.

Our study of the physico-chemical features of
the reaction products obtained in the micellar
medium was focussed on the PGR-Ti(IV) and

PGR-V(V) complexes, the bathochromic and /or
hyperchromic effects on which arise from the
presence of DTAB micelles. The nature of both
complexes was comparatively investigated in the
aqueous and micellar medium by determining
their stability constants and stoichiometries.
Metal-chelate complexes formed in micellar sys-
tems are known to be much more stable than
those formed in the absence of micelles [5]. Be-
cause association of reactants and complexes to
micelles involves a major concentration effect,
stability constants were also determined by con-
sidering the volume fraction of micelles in order
to estimate their real values using a mathematical
expression derived in this work. Association of
the metal-chelate complexes to surfactant
molecules of the micellar system to yield a “new”
complex (usually referred to as ternary complex),
was also investigated since it usually equalizes
bonds and results in maximal delocalization of
the conjugated m-electron system, thereby alter-
ing the absorption spectrum of the complex [5].

2. Experimental
2.1. Apparatus

Absorbance measurements were made on a
Hewlett Packard 8452A diode array spectropho-
tometer furnished with 1-cm quartz and glass
cells. The spectrophotometer cell compartment
was thermostated by circulating water from a
Neslab RTE bath. Kinetic measurements were
made on a Philips PU 8625 UV-vis spectropho-
tometer fitted with a stopped-flow module [6]
(Quimi-Sur Instrumentation, Seville, Spain). The
module, furnished with an observation cell of 0.3
cm path length, was controlled by the associated
electronics via a 640 K Mitac computer for acqui-
sition and processing of kinetic data. The solu-
tions in the stopped-flow module and cell com-
partment were kept at a constant temperature by
circulating water from a thermostated tank. A
ordinary stalagmometer was used for surface
measurements in order to determine the critical
micelle concentration (c.m.c.) of the surfactant

[71.



D. Sicilia et al. / Analytica Chimica Acta 297 (1994) 453464 455

Table 1

Experimental conditions used for the determination of binding constants for various species incorporated into DTAB micelles

(temperature = 25°C)

Species [Species] DTAB concentration range Fitted wavelength
M) ™) (nm)

PGR 50%x1073 1.0X 1073-1.0x 102 580

Cr(VD) 1.92 x 104 80X 1073-1.8% 1072 380

V(V) 39%x10¢ 5.0x1075-1.0% 1073 310

Ti(IV) 8.4x10°3 20%x1075-4.0x 1073 310

PGR-V(V) [PGR]=70x10"3 50x1075-1.5x 1073 620
[VIV)I=12x%x10"%

PGR-Ti(IV) [PGR]=7.0 X 10~° 20x1075-25%x 1073 640

[Ti(IV)]=2.1x10"5

2.2. Reagents

All chemicals used were of analytical-reagent
grade and utilized as purchased, without further
purification. Bidistilled water was used through-
out. A stock aqueous solution of Cr(VI) (1.92 X
1072 M) was prepared from K,Cr,0, (Merck).
Another stock aqueous solution of V(V) (1.96 X
1072 M) was made from NH, VO, (Aldrich). A
stock Ti(IV) solution (2.09 X 10~2 M) was made
by dissolving 0.1 g of metal titanium (Merck) in
10 ml of HCI (1:1, v/v) with warming; after
cooling,the solution was made to 100 ml with HCl
(1:1, v/v). A 21x107* M solution of PGR
(Aldrich) was prepared by dissolving 0.0840 g of
the reagent in 100 ml of methanol (100%). A 0.1
M phthalate buffer of pH 3.5 was also prepared.

A DTAB (Sigma) solution (9.73 X 1072 M) was
made by dissolving the required amount of sur-
factant in bidistilled water.

2.3. Procedure for the determination of micellar
binding of the substrates or reaction products

The distribution or binding constants of PGR,
Cr(VD, V(V), TiIV) and the PGR-V(V) and
PGR-Ti(IV) complexes to DTAB micelles (K,)
were determined spectrophotometrically [8,9]
from the changes (bathochromic and/or hyper-
chromic shifts) induced by the cationic surfactant
on the absorption spectra of the species consid-
ered. A series of solutions (10 ml total volume)
containing a fixed concentration of one species

Table 2

Equilibrium and kinetic parameters for the reactions of PGR with Cr(VI), V(V) and Ti(IV) in an aqueous and a DTAB micellar
medium

Substrate, product Parameter

or reaction K.M™) K K, (M7 vy M7k, (M7
PGR 1050 + 5

Cr(VD) 930 + 60

V(V) 6150 + 350

Ti(IV) 5800 + 30

PGR-V(V) 6300+400 (15405 x10°M™!

PGR,-Ti(IV) 3400 + 200 (2.7+0.8)x 101 M2

PGR-V(V)-DTA, 24+02)x102°M™* (73105 x 101

PGR,-Ti(IV)-DTA 21+05x10°M™3  (65+1.6)x108

Cr(VD + PGR 1.1 £0.1 20+02)x 1072
2PGR + Ti(IV) + DTA 0.27 + 0.02 0.44 4+ 0.02
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and various concentrations of DTAB at the work-
ing pH (3.5, adjusted with 0.03 M phthalate-
phthalic acid buffer) was prepared. An aliquot of
each solution was transferred into a 1-cm quartz
cell thermostated at 25°C, and the absorbance
measured at a fitted wavelength for each species.
The binding constant was calculated from the
expression [8,9]:

Kspecies =f/{(1 _f)([DTAB] - c.m.c.)
—f(1 - f)[species]} (1)

where f is the fraction of species bound to mi-
celles at different surfactant concentrations and
can be calculated from

f= (A _Aaq)/(Am _Aaq) (2)

A, A,, and A being the absorbances measured
at several DTAB concentrations, in its absence
and on complete incorporation of species into the
micelles, respectively. The slope of the linear plot
of f/(1 —f) against the DTAB concentration
gave K. Table 1 summarizes the species concen-
trations and DTAB concentrations tested for the
determination of the different binding constants.
The fitted wavelength was that resulting in maxi-
mum absorbance in the presence of the surfac-
tant at complete incorporation of the species into
the micelles. The binding constants obtained are
listed in Table 2.

2.4. Procedure for the determination of the stability
constants of the ternary complexes in the micellar
medium

In order to determine the stability constants of
the ternary complexes formed between V(V),
PGR and DTAB and between Ti(IV), PGR and
DTAB a series of solutions (10 ml total volume)
containing a fixed concentration of DTAB above
its c.m.c. (5.84 X 107> M) and PGR (7.0 x 1073
M), in addition to various concentrations of metal
[Ti(IV) or V(V)], at pH 3.5 (adjusted with 0.03 M
phthalate—phthalic acid buffer) was prepared. An
aliquot of each solution was transferred into a
1-cm quartz cell thermostated at 25°C and the
absorbance measured at a fitted wavelength for

each ternary complex (A =620 and 640 nm for
the V(V) and Ti(IV) ternary complexes, respec-
tively).

A plot of the absorbance obtained for each
solution prepared against the ratio of ligand to
metal concentration gave a curve which straight-
line portions were extrapolated to where they
intercepted one another. The extrapolated values
(Axp) near the “equivalence point” on the
mole-ratio plot corresponded to the overall ab-
sorbance of the complex if it was formed com-
pletely. The difference between the extrapolated
value (A4,,,,) and the actual absorbance value can
be used to calculate the stability constant.

We shall discuss the formation of the ternary
complexes in the micellar medium on the basis of
the following equation:

My +nPGRy + mDTAB,, —=
(M-PGR,-DTAB,, )

where M denotes to the metal ion and subscript
M the micellar pseudophase. The complex forma-
tion constant is given by

_ (M-PGR, - DTAB,,)y
" (M)m(PGR)(DTAB)y

(3)

where brackets denote local concentrations in the
micellar pseudo-phase.

Provided the DTAB concentration is high
enough to allow complete incorporation of the
metals into the micellar pseudo-phase and hence
the ternary complex to be exclusively formed in
the reaction medium, the overall concentrations
of metal ion, PGR and DTAB can be obtained
from

[M]r = (M)mé + (M- PGR, — DTAB,,)yé
(4)
[PGR]; = (PGR)
+n(M—PGR, - DTAB,)yé6 (5)
[DTAB]; = (DTAB)yé

+m(M - PGR, —~ DTAB,,),¢
(6)
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where ¢ is the volume fraction of the micellar
pseudophase in the bulk solution, which is given
by
¢ = ([DTAB] —c.m.c.)V
V' being the volume contributed to the micellar
pseudophase per mole of micellized surfactant.
The V value for DTAB is reported 0.286 mol ~! 1
[10].

The absorbance for each solution is given by
A=¢el(M—-PGR, — DTAB,,),¢ (7

where ¢ is the molar absorptivity of the ternary
complex and / the cell length,

A =Amax
when
[M]+
(M —-PGR, —DTAB,, )\, = 3
Therefore, the actual complex concentration is
, M]; 4
(M-PGR, —DTAB,,)y = s A (8)

Egs. 3-8 allow the following expression to be
derived for calculation of the stability constant of
a ternary complex in the micellar medium.

e [¢"+m(Aiax )}

A A\
(1 - Amax ) ([PGR]T - n[M]TA )

max

X

4\
x ([DTABJT - mM]:— ) ] (9)
max
If no volume correction is made, the apparent
stability constant (Kfaw) for the ternary complex
in the micellar medium is given by
K
Kfaprp = W (10)

The K; and K;  values obtained for the ternary
complexes formed in the micellar medium are
shown in Table 2. The quoted values are the
means of three values obtained from points (A4,
[M];) on the mole-ratio plots.

2.5. Kinetics

Kinetic data from both the Cr{(VI)-PGR and
the Ti(IV)-PGR reactions were obtained by us-
ing a stopped-flow module [6] and spectrophoto-
metric detection. The complex-formation reac-
tion between V(V) and PGR, which takes only a
few milliseconds, could not be monitored with the
stopped-flow module nor with a Sim Aminco
JD-490 spectrofluorimeter. Therefore, no kinetic
parameters for this reaction are reported.

In order to calculate the observed first-order
rate constants, k., for the Cr(VI)-PGR and
Ti(IV)-PGR systems two solutions (A and B)
were used to fill the two 10-ml reservoir syringes
of the stopped-flow module. Solution A con-
tained 6 ml of 0.1 M phthalic acid—potassium
phthalate buffer (pH=3.5), Imlof 2.1 X 107> M
of PGR and various concentrations of DTAB
[between 9.6 X 1073 and 3.8 X 1072 M for the
PGR-Cr(VI) system and from 292X 1073 to
1.95 X 10~2 M for the PGR-Ti(IV) system] and
bidistilled water to a final volume of 10 ml. Solu-
tion B contained 0.5 ml of 1.92 X 10~2 M Cr(VI)
or 0.4 ml of 2.09 X 10~ 2 M Ti(IV), plus NaOH to
adjust pH to 2.2 and bidistilled water to a final
volume of 10 ml. After the two 2-ml drive sy-
ringes were filled with the corresponding solu-
tions from the reservoir syringes, 0.15 ml of each
was mixed in the mixing chamber in each run.
The redox reaction between PGR and Cr(VI) was
monitored at 380 nm (the A, for oxidized PGR)
and the complex formation reaction between PGR
and Ti(IV) at 640 nm (the A,,,, for PGR-Ti(IV)
complex), by recording the variation of the ab-
sorbance as a function of time at 25 + 0.1°C.
Absorbance data were collected and processed by
the microcomputer using a rate-constant calcula-
tion program to obtain observed rate constants
(k). These constants were calculated from lin-
ear plots of In(A,, —A4,) vs. time. The quoted k
values are the means of five measurements, so
k ., Was estimated to better than +6%.

The model used to analyse kinetic data was
essentially that developed by Berezin et al. {3],
where the chemical reaction is assumed to take
place in two pseudo-phases, one associated with
the surfactant aggregates and the other with the
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bulk solvent. The reaction scheme for a reversible
bimolecular association reaction is

kM,l

Tk

kaq,l
Aaq + Baq ‘m Caq
where subscripts M and aq denote the micellar
and aqueous pseudo-phase, respectively.

Since the investigated reactions completed
within 10 s, it is reasonable to assume that parti-
tioning of the reactants between the two pseudo-
phases was quite rapid compared to the rate of
chemical reaction. Hence, partitioning can be de-
scribed by the equilibrium parameters K,, Ky
and K. The equilibrium constant K for species
S partitioning between the two pseudo-phases is
given by:

S]m
K= [[s13qc (12)

where C is the concentration of surfactant that
contributes to the micellar pseudo-phase volume,
which may be taken to be ([surfactant]-c.m.c.);
and [S]y; and [S],, are the concentrations of S in
the micellar and aqueous pseudo-phase, respec-
tively (expressed as mol 17! of total solution).

From Eq. 11, the observed second-order rate
constant for the formation of product C, & ,, is
given by

kyi+ ko Ka'Kg'C™WV
cv|1+(KaC) 71+ (K5C) 7

obs,1 =

(13)
where V is the volume contributed to the micel-
lar pseudo-phase per mole of micellized surfac-
tant.

When both reactants and the product partition
strongly to the micellar pseudo-phase, the reac-
tion can only occur in it; hence, under pseudo-
first-order conditions (i.e. [A], > [B],), the ob-
served first-order rate constant is given by

) ki [A],
Cev|t+ (k.0 [1+ (Ks0) 7]
+ ks (14)

obs

For C >cm.c. and K, and K> C™!, Eq. 14
simplifies to

_ alAl
obs cV

Similar equations were previously used to in-
terpret the kinetics of reactions in micellar solu-
tions [4]. A plot of k vs.[A,]/C gives a straight
line, the slope of which (k,) is

ks=kM,1/V (16)

Once V is known, the “true” second-order rate

constant of the reaction taking place in the micel-

lar pseudophase (k) can readily be estimated.
The second-order rate constants for the two
reactions considered in the aqueous medium

(k,q1) were determined from the kinetic curves

obtained in the absence of DTAB. The stopped-

flow technique was used for this purpose. The
two solutions (A and B) prepared to fill the two

10-ml reservoir syringes of the stopped-flow mod-

ule contained the following:

— Solution A: 6 ml of 0.1 M phthalic acid—potas-
sium phthalate buffer (pH = 3.5), 1 ml of 2.1 X
103> M PGR and bidistilled water to a final
volume of 10 ml.

— Solution B: 1.1 ml of 1.92 x 1073 M Cr(VI) or
1.0 ml of 2.09 X 10~* M Ti(IV) and NaOH to
adjust the pH to 2.2, plus bidistilled water to a
final volume of 10 ml.

The ky,; and k,,; values obtained for the two

reaction considered are summarized in Table 2.

k +ky, (15)

3. Results and discussion

Several experiments were carried out in order
to elucidate the mechanism via which the surfac-
tant induced the above-described changes in the
features of the PGR-Cr(VI), PGR-V(V) and
PGR-Ti(IV) systems. The presence of micelles in
the reaction medium was essential for DTAB to
exert its effect on the PGR-Cr(VI) and PGR-
V(V) systems. This was concluded from the criti-
cal micelle concentration (c.m.c.) obtained under
the experimental conditions used (viz. 9.2 X 1073
M, as calculated from surface tension measure-
ments). This concentration was substantially dif-
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ferent from the c.m.c. obtained in distilled water
(15x1072 M) and lower than the analytical
concentration used (5.84 X 10~* M) [2]; this is
consistent with the results, according to which the
effect of DTAB on these reactions was only ex-
erted at concentrations above 1.0 X 10~% M. The
effect of DTAB on the PGR-Ti(IV) system was
observed at DTAB concentrations above 1.0 X
10=> M, where only monomers or submicellar
aggregates should be present in the reaction
medium. However, the maximum hyperchromic
and bathochromic shifts were only observed in
the presence of micelles. The results obtained for
each of the systems studied are commented on
below.

3.1. Pyrogallol Red—chromium(VI) system

The only evident effect of DTAB on this redox
reaction was to accelerate the formation of the
oxidation product. Since micellar catalysis occurs
when either all the reactants concentrate on the
micellar surface (where the reaction takes place)
or some of them approaches the micelles (the
reaction takes place at the micelle-bulk solution
interface), we investigated individual interactions
of each reactant with the DTAB micelles in order
to elucidate which route applied in this case.
Evidence for PGR-DTAB and Cr(VI)-DTAB
interaction was provided by the changes that
DTAB induced in the absorption spectra of PGR
(Fig. 1A) and Cr(VI) (Fig. 1B). The extent of the
bathochromic shift caused by DTAB micelles on
the absorption spectrum of PGR increased with
increasing DTAB concentration. No bathochro-
mic shift on the Cr(VI) spectrum was observed,
but only increased absorptivity in the spectral
region between 350 and 410 nm. Partition or

™ 050

<\ﬁ\ 025 .
! 3

300 400 500 600 700 800 320 360 400 44O

Mam} Anm)
Fig. 1. Absorption spectra for (A) Pyrogallol Red and (B)
chromium(VI) in the (1,3) absence and presence of (2) 7.78 X
1073 M DTAB and (4) 1.95x10~2 M DTAB. [PGR] = 5.0%
1073 M; [CH{VD]=1.92%x10"* M.

o
©
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Fig. 2. Plot of kg, vs. [CH(VD], /(DTAB}-c.m.c.) for the
redox reaction between PGR and Cr(VI) at 25.0°C.

“binding” constants of these reactants to the
cationic surfactant system were determined spec-
trophotometrically from these spectral changes by
using the procedure described under Experimen-
tal. A plot of f/(1 —f) against the DTAB con-
centration for PGR was linear between 5.0 X 103
M and 9.0x 1072 M surfactant, with a slope
Kpgr=1050+5 M~' The Cr(VD) “binding”
constant, K¢,y obtained similarly, was found to
be 930 + 60 M.

Taking into account that the DTAB concentra-
tion in the reaction medium used for the determi-
nation of the analytes (5.84 X 10~3 M) was con-
siderably higher than those of PGR (5.0 X 1073
M) and Cr(VI) (between 0.38 X 107> M and 1.54
X 1073 M), and considering the “binding” con-
stants of the two reactants to the micelle, the
oxidation of PGR by Cr(VI) probably takes place
preferentially through the reactants concentrating
at the micellar surface, so the accelerating effect
of the DTAB micellar medium can be ascribed to
micellar catalysis, and the rate of reaction in
water, k., to be negligible. In order to confirm
this hypothesis, the “true” second-order rate con-
stant, k., for the reaction in the micellar
medium was calculated by using the model of
Berezin et al. [3] as described under Experimen-
tal for the quantitative treatment of the kinetic
data. Since all the experimental conditions for
application of Eq. 15 were fulfilled, a typical plot
of the observed first-order rate constant (k)
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against [Cr(VD)],/C gave a straight line (see Fig.
2). The slope of the plot provided a value of
3.8+ 0.4 s~ ! for k, (see Eq. 16). The true sec-
ond-order rate constant in the micellar phase,
k1, was calculated by assuming the molar vol-
ume, V, of the surfactant to be 0.286 mol ! 1[11};
ky,, was thus found to be 1.1+£0.1 M~' s~
Since the second-order rate constant obtained for
the redox reaction between PGR and Cr(VI) in
the aqueous medium was k,.; =(2.0+0.2) X
1072 M~ ! s~} the “true” second-order rate con-
stant in the DTAB micellar phase was greater by
a factor of ca. 55 relative to water alone. Such a
large value for a medium effect from DTAB was
also confirmed by calculating the ky,; /k,,, ratio
from the following equation

kobs,l — kM,l KCr(VI)KPGR (17)
k Kaar v( /K Ko )
max 9 \/ crvp T \/ PGR

aq,1

where (K 1 /K 141 max 1 the maximum accelerat-
ing effect on the reaction in the micellar medium,
k s, being the second-order rate constant at the
optimum surfactant concentration [3). This maxi-
mum value was found to be 4.2 X 10%. Also, the
km,1/kqq, ratio obtained from Eq. 17 was ca. 48
and thus similar, within experimental errors, to
the result provided by the kinetic treatment de-
scribed under Kinetics (see Experimental). This
value suggests a change in the reactant reactivi-
ties on transfer from water to the micellar phase.

While uncommon, changes in the reactivity of
reactants involved in bimolecular reactions in-
duced by micelles have occasionally been re-
ported. Some such changes have been ascribed to
an altered dielectric constant for the electric dou-
ble-layer around the micelles relative to that in
the bulk aqueous phase in reactions sensitive to
solvent polarity [10], or to a modified hydratation
state of inorganic ions on incorporation into mi-
celles [12]. While determining the real origin of
the reactivity change induced by DTAB on the
PGR-Cr(VI) system is beyond the scope of this
work it makes quite an interesting challenge in
order to find other similar systems and study
their analytical potential.

3.2. Pyrogallol Red—vanadium(V) system

Vanadium(V) is known to oxidize PGR over
the pH range 1-7 [13]. Complexes of vanadium
ion and PGR have only been reported for V(IV)
[14], which forms a 1:2 complex at pH 4.4 ab-
sorbing maximally at 540 nm.

The absorption spectra for the PGR-V(V) sys-
tem in an aqueous medium recorded over the pH
range 1-7 included an absorption signal above
600 nm that cannot be attributed to the oxidized
form of PGR since this is involved in the disap-
pearance of the 490 nm band for PGR and the
very slow appearance of a new band at 390 nm
[15]. On the other hand, the band at 600 nm was
not observed for the PGR-Cr(VI) system, which
gives the same oxidation product. This absorption
band, which is hardly perceptible at V(V) concen-
trations below 10X 107> M in an aqueous
medium, was well defined at V(V) concentrations
above 1.0 X 10"* M and resulted in maximum
absorption at 620 nm when dissolved PGR-V(V)
was recorded against solutions of PGR alone
(Fig. 3A.1). Bearing in mind that a PGR-V(V)
complex might have been formed simultaneously
(to a lesser extent though) with the oxidation
reaction between PGR and V(V) under the work-
ing experimental conditions [2], the complex stoi-
chiometry and stability constant were determined
at 620 nm. Use of a mole-ratio method provided
a well-defined intercept at a V(V) to PGR ratio
of 1:1 and the working pH (3.5). Under these
conditions, the stability constant for the V(V)-
PGR complex was (1.5 + 0.5) X 10 ML

A) 8)
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Fig. 3. Absorption spectra for (A) the Pyrogallol Red-V(V)
complex, (V(V)]=1.2x10"> M and [PGR]=7.0x10~5 M)
and (B) V(V) (V(V)]=3.9%10"* M) in the (1, 3) absence
and presence (2) of 1.5% 107> M DTAB and (4) 1.0x10-* M
DTAB.

0.961
0.1

ABSORBANCE

500 500



D. Sicilia et al. / Analytica Chimica Acta 297 (1994) 453—464 461

Addition of DTAB to the reaction medium
suppressed the oxidation reaction between PGR
and V(V) virtually complete above pH =3 and
significantly increased the absorption at 620 nm,
which is indicative of formation of the PGR-V(V)
complex. Therefore, DTAB micelles essentially
alter product distribution relative to an aqueous
medium. Since the absorption spectrum for the
PGR-V(V) complex in the DTAB micellar
medium showed a maximum signal at ca. 620 nm,
no bathochromic shift with respect to the aque-
ous medium was observed. It was unclear whether
the hyperchromic effect observed in the micellar
medium was due to sensitization or simply the
result of the altered product distribution in the
presence of DTAB. The possibility of PGR com-
plexing V(IV) following the oxidation reaction
was ruled out (at least for the micellar medium),
since no decrease in the absorbance at 490 nm,
which diminished for oxidized PGR, was ob-
served. The hyperchromic effect observed in the
micellar medium was used to calculate the con-
stant of “binding” of the PGR-V(V) complex to
the DTAB cationic micelles using the procedure
described under Experimental and the conditions
shown in Table 1. A value of 6300 + 400 M™!
was obtained for Kpggr_v(vy, Which suggest that
the complex is retained at the micellar surface as
it is formed. In order to determine whether the
complex formation reaction between V(V) and
PGR occurred preferentially on the micellar sur-
face, the extent of incorporation of V(V) into the
DTAB micellar pseudo-phase was determined
under the experimental conditions given in Table
1. This ion is likely to be present almost entirely
as H,;V,07 in the reaction medium, although it
may also exist in a condensed form such as
HV,03; [16], so it may concentrate at the surface
of cationic micelles. The extent binding of V(V)
to DTAB was determined through the hyper-
chromic shift that DTAB causes on the absorp-
tion spectrum of the metal (Fig. 3B) and was
found to be 6150 + 350 M. Since PGR is also
strongly bound to micelles (Kpgg = 1050 £+ 5
M™1), the complex-formation reaction probably
takes place at the micellar surface.

Because the PGR-V(V) complex-formation
reaction was quite rapid in both the aqueous and

the micellar medium, no kinetic data could be
obtained by using the stopped-flow technique, the
only technique for this purpose available in our
laboratory. Therefore, it could not be ascertained
whether micellar catalysis actually occurred.

Several experiments were conducted in order
to determine the nature of the PGR-V(V) com-
plex in the micellar medium. Because micelles
were indispensable for the effect of DTAB on
this reaction to be observed, we investigated
whether the binary complex was only adsorbed on
the micelles or formed a true ternary complex
with the surfactant. Only if this latter assumption
was correct would a given molecular ratio of
chelate to surfactant be meaningful. The compo-
sition of the ternary complex was investigated by
using the mole-ratio method and an initial large
excess of DTAB. A molar ratio of V(V) to PGR
of 1:1 was provided by varying the concentration
of metal. Similar experiments were carried out by
using increasing DTAB concentrations and a con-
stant, excess concentration of PGR to ascertain
the possibility of a definite stoichiometry of
PGR-V(V) to DTAB. The concentration of V(V)
was above 9.2 X 107° M (c.m.c. of DTAB). The
two straight lines intersected at a definite value
of [DTAB]/[V(V)] of ca. 2. Thus, the ternary
complex has a PGR-V(V)-DTAB molecular sto-
ichiometry of 1:1:2. The stability constant for
this ternary complex, at the DTAB concentration
where the complex was maximally incorporated
into the micelles, was determined by using Eq.
10. A value of K; of (2.4 +0.2) X 10> M~ was
obtained by taking V to be 0.286 mol™! 1 for
DTAB. From Eq. 11, the apparent stability con-
stant for the ternary complex was calculated to be
(7.3 4+ 0.5) X 10'° M3, which reveals the signifi-
cance of the concentration effect. Therefore, the
surfactant appears to play a twofold role in the
ion-association process: first, it secures a mini-
mum concentration for micelles to be formed,
below which little or no ion-association occurs;
second, its cationic form, DTA™, reacts with the
complex to yield the ternary ion-association com-
plex.

Previous studies [17] showed the chelating
groups of some dissolved compounds to lie nor-
mal to the surface of charged micellar systems,
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Fig. 4. Incorporation of the PGR-V(V)-DTA, ternary com-
plex into DTAB micelles.

HO

thereby facilitating coordination with the incom-
ing metal ion. This occurs preferentially when the
compound concerned possesses other ionizable
groups facing the functional groups. With PGR,
metal coordination probably occurs through the
ortho-hydroxyquinone group [18], so, it is reason-
able to believe that the complex associates to
micelles through electrostatic interactions be-
tween the sulphonate and hydroxyl groups sym-
metric to the carbonyl group and the positively
charged head group of the surfactant [5]. There-
fore, -incorporation of the PGR-V(V) complex
into DTAB micelles may occur as shown in Fig. 4.

3.3. Pyrogallol Red—titanium(IV) system

PGR-Ti(IV) complexes of 1:1 and 2:1 stoi-
chiometry have been reported to occur in aque-
ous media at pH 2-5 [19]. Under our experimen-
tal conditions, a substantial bathochromic shift
and a hyperchromic effect on the absorption
spectrum for the PGR-Ti(IV) complex was ob-
served in the presence of DTAB relative to water
(Fig. 5A). This spectral change allowed calcula-
tion of the constant of “binding” of the PGR-
Ti(IV) complex to the DTAB micelles under the
experimental conditions given in Table 1. A bind-
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Fig. 5. Absorption spectra for (A) the Pyrogallol Red-Ti(IV)
complex ([Ti(IV)]=2.1x10"° M and [PGR]=7.0%x10"5 M)
and (B) Ti(IV) (Ti(IV)] = 8.4 x 10> M), in the (1, 3) absence
and presence (2) of 20X 107* M DTAB and (4) 4.0x1073* M
DTAB.
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ing constant Kpgg iy, Of 3400 +200 M~ for
the PGR-Ti(IV) complex was obtained. Accord-
ingly, the complex binds strongly to the positively
charged DTAB micellar surface and is retained
by this pseudo-phase as it is formed.

Since PGR actually binds to DTAB micelles
(Kpgg = 1050 +£ 5 M), we also studied whether
Ti(IV) incorporated into the micellar surface in
order to determine whether the PGR-Ti(IV)
complex formation reaction takes place at the
micellar pseudo-phase with both reactants in dis-
solved form or between dissolved (PGR) and
insolubilized [Ti(IV)]. This ion is known [20] to
give oxochloro complexes in aqueous hydrochlo-
ric acid the exact nature of which depends on the
acid concentration. Some of the likely complexes
include TiOCI;~, TiO,Cl4~ and TiOCI3~. Since
Ti(IV) solutions were made in 1:1 HCI (see
Reagents, under Experimental), this ion was likely
to be present in the oxochloro complex form and,
although the exact nature of the complex(es) could
not be elucidated, all oxochloro complexes could
be attracted by coulombic interaction to the posi-
tively charged DTAB micellar surface. Binding of
titanium(IV) to DTAB was investigated spec-
trophotometrically (see Table 1 for the experi-
mental conditions used) through the hyper-
chromic shift that this surfactant causes on the
absorption spectrum of the metal (Fig. 5B). A
value of 5800 + 30 M~ ! was found for the bind-
ing constant (Ky;,y,). Therefore, both reactants
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Fig. 6. Plot of k., vs. [Ti(IV)], /[DTAB)}-c.m.c.) for the
complex formation reaction between PGR and Ti(IV) at
25.0°C.
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Fig. 7. Incorporation of the PGR ,-Ti(IV)-DTA ternary com-
plex into DTAB micelles.

[Ti(IV) and PGR] and the product [PGR-Ti(I1V)
complex] are exclusively located in the micellar
surface region, so Eq. 7 is applicable. Fig. 6 shows
a plot of k., vs. [Ti(IV)],/C. The k, (0.95 +
0.06) s~ 1, allows the true second-order rate con-
stant in the micellar pseudophase for the com-
plex-formation reaction between PGR and Ti(IV)
to be calculated [ky,=02740.02 s7! M~'].
Taking into account that the molar volume, V, of
the surfactant is 0.286 mol~' 1 [11], this rate
constant is ca. 1.5 times less than that in bulk
aqueous solution (0.44 +0.02) s™! ML, so the
increase in the rate of formation of the PGR-
Ti(IV) complex observed in the presence of
DTAB can be attributed to the increase in reac-
tant concentrations in the micellar phase.

The nature of the complex obtained in both
the aqueous and the micellar medium was investi-
gated. The molar ratio of Ti(IV) to PGR in the
binary complex and its stability constant in the
aqueous medium, determined by the molar ratio
method, were 1:2 and (2.7 +0.8) X 10'! M2,
respectively. The possibility of a ternary complex
being formed in the presence of DTAB was in-
vestigated by using the molar ratio method and
an initial large excess of surfactant. A molar ratio
of Ti(IV) to PGR of 1:2 was obtained by varying
the concentration of metal. Similar experiments
were carried out by using increasing DTAB con-
centrations, and constant, excess concentration of
PGR. A molar ratio of DTAB to Ti(IV) of 1:1
was obtained. Thus, the ternary complex has a
PGR-Ti(IV)-DTAB molecular stoichiometry of
1:2:1. The stability constant for this ternary
complex at a DTAB concentration where incor-
poration of the complex into the micelles was

maximal, was found to be (2.1 +0.5) X 10° M3,
The apparent stability constant, as calculated
from Eq. 11, was (6.5+1.6) x 10> M~3; this
value again stresses the significant of the reactant
concentration on the micellar surface.

If one assumes that Ti(IV) coordination occurs
through the ortho-hydroxyquinone group of PGR,
and the sulphonate group facing the chelating
site can interact favourably with a surfactant
molecule, the most likely reaction sequence is
that shown in Fig. 7.
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Book Reviews

Larry R. Taylor, Richard B. Papp and Bruce D.
Pollard, Instrumental Methods for Determining Ele-
ments, VCH, New York, 1994 (ISBN 1-56081-038-
6). ix + 322 pp. Price DM128.00.

For reasons that are not completely clear, analyti-
cal texts have historically fallen into two distinct
types: those which describe the theory and construc-
tion of instrumentation and those which are some-
times described as recipe books. There have been
few books which have largely concentrated on the
advantages and disadvantages of different techniques
and why a particular technique might be chosen.

This book tackles the missing area. It covers the
major instrumentation: atomic absorption and emis-
sion, electrochemical techniques, chromatography,
X-ray fluorescence, combustion-based procedures
and others such as electrophoresis, flow injection,
MS and NAA. General overviews of applications are
also provided. The emphasis of the book is less on
describing the theory of the techniques than on fea-
tures involved in the selection of alternative configu-
rations. In the chapter covering atomic absorption
spectrometry, for example, sections are to be found
covering flame, furnace, glow discharge and vapour
generation methods under headings such as elemen-
tal coverage, limits of detection, dynamic range,
sample type, multi-element capability, selectivity and
interferences, sample throughput and preparation,
precision, capital and operating costs, etc. The infor-
mation contained in the chapter is valuable but the
structure results in six ‘“Flame AAS’’ headings just
within Section 3.4. It is difficult to avoid the conclu-
sion that some clarity has been sacrificed in the
adoption of a very regimented structure.

Whilst the book is in general clearly presented
and contains relatively few typographical errors, there
are places where spaces between sections have been

omitted. This results in Section 3.3.4, a minor sub-
section on Glow Discharge AA, containing the con-
cluding remarks Section 3.3. The diagrams are gen-
erally clearly presented, if not at times rather uncon-
ventional and obviously the product of an un-tamed
computer drawing package which believes that chro-
matography peaks are triangular.

Overall this book is well worth reading. Its em-
phasis is a refreshing change from the conventional
instrument texts and it will provide the reader with a
greater insight into the choice of suitable analytical
instrumentation.

Alan G. Howard

Gabriele Wagner and George G. Guilbault (Eds.),
Food Biosensor Analysis, Marcel Dekker, New York,
1993 (ISBN 0-8247-9150-9). 272 pp. Price
US$125.00.

Medical applications were a predominant feature
of early biosensor research. However, the need for
simplified measurement of biochemical parameters is
by no means a prerogative in medicine, and applies
to a whole range of areas of applied biology. This
collection of reviews has appropriately targetted an
area of both growing general and legislative concern;
food analysis. The biosensor systems covered (elec-
trochemical, optical, thermometric, piezoelectric)
hold no major surprises, but the particular applica-
tion emphasis, coupled with several contributions by
food scientists, provides for sufficient new material
for even the ‘‘well-heeled’” in the field. The techno-
logical slant to most of the chapters is helpful and
the general reader is not overburdened with theory.
The first chapter deals succinctly with basic princi-
ples, and a second chapter, by a food scientist, helps

0003-2670/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
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define context and assay needs. Enzyme-based elec-
trodes have been extensively reported for food analy-
sis, and much of the growing literature is presented
in chapter three with, for once, a fairly balanced
representation of ‘‘real sample’’ problems. Fluoro-
metric and luminometric sensors are afforded indi-
vidual chapters, perhaps more in expectation than
that major inroads have yet been made into food
analysis; the authors do, however, give readable
basic descriptions. Three chapters on piezoelectric
immunosensors, whole cell biosensors and thermis-
tors illustrate with some well chosen examples the
diversity of Dbiotransduction principles available;
though experience in these lies mainly in the hands
of dedicated enthusiasts, these may satisfy important
niche requirements in future. A recurrent theme in
these reviews is the need for sample preparation and
presentation, and a chapter on biosensors combined
with HPLC highlights one route to this. The final
chapter, by a food scientist, presents the end-user
perspective that goes some way to identify relevance.
Overall, this is a readable, self-contained text, that
would be a good starting point for anyone new to the
field.

Pankaj Vadgama

J.W. Kiceniuk and S. Ray (Eds.), Analysis of Con-
taminants in Edible Aquatic Resources: General
Considerations, Metals, Organometallics, Tainting,
and Organics, VCH, New York, 1994 (ISBN 1-
56081-528-0). xiii + 551 pp. Price DM260.00/
£105.00.

Analysis of foodstuffs for contaminants is now an
extremely important and widespread activity, The
present text is divided into two ‘‘Books’’, the first
dealing with certified reference materials, quality
aspects, chemometrics, and laboratory automation
and management systems, as well as cadmium and
inorganic and organic forms of Pb, As, Hg, Se and
Sn, sensory evaluation, and isolation of odoriferous
components. Book II covers organic contaminants
CPCBs, PCTs and PCNs, dioxins and furans, chlori-
nated pesticides, chlorinated ethers, PAHs, phenols,
nitrosamines and antimicrobials), diarrhetic shellfish
poisoning, detection by immunoassay and sample

pretreatment (extraction, clean up, etc.) of organo-
chlorine compounds. Each of the 24 chapters is
written by well-known authors, and includes a con-
siderable amount of detail. This is an essential text
for food and environmental scientists, and will be of
great interest to analytical scientists generally.

Alan Townshend

H. Jork, W. Funk, W. Fischer and H. Wimmer,
Thin-layer Chromatography: Reagents and Detec-
tion Methods, Vol. 1b, Physical and Chemical De-
tection Methods: Activation Reactions, Reagent Se-
quences, Reagents II, VCH, Weinheim, 1994 (ISBN
3-527-28205-X). xvi + 496 pp. Price DM198.00/
£81.00.

This is the second volume of what is stated to be
a multi-part multi-volume series and appears well
separated in time (4 years) from Vol. 1a. The text is
divided into two main parts, the first ‘‘specific detec-
tion methods”’ is subdivided into activation reactions
(photo-, thermo- and electrochemical), reagents for
the recognition of functional groups and reagent
sequences. Part 2, the major portion of the text, gives
detailed reports/reviews of 70 reagents alphabeti-
cally (acridine orange through to vanillin-sulfuric
acid). Each fully referenced report contains a sum-
mary of applications, details of preparation of the
reagent, the reaction, discussion of method and pro-
cedures tested. The text concludes with manufactur-
ers addresses, lists of named reactions and reagent
acronyms and a collective index to Vols. 1a and 1b.
This is a beautifully produced, scholarly volume and
will be welcomed in view of the current interest and
developments in modern high-performance thin-layer
chromatography equipment and plates.

D. Thorburn Burns

J.D. Ingle Jr., and S.R. Crouch, Spectrochemical
Analysis, Prentice Hall, New Jersey, 1988 (ISBN
0-13-826876-2). xv + 590 pp. Price £24.95.

Spectrochemical Analysis is intended as a text
book for graduate and advanced undergraduate stu-
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dents, but it is also an excellent reference source for
analytical spectroscopists. The main strength of the
book is the combination of detailed background the-
ory and practical information on a range of atomic
and molecular spectroscopy techniques, a coverage
not provided by most books in this subject area.

The first two chapters provide basic definitions
and give an introduction to spectrochemistry and
spectrochemical measurements based on the radia-
tion, emission, absorption and luminescence and light
scattering methods. Chapters 3—5 are concerned with
general instrumentation and provide a useful descrip-
tion of the optical and electronic components on
which most spectrometric systems are based. In
Chapter 3, the laws of optics are reviewed and the
use of phenomena such us interference, diffraction
and polarisation of radiation is described. Blackbody
radiation concepts, optical sources, detectors and
signal processing are described in Chapter 4. A
separate chapter (No. 5) is devoted to the important
topic of signal-to-noise ratio considerations, which is
essential reading for all spectroscopists, especially
those involved in the development of research instru-
ments. General methodology in spectrochemical
analysis is covered in Chapter 6, which provides a
clear introduction to error assessment and calibration
methods. Spectrochemical Analysis is worth buying
for the first six chapters alone!

Chapters 7-11 deal with atomic spectrometry the-
ory and techniques. Chapter 7, commendably, pro-
vides more detailed background theory on atomic
states, spectral line profiles and spectral intensities
than most course text books on atomic spectrometry.
It is pleasing to find a book at this level that accu-
rately describes the difference between self-absorp-
“tion and self-reversal of atomic lines! Practial as-
pects of flame and plasma atomic emission spec-
trometry are described in Chapter 8 and similar
information about arc and spark emission sources is
provided in Chapter 9. The fundamental principles of
the different emission sources are discussed, al-
though greater emphasis could have been given to
the inductively coupled plasma, particularly in rela-
tion to atom excitation and ionisation mechanisms.
The lack of information on how atoms and molecules
are formed/ excited/ ionised in spectrochemical
sources is probably the main weakness of the book.
Chapter 10 covers atomic absorption spectrometry,

giving details about the main atomization systems,
flame, furnace and hydride generation. As in most
chapters, emphasis is placed on signal measurement
topics and factors that affect the signal-to-noise ratio.
Background correction procedures are described, but
only a superficial coverage of atomization mecha-
nisms and chemical interference effects is provided.
Chapter 11 gives information on the different types
of electronic transitions which cause atomic fluores-
cence. Instrumentation is discussed and the theory of
fluorescence reviewed. Chapters 8 to 11 give basic
information such as detection limits or different ele-
ments by the various atomic spectrometry tech-
niques, but few details on analytical applications are
provided to illustrate the usefulness of the tech-
niques.

Chapter 12 provides a brief but thorough introduc-
tion to molecular spectroscopy techniques involving
absorption or emission of radiation. Chapter 13 con-
cerns UV-visible molecular absorption spectrome-
try. Conditions which cause deviation from Beer’s
Law are described, instrumental features are dis-
cussed and there is a good section on applications of
the technique. Infrared spectrometry is covered in
Chapter 14. In addition to sections on the basis of IR
absorption and instrumental features, details are given
on quantitative IR absorption analysis, near-IR and
far-IR absorption spectrometry and IR reflectance
and emission methods. Chapter 15 provides a good
grounding in molecular luminescence spectrometry.
Fluorescence, phosphorescence and chemilumines-
cence methods are described in separate sections.
Lifetime and polarisation measurements are also dis-
cussed. Molecular scattering methods are covered
briefly in Chapter 16. The principles of elastic and
inelastic scattering of radiation are described. There
are sections on resonance Raman spectroscopy, tur-
bidimetry and nephelometry, laser scattering meth-
ods and remote sensing with lasers. The final chapter
surveys developing techniques such as thermal lens
spectroscopy and laser enhanced ionisation atomic
spectrometry. Many readers will find the Appendices
extremely useful, information is provided on statis-
tics, the properties of optical materials, characteris-
tics of optical filters, photomultiplier tube specifica-
tions, sample preparation, atomic and molecular tran-
sitions, and abbreviations, units and conversion fac-
tors.
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Each chapter has a set of problems, useful when
considering the book as a course text, although
answers are not provided. Also, a list of appropriate
sources of further reading is provided at the end of
each chapter. Overall, this is a textbook I strongly
recommend for students, teachers, researchers and
practitioners of analytical spectroscopy techniques.
Spectrochemical Analysis conveniently provides in-
formation that is normally obtained by looking at
three or more separate text books. Furthermore, it is
written by authors who really know their subject, is
the product of a successful teaching course imple-
mented over many years, and is good value for
money.

David Littlejohn

V.R. Meyer, Practical HPLC, 2nd edn., Wiley, New
York, 1993 (ISBN 0-471-941-328). Price £24.95.

A wide range of chromatographic techniques
(from classic procedures to the most recent liquid
chromatographic methods) is described in 23 chap-
ters and 3 indexes. The explanations provide a clear
guide to understanding the different kinds of chro-
matographic techniques, even for non-English speak-
ing people. The instruments, packing materials, de-
tection methods and solving separations are well
written for beginners. All mathematical equations for
evaluating columns and optimizing separations, are
collected and explained, with examples to clarify the
meaning of each equation. The details can be further
studied using well-selected references. In practice,
we may not use all the equations; however an under-
standing of these equations is very important to
optimize a system. Such study methods are not given
in other HPLC-related books. A few of the illustra-
tions are less than optimal, however, this does not
disqualify the value of this textbook. I recommend
that beginners in the field of liquid chromatography
should read this book first, then study the details of

complicated phenomena taking place inside chro-
matographic columns.

Toshihiko Hanai

V.S. Bagotsky, Fundamentals of Electrochemistry,
Plenum Press, New York, 1993 (ISBN (0-306-44338-
4). xvii + 589 pp. Price US$115.00.

This book, from the renowned Frumkin Institute
of Electrochemistry, is a translation of the 1987
Russian edition to which new chapters on photoelec-
trochemistry, electrokinetic processes and bioelectro-
chemistry have been added. The 23 chapters are
grouped under the headings of Basic Concepts, Prop-
erties of Electrolytes and Interfaces, Electrochemical
Kinetics and Applied Electrochemistry. Electrochem-
ical Methods of Analysis are summarised in 11
pages in Chapter 20. The expositions, usually pre-
sented from a historical perspective, are clear, though
overly concise sometimes, and translation is good.
However, the diagrams of cell vessels with liquids
indicated by horizontal dashes of various lengths, are
off-putting and reminiscent of the papers of the
pioneers of the last century! The book would be
useful for undergraduate and first year postgraduate
level courses were it not for the large number of
good texts in electrochemistry currently available.

A K. Covington

D. Coleman (Ed.), Directory of Capillary Elec-
trophoresis (TrAC Supplement No. 1), Elsevier, Am-
sterdam, 1994 (ISBN 0-444-81798-0), paperback.
iii + 150 pp. Price Df1.137.00 /US$70.00.

This directory is published as part of the Library
Edition of TrAC (a review of which has been pub-
lished before) and is also available separately. It lists
authors in the field of capillary electrophoresis, with
addresses, interests, etc, a classification of authors
according to techniques and country, a company
index classified according to the nature of their
products and services, and lists of authors grouped
under techniques and areas of application.
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Corrigendum comeded 2 Jam, A5 /ap

HOLMES: a program for target factor analysis, Analytica Chimica Acta, 295 (1994) 119-125, by D. Gonzilez-
Arjona, J. Antonio Mejias and A. Gustavo Gonzilez

During the creation of the data matrix (Table 1, page 122) an error was introduced which caused a small bias in
the outputs of HOLMES presented in Table 3. The modified table is shown below:

Table 3
Factor loadings for the best reproduction of data matrix using HOLMES and TARGET90
Solute HOLMES (RMS = 0.052) TARGET90 (RMS = 0.060)

m*? Unity 7 * Unity
HNCA —-6.3(2) 10.0(2) —6.3(1) 9.9(1)
glyl —4.4(1) 7.5(1) —4.38(9) 7.5(1)
gly2 —-1.18(9) 10.95(9) —1.18(9) 10.95(9)
PropK —-6.5(3) 12.3(3) —6.4(2) 12.4(2)
Sall —5.8(2) 9.6(2) —5.3(2) 9.5(2)
Sal2 —5.4(6) 19.3(6) —5.4(4) 19.3(4)

? Values in parentheses are the errors associated with the last figures.

0003-2670,/94 /$07.00 © 1994 Elsevier Science B.V. All rights reserved
SSDI 0003-2670(94)00437-4
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