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ABSTRACT 

In this literature survey flow patterns, mixing efects, heat transfer and 
power required for rotation in scraped surface heat exchangers (SSHE) 
are thoroughly discussed, with the emphasis on assumptions and results, 
while the principal design of diferent SSHEs are only briefly discussed. 

The flow patterns control the desired radial mixing and the undesired 
axial mixing. The flow in a SSHE can be regarded as the sum of an axial 
flow and a rotational flow. The axial flow is laminar and the rotational 
jlow is laminar or vortical. 

With laminar flow the radial mixing is poor, which causes poor heat 
transfer and allows the axial flow profile to control the residence time 
distribution. The precise onset of vortical flow in a SSHE is hard to predict. 
The vorticalflow makes the radial mixing very evfficient, giving good heat 
transfer and perhaps plug flow behavior. However, vortical flow also causes 
axial mixing which reduces the apparent heat transfer coevfficient and in- 
creases the residence time distribution. 

The power required to rotate the shaft and blades is mainly determined 
by the design of the blades. 

BACKGROUND 

Cooking of high-viscosity products in the food industry is primarily done 
in kettles, where the possibilities to control and optimize the heat treat- 
ment process generally are very limited. The increased demand for effi- 
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cient and labor-saving processes in the food industry favors the applica- 
tion of continuous cooking with heat exchangers. For heating of high- 
viscosity products with or without particles, the scraped surface heat ex- 
changer - the SSHE - is the most suitable heat exchanger. 

The story of SSHEs began in 1928 when Vogt patented an ice cream 
freezer. Today SSHEs are frequently used in the food industry and the 
chemical industry for heating and cooling of high-viscosity products. They 
are also used as crystallizers and chemical reactors (Harrr6d 1982). To 
a very great extent SSHEs have replaced kettles in the production of fruit 
sauces and marmalades. In these processes heating is directly followed 
by cooling. Production of rice porridge, pea soup and other soups has 
recently started on an industrial scale. These processes also include some 
time of cooking before cooling. There is now great interest within the in- 
dustry in aseptic processing and packaging of high-viscosity products with 
and without particles. 

The final quality of the products can be improved if the processes can 
be modelled and optimized. Successful modelling of a process pre-requires 
knowledge of: (1) Flow and temperature patterns in the processing equip- 
ment, e.g. SSHEs and holding tubes, and (2) Kinetics for the important 
reactions. 

This literature survey is one part of a basic investigation into the per- 
formance of SSHEs for high-viscosity products without particles. 

Continuous Processes - SSHEs 

For processes in which both desired and undesired reactions are 
controlled by time and temperature, the ideal continuous process can be 
modelled using the plug flow model with perfect radial mixing and no 
axial mixing. Each molecule spends an equally long time at each 
temperature level during the process, and all reactions proceed to the same 
degree for all molecules. 

Non-ideal processes have complex flow and mixing situations, in which 
molecules spend different lengths of time at different temperatures during 
the process and the reactions proceed to a varying degree for different 
molecules. 

To be able to understand and predict the performance of SSHEs, it is 
necessary to have knowledge of the mixing effects for the various flow 
patterns in SSHEs and to know how the mixing effects control the time 
and temperature conditions for the molecules during the process. 

Methods Used to Describe Continuous Processes 

Two different approaches have been used to model the complex sitaa- 
tion in a SSHE. In the first approach the process may be regarded as a 
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black box. Performed experiments can be summarized with dimensional 
analysis to dimensionless equations. In the second approach assumptions 
can be made and the process modelled with equations and then the model 
can be compared with experimental results. With this analytical approach 
the final result can also be described by dimensionless equations. 

The black box method, together with dimensional analysis, usually 
describes the actual experiments satisfactorily. However, this method gives 
little basic understanding of the process. In a comparison between a 
theoretical model and experimental results, the assumptions can be discussed 
and improved upon and this may lead to a more fundamental understan- 
ding of the process. 

Aims 

(1) To describe, on the basis of the literature, when different fl0.w pat- 
terns occur, particularly Taylor vortex flow and whether plug flow behavior 
occur in SSHEs. Interesting variables are rotational speed, axial flow rate, 
temperature pattern, product viscosity and the dimensions and design of 
the SSHE. 

(2) To describe qualitatively relations between flow patterns and axial 
and radial mixing effects. 

(3) To describe quantitatively relations between mixing and temperature 
patterns, residence time distribution, heat transfer and power requirements 
in SSHEs. 

Scope 

The principle design of SSHEs is briefly described. We assume that the 
blades connected to the rotating cylinder in SSHEs complicate, but they 
do not change the fundamental flow patterns compared with those in a 
concentric annulus with a rotating inner cylinder without blades. We have 
therefore surveyed the vast literature on flow patterns in annulus with 
rotating cylinders without blades, with special emphasis on possible 
operating conditions in SSHEs. We also assume that the flow pattern con- 
trols the radial and the axial mixing and that these mixing effects control 
residence time distribution, temperature pattern and heat transfer. Models 
and measuring techniques for mixing effects, residence time distribution, 
heat transfer and the power required for rotation are discussed with em- 
phasis on assumptions and results. 

In equations, tables and figures we recast all symbols with our nota- 
tions and in several cases we have calculated and recalculated values on 
basis of data given in the references to facilitate comparison of various data. 

In this way we have evaluated results from the literature on residence 
time distribution, heat transfer and power requirements in SSHEs on the 
basis of results in the literature on flow pattern and mixing effects. 



The sections on flow pattern, mixing effects and residence time distribu- 
tion, heat transfer and power begin with general overviews. Together, these 
overviews constitute a summary of the literature. After each overview there 
are details and references. A short gereral overview on the performance 
of SSHEs can be found in Hiirrod and Maingonnat (1984). 

PRINCIPAL DESIGN 

Names like scraped surface heat exchangers, swept heat exchangers or 
swept surface heat exchangers are used in the literature in a confusing 
way. We would like to divide them into two different categories: scraped 
surface heat exchangers (SSHE) and scraped surface film evaporators. 

Scraped Surface Heat Exchangers 

In a SSHE, the product is pumped through a heat transfer tube. Rotating 
blades keep the heat transfer surface clean. The design may differ accord- 
ing to mixing performance, mechanical strength, dimensions, mounting 
and accessibility for inspection and cleaning. 

Some information about manufacturers, trade names and sizes of SSHEs 
is presented in Table 1. The heat transfer area is important for the capaci- 
ty of the equipment. The larger the gap between the cylinders, the larger 
the particles that can be processed in the equipment. 

The most common type of SSHE consists of a heat transfer tube and 
blades mounted on a rotating inner cylinder (see Fig. 1). 

Another type of SSHE consists of two static annular heat transfer tubes; 
a frame rotates in the gap between the two cylinders; the blades on the 
frame keep the heat transfer surfaces clean. With heat transfer surfaces 
on both sides of the gap the heat transfer area per volume increases. The 
configuration of the blades may provide more efficient radial mixing, par- 
ticularly for high-viscosity products. The flow pattern with a static inner 
cylinder is probably different from the flow pattern when a rotating inner 
cylinder is used. However, we have not found any literature describing 
how this SSHE operates and this type of SSHE is not further discussed 
in this paper. 

Scraped Surface Film Evaporators 

In a scraped surface film evaporator the product falls down along the 
inner side of a vertical heat transfer tube by gravity. The heat transfer 
is promoted by rotation of blades that scrape the product off the surface 
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Mounting 
connection 

\ Media 

Rotor 
shaft 

FIG. 1 .  PRINCIPAL DESIGN OF A SSHE (COURTESEY ALFA-LAVAL) 

of the heat transfer tube. Centrifugal forces throw the product back onto 
the tube. Evaporated steam rises in the free space close to the rotor. 

The flow pattern in scraped surface film evaporators cannot be expected 
to be similar to the flow pattern in an annulus with a rotating inner cylinder 
where the annulus is completely filled with liquid. 

Scraped surface film evaporators are not further discussed in this survey, 
but more information can be found elsewhere (Kern and Karakas 1959; 
Lustenander et al. 1959; Bott and co-workers, 1963, 1966a,b, 1968, 
1968a,b, 1969; Azoory and Bott 1970; Miyashita and Hoffman 1978; 
Rosabal et al. 1982a,b; Kohli and Sarma 1983). 
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FLOW PATTERNS 

After the general overview, we survey the flow patterns in concentric 
annuli, and come closer to the real flow patterns in SSHEs by adding in- 
formation on how different factors interact to determine the flow pattern. 
These factors are: axial flow, length of the equipment, time, radial 
temperature differences, eccentric cylinders, non-Newtonian fluids and 
blades. 

General Overview of Flow Patterns in SSHEs 

The flow in an annulus with Axial flow and a rotating inner cylinder 
can be divided into different flow regimes (see Fig. 2). The rotational flow 
is characterized by a Taylor number, Ta, and the axial flow by an axial 
Reynolds number, Re,,. 

Rotational flow, Taylor number 

FIG. 2. FLOW REGIMES IN A CONCENTRIC ANNULUS WITH A ROTATING 
INNER CYLINDER AND AXIAL FLOW. 

The shadowed area indicates normal operating conditions for SSHEs. 

If the rotational flow in an annulus without axial flow is increased from 
zero, a critical Taylor number, TS, is reached. At this point the purely 
azimuthal laminar flow becomes unstable and Taylor vortex flow occurs. 
In this flow, toroidal vortices encircle the inner cylinder and are stacked 
in the axial direction (see Fig. 3). The velocity now has radial and azimuthal 
components, but is still time-independent. 

At a higher Ta, the Taylor vortex flow becomes unstable and wavy vortex 
flow, in which travelling azimuthal waves are superimposed on the vor- 
tices, appears. As Ta increases further, this periodic flow becomes unstable 
and a new flow; the modulated wavy vortex flow, appears. In the flow 
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ROTATING INNER 

WAVELENGT 

STREAM 
Ll N ES 
WITHIN 

FIG. 3. 

'STATIONARY OUTER ' 
CY LlNDER 

PAIRS OF TAYLOR VORTICES WITH COUNTER-ROTATION; THIS 
OCCURS WHEN THE ROTATIONAL FLOW JUST HAS BECOME 

VORTICAL AND THE AXIAL FLOW IS ZERO OR VERY LOW 

FLOW 

the amplitude of the waves as they travel around in the annulus is modulated. 
At very high Ta the flow becomes turbulent but a regular vortex pattern 
can still be recognized, and finally, at extremely high Ta the vortex pat- 
tern disappears and the flow is completely turbulent. 

The transition from Taylor vortex flow to turbulent flow for very low 
radius ratio also depends on other factors; radial waves occur almost directly 
after the onset of Taylor vortex flow at radius ratios below 0.2; these radial 
waves occur later at higher radius ratios. The Taylor vortex flow is most 
stable at radius ratios from 0.5 to 0.7. 

When we add axial flow to the system, this flow stabilizes the rotational 
flow. The transition to different vortex patterns appear at higher Taylor 
numbers as the axial flow increases. At very low axial Reynolds numbers 
and rotational flow with Taylor vortex flow, the vortices march through 
the annulus without being disturbed (see Fig. 3). However, at low axial 
flow the vortices start moving in a spiral (see Fig. 4). 

The flow in a real SSHE is also complicated by several other factors 
like: length of the equipment, time-development of rotational and axial 
flows, radial temperature differences, eccentric cylinders, non-Newtonian 
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FIG. 4. TAYLOR VORTEX IN A SPIRAL; THIS FLOW OCCURS WHEN THE 
ROTATIONAL FLOW JUST HAS BECOME VORTICAL AND THE AXIAL FLOW 

IS LOW OR HIGH 

fluids and blades. Because of the relative short annulus, fully developed 
flow may occur only in minor parts of the SSHE. Radial temperature dif- 
ferences in combination with high-viscosity fluids increase Ta, on cool- 
ing and decrease Ta, on heating in SSHEs. Eccentricity of the rotating 
cylinders increases Tat, particularly in short equipments. Complex flow 
behavior in the fluid may delay the transition to vortex flow. Blades on 
the rotating cylinder have only a limited effect on the transition to vortex 
flow. 

Flow Patterns in Annuli Without Axial Flow 

DiPrima and Swinney (1981) have made an excellent review of 
hydrodynamic instability theories and flow patterns from laminar to tur- 
bulent flow, between concentric rotating cylinders without axial flow. 11- 
lustrative photographs on different flow patterns have been published by 
several investigators, e.g. in (Coles 1965; Fenstermacher et al. 1979; 
Koschmieder 1979; Gorman and Swinney 1982). 

Taylor Vortex How. Taylor (1923) showed the existence of a critical 
Taylor number value, Ta,, which is a function of the radius ratio, with 
the following properties; for Ta < Ta, all initially infinitesimal axisym- 



metric disturbances that are periodic in the axial direction are damped and 
decay to zero with increasing time; for Ta > Ta, there are some distur- 
bances that will grow with time. Moreover, his experiments showed that 
this instability of Couette flow leads to a new steady secondary axisymetric 
flow, commonly referred to as Taylor vortices (see Fig. 3). The form of 
the regularly spaced vortices in the axial direction is usually described 
by a wavelength (see Fig. 3). 

Critical Taylor number and wavelength values are defined as the com- 
binations of Taylor number and wavelength that give rise to the lowest 
unstable Taylor number. Critical Taylor number and wavelength values 
have been calculated for a wide range of radius ratios, by introducing axi- 
symmetric disturbances into a viscous incompressible laminar flow be- 
tween infinitely long rotating cylinders, when the flow is described with 
the Navier-Stokes and the continuity equations and the instability is analyzed 
with the linear stability theory; details can be found in DiPrima and Swinney 
(1981) and references in that paper. 

Results from calculations of critical Taylor numbers for different radius 
ratios are summarized in Table 2. We have transformed previous results 
into Ta, to enable comparison with results in Table 3 and Table 4. It is 
worth noting that the original formula proposed by Taylor (1923) provide 
good approximation to Ta, for of radius ratios from 1 to about 0.7. 

TABLE 2. Critical values of Ta, for different values of Dr/dt, calculated with the linear 
stability theory by Sparrow et al. (1964), Walowit et al. (1964), and Roberts (1965) and 
summarized in DiPrima and Swinney (1981). Note that the Taylor number and rotating 
Reynolds number are related as 
Ta = Re? ~ * ( d ~ - d ~ ) ~  dZ/2(dt+ ds)dt 
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From the critical disturbance wavelength, the vortices can be expected 
to have an almost square cross section (see Fig. 3) which is consistent 
with the experimental observations dating back to Taylor (1923). 

Wavy Vortex Flow. As the speed of the inner cylinder increases, a se- 
cond critical Taylor number, Taw, is reached at which the axisymmetric 
Taylor vortex flow becomes unstable. This instability leads to wavy vortex 
flow, which can be denoted with the number of Taylor vortices (or l/h) 
and the number of azimuthal waves. At increasing Ta values there is a 
tendency towards a decrease in the number of Taylor vortices (A increases). 
The number of stable azimuthal waves is normally in the range 3-7 (Coles 
1965; Ahlers et al. 1983; King and Swinney 1983). The number of vor- 
tices is not unique at a given Ta but depends on the initial conditions 
(Koschmeider 1979; Snyder 1969a,b). The wavespeed was about half that 
of the inner cylinder speed at the first appearance of wavy vortices, but 
the ratio decreased to about one third at higher inner cylinder speed (Coles 
1965). The wavespeed decreases as the radius ratio decreases (King et 
al. 1984; Jones 1985). 

Critical conditions for the onset of wavy vortex flow, Taw, Xc and the 
number of azimuthal waves, have been calcuated for a narrow gap, by 
introducing an azimuthal disturbance into Taylor vortex flow. This was 
described by the Navier-Stokes and the continuity equations and with an 
axisymmetric disturbance (Davey et al. 1968; Eagles 1971 ; Nakaya 1975). 

Weinstein (1975) extended the solution to a small gap and Cole (1976) 
recast these analytical results with 

where Ta, is Ta, at ds/dt = 1. 
Recent analytical calculations (Jones 1985) show that Taw/Ta, rapidly 

increases when ds/dt becomes smaller than 0.75. (Taw < 1.2 Ta, for ds/dt 
from 1 to 0.75; Taw = 25 Ta, for ds/dt from 0.75 to 0.65). 

Also experiments show that Taw depends strongly on the radius ratio; 
with ds/dt = 0.95, Taw is from 1.1 to 1.2 Ta, (Snyder 1970); with ds/dt 
= 0.87, Taw = 2 Ta, (King and Swinney 1983); with ds/dt = 0.5, Taw 
is very much larger, 100 Ta, or greater (Snyder 1970; Kataoka et al. 1975). 

For small radius ratios another wavy vortex flow appears. Harmonic 
generation makes the outward flow from the inner to the outer cylinder 
more concentrated and intense than the backflow; the resulting outgoing 
jet develops an instability in the form of axisymmetric waves if the gap 
is sufficiently wide. The wider the gap, the closer to the onset does this 
instability occur; for ds/dt = 0.2, the waves appear almost at the onset 
of vortex flow (Snyder 1970). 
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Taylor vortex cells with a size close to the gap size are most stable towards 
both classical rotational and jet induced waves d,/dt from 0.5 to 0.56 and 
X/(dt-d,) from 0.95 to 1.05 give Taw higher than 100 Ta, (Jones, 1985; 
Cole 198 1, 1983; Lorenzen et al. 1982). 

Higher Instabilities and Turbulence. As the speed of the inner cylinder 
increases further, a third critical Taylor number, Tam,, is reached at which 
irregular disturbances appear in the wavy vortex flow. When the radius 
ratio is 0.88, Tamw = 100 Ta,, and at 400 Ta, the azimuthal waves disap- 
pear (see DiPrima and Swinney 1981 and references therein). Toroidal 
eddies remain up to 3 x lo5 Tat, but cannot be clearly distinguished beyond 
5 x lo5 Ta,, (Smith and Townsend 1982). 

Finite Annulus Length Effects. Experiments show that the Ta, value 
is rather insensitive to annulus length, while the Taw value depends on 
the ratio between the annulus length and the gap. Equation (1) applied 
on rather narrow annulus with finite length results in Taw values that are 
likely to be 10% too low at l/(dt-d,) = 17.5, 40% too low at l/(dt-d,) 
= 7.5 and over 300% too low at l/(dt-d,) = 2.5 (Cole 1976). Ta, and 
Taw values have been calculated by an amplitude equation, which con- 
sider the length of the annulus, and these results were in agreement with 
the experimental results mentioned (Walgraef et al. 1984). 

For cylinders of great or moderate length, compared with the gap, the 
azimuthal velocity can be expected to be nearly the same as that obtained 
by Couette flow, except for boundary layers at the ends, but there will 
also be slow circulation which has some axial structure in planes contain- 
ing the axis of the cylinders. As the Taylor number increases, this cir- 
culary motion slowly develops with the possibility of smooth transitions 
in cellular structures until Ta approaches the Ta, for infinitely long 
cylinders; then there is rapid, but smooth development of the classical 
Taylor vortex flow over most of the length of the cylinders. In short 
cylinders this axial and radial flow will be even more pronounced. This 
picture is consistent with the observation of "ghost" or "shadow" Taylor 
vortices at Ta values below Ta, (DiPrima and Swinney 198 1 ; Snyder and 
Lambert 1966; Burkhalter and Koschmieder 1973; Cole 1 974a,b; Jackson 
et al. 1977; Mullin et al. 1982). 

A numerical analysis with a finite difference procedure of the finite length 
problem with fixed end plates has been provided by Alziary de Roquefort 
and Grillaud (1978). Their results for d,/dt = 0.933 and l/(dt-d,) = 5, 
see Fig. 5, show a smooth transition with increasing Ta, from two cells 
at Ta/Tac = 1.5 x through four cells and eight cells to, at Ta/Ta, 
= 1.37, ten cells of equal size with the appearance of classical Taylor 
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FIG. 5. CONTOUR PLOTS OF THE STREAM FUNCTION AND THE ANGULAR 
VELOCITY u FOR AN ANNULUS WITH dsldt = 0.933 AND l/(dt-ds) = 5 

(Alziary de Roquefort and Grillaud 1978) We have calculated the ratio TaITa, from 
data given in the reference combined with Table 2. 

vortex flow except for small end effects. For Ta/Tac between 0.95 and 
1.36 the vortex intensity increased rapidly. 

Numerical and experimental investigations (LUcke et al. 1984b) show 
that in a very short annulus with a large gap (l/(dt-ds) = 0.525; d,/dt = 
0.5066) the rigid top and bottom plates strongly influence the flow pat- 
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tern. At Ta well below Ta, there are two vertically compressed vortices 
with an inward flow near the plates; at Ta = 3.5 Ta, the flow becomes 
gradually assymetric, either the top or the bottom vortex grows, while 
the other one shrinks and is pushed into a comer near the inner cylinder. 
At large Ta the flow contains asymmetrically a single vortex, although 
a small remnant of the second vortex survives. 

Time - Development of Rotational Flow. It takes some time after the 
critical conditions have been exceeded for the flow to develop an equilibrium 
flow pattern. Several analytical and experimental investigations have been 
performed (see.Cooper et al. 1985, and references cited therein). 

As an example, it takes about 3 s for the vortex to grow from the inner 
cylinder and completely fill the radial space when Ta = 1.12 Ta,, at 
operating condition typical for an SSHE without axial flow. We have 
calculated this time using equations in an analytical investigation (Liicke 
et al. 1984a) together with assumed experimental data (N = 4 rps; dt = 
152 mm; d, = 76 rnrn; r ]  = 0.5 Pa s; p = 1000 kg/m3) and Ta, (Table 2). 

Flow Patterns in Annuli With Axial Flow 

DiPrima and Pridor's (1979) paper gives a good summary of the 
mathematical problem and of previous analytical and experimental papers 
on flow patterns between rotating cylinders with axial flow. Illustrative 
photographs of this combined Couette-Poiseuille flow can be found in 
Snyder (1962) and Gu and Fahidy (1985a,b). 

Taylor Vortex Flow and Spiral Flow. Experimental investigations have 
shown that at very low Re,,, pairs of toroidal vortices march through the 
annulus, see Fig. 3 (Kataoka et al. 1975, 1977; Takeuchi and Jankowski 
1981). This situation agrees with the conclusions that the flow is charac- 
terized by only one frequency depending on the axial velocity of the vor- 
tices (Legrand et al. 1983) and the axial velocity profile is uniform (Sim- 
mers and Coney 1980). Experimental investigations have also shown that 
at low and higher Re,, spiral flow occur, see Fig. 4 (Snyder 1962, 1965; 
Schwarz et a/. 1964; Sorour and Coney 1979; Takeuchi and Jankowski 
1981; Gu and Fahidy 1985a,b). 

The critical conditions for onset of the moving toroidal vortex flow and 
the onset of spiral flow have been predicted from analytical calculations. 
Toroidal vortices are caused by axisymmetric disturbances and the spiral 
flow by nonaxisymmetric disturbances. The onset of the flow with mov- 
ing toroidal vortices is characterized by critical Taylor number, axial 
wavelength and wave velocity values at given axial Reynolds number and 
radius ratio. The wave velocity describes how fast the vortices move in 
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axial direction relative to the axial flow rate. The onset of spiral flow is 
also characterized by a critical angle, describing the inclination of the spiral 
(Takeuchi and Jankowski 1981 ; Ng and Turner 1982). 

Results from calculations of critical Taylor numbers are summarized 
in Table 3 as functions of axial Reynolds numbers for radius ratios 0.95, 
0.77 and 0.5. The theoretical onset of spiral flow is also indicated in the 

TABLE 3. Critical Taylor numbers for assigned values of Reax and various radius ratios. 
Pairs of toroidal vortices are expected when axisymmetric disturbances are critical (denoted 
by t). Spiral flow is expected when non-axisymmetric disturbances are critical. Axisym- 
metric disturbances are also critical for the onset of turbulence at very high Re,, (denoted 
by a ). The results for radius 0.5 are from Takeuchi and Jankowski (1981) and for 0.95 
and 0.77 from Ng and Turner (1982). 
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0.77 
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2 ~ 1 5 . 6 9 ~ )  

2687.72 

4577.40 

6825.28 
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8809.15 

9598.71 

9839.89 

9963.32 

9997.97 

10011.4 

10009.8 

10009.6 

10009.5 

10009.5 

10009.5 



table. We have transformed previous results to allow direct comparison 
between Table 2 and Table 4. 

For Re,, < 70, there is very good correlation between experimental 
and analytical results. However, at higher Reax the analytical results predict 
a lower Ta, than that found experimentally (Chung and Astill 1977; 
Hasoon and Martin 1977; Gravas and Martin 1978; Coney and Simmers 
1979). The finite length of the experimental equipment and systematic er- 
rors in the experimental technique for determination of the onset of in- 
stability have been suggested as explanations of the deviations (Takeuchi 
and Jankowski 1981 ; Ng and Turner 1982). 

Wavy Vortex Flow with Axial Flow. For Re,, < 80, the onset of wavy 
vortex flow occurred at about 70 Ta, in systems with radius ratios of 0.75 
and 0.62 and annulus length to gap ratios of 20 and 34 respectively, 
(Kataoka et al. 1975, 1977). 

Wavy vortex flow can be detected at Re,, = 500 for radius ratios of 
0.955 and 0.80. However, at Re,, > 1500, a weak turbulence occurred 
directly after the onset of Taylor vortex flow (Wan and Coney 1980). 

Time - Development of Rotational and Axial How. Sparrow and Lin 
(1964) developed a criterion for the length of development of axial velocity 
profiles in an annulus. 

In a developing axial flow in an annulus with rotating inner cylinder, 
Taylor vortices originate near the inner wall, and grow radially outward, 
and the vortices move in the direction of flow. This leads to two length 
effects: one to the point where the instability occurs and a second to a 
point where the vortices are fully developed. The distance from the en- 
trance to the point where vortices occur increases with increasing axial 
Reynolds number and decreases with increasing Taylor number (Astill 
1964; Takeuchi and Jankowski 198 1). 

Astill (1964) evolved an emperical criterion for the "first discernible 
ripple" in developing tangential flow as a special form of Taylor number 
for 200 < Re,, < 1,700 and 13,800 < Ta < 3 12,000 in an annulus 
where ds/dt = 0.727. On the basis of these results Martin and Payne (1972) 
developed a relationship between Ta, Reax, ds, dt and a point z, where 
"the first discernible ripple" occurs. Ripples will occur at Ta > Ta, for 
0.5 < ds/dt < 0.98 and 0.01 < L < 0.15, where Ta, and L are defined 
by Eq. (2) and (2a), respectively. However, the validity of the formula 
for radius ratios other than 0.727 remains to be established. 
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The development length is longer for the tangential velocity profile than 
for the axial velocity profile, in concentric annuli at Reax = 1,200 and 
Ta at 0 and at 100-600 Ta, (Simmers and Coney 1979a). 

Radial Temperature Difference 

The effect of radial temperature differences on the stability of Couette 
flow between concentric cylinders has been calculated by Becker and Kaye 
(1962b) for a small gap and by Walowit et al. (1964), who also included 
variations of the radius ratio. 

They assumed there to be no axial flow and that the fluid had constant 
thermal conductivity, specific heat and viscosity. For assigned radius ratio 
and modified Rayleigh number, they calculated critical Taylor number and 
wavelength values, with the same method as that described under "Flow 
patterns without axial flow". We have transformed the results of Walowit 
et al. (1964) in Table 4 to enable comparison with Tables 2 and 3. 

TABLE 4 
Critical Ta values for different values of dsldt and of the modified Rayleigh number, 
calculated with the linear stability theory by Walowit et al. (1964). Note that in a SSHE, 

Ray* is > 0 at heating and < 0 at cooling. 

Ray* T&(ds/dt = 1) T&(ds/dt = 0.5) 

1 .O 1088.7 2304.5 
0.5 1326.7 2647.7 
0 1697.3 3109.1 

-0.5 2353.0 3761.1 
-0.75 2913.2 4198.7 
- 1 3816.0 4747.4 

The results in Table 4 indicate that radial temperature differences have 
no effect on the Ta, for low viscosity products, which is in agreement 
with experiments, with water (Snyder 1965) and with air (Simmers and 
Coney 1980). However, we have applied the results in Table 4 on high 
viscosity fluids in a SSHE and found that the Ta, is predicted to decrease 
with a factor 2 on heating and to increase with a factor 2 on cooling. We 
assumed the following conditions: radial temperature difference = 10 "C, 
7 = 0.5 Pa s and other properties like water. Thus, radial temperature 
difference seems to be very important for the onset of Taylor vortices in 
a SSHE, but this remains to be experimentally verified. 

Walowit (1963) has also calculated the effect of variable viscosity on 
the critical conditions for the small gap approximation. 



Eccentric Cylinders 

When the inner cylinder is eccentrically mounted in the apparatus, the 
gap size changes when the cylinder rotates. With low laminar rotational 
flow and no axial flow, the streamlines are compressed when the gap is 
narrow and expanded when the gap is wide. This leads to pulsating flow. 
The tangential velocity is high when the gap is narrow and low when the 
gap is wide; in between the two extremes, the radial flow expands or com- 
presses the streamlines. The radial flow is very small compared with the 
tangential flow. 

Laminar flow between eccentric cylinders has been described analytically 
and experimentally for a wide range of fluids and operating conditions 
(Beris et al. 1983, 1984; Suematsu et al. 198 1 ; Kamel 1985). 

Transition to Taylor vortex flow and wavy vortex flow occurs at higher 
critical Taylor numbers when the eccentricity increases, particularly in 
short equipments with large gaps (Cole 1976; Jackson et al. 1977). 

Non-Newtonian Fluids 

All analytical and experimental papers dealt with so far presume Newto- 
nian fluids. However, complex flow behavior can change the results; 
analytical considerations show that transition to Taylor vortex flow is 
hindered for micropolar fluids (Sastry and Das 1985) and for thermo- 
viscoelastic fluids (Narasimhan and Ghandour 1982). 

Blades 

In a SSHE with blades mounted on the rotating inner cylinder with no 
heat transfer and no axial flow, it was hard to detect precisely with visual 
methods the transition from laminar to Taylor vortex flow, but the transi- 
tion occurred at about Tac in annuli without blades for radius ratios from 
0.5 to 0.9 (Trommelen 1970; Trommelen and Beek 1971a; Weisser 1972). 
Thus, the blades do not seem to change the basic flow patterns. 

MIXING EFFECTS AND RESIDENCE TIME DISTRIBUTION 

Following the general overview, the theory of plug flow and axial disper- 
sion is surveyed with special emphasis on assumptions and results. Ex- 
perimental techniques for determination of axial dispersion coefficients 
are described and published results on annuli and SSHEs are summarized 
with operating conditions. Radial mixing effects, prerequisites for plug 
flow behavior and residence time distribution are also discussed. 
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General Overview of Mixing Effects in SSHEs 

General. In the ideal continuous reactor, all molecules spend the same 
amount of time in the system, residence time distribution is minimal and 
the driving force is maximal. The process can be modelled with the plug 
flow model with perfect radial mixing. 

In the nonideal continuous reactor, molecules have different axial 
velocities at different radii; this leads to residence time distribution. The 
axial flow causes an axial velocity profile and on this profile vortices can 
be superinduced. Vortices may e.g. originate from turbulence or from 
Taylor vortices. Vortices contribute to axial mixing (also called axial disper- 
sion or back-mixing). In some cases the back-mixing can be modelled with 
plug flow and axial dispersion coefficients. Axial mixing increases the 
residence time distribution and reduces the heat transfer since axial mix- 
ing reduces the driving force for heat transfer. Radial mixing improves 
the heat transfer and reduces the residence time distribution. 

Annuli and SSHEs. With laminar flow the radial mixing is very poor 
and the residence time distribution is controlled by the axial velocity pro- 
file caused by the axial flow. The plug flow with superimposed axial disper- 
sion seems to be an unsuitable model for laminar flow. 

Superimposed vortices on laminar axial flow lead to very efficient radial 
mixing. Almost perfect plug flow behavior has been found in an annulus 
without blades at Taylor vortex flow and very low axial flow, but it re- 
mains to be verified whether plug flow also exists in a SSHE. Wavy vortex 
flow and spiral flow lead to considerable back-mixing; the back-mixing 
effect is controlled by the axial mixing and axial flow rate ratio and in- 
creases with increasing Taylor number and decreasing axial flow rate. The 
plug flow with superimposed axial dispersion seems to be a good model 
for vortical flow. 

The Plug Flow and Axial Dispersion Model 

The first solution of the plug flow and axial dispersion model of any 
interest was provided by Danckwerts (1953). He solved, for mass transport, 
the problem of the back-mixing effects on the first order chemical reac- 
tion in a tubular reactor with no axial dispersion in the inlet and outlet lines. 

Wehner and Wilhelm (1956) generalized Dankwerts' solution to include 
dispersion in the inlet and outlet lines. Their theoretical results predict 
that dispersion in the inlet and outlet lines does not change the theoretical 
solution for the reactor. 
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The temperature distribution in a continous heat exchanger with back- 
mixing have been presented (White and Churchill 1959; Miyauchi and 
Vermeulen 1963; Bott et al. 1968b; Penney and Bell 1969b). They assumed 
the following conditions: 

(1) Plug flow with axial dispersion, 
(2) Constant wall temperature throughout the heat exchanger, 
(3) Uniform local heat transfer coefficient, both around the circumference 

and along the length of the exchanger, 
(4) Constant physical properties of the liquid throughout the exchanger, 
(5) The axial dispersion process operates uniformly throughout the 

liquid at any section, 
(6) Negligible molecular thermal conduction in the liquid in the direc- 

tion of the flow, 
(7) Negligible thermal conduction of the equipment in the direction of 

the flow, and 
(8) Feed liquid well mixed to uniform temperature at inlet 

The solution can be recast using our heat transfer terminology in the follow- 
ing way: 

Note that the temperature profile along the heat exhanger is dependent 
only on two dimensionless numbers, Bo and St. 
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Miyauchi and Vermeulen (1963) gave analytical solutions of general 
and specific cases of axial dispersion accompanying mass transfer or heat 
transfer. These cases also include solutions in which the wall temperature 
is not constant. 

In the case with constant wall temperature the effect of back-mixing can 
be expressed by Eq. (4) and illustrated by Fig. 6. 

Stanton number A @surface 

=P 

FIG. 6. REDUCTION OF THE DRIVING FORCE, ~EFFECTIVE/CXSURFACE, 
AS A FUNCTION OF STANTON NUMBER AND BODENSTEIN NUMBER 

(Bott et al. 1968b). 

Restrictions. Plug flow with axial dispersion is an unsuitable model for 
laminar rotational flow, indicated by substantial radial temperature gra- 
dients have been observed in the outlet line of the heat exchanger at laminar 
rotational flow (Penney and Bell 1969b); and the control parameters in 
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residence time distribution measurements deviate from the model at laminar 
rotational flow (Trommelen and Beek 197 la). 

Axial Dispersion Coefficients 

The axial dispersion coefficient can be expressed as dispersion of heat 
or as dispersion of mass. The experimental techniques for determination 
of the axial dispersion coefficients are first described and followed by a 
summary of published results for annuli and SSHEs. 

Axial Dispersion of Heat. Miyauchi and Vermeulen (1963) showed that 
the temperature just inside the inlet of the heat exchanger is the only ex- 
perimental measurement that has to be made in addition to those normally 
taken in heat transfer experiments, in order to be able to calculate the ax- 
ial dispersion coefficient of heat and the real heat transfer coefficient. 

In the case of constant wall temperature the equations for the temperature 
ratio in the inlet and at the exit of the heat exchanger can be expressed as: 

The two unknown quantities Bo and St can be solved from these two equa- 
tions. Bo contains the axial disperison coefficient and St contains the real 
heat transfer coefficient. Miyauchi and Vermeulen (1963) stated that if 
either St or Bo is known, the unknown quantity can preferably be solved 
on the basis of temperature jump ratio data. In the case of constant wall 
temperature, the jump ratio can be written: 

Blaisdell and Zahradnik (1959) investigated the axial temperature profile 
obtained when heating water in a Votator. The temperature at the inlet 
was higher than predicted by the logarithmic temperature profile, which 
was the first indication of backmixing in a SSHE. Penny and Bell (1969b) 
obtained a dimensionless correlation between the axial dispersion and the 
operating parameters of the heat exchanger (see Fig. 7) from the experimen- 
tal temperature jump ratio and the heat transfer coefficient at one internal 
point in the heat exchanger. Maingonnat and Corrieu (1983) calculated 
the axial dispersion from the experimental temperature jump ratio and the 
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heat transfer coefficient from the axial temperature profile inside a SSHE. 
The values they obtained for the axial dispersion coefficient were greatly 
scattered (see Fig. 7). 

AxiaC Dispersion of Mass. A much more widely used technique to deter- 
mine the axial dispersion coefficient is the use of tracer tests. In this tran- 
sient method some property of the inlet stream is varied by imposing a 
step, a delta function or a sinusoidal change, and the outlet stream response 
to this variation is measured. The axial dispersion coefficient is determin- 
ed by comparison between the experimental data and the theoretical solu- 
tion (Bischoff and McCracken 1966; Levenspiel 1972, 1979; Wen and 
Fan 1975). 

Some investigations have expressed the axial dispersion of mass as func- 
tions of operating conditions or as a constant (see Table 5). Other investiga- 
tions have expressed the axial dispersion in diagrams (see Fig. 7). 

Comments on the Axial Dispersion Coefficients. With laminar rota- 
tional flow, large discrepancies occur between the different measurements 
presented in Fig. 7, probably because the plug flow and axial dispersion 
model is unsuitable to model laminar flow. With vortex flow and con- 
stant viscosity the axial dispersion increases with increasing Taylor number, 
(see Table 5). 

Radial Mixing 

With laminar flow the radial mixing is very poor in a SSHE, as observed 
in photographs (Tommelen and Beek 197 la); and indicated by substantial 
radial temperature gradients in the heat exchanger outlet line (Penny and 
Bell 1969a,b). 

When Taylor vortices are present the radial mixing is very efficient. 
Kataoka et al. (1975) measured radial mixing in a Taylor vortex-cell and 
found it to be very high. Increased heat transfer has been observed at onset 
of vortex flow and the phenomenon has been related to increased radial 
mixing owing to the onset of Taylor vortices (Becker and Kaye 1962a; 
Ho et al. 1964; Trommelen and Beek 197 1 a; Payne and Martin 1974; 
Kataoka et al. 1977; Coeuret and Legrand 1981). 

Improved design of the tube, shaft and blades may improve radial mix- 
ing, particularly in the laminar flow regime; for products with a viscosity 
higher than 5 Pa s, Bolanowski (1972) showed that eccentric mounted shafts 
improved the heat transfer by 52% ; and Lineberry (1970) and Bolanowski 
(1972) claim that increased heat transfer is obtained if the blades are 
mounted in staggered positions or if oval tubes are used. 
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FIG. 7. CORRELATIONS BETWEEN THE AXIAL DISPERSION COEFFICIENT, 
VISCOSITY AND A MODIFIED ROTATIONAL REYNOLDS NUMBER 

1 Croockewit et al. (1956), annulus, RTD; 
2,3 Penney and Bell (1969b), 2 moderate clearance, 3 close clearance, rotating paddle, 

temp. jump; 
4,s  Weisser (1972), 4 two blades, 5 four blades, comparison with 1, 2, 3; 
V,o Maingonnat and Corrieu (1983), V two blades, 0 four blades, SSHE, temp. jump. 

(Maingonnat and Corrieu 1983; we have included informations about type of equipment 
and measuring techniques, and introduced v on the y-axis to facilitate comparison with 
equations in Table 5). 

Plug Flow 

Almost perfect plug flow behavior has been found in an annulus without 
blades with Taylor vortex and with a small axial flow. Each vortex cell 
marched through the annular space, almost without any axial mixing be- 
tween neighboring vortex cell. With wavy vortex flow or Re,, > 90, the 
mixing between two vortices was considerable (Kataoka et al. 1975, 1977). 
The condition Re, > 90, coincides with the conditions for onset of spiral 
flow, as discussed before. 

The circumferential mixing within a Taylor vortex-cell has been measured 
and described as function of Taylor number (Legrand and Coeuret 1986). 

Calculations on the flow patterns in an infinitly long annulus without 
axial flow for Ta < 200 Ta, show also no mixing between the vortex 
cells at Taylor vortex flow but considerably mixing between the cells at 
wavy vortex flow (Marcus 1984). 



Radius ratio from 0.5 to 0.7 is the most favorable range to establish 
Taylor vortices without waves (Snyder 1970). We therefore expect that 
this range also is the most favorable range for establishing plug flow in 
a SSHE, but this remains to be verified. 

Evaluation of Residence Time Distribution in SSHEs 

Based on experimental investigations by Trornmelen and Beek (197 1 a) 
and the relations between T*, Re, and d,/dt from Table 3 in this paper 
we compare the shortest residence time in a SSHE at different flow pat- 
terns. With purely laminar flow, at Ta = 0.006 Tac, the first trace reach- 
ed the exit after 0.67 average residence time; this value is the same as 
that for laminar flow between two parallel1 plates. For laminar flow close 
to T*, Ta at 0.6 and 0.9 T*, the first trace reached the exit after about 
0.5 average residence time. With vortical flow, at Ta = 50 T* the back- 
mixing increases considerably; the first trace the reached exit after 0.2 
average residence time. 

The residence time distribution in SSHE have also been measured in 
several other papers. (Blaisdell and Zahradnik 1959; Chen and Zahrad- 
nik 1967; Milton and Zahradnik 1973; Bateson 197 1). Their data are not 
detailed enough to allow the above kind of calculations but their results 
are in agreement with the results of Trorntnelen and Beek (1971a). 

HEAT TRANSFER 
After a general overview on heat transfer in SSHEs, the frequently used 

heat transfer model for SSHEs, the penetration theory with surface renewal, 
is reviewed, with the emphasis on assumptions, results and limits. Reynolds' 
analogy theory is mentioned. Back-mixing effects on heat transfer in SSHEs 
are discussed and followed by several dimensionless equations with 
operating conditions. Finally, we evaluate published equations and ex- 
perimental results. 

General Overview of Heat Transfer in SSHEs 

The heat transfer is controlled by conduction into a thin layer at the heat 
transfer surface and by the speed of mixing of this layer into the rest of 
the fluid. Radial mixing improves heat transfer. Axial mixing reduces the 
driving force for heat transfer, i.e. the temperature difference between 
the product and the heat transfer medium, and thus axial mixing reduces 
the apparent heat transfer coefficient. The back-mixing effect is controlled 
by the axial mixing and the axial flow rate ratio. 

With laminar flow the heat transfer is poor due to poor radial mixing. 
Experimentally determined heat transfer coefficients scatter considerably 
and no reliable equations are available. 
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With vortical flow the heat transfer is high due to efficient radial mix- 
ing. However, wavy vortex flow causes axial mixing. The back-mixing 
effect increases with increasing Taylor number and decreasing axial flow 
rate. A practical consequence of this phenomenon is that large SSHEs 
operate more efficiently than small SSHEs because the back-mixing ef- 
fect is normally smaller in large equipment. 

Changes in heat transfer due to changes in operating conditions are fairly 
well predicted with the equations for heat transfer, when the back-mixing 
effects are calculated with the plug flow and axial dispersion model. 
However, the different equations predict greatly varying levels of heat 
transfer; the highest heat transfer prediction is twice the lowest. 

Penetration Theory with Surface Renewal 

Penetration theory with surface renewal for mass transport was presented 
by Higbie (1935). Kool(1958) applied this model for heat transfer to equip- 
ment like SSHEs and described detailed assumptions, mathematics and 
results. He assumed that: (1) only molecular conduction transfers the heat 
into a film at the surface during the time that passes between two scrap- 
ings; and (2) at the scraping, the film at the surface is perfectly mixed 
with the bulk flow. 

After some mathematics, Kool(1958) expressed the average rate of heat 
flux with Eq. (8). In a SSHE, the contact time becomes the time between 
two scrapings, (see Eq. 8c). Kool simplified Eq. (8) and expressed the 
heat transfer coefficient with Eq. (8d), for values of s from 0.2 to 30, 
with an error margin smaller than 1 % . 

Harriot (1959) and Latinen (1959) made the same assumptions as Kool 
(1958), but they also assumed that: the heat resistance on the side of the 
medium and in the heat transfer tube wall can be ignored. 

With these assumptions, they expressed the heat transfer coefficient for 
the product side with Eq. (9) and rewrote it in dimensionless numbers with 
Eq. (9a) 



The Nusselt number for the penetration theory with surface renewal, the 
Nupr, has been compared by several authors with experimentally found 
heat transfer coefficients. We discuss these results later in our evaluation 
of heat transfer in SSHEs. 

Limits and Modifications of the Nupr. Latinen (1959) compared ex- 
perimental investigations from Houlton (1944) and Skelland (1958) with 
the Nupr and concluded that the heat transfer mechanism in the transition 
regime must be different from the penetration theory assumptions and men- 
tioned that following factors have been neglected in the penetration theory: 
(1) peripheral fluid velocities within the thin heat transfer layer, (2) en- 
trance effects, and (3) axial flow effects. 

Trornrnelen et al. (197 1) suggest a slightly modified mechanism for heat 
transfer in SSHEs with: (1) penetration of heat by conduction in a thin 
layer close to the heat transfer surface during the time that passes between 
two scrapings; (2) partial temperature equalization in the boundary layer 
that builds up on the scraper blade; (3) convective radial transport from 
the heat transfer layer to the bulk of the liquid; Taylor vortices contribute 
to this radial transport. 

Trommelen et al. (1971) multiplied the NU,, by a factor less than one 
to compensate for: (1) incomplete temperature equalization in the bound- 
ary layer, (2) effects of radial mixing, and (3) decrease in the heat transfer 
driving force due to axial mixing. 

Reynolds Analogy Theory Between Momentum and Heat Transfer 

Bjorklund and Kays (1959) and Simmers and Coney (1979b) have 
presented equations for heat transfer between the outer surface and the 
fluid in an annulus. Velocity profiles at different radii are assumed for 
Taylor vortices with an imposed axial flow. Together with Reynolds' 
analogy between momentum and heat transfer it is possible to derive equa- 
tions of the type: 

Nu = f(Reax, Ta, Pr, d,/dt) (10) 

These equations have not been compared with experiments in SSHEs. 

Back-Mixing Effects on Heat Transfer 

There are three possible mechanisms for axial heat transfer in a flow- 
ing mechanically agitated liquid stream in a conduit: (1) conduction along 
the conduit walls and along the agitator, (2) axial conduction in the li- 
quid, and (3) axial convection in the liquid (commonly called back-mixing 
or axial dispersion). 
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A heat exchanger with no back-mixing can be modelled with plug flow 
and perfect radial mixing and no axial dispersion. In this ideal case, the 
mean temperature difference is equal to the logarithmic mean temperature 
difference. This gives the maximum driving force value for heat transfer. 
With back-mixing the temperature makes a jump at the inlet and the axial 
temperature profile is changed in the whole heat exchanger. Complete back- 
mixing gives the absolute minimum of the mean temperature difference. 
Every heat exchanger operates between the two extremes: no back-mixing 
and complete back-mixing. 

If the back-mixing is considerable but ignored it results in erroneous 
use of the logarithmic mean temperature difference; the apparent heat 
transfer coefficient becomes smaller than the real heat transfer coefficient. 
When experimental data are reduced to dimensionless equations, the values 
for the physical properties of the product may also be erroneous, due to 
the unexpected axial temperature profile in the equipment. Together, these 
factors lead to a false correlation between the axial flow rate and the heat 
transfer coefficient, when back-mixing is falsely ignored (Penney and Bell 
1967b). 

Methods Used to Consider the Effect of Back-Mixing in SSHEs. Back- 
mixing can be ignored when the axial mixing and the axial flow rate ratio 
is low. The operating conditions for ignoring backmixing can be estimated 
in different ways. 

Trommelen et al. (1971) and Weisser (1972), used the plug flow and 
axial dispersion model combined with axial dispersion coefficients. The 
plug flow and axial dispersion model can also be used to model SSHE 
as a chemical reactor, because it is possible to consider time and temperature 
relations simultaneously. 

Another way to consider back-mixing is the temperature jump method. 
Maingonnat and Corrieu (1 984) introduced this method and predicted the 
temperature jump at the inlet in a SSHE by the following equation, recast 
with our notations: 

With Eq. (1 1) they could predict the temperature at the inlet, Tx = 0 ,  and 
calculated the arithmetic mean temperature in the heat exchanger, (Tx = o 
+ T, = 1)/2, without any new measurements inside the SSHE. They used 
the arithmetic mean temperature to calculate the real heat transfer driving 
force and the physical properties of the product. 

It is easier to reduce heat transfer experiments to a dimensionless equa- 
tion with the temperature jump method than with the plug flow and axial 
dispersion model. However, the temperature jump method can probably 
not be used to model as SSHE as a chemical reactor, since the time aspect 
is not considered. 





T
A

B
L

E
 6

. 
C

on
t. 

E
qu

at
io

ns
 f

or
 e

st
im

at
io

n 
of

 in
ne

r 
su

rf
ac

e 
he

at
 t

ra
ns

fe
r 

co
ef

fic
ie

nt
 in

 S
SH

E
s 

du
ri

ng
 h

ea
tin

g 
or

 c
oo

lin
g 

I 
I 

I 

A
ut

ho
rs

 
E

gu
st

lo
nd

 
o

p
s

r
a

t
!
!
~

 
cm

da
l.m
n_
 

R
er

nm
rk

s 

(Y
ea

r)
 

P
ro

du
ct

8 
P
I 

R
er

 
R

ea
x 

n 
N

 
dt

 

rp
 

m
rn

 
rn

rn
 

rn
rn

 

S
fk

m
 

N
u

 . 0.80
 

oi
ls

 
50

00
- 

1
- 

0.
00

1-
 

N
a

v
rl

ti
l 

co
rn

 s
yr

up
 

M
OO

OO
 

O
a9

 
1-

4 
0.7

-1.
7 

15
2 

10
8 

58
0 

K
a

rd
w

k 
o

ils
 

2
- 
2
-
 1-20

0 
Re

, 
> 

44
 

(1
96

8)
 

P
e

m
y

 
B

e
ll

 
(1

96
9a

) 

F
lu

 . 0.1
23

 
P

~O
"' 

( 
n 

/o
w

 

50
0-

 
rn

lm
ra

l o
il

 
10

00
0 

2-
 

0.
2-

 
2. 

0-
20

 
R

o
ta

tin
g

 f
la

t 
bl

ad
e 

e
th

yl
e

m
 - 

15
- 

1W
O

O
 

26
0 

'0
3"

 
10

1.
6,

 
g

ly
co

l 
40

 
10

2.
6 

R
er

 >
 O
W
 

T
ro

m
m

el
en

 
B

ee
k 

va
n 
&

 W
es

te
la

ke
n 

(1
97

1)
 

w
at

er
+s

ug
ar

 
7-

 
10

0-
 

10
. 

0.
07

5-
 

80
 

w
a

te
r+

 
2

W
 

19
W

O
 

12
00

 
0.7

5 
16

2 
10

0 
35

0 
g

ly
ce

ro
l 

12
0 

N
u

 = 
2.

26
 

R
e?

 
p

fl
a

Z
5

 n
oa

5 

rn
 >

 5
 k

g/
m

2s
 

01
36

3,
 

0.
05

9 
fix

a
d

 
- 0.0

18
 

ul
d 

R
am

da
s,

 U
h

l 
O

ab
or

ne
, 

O
rt

t 
(1

97
7)

 

g
ly

ce
ro

l+
 

06
 

w
at

er
 

4
W
-
 

2B
0-

 
l
o
-
 

2 
4-

33
.3

 
76

 
M
 

45
2 

40
00

 
80

00
 

ZW
 

62
 

.- 
-
 . 

R
er

 >
 R

em
 

m
 >

 5
0 

kg
/m

2s
 

. .
 -
 

N
u

 = 
57

 
 R

E^
"^

' 
( 

n 
1
 qw

 )
 d'O

1' 

sy
ru

p 
55

W
00

- 
0.

02
- 

0.
00

2-
 

16
00

00
0 

2 
15

2.
4 

50
.8 

18
28

 
o

ils
 

3-
70

 
0.

5-
10

 







T
A

B
L

E
 8

. C
om

pa
ri

so
n 

be
tw

ee
n 

ex
pe

ri
m

en
ta

lly
 fo

un
d 

N
u 

an
d 

N
u,

,. 
W

e h
av

e d
iv

id
ed

 th
e e

xp
er

im
en

ts
 ac

co
rd

in
g t

o 
vi

sc
os

ity
 a

nd
 c

al
cu

la
te

d 
R

e,
 a

nd
 R

%
, 

fr
om

 d
at

a 
gi

ve
n 

in
 th

e 
re

fe
re

nc
es

 

N
U

/N
U

 Pr
 

1.
15
 

1.
10
 

4.
0 
0.8
 

1.
4 
1.1
 

1.1
 

0.9
 

0.
8-
1.
2 

0.6
 

0.
2-
0.
5 

E
xp

. 
da

ta
 

(y
ea

r)
 

H
w

lt
on

 
(1
94
4)
 

H
ar

ri
ot

t 
(1
95
9)
 

C
ue

va
s,

 C
he

ry
an

 
(1
98
2)
 

va
n 

B
ox

te
l 

de
 F

ie
ll

ie
tt

az
 G

oe
th

ar
t 

(1
98
4)
 

.-
 

H
ar

ri
ot

t 
(1
95
9)
 

-- 
- 

va
n 

B
ox

te
l 

de
 F

ie
ll

ie
tt

az
 G

oe
th

ar
t 

(1
98
4)
 

P
m

d
u

cb
 

w
at

er
 

w
at

er
 

w
at

er
 

w
at

er
 

oi
l 

ca
rr

ot
 p

ur
e 

hi
gh

vi
sc

os
it

y 
fo

od
s 

V
is

co
si

ty
 

P
a 
s 

0.
00
04
 

0.
00
04
 

0.
00
04
 

0.
00
04
 

0.
04
 

0.1
 

,2 

R
er

 

30
00
0-
 

20
00
00
 

80
00
0-
 

34
00
00
 

37
00
00
 

37
00
00
 

36
00
0 

36
00
0 

22
00
00
 

41
00
0 

40
0-
 

40
00
 

<4
0 

R
ea

x 

30
00
- 

70
00
 

10
00
- 

30
00
 

--
 

22
00
 

65
0 

22
00
 

6 5
0 

19
50
 

1?
60
 

hi
gh

 1%
 

60
 -
 

-
-
-
A

-
 

(0
.4
 



FLOW MIXING HEAT AND POWER IN SSHEs 35 

Experimental Results Summarized with Dimensional Analysis 

Many authors have summarized their heat transfer experiments in SSHEs 
with dimensional analysis. We have gathered several equations including 
operating conditions during heating and cooling in Table 6 and during freez- 
ing in Table 7. 

Evaluation of Heat Transfer in SSHE 

Experimentally determined heat transfer have been reported to range 
from 0.2 Nup, to 4 Nuq, (see Table 8). This considerable difference be- 
tween theory and experiment has been explained by entrance effects, ax- 
ial flow and axial mixing effects and radial mixing effects (Latinen 1959; 
Trommelen et al. 197 1). 

In the following analysis of the literature on heat transfer in SSHE we 
assume that the flow pattern controls the mixing effects and the mixing 
effects control the heat transfer. Let us also bear in mind that backmixing 
is considerable in the vortex flow regime, and the backmixing effect in- 
creases with increasing Re, and decreasing Reax. 

The rotational flow is expected to be laminar for Re, < 250, vortical 
for Re, values from 250 to 100,000, and turbulent for Re, > 100,000. 
The axial flow is expected to be laminar for Reax < 15,000. We have 
calculated these rough criteria using Tables 2 and 3, in combination with 
the operating conditions in Table 6. The onset of turbulence has been re- 
garded to be the same phenomenon as the disappearance of vortices at 
very high Ta. 

Penetration Theory with Surface Renewal, Nupr The penetration 
theory with surface renewal predicts that the Nup, is independent of viscos- 
ity (see Eq. 9). The powers of Re, and Pr are identical in Eq. (9a). However, 
several equations in Table 6 indicate a Nu viscosity-dependency by dif- 
ferent powers of Re, and Pr. 

When the contact time, (N n)-', is the rate-controlling factor the power 
of N and n become 0.5, which is expressed as 0.5 in the powers of Re, 
and of n in the NU,,, (see Eq. 9,  and 9a). Values below 0.5 of these powers 
indicate the presence of some other rate-controlling factor. Values above 
0.5 indicate that there is some factor dependent on the Re, and n, that 
improves the Nu above reduced contact time. 

The NU,, is based on optimistic assumptions. Nu values greater than 
NU,, therefore require special attention to be explained. 

A possible way to explain why the Nu can be greater than NU,, is to 
consider the heat resistance in the tube wall; in this way the real driving 
force is reduced and the real Nu increases and the Nu ranges from 1.10 
to 1.14 NU,,, for normal operating conditions in a SSHE. We calculated 
these values, using Eq. (8d) together with the following data: k = 2000 
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W/m2 "C, X = 0.6 W/m°C, p = 1000 kg/m3, c, = 4200 J/kg°C, n = 
2 and N from 1 to 10 rps. 

Nu values greater than NU,, can also be expressed by viscosity- 
dependency. Trommelen et al. (1971) predicted the Nu from 0.3 NU,, 
to 0.45-Nu,, for his experimental conditions (Pr from 2000 to 400). 
However, if his equation is extrapolated to experimental conditions for 
water (Pr = 2), the equation predicts the Nu to be 1.7 Nup,. In principle, 
dimensionless equations should not be extrapolated beyond the experhental 
conditions, but this example indicates that Nu viscosity-dependency might 
express Nu values greater than NU,,. However, it does not explain why 
the Nu becomes greater than Nup,. 

Laminarflow. The heat transfer at laminar flow is considerably less 
than predicted by the NU,,. The Nu varies from 0.2 NU,, to 0.5 NU,, (see 
Table 8). 

In Table 6, three equations are valid for laminar flow and the power 
of Re, varies in these equations from 0.11 to 0.36. This indicates some 
factor other than contact time to be the rate-controlling factor. Poor radial 
mixing is the rate-controlling factor at laminar rotating flow. 

The experimental data scatter considerably; the relative standard deviation 
between equations and experimental data available was 25 % (see Appen- 
dix A). This indicates that the heat transfer is very hard to predict and 
that there are no methods available to describe heat transfer when the rota- 
tional flow is laminar in a SSHE. 

Transition from Laminar to Vortical Flow. Some equations in Table 
6 are valid for a rather narrow range around Re,, and in these equations 
the power of Re, varies from 0.6 to 0.96. The factor that improves Nu 
more than reduced contact time and which is dependent on Re,, is the onset 
of vortex flow followed by improved radial mixing. This is in agreement 
with several observations (Becker and Kaye 1962a; Trommelen and Beek 
197 la; Payne and Martin 1974; and Kataoka et al. 1977). 

Vorticalflow. With vortical flow, back-mixing is considerable in SSHEs 
(Trommelen 1970; Weisser 1972; and Maingonnat and Corrieu 1984). 
If back-mixing is falsely ignored, a false dependence on axial flow rate 
occurs (Penney and Bell 1967b). None of the equations in Table 6 con- 
sidering back-mixing, shows any dependence on axial flow rate. Therefore, 
equations in Table 6 with some dependence on axial flow rate are excluded 
in the following discussion. 

Vortical flow provides intense radial mixing and therefore, we expect 
the same viscosity in the bulk as at the wall. In this way the factor ( ~ $ 7 ~ )  
becomes equal to 1 and can thus be omitted. 

The power of Re, varies from 0.48 to 0.54 when vortical flow is ex- 
pected in Table 6 and these powers are very close to 0.5, the power of 
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Re, in NU,,. This indicates that the heat transfer is controlled by the con- 
tact time at vortical flow. 

The heat transfer at vortical flow has been reported to vary from 0.3 
to 1.4 NU,,. This variation seems to depend on the viscosity; the greatest 
heat transfer takes place for low viscosity products like water (see Table 
8); and the smallest heat transfer for high viscosity products, as predicted 
by equations in Table 6. The power of Pr varies from 0.24 to 0.33 while 
the power of Re, is close to 0.5 (see Table 6). This indicates that the radial 
mixing decreases when the viscosity increases at constant Re,. 

The equations presented by Weisser (1972) and Tromrnelen et al. (1971) 
predicted the changes in heat transfer due to different operating condi- 
tions fairly well; the relative standard deviation was about 8% (see Ap- 
pendix A). This indicates that when Taylor vortices are present in SSHEs 
the changes in heat transfer can be predicted fairly well, provided that 
back-mixing is considered. 

If we look at the equations which consider back-mixing and divide these 
equations with the equation of Trommelen et al. (1971), we find that the 
equation of Weisser (1972) predicts the Nu at a level of about 0.80 of 
that of Trommelen's equation; the corresponding ratio for the equation 
of Maingonnat and Corrieu (1 984) is 1.25. This indicates that equations 
derived in one type of SSHE can hardly be applied to another SSHE, 
because of too large differences with regard to predicted heat transfer coef- 
ficient levels. 

Turbulent Rotational now.  The heat transfer at turbulent rotational flow 
is great or very great, from Nup, to 4 NU,,. The Nu decreases when Reax 
decreases and in some cases the Nu is almost constant at 1.1 NU,, (see 
Table 8). 

We suggest the following explanation for these results: Turbulent 
eddies remove the film more frequently than at each scraping and perfect 
radial mixing takes place. This leads to an Nu value far greater than the 
NU,,. However, at low axial flow rates the back-mixing reduces the ap- 
parent Nu to a value slightly above the NU,,. 

In industrial applications, however, turbulent rotational flow appears 
almost only during cleaning processes, resulting in only minor interest 
heat transfer equations with this flow pattern. 

POWER REQUIRED TO ROTATE SHAFT AND BLADES 

A general overview of the mechanical power requirement in SSHEs is 
followed by a presentation of analytical and semi-analytical approaches 
to power requirements with special emphasis on assumptions and results. 
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Results from dimensional analyses are presented with operating conditions. 
Finally, we evaluate the published relationships. 

General Overview of Mechanical Power Requirements in SSHEs 

The total power required for rotation consists of the power required to 
maintain the rotational flow in the annulus and the power required to rotate 
the blades. The total power is mainly controlled by the design of the blades. 
However, most papers have not presented details on the blade design and 
the differences between predicted powers are tremendous. 

The maximum power requirements occurs at laminar flow and ex- 
periments can be extended by an equation to higher rotational speeds and 
higher viscosities provided that the blade design and flow regime are the 
same. 

With laminar flow, the mechanical power required to rotate the shaft 
and blades is considerably and can exceed 10% of the heat-transferred 
power in SSHEs. With vortex flow, the mechanical power can usually 
be ignored in comparison with the heat-transferred power. 

Analytical and Semi-Analytical Approaches 

The total power required for rotation consists of the power required to 
maintain the rotational flow in the annulus and the power required to rotate 
the blades (Trommelen and Beek 197 1 b). 

Power Required by Viscous Rotating How in an Annulus. The mean 
torque on the inner cylinder for laminar Couette flow and Taylor vortex 
flow has been calculated analytically (DiPrima and Eagles 1977; Kirch- 
gassner and Sorger 1969). By multiplying their mean torque with the 
angular velocity, the required power can be recast in the following way: 

Ne = 4r3(ds1dt)2 I - 1 + Gt/Gl I Gt = 0 for Ta < Ta, (12) 
(1 - (dS/dd2)Rer 

where GI is the dimensionless torque due to laminar Couette flow and 
Gt is the dimensionless Taylor vortex torque. Gt/G1 can be expressed as 

where C1 and C2 values are given in Table 9,  and the Ta, is given in Table 
2 or Table 3. Equation (12) is in agreement with experimental results of 
Snyder and Lambert (1966), but is only valid for laminar flow and Ta 
values slightly higher than Ta, (see Table 9). 
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TABLE 9 
Coefficients CI and CZ as functions of the radius ratio, d,/dt, to be used in Eq. (12a) for 
calculation of the mean torque on the inner cylinder with Taylor vortex flow in the an- 
nulus. (DiPrima and Swinney 1981; DiPrima and Eagles 1977; Sorger 1969). 

dJdt CI  CZ Restrictions 

1 9.0 x lo-4 -8.4 x lo-' Ta < 1.1 Ta, 
0.95 7.9 x lo-4 -6.8 x lo-' Ta < 1.1 Ta, 
0.5 1.4 x lo-4 -3.8 x Ta < 1.35 Ta, 

Donnelly and Simon (1960) and van Lookeren Campagne (1966) found 
experimentally that the Ne was proportional to Re;' below Re, and pro- 
portional to Re?.' above Re,,. 

Entrance effects can be ignored as the power required to impart kinetic 
rotational energy to the fluid is small compared with the power measured 
(Trommelen and Boerema 1966). 

Axial flow has no influence on the power requirements for agitation of 
Newtonian fluids in a SSHE, as shown analytically (Yamada 1962) and 
experimentally (Trommelen and Boerema 1966; and Coney and Simmers 
1 979). 

Power Required by the Blades. Trommelen and Beek (197 1 b) developed 
a formula for estimation of power requirements for the blades in a SSHE, 
with parameters related to centrifugal forces, viscous forces and the con- 
tact area between the blades and the tube wall. These three parameters 
have to be determined from experimental data. The formula is too 
voluminous to be recast in this paper. 

Power requirements for very low Re, values have been calculated 
analytically for hinged blades by Toh and Murakami (1982a) and for 
floating blades by Toh and Murakami (1982b). They considered: the shape 
of the blades, the number of blades in a set, the scraping angle of the blades 
and the slit in the blades. The equations are too voluminous to be recast 
in this paper, but to provide an example the results of some calculations 
have been illustrated in Fig. 8. Only the friction between the blades and 
the tube wall have to be determined from experimental data. There is very 
good agreement between the analytical and experimental values (see Fig. 8). 

On freezing the power requirements increase considerably and are hard 
to predict, due to increased friction when scraping the crystals away from 
the tube wall (Weisser 1972; Dinglinger 1964). 

Dimensional Analysis 

Equations based on dimensional analysis and operating conditions from 
several investigations are presented in Table 10. For many types of stir- 



FIG. 8. POWER REQUIREMENTS FOR FLOATING SCRAPER BLADES 
IN VESSELS; A COMPARISON BETWEEN CALCULATED 

AND MEASURED VALUES 

Inner diameter, 
Length of blade, 
Thickness If blade, 
Width of blade, 
P I  (see Fig. 8b) 
P 2  (see Fig. 8b), 
Assumed friction coefficient 
(Toh and Murakami 1982b) 

m 
m 
m 
rn 
rad 
rad 

Large 
Vessel 
0.208 
0.200 
0.002 
0.028 
a16 

0.471 
0.1 

Small 
Vessel 
0.1325 
0.11 
0.002 
0.028 

a16 
0.524 
0.15 

rers the power number, Ne, is a unique function of the rotational Reynolds 
number, Re,, and the result can be successfully summarized by dimen- 
sional analysis. However, in a SSHE the Ne increases with decreasing 
viscosity at a given Re, (Trommelen and Beek 197 1 b; Weisser 1972). Trom- 
melen and Beek (1971b) suggested that scraping in a SSHE causes this 
deviation. 
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Evaluation of Mechanical Power Requirements in SSHEs 

We have evaluated published relationships for prediction of the power 
required to rotate shafts and blades in SSHEs in Appendix B. Our results 
and conclusions of the evaluation are presented below. 

Principles for Sizing Motors for SSHEs. The power requirement for 
rotation reaches its maximum at maximum rotational speed and maximum 
viscosity. The equations in Table 10 cannot be used to size motors for 
SSHEs since the design of the blades seems to be of primary importance 
and there is insufficient detailed information to assess the equations in the 
literature. 

For laminar flow the Ne seems to be proportional to Re;' for SSHEs 
as well. Therefore, with a given rotor and blade design the proportional 
constant can be determined from one experiment in which the Ne and Re, 
are known. By extrapolation the power can be estimated for a desired max- 
imum viscosity at any rotational speed, provided that all design factors 
except the length of the equipment is kept constant from the experiment 
to the estimation. Thus, it seems possible to size motors for SSHEs fairly 
well by extending the results from one experiment. However, this remains 
to be verified. 

Influence of Power Dissipation on Temperature Conditions. The 
estimated mechanical power requirements for rotation can be found in Ap- 
pendix B. The heat-transferred power can be estimated by a combination 
of heat transfer coefficients in Table 8, heat transfer area based on the 
size of the equipment in Appendix B, and by a temperature difference. 
In the following comparison we assume the temperature difference to be 
50 "C and our conclusion is then: (1) At laminar flow, the power required 
for rotation of shaft and blades in viscous products can exceed 10% of 
the heat-transferred power in SSHEs; and (2) At vortex flow the heat 
transfer is efficient and in most cases the power dissipated into the fluid 
can be ignored in comparison with the heat-transferred power. However, 

FIG. 8b. DETAILS OF ATTACHING FLOATING BLADE TO SHAFT 
(Toh and Murakami 1982b) 
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these conclusions remain to be experimentally verified. The main uncer- 
tainty is the power required for rotation, but the uncertainty regarding heat 
transfer during laminar flow is also considerable. 

SUMMARY AND RECOMMENDATIONS 

This is a summary of today's knowledge and some recommendations 
for future work on the performance of scraped surface heat exchangers, 
SSHEs. 

The flow pattern controls the desired radial mixing and the undesired 
axial mixing. The axial flow is always laminar and the rotational flow is 
laminar or vortical in SSHEs. The power required to rotate the shaft and 
blades in SSHEs is mainly controlled by the design of the blades. 

Laminar Flow 

With laminar flow the radial mixing is poor, resulting in poor heat 
transfer. The heat transfer results are greatly scattered and no equations 
are available. The power required for rotation may be considerable but 
no equations are available. The residence time distribution is controlled 
only by the axial flow profile. Some important problems remain to be 
solved: (1) reduction of the scattering of heat transfer results, probably 
by improvements of the measuring technique, (2) description of heat transfer 
with equations as functions of the operating conditions, (3) description 
of power required for rotation with equations for various operating con- 
ditions with careful consideration of blade design, and (4) improvement 
of the radial mixing efficiency, probably by improving the shaft and blade 
design. 

Transition Laminar - Vortex Flow 

The transition to vortex flow in a SSHE is hard to predict precisely, 
because factors like axial length, axial flow rate and radial temperature 
differences make it hard to fulfil the presumptions for available analytical 
solutions. Another complicating factor is the axial temperature profile, 
which changes the physical properties of the fluid, particularly its viscosity. 
An important task that remains to be solved is the development of a sim- 
ple method for distinguishing between laminar and vortex flow in SSHEs. 

Vortex Flow 

With vortex flow the radial mixing is very efficient, which leads to high 
heat transfer and perhaps to plug flow behavior. However, vortex flow 



also causes axial mixing which reduces the apparent heat transfer coeffi- 
cient and increases the residence time distribution. 

Back-mixing can be modelled with plug flow and axial dispersion. The 
axial dispersion coefficient can be determined from temperature or residence 
time distribution measurements. However, results presented on axial disper- 
sion coefficient are considerably scattered. Available equations for heat 
transfer differ considerably but each equation predicts the effect of changes 
in operating conditions fairly well. Some tasks that remain to be solved 
are: (1) reduction of the scattering axial dispersion coefficient of heat or 
mass; (2) correlation of the axial dispersion coefficient to operating con- 
ditions; (3) development of better equations for heat transfer; (4) experimen- 
tally verification of plug flow in SSHE, and (5) improvement of design 
and choice of operating condition to faciliate use of SSHEs at optimal 
operating conditions. 

APPENDIX A 
EVALUATION OF SOME EQUATIONS 

FOR HEAT TRANSFER IN SSHEs 

Background 

Back-mixing is considerable in SSHEs and some authors have considered 
this phenomenon before they reduced their experimental heat transfer data 
to equations predicting heat transfer coefficients (see Table 6). The plug 
flow with axial dispersion model seems to be a good model for prediction 
of the effects of back-mixing in SSHEs. Some equations for the axial disper- 
sion coefficient in annuli with rotating inner cylinder but without blades 
have been published (see Table 5). 

We have combined these equations and evaluated them by comparing 
with experimental data. We have also divided the experimental data into 
the laminar and the vortex flow regimes respectively. 

Methods 

Experimental D&. Detailed experimental results on cooling in a SSHE 
are available (Trommelen 1970, Tables A5-A9). We have calculated the 
heat transfer power from the sum of "sensible heat" and "frictional heat" 
in his tables. Some information on physical properties are missing in his 
paper but we have assumed the following properties for his water glycerol 
mixtures: density 1000 kg/m3, specific heat 3000 J/kg°C and thermal con- 
ductivity 0.3 W/m°C. 
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Equations. From Table 6 we have chosen two heat transfer equations 
which consider back-mixing (Tromrnelen and Beek 1971b; Weisser 1972). 
We modelled the back-mixing with Eq. (4) in this survey and calculated 
the axial dispersion coefficient from the equation of Weisser (1972) in 
Table 5. 

Evaluation Technique. We calculated a heat transfer coefficient ratio, 
defined as the ratio between the experimentally found heat transfer coef- 
ficient and the calculated effective heat transfer coefficient. We then divided 
the experiments, by comparing the Re, from the experiments and the Re, 
from Table 2 into three groups: only laminar flow, only vortex flow and 
all experimental data together. For each group of data, we calculated an 
average heat transfer coefficient ratio and the relative standard deviation 
for this ratio. 

Results and Conclusions 

The results from our calculations are presented in Table Al .  From this 
table we can see that the equation of Weisser (1972) predicts the heat 
transfer coefficients to be about 80% of those of Trommelen and Beek 
(1971b). 

For laminar flow, the experimental data scatter considerably; the ratio 
between relative standard deviation and average heat transfer ratio is from 
20 to 24%. 

The corresponding ratio for vortex flow is from 7 to 9 % ,  which indicates 
more predictable operating conditions. 

TABLE A1 
Comparison of calculated effective heat transfer coefficient, calc, and experimentally found 
heat transfer coefficient, exp. The standard deviation for the ratio calclexp. is abbreviated 
std. 

EQUATIONS 
(Year) 

FLOW PATTERN RESULTS 
Calc Std exp 

EXD Calc 

Weisser (1972) Only laminar 0.84 0.20 
Only vortex 0.72 0.07 
Both laminar and vortex 0.77 0.16 

Trornmelen and Beek (1971 b) Only laminar 0.98 0.24 
Only vortex 0.89 0.09 
Both laminar and vortex 0.92 0.17 
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APPENDIX B 
EVALUATION OF POWER REQUIRED 

TO ROTATE THE SHAFT AND BLADES IN SSHEs 

Background 

Several relationships have been presented for the predicton of the power 
required for the rotation of shaft and blades in SSHEs. In this appendix 
we compare these relationships with one another and with expected ex- 
perimental values which are divided into different flow regimes. 

Methods 

Expected Experimental Data. We assume that the equations of Weisser 
(1 972) and of Trommelen and Beek (1 97 1 b) in Table 10 cover the. respec- 
tive experiments fairly well. We therefore assume that these equations repre- 
sent "experimental values" for the two ranges of operating conditions, 
respectively. 

The range of the experimental conditions is extended to a very low Taylor 
number, in order to cover the operating conditions in Toh and Murakami 
(1982a,b). In this range we assume the equations of Toh and Murakami 
(1982a,b) to be the most reliable. 

Equations. The following relationships have been evaluated: All equa- 
tions in Table 10, the analytical solution for the power required by viscous 
flow in an annulus (Eq. 12) and the semi analytical solution for the power 
required by the blades (Fig. 8). Equation (12) is not valid for Ta > 1.4 
Ta, and for this flow regime we extended the value of Ne from Eq. (12) 
at 1.4 Ta, with the empirical relation Ne = C (Donnelly and Simon 
1960; van Lookeren Campagne 1966). 

Evaluation Technique. The axial flow was assumed to be zero and the 
Ta, was chosen from Table 2. Ta, was used in Eq. (12) and when we 
divided the experimental conditions into the laminar and the vortex flow 
regimes. 

To facilitate interpretation of the results we present them as power ratios; 
the predicted power required for agitation divided by the value from Weisser 
(1972). The Weisser value (1972) is presented in Watts. 

Results and Discussion 

None of the authors listed in Table 10 consider any influence from dif- 
ferent flow patterns on the power requirements. 

Laminar n o w .  The results from our calculations on laminar flow con- 
ditions are presented in Table B1. 
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The differences in predicted power requirements for the equations are 
tremendous. The ratio between the lowest and the highest prediction ranges 
from 30 to 5000. 

Our assumption, that the level of Weisser's equation is correct for his 
operating conditions and the level of Trommelen's equation is correct for 
his operating conditions, leads us to the following conclusions about the 
viscosity exponent. 

(1) 0.66 is too low. The equations of Weisser (1972) and Trornmelen and 
Beek (1 97 lb) have an exponent of about 0.66 and these equations predict 
too small changes in power requirements due to changes in viscosity. 

(2) 1 .O is about right. The equation of Leung (1966) has an exponent of 
1.0 and this equation predicts fairly consistently values ten times too 
high. 

(3) 1.2 is too high. The equations of Dinglinger (1964) and Skelland and 
Leung (1962) have exponents higher than 1.2 and their equations predict 
far too high values at high viscosity values. 

Trommelen and Boerema (1966) found the blade resistance to be far 
greater than the resistance from the rotating flow in the annulus. Our 
calculations predict this ratio to be about 20: 1. Thus, the design of the 
blades are of primary importance in the laminar flow regime. Toh and 
Murakami (1982a,b) have investigated this problem. However, in other 
investigations the information on blade design is not detailed enough. Dif- 
ferences in blade design may be one reason for the tremendous differences 
reported. 

Thus, for a given blade design, Ne seems to be proportional to Re;' 
at laminar flow in a SSHE. 

The only experimental conditions in Table 10, which covers radius ratios 
from 0.75 to 0.9 is Trommelen and Beek (1971b). Their equation is the 
only equation in Table 10 which considers the size of the gap. They predict 
that the power increases as the gap decreases. 

Vortex Flow. The results from our calculations on vortex flow condi- 
tions are presented in Table B2. 

The differences between the equations are sometimes small and 
sometimes very big. However, the power required to maintain the vor- 
tices is always less and sometimes far less than predicted by the other equa- 
tions. Thus, the blade design is the main factor controlling the power re- 
quirements also in the vortex flow regime. 

The power requirements for most stirrers can be described by 
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or in dimensionless numbers: 

Ne = C Re;' (B 1 b) 

Trommelen and Boerma (1966) and Trommelen and Beek (1971b) 
noticed that Ne increased when the viscosity decreased if Re, was kept 
constant. Trommelen and Beek (1 97 1 b) explained this phenomenon with 
scraping effects in SSHEs. 

We would like to suggest another explanation based on flow pattern ef- 
fects. Assume that 

Ptotal = Pblades + Pvortex (B2) 

The Pvortex is constant when Rer is constant, see the analytical (Eq. 12) 
and empirical results (Donnelly and Simon 1968; van Lookeren Campagne 
1966). 

Assume that Pblades can be described with Eq. (Bl). Combine this 
assumption with the definition of Re, and keep Re,, dt and 1 constant while 
the viscosity changes and the result is: 

Pblades = Clq3 033) 

Combine Eq. (B2), constant Pvortex = C2 and Eq. (B3) and the result is: 

Our calculations, Table (B2) indicate that Pvortex ranges from 5 to 15 % 
of the experimental values for the operating conditions of Trornmelen and 
Beek (1971b). If this is true, Pvortex cannot be ignored in comparison with 
Pblades and the Pt0t,l does not decline as rapidly as Eq. (Bl) predicts when 
the viscosity decreases. The same conclusion expressed with dimensionless 
numbers becomes: Ne increases at constant R g  when the viscosity decreases 
in a SSHE if PvOrtex can not be ignored in comparison with Pblades. 

LIST OF SYMBOLS 

A heat transfer area m2 
a Alp c, thermal diffusivity m2s-I 
C,  C1, C2, ... constants - 

CP specific heat J kg-'K-' 
cv/~max concentration ratio of solids in a - 

suspension 
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fa, fb, fn, fm 

axial dispersion coefficient 
axial mass dispersion coefficient 
axial thermal dispersion coefficient 
shaft diameter 
tube diameter 
diameter of the cylinder described 

by the rotating blades 
values of functions defined in 

Eq. (3a-d) 
overall heat transfer coefficient 
heat transfer coefficient media + 

wall, see Eq. (8a) 
length of annulus 
mass flow rate 
mass flow density 
rotational velocity 
number of blades 
power required to rotate shaft and 

blades 
constant defined in Eq. (8b) 
contact time 
temperature 
fluid temperature at inner cylinder 
fluid temperature at heat transfer 

surface 
temperature freezing point 
temperature cooling medium 
temperature at x, x = 0 at inlet, 

x = 1 at outlet 
temperature before inlet 
temperature at heat transfer wall 
average axial flow rate 
point where "the first discernable 

ripple" occurs 
surface heat transfer coefficient 
surface heat transfer coefficient, 

effective 
surface heat transfer coefficient, at 

the surface 
thermal expansion coefficient 
dynamic viscosity 
dynamic viscosity at wall 
thermal conductivity 
wave length vortical flow 

m 
kg s-I 
kg s-lm-' 
rotation s-I 
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Ray* 

Reax 
Re, 
Re, 
Rers 
Re, 
St 

critical vortical wavelength m 
kinematic viscosity m2s-' 
density kg m-3 

LIST OF DIMENSIONLESS NUMBERS 

v 11D Bodenstein number 
dimensionless length, defined in Eq. 

(2a) 
Plp N3 7 dd 1 Newton number 
adt/X Nusselt number 

Nu from penetration theory with 
surface renewal (see Eq. 9a) 

v(dt - ds)/a Peclet number 
VCP/X Prandtl number 

Pr in the bulk 
Pr at the wall 

Pry(T2-T1)(dt-ds) modified Rayleigh number 
4 d, ln(dt/d,) 

v(dt - ds)plrl axial Reynolds number 
Ndfplq rotational Reynolds number 

critical Re,, laminar-Taylor vortex 
N dblqs  Re, with viscosity of suspension 

Re, with the viscosity at the wall 
a AIM c, Stanton number 

Tf - T dimensionless temperature 
Tf - T,, 

T* at inlet 
T* at exit 

critical Ta, laminar-Taylor vortex 
critical Ta, Taylor vortex-Wavy vortex 

critical Ta, Wavy vortex-Modulated wavy vortex 
critical Ta, for developing flow (see Eq. 2) 
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ABSTRACT 

Milk was concentrated from 9% T. S. to 50% T. S. in batches by direct 
injection of hot airhitrogen. The rates of evaporation were found satisfac- 
tory. Process was found energy eflcient with thermal economy of 1.49 
which approximates to that of a double eflect evaporator. Inspite of high 
gas temperature (120 - 140°C) the bulk temperature of milk did not ex- 
ceed 40°C which is advantageous from a nutritional view point. Lower 
processing temperature did not adversely afect the bacterial growth and 
it remained within permissible limit. 

INTRODUCTION 

Transfer of heat between two fluids can be achieved either through a 
metal barrier or by direct contact. The former is a conventional and 
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established method of heating. The other form of heat transfer is direct 
contact heat transfer (DCHT), where an immiscible fluid medium is in- 
jected directly in the form of tiny droplets or bubbles, through a continuous 
liquid phase. DCHT has been an active area of research in the past 3 decades 
owing to its following advantages. (1) Higher heat transfer coefficients 
which are due to the intense agitation of continuous phase and circulation 
within dispersed phase (drops or bubbles). (2) Efficient heat transfer under 
small temperature differentials. (3) Absence of scaling as high temperature 
heat transfer surface is eliminated. (4) Simple and inexpensive equipment 
which needs minimum maintenance. (5) Higher operational flexibility as 
interfacial heat transfer area can be altered substantially by changing the 
sparger design, which in turn changes the bubbleldrop size. 

Application of gas-liquid heat transfer is found to be of specific advan- 
tage in the processing of heat sensitive products. It is observed that by 
sparging of hot gases through liquids, the moisture content can be reduced 
appreciably at temperatures much below the liquid boiling point. In addi- 
tion, the agitation associated with gas bubbling, maintains uniform liquid 
temperature, and thus prevents the localized overheating. Both these in- 
fluences reduce the nutrient losses to a minimum during processing. 

Initial developments in the field of DCHT were limited to liquid-liquid 
systems. Excellent reviews of the work on liquid-liquid direct contact heat 
transfer have been presented by Sideman and Shabtai (1964), Sideman 
(1966) and Kehat and Sideman (1970). Industrial application of DCHT 
has started with the development of water desalination plants (Wilke et 
al. 1963 and Sukhatme and Hurwitz 1964). 

Available literature on gas-liquid heat transfer is limited. Initial reports 
were pertaining to the packed column (Peisakhov and Chartkov 1940; 
Turkhan and Zhideleve 1946; Mcadams et al. 1949 and Taecker and 
Hougen 1949) and foam apparatus (Mukhlenov and Tumarkina 1954, 
1955). The experimental fluids for all the early studies were air and water. 
In early 1960's the heat transfer coefficients for bubbles originating at single 
orifice were estimated and simplified correlations, governing sensible 
heating were developed (Licht and Conway 1950; Heertjes et al. 1954 
and Bhagde et al. 1973). A few researchers also studied the evaporation 
by direct sparging of hot gases. But their work was limited to water and 
steamlair systems (Schmidt 1977). 

More detailed investigations on the machanism of heat transfer for sen- 
sible and latent heating was undertaken by Zaidi (1983). Large number 
of gas-liquid combinations were studied, and generalized correlations and 
models were developed. 

The application of DCHT in food processing started with the work of 
Abichandani et al. (1978) and Zaidi et al. (1979), who studied the manufac- 
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ture of ghee from butter by direct sparging of hot nitrogen. Milk being 
heat sensitive, is concentrated conventionally under vacuum. As the pro- 
cessing temperatures in DCHT are lower than the conventional evapora- 
tion temperature the product so obtained will have high nutritive value. 
However, the same may result in enhanced microbial growth. In addition 
the excessive agitation, resulting from DCHT may rupture to some extent 
the fat globule membrane and produce free fat. Both of the later effects 
if appreciable, could result in deterioration of the product quality. 

A study of the concentration of milk by direct contact heat transfer was 
undertaken with the following objectives: (1) To determine the thermal 
economy for the process and its comparison with that of multiple effect 
evaporation. (2) To determine the bacterial growth rate during the pro- 
cess. (3) To estimate free fat formation in milk resulting from agitation 
during the heat exchange process. 

THEORETICAL CONSIDERATIONS 

Microbial growth is expected to be exponential in nature. Thus a plot 
of bacterial population on logarithmic scale vs time is usually a straight 
line. Such a growth can be mathematically expressed as: 

Where 't' is the time required for the population to increase from the in- 
itial population (No) to some population (NF) at a later time. 

The Eq. (1) is similar to the first order rate equation. Thus the microbial 
growth rate can be easily expressed by first order reaction rate constant 
(k). However, it is to be noted that the bacterial growth in an actual sense 
can not be described by first order reaction, since from kinetic theory, 
it is applicable only to monomolecular reactions. Nevertheless it provides 
a useful tool for representing the rate of bacterial multiplication and predic- 
ting the influence of various parameters on the same. 

The energy efficiency of an evaporator is usually expressed by "ther- 
mal economy" (T.E.), which is defined as, 

T.E. = Quantity of water evaporated 
Quantity of steam consumed 

The thermal economy of an evaporator increases with the increase in 
number of evaporator effects, because subsequent effects use vapor from 
the previous effect as the heating medium. 
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For evaporation by DCHT, the conventional definition of thermal 
economy is not applicable. For the purpose of comparison the economy 
for DCHT can be defined as: 

T.E. = Latent heat required for evaporation of water 
Heat supplied by the heating gas (4) 

Sparging of hot gases through liquid results in simultaneous evaporation 
and vaporization. The rate of vaporization (WV) depends upon the mean 
difference in partial pressure of vapor between gas and liquid (Apm) and 
the mass transfer coefficient (K). The rate of sensible heat transfer (qs) 
from gas depends upon the mean temperature difference between the gas 
and liquid (ATm) and heat transfer coefficient (U). Mathematically: 

Wv = K A Apm ( 5 )  

and qs = U A ATm (6) 

Where 'A' is the interfacial area. 
If WE represents the rate of evaporation, and WT the total rate of water 

transfer. then 

For the transfer of vapor, from liquid phase to gas phase, the system 
needs latent heat, which usually is obtained at the expense of sensible heat 
of gas. When latent heat requirement is higher than the supply of sensi- 
ble heat, the system consumes a part of sensible heat of liquid, too. In 
that case the liquid temperature drops till the steady state is achieved where 
the latent heat consumed equals the heat supplied by the gas. 

For noninsulated systems, the drop in liquid temperature below ambient, 
may result in the flow of heat from surroundings to the system. A schematic 
diagram for such a system, showing mass and energy balance is presented 
in Fig. 1. The mass balance gives: 
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- -  - - - - -  - - -  
AMBIENT HEAT (qa) 

--LIQUTDTM-rT i- 1 - - - - -L-L - - 

MGl ' MG(l+hl )  

qG1 'MG. CpG (TGl' TR ) +  MG.hl.h 

FIG. 1 .  MASS AND ENERGY BALANCE 

From, heat balance 
qG1 + qa = qG2 

Thus, Thermal economy = WE ' X 
MG ' CPG ' (TGI - T G ~ )  

Thus DCHT systems, where qa is the sensible heat supplied by the gas, 
besides consuming the sensible heat of gas, may consume a part of am- 
bient heat also. In that case the heat economy of DCHT systems will be 
greater than unity. 
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MATERIALS AND METHODS 

The experimental set-up was designed for concentration of milk in 
batches. From economic considerations, it was decided to recycle the 
nitrogen. The basic requirements of the experimental apparatus were to 
have a regulated and measured quantity of hot gas and its recirculation 
after the condensation of entrained vapors, its recompression and reheating. 
A gas-liquid contactor with sparger and provision for temperature measure- 
ment was also needed. With the above requirements in mind, the apparatus 
shown, in Fig. 2, was developed. 

The apparatus consisted of a glass column of 7.5 cm diameter and 33 
cm length. The column was closed at both the ends using metallic cups 
having gaskets and secured in position by three vertical tie rods. Lateral 
openings were provided in the column for the insertion of thermocouples 
at proper locations. Sparger plates having 94 holes of 0.20 cm diameter 
drilled at 0.63 cm triangular pitch were provided in the lower cup. 

The gas supply was maintained by a 2.0 HP, oil free, reciprocating com- 
pressor with 0.90 m3 receiver and a pressure cut-off switch. A diaphragm- 
type pressure regulator was used at the receiver outlet to prevent varia- 
tion in gas flow rate. 

The gas heater consisted of a helical copper tube of sufficient length 
immersed in an oil bath having a wide temperature range (upto 300°C) 
and proper temperature control. 

The condenser used was a tube-in-tube type and was designed to operate 
with a small pressure drop. This was essential in order to protect the glass 
column from damage. A silicagel drying column was used to remove the 
traces of moisture from the hot gas before its recycling. Separate connec- 
tions were provided for circulating hot gas through a drying column for 
the regeneration of drying gel at regular intervals. 

Temperatures were measured by calibrated copper-constantan thermo- 
couples. All thermocouples were connected to a digital millivoltmeter 
through a selector switch. 

For the estimation of the rate constant for microbial growth (k) it was 
essential to maintain other parameters constant. The total solid concen- 
tration was maintained constant by recycling of condensate through the 
barometric leg. The experimental arrangement is shown in Fig. 3. 

The preheated batches of milk with measured total solids (% TS) were 
placed in the glass column. Hot airlnitrogen (1 10 "- 140 "C) was sparged 
through the product at the fixed flow rate (0.8 x to 2.25 x m3/s). 
Milk samples were removed at regular intervals of 30 min and were anal- 
yzed by gravimetric method for % TS. 

Bacterial populations were estimated by the determination of standard 
plate count (SPC). Both air and nitrogen were used as heating media. Trials 
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with nitrogen provided an opportunity to study the bacterial growth in an 
oxygen free environment. Tryptone-dextrose-agar (TDA) was used as the 
plating media. Plates were incubated for 48 h both at 37 "C and 50 "C to 
determine the growth pattern of mesophilic and thermophilic bacteria. 
Before each trial the glass column was thoroughly cleaned by detergent, 
sanitizer and iodine bound disinfectant, and was dried by hot air. Swab 
tests were conducted to ensure cleanliness of the equipment. To investigate 
the effect of agitation on free fat formation, buffalo whole milk samples 
(6.1 % fat) were subjected to gas sparging for various processing timings. 
Since the available procedure for the estimation of free fat is applicable 
only to milk powder, the samples were freeze dried and free fat in freeze 
dried powder was determined by the method of Hall and Hedrick (1971). 
The increase in free fat during processing was determined by comparison 
with unprocessed samples. Free fat in fluid milk was calculated from the 
values obtained for powder. 

nor NITROMN 

FIG. 3. CONDENSATE RECYCLING FOR BACTERIOLOGICAL STUDIES 
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process. The results of five experiments conducted on milk concentration 
are presented in Table 1. Thermal economy was calculated by Eq. (4). 
The thermal economy was found to vary between 1.32 to 1.65 (mean 1.48), 
which is approximately equal to that of a double effect evaporator. The 
comparison shows that the process has a favorable energy efficiency. 

Batch concentration of milk was studied. A concentration of 35% TS 
(generally required for spray drying) was obtained in 2 to 2.5 h with a 
gas flow rate of 7 kglh per kg of raw milk. Although the sensible heat 
of gas is low, due to a low specific heat of gas, the evaporation rates ob- 
tained for the process are good. The reasons would include accompanied 
vaporization along with the evaporation, as explained earlier. Thus the 
process does not need high gas rates as usually required in gas heating 
systems. 

During the process the bulk liquid temperature did not increase beyond 
40°C, which is much lower when compared to the temperatures in the 
vacuum pan and multiple effect evaporator (60 "-70 "C). Initially gas sparg- 
ing resulted in slight increase in temperature if initial temperature of li- 
quid was very low. On the contrary it resulted in quick initial drop in 
temperature, if the initial temperature of milk was sufficiently high. Subse- 
quently the liquid pool stabilized at a temperature much lower than the 
boiling temperature of liquid. A typical time temperature plot for obser- 
vations 1 & 2 of Table 1 is presented in Fig. 4. It is evident that after 

0 1 I I 1 I I L I 

20 40 60 80 100 120 140 160 180 200 

T I  M E ( Minutes) 

FIG. 4 .  TIME-TEMP. PLOT FOR MILK CONCENTRATION 
X---X Observation I ,  Table 1 ,  Initial milk temp. 30°C 
0---0 Observation 2, Table 1,  Initial milk temp. 40°C 
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initial adjustments, the major portion of heat supplied by the gas was picked 
up by the liquid in the form of latent heat. The following reasons are of- 
fered in support of this observation. 

The introduction of hot gas into the liquid results in simultaneous heat 
and mass transfer through the gas film surrounding the gas bubble. Heat 
is transferred from gas to interface due to high gas temperature, causing 
evaporation. Since the vapor pressure is higher at the interface compared 
to partial pressure in the gas, the vapor diffuses into the bubble. Evapora- 
tion at bubble interface ceases when the gas gets saturated. If the bubble 
temperature still remains higher than the bulk liquid temperature after 
saturation then, some sensible heating of liquid may take place with the 
corresponding rise of liquid temperature. This temperature increase causes 
a vapor pressure increase which results in further evaporation. Thus the 
process of sensible heating if present would be quite slow. When liquid 
temperature is low enough to cause high temperature differentials and low 
pressure gradients some sensible heating occurs. However, the liquid at- 
tains a steady state in a short time, when the sensible heat supplied by 
the gas equals the heat required for evaporation. 

Preliminary investigations indicated that the gas sparging through milk 
caused foaming. It was observed that the foaming could be suppressed 
by creating the back pressure. A back pressure of the order of 8 cm of 
mercury was found to be sufficient to arrest the foaming. In addition, the 
increase in system pressure was found to increase the bulk temperature. 
Thus in cases where processing at some higher temperature is desired due 
to bacteriological or other reasons, creation of additional back pressure 
might be useful. 

During experiments, scaling was not observed on the sides of the glass 
column, but did occur on the sparger plate. Although milk deposits on 
the sparger plate do not reduce the heat transfer efficiency, it may cause 
difficulties in equipment cleaning. The sparger design could be improved 
by reducing the hole pitch, which in-turn would keep the blind area 
minimum. 

Low temperature concentration of milk is advantageous from the view 
point of higher nutritional value but may result in higher bacterial popula- 
tions. In this study investigation involved an estimation of bacterial growth 
rates to ascertain the quality deterioration due to bacterial growth. Bacterial 
growth rates for 12 milk samples, under various processing conditions 
are listed in Table 2. A plot betwween (NFINo) versus time on semilog 
coordinates gave a straight line (Fig. 5). This confirms that the growth 
pattern is exponential as expected. The correlation coefficients (R2) for 
various plots are also listed in Table 2 and are above 0.9 for most of the 
experiments. 
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0 CXP. m. 4 
0 EXP. NO. 6 
A EXP. NO. 7 

W EXP. NO. 8 
X EXP. NO. 9 

EXP. NO. 10 

-TIME t hrs) .-+ 
FIG. 5. EXPONENTIAL GROWTH OF MICROBES 

As per the criterion suggested by IS-1479 (1960) pasteurized milk with 
SPC values below 30,000 is graded as good. Similarly raw milk with SPC 
values below one million is graded as good. It is observed from the table 
that the heating of both pasteurized and raw milk by nitrogen does not 
deteriorate its quality and it remains in the same grade, even after under- 
going concentration for 2 h. Also the processing of pasteurized milk with 
air maintains the microbial growth within permissible range of good quality 
milk. Thus it is concluded that while heating raw milk, though nitrogen 
can be used, it is preferable to pasteurize the milk before its concentration. 

First order rate constants (k), as obtained from an exponential curve, 
are listed in Table 2. From the values of rate constant the influence of 
various parameters affecting microbial growth may be summarized as 
follows: (1) It is observed that with the increase in gas temperature, the 
growth rate (or k value) decreases. This is revealed by comparison of k 
values for experiments 6 and 9, 8 and 9 and 9 and 10. The reason might 
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be the higher lethal effect with gas at a higher temperature which results 
in the destruction of more bacteria at bubble interface before cooling. In 
the present study although the maximum gas temperature used was 140 "C, 
the use of higher temperatures up to 200 OC, as used in spray drying is 
recommended. This will also enhance the evaporation rate, reduce the gas- 
liquid ratio and simplify the gas handling operation. Comparison of k values 
for experiments 1 and 2 also indicate the same trend. However, in trial 
1 the k value is much higher as compared to that in 2. This vast difference 
might be due to the additional influence of higher milk solids in experi- 
ment 1. (2) It is noted that with an increase in % TS in milk the k value 
or microbial growth rate increased, (compare trials 3 and 6 and 8 and 10). 
This must be associated with the higher nutrient content in the higher solids 
product, resulting in more rapid microbial growth. (3) Milk bacteria are 
usually aerobic in nature. Thus it was expected that the processing in oxy- 
gen free environment will retard the microbial growth. Appreciably lower 
k values (for experiments 8, 9, 10 and 12) for processing with nitrogen 
are observed in this study. A comparison between experiments No. 2 and 
8 which are for identical conditions show that the k value for air is about 
4 times higher compared to nitrogen. For experiment number 11 where 
the data were collected for increasing concentration, the k value is found 
to be much smaller (0.22). The reason for this might be the combined 
effect of processing by nitrogen and increase in milk solid concentration. 
(4) As the bulk temperature remained quite close for most of the trials, 
no specific effect of bulk temperature on microbial growth rate was 
observed. 

The increase in free fat content of milk for various time intervals was 
estimated and is presented in Table 3. It was observed that free fat con- 

TABLE 3.  Increase in free fat content during processing 
- - 

Salnp le Process in  .% Free f a t  i n  % Free f a t  
Number time (min? powder i n  milk 
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tent in milk increased from 1.46 % to 3.54 % in a duration of 2.5 h. This 
increase in free fat is appreciable and powder obtained from such high 
free fat milk would have reduced storage life. Thus it is recommended 
that milk after concentration by DCHT should be homogenized before, 
drying, if it is to be converted to powder. 

CONCLUSIONS 

Batch concentration of milk, by injection of hot noncondensible gases 
was studied in detail. Thermal economy of the process has been estimated 
and the average value was found as 1.48, which is close to that of a dou- 
ble effect evaporator. S.P.C. results do not show adverse microbial growth, 
inspite of low processing temperatures. Reaction rate constant for the 
bacterial growth were determined and the factors affecting the same are 
discussed. 

However, since S.P.C. value is not the only parameter to establish the 
milk quality, it is recommended that some more trials like thermal stability 
test, alcohol test and sensory test may be conducted for the milk samples. 
Powder obtained from milk concentrated by DCHT may be studied for 
shelf-life also. 

NOTATIONS 

A = Interfacial area (m2) 
Cp = Specific heat (kcallkg- "C) 
D = Time for microbial growth by one log cycle (s) 
h = humidity of gas (kg of vaporlkg dry air) 
K = Mass transfer coefficient (kg molesls-m2-pascal) 
k = rate constant for microbial growth 

M = Mass flow rate (kgls) 
N = Microbial population 

Apm = Mean difference in partial pressure and the vapor 
pressure (Pascals) 

q = rate of heat transfer (kcalls) 
T = Temperature ( "C) 
t = time for microbial growth (s) 

ATm = Mean temperature difference between gas and liquid 
( "C) 

U = Overall heat transfer coefficient (kcal/m2-s- "C) 
W = Rate of moisture removal (kgls) 

X = latent heat of vaporization (kcallkg) 



ZAIDA, SARMA, GROVER, and HELDMAN 

SUFFIX 

Initial 
Inlet conditions 
Outlet conditions 
Gas 
Evaporation 
Final conditions 
Reference 
Sensible heat 
Total 
Vaporization 
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ABSTRACT 

A study was conducted on the ability of two insulated containers to main- 
tain the low temperature of ice cream in an ambient environment. A 
mathematical model was solved using Continuous System Modeling Pro- 
gram (CSMP) and finite difierence technique to predict the temperature 
distribution in the product with time. The model predicted the temperature 
profiles within + 5% of the experimental data. 

INTRODUCTION 

During the regional distribution of frozen foods, difficulties arise that 
can lead to a substantial loss in quality of these products. During the par- 
tial unloading of goods at the initial destinations along a delivery route, 
subsequent and proper low temperature maintenance is made difficult due 
to the repeated opening of the refrigerated van doors, allowing exchange 
of warm air for chilled air inside the transport. Consequently, the refrigera- 
tion load is progressively increased as the delivery route is traversed and 

Journal of Food Process Engineering 9 (1986) 81-92. All Rights Reserved. 
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as a result, product temperature rises and its quality (or shelf-life) in turn 
deteriorates. 

An alternative to this traditional means of retail distribution of frozen 
foods is to pack these products in insulated containers each of which will 
be destined for a specific retail destination in route. During the unloading 
process, the goods remaining in the transport are insulated or protected 
from the adverse conditions of warm-chilled air exchange. Therefore, the 
product being unloaded at the end of the delivery route should have an 
internal temperature similar to the initial loads that were dispensed. In 
this study the mathematical model was developed for insulated containers 
with frozen food. The model was solved using digital computer. The 
simulated results were compared with experimental data. Ice cream was 
chosen as a model product to study due to its extreme sensitivity to im- 
proper temperature control. 

MATERIAL AND METHODS 

Insulated containers were supplied by Acerado Ltd. of Ontario, Canada. 
Two units were examined; Model A which had a fiberglass shell and Model 
B, the shell of which was composed of plywood. The capacity of these 
two containers was 1.508 and 1.778 m3, respectively. The walls of the 
containers were 5.0 cm thick with the fiberglass thickness of 3.18 mm 
(4.45 cm insulation), and a plywood thickness of 6.35 mm on the sides 
and 9.53 mm on the top (3.8 cm and 3.2 cm insulation, respectively). 
These units possessed an R rating of about 14 (2.47 K.m2/W). 

An economy brand of ice cream was supplied in 2 liter round plastic 
buckets, 4 to a sleeve. These were packed in rectangular shaped boxes 
made from thick paper. While the composition of the product was unknown, 
it can be assumed to be in the range of 8-1 1 % milk fat, 12-15 % sugar, 
0-4 % corn syrup solids, 10- 12 % milk solids-nonfat and 0.5 % stabilizer- 
emulsifier with 36-38 % total solids. 

Containers were loaded with ice cream and allowed to equilibrate at 
cold room temperature (-20 to -25°C) overnight. During the loading 
of the sleeves of ice cream, thermocouples were placed as diagrammed 
in Fig. 1A and 1B. Thermocouples were placed at the center of 9 ice cream 
buckets, at the exterior of each of the same 9 buckets and at various am- 
bient locations both inside and outside the insulated container. To facilitate 
the placement of the thermocouples within the container, a 1.27 cm hole 
was drilled through which the thermocouple leads entered. Following the 
placement of all of the thermocouples, this hole was filled with a silicone- 
based caulking material to prevent air exchange. After the equilibrium 
period, the cabinet doors were secured shut and the cabinet transferred 
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FIG. 18 

FIG. 1A-B. PLACEMENT OF ICE CREAM CARTONS AND THERMOCOUPLES 
IN INSULATED CONTAINERS 
(A = fiberglass, B = plywood). 

A: 9 cartons high (1.68 m), 6 cartons deep (1.02 m) and 6 cartons wide (1.22 m) 
B: 5 cartons high (1.02 m), 6 cartons deep (1.22 m) and 10 cartons wide (1.98 m) 

Coding for carton location: 
C = Comer T = Top 
F = Face M = Middle 
I = Interior (center) B = Bottom 

For both containers, thermocouples were placed at the center of each coded carton and 
at the outside of the bottom of each of these cartons. Thermocouples were also placed 
at the inner and outer wall for the door, top side and door seam of the container as well 
as at ambient temperature. 



84 MITTAL and PARKIN 

to ambience (20-30 "C). Thermocouple leads were interfaced with a data 
logger and temperatures at each of the locations were monitored every 
10 min for approximately 24 h. Due to space limitations and dimensions 
of the experimental site, it was necessary to leave cabinet B on its side 
throughout the course of the study. A pallet was used to prevent direct 
contact of the cabinet with the floor. 

MODELING 

The heat transfer through the container is three dimensional with con- 
duction inside the container and through the walls, and convection out- 
side the container. The formulation of the mathematical model in terms 
of dimensionless temperature is (Arpaci 1966): 

Initial and boundary conditions are: 
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The symbols are defined at the end. The thermal diffusivity (a) varies 
in x, y and z directions. This is a complex transient heat transfer problem 
with no conventional analytical solution. 

The model was solved using finite difference technique. Equation (3) 
can be written as: 

Only the space coordinates were eliminated as a variable by dividing 
the space into 125 small cube like shapes. Figure 2 shows the arrangements 
of three dimensional finite element grid. Grid #4 at the interface of wall 
and ice-cream boxes, in all three directions, contained the thermal mass 
of wall and ice-cream proportional to their masses. Similar procedure was 
used for grid #5. Due to similarity only 118 of the total space was simulated. 
Continuous System Modeling Program (CSMP) was used to simulate the 
system. The following assumptions were made: (1) Uniform initial temper- 

FIG. 2. ARRANGEMENTS OF FINITE DIFFERENCE GRIDS 
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ature of the container and food material. (2) Constant thermal properties 
of the food material. (3) Negligible convection heat transfer due to air 
inside the container. (4) Ambient temperature to be a step function of time. 

The data used in the simulation is tabulated in Table 1. The thermal 
properties of ice cream were taken from Earle (1983) and of insulation 
from Kreith and Black (1980). The heat transfer coefficients were calculated 
for vertical and horizontal flat plates for natural convection (Kreith and 
Black 1980). 

TABLE 1 
DATA USED IN THE SIMULATION 

Specific heat, J/(kgK) 
Density. kg/m3 
Thermal conductivity, W/(m K) 
Thermal diffusivity, m2/h 
Heat transfer coefficient, WI(m2K) 

vertical walls 1.6 to 3.0 
horizontal walls - lower 4.0 

- upper 1.0 

X, m 
Y, m 
Z, m 
Thermal resistance, Km21W 

Ice Cream Insulation 
1880 1880 
845 80 
0.8 0.0257 

0.001858 0.000616 

Fiberglass Plywood 
0.546 0.546 
0.775 0.927 
0.444 0.444 
2.467 Top: 2.062 

Bottom and walls: 2.379 

RESULTS AND DISCUSSION 

Temperature Profile 

Fiberglass Container. Figure 3 illustrates the temperature profiles at 
corner-top, comer-bottom, interior-middle and face-bottom positions in 
the container along with ambient temperature changes during 24 h test. 
The ambient temperature varied between 20.5 and 28.1 "C (25.2 "C 
average). It was not possible to keep the ambient temperature constant. 
As expected, the minimum temperature change was in the interior-middle 
and maximum at the comer-top positions. The maximum temperature drop 
in the container was 13.7"C (i.e. 0.57 "Clh) for these test conditions. In 
the center of the container, there was no appreciable difference between 
ice cream and environment temperatures. This is due to the exchange of 
heat between ice cream and air. The test results indicated more heat transfer 
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TIME, HOURS 

FIG. 3.  AMBIENT TEMPERATURE CHANGES AND TEMPERATURE PROFILES 
IN FIBERGLASS CONTAINER 

CT: center-top, CB: center-bottom, FB: face-bottom, and IM: interior-middle. 

from the top of the container compared to the bottom. This may be due 
to more convective heat transfer at the top. In transports, the heat transfer 
at the top and bottom of the container should be similar since the van of- 
fers a closed system yielding a normalization of the environment com- 
pared to the open-air environment employed in this study. 

Figure 4 shows the temperature profiles at interior and exterior sides 
of the container wall. There was no appreciable difference in these 
temperatures for the solid walls as well as for door wall. Inner side wall 
temperature was lower than the inner door temperature because there was 
a good contact of ice cream boxes with the side walls. There was no con- 
tact of ice cream boxes with the door wall due to the pattern of loading. 
The results indicate uniform heat transfer from all the container walls with 
negligible additional heat transfer taking place at the door seam. 

Plywood Container. Figure 5 shows the ambient temperature and 
temperature profiles at the corner-top, comer-bottom, face-bottom and 
interior-bottom locations. The results are similar to those obtained for 
fiberglass container. There was less difference between corner-center and 
corner-bottom temperatures due to smaller height of the container. In this 
test, the door wall was positioned at the top of the container. The max- 
imum heat was lost from the top-corner location. The temperature was 
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i2.00 i6.w la.  w 54. w 
TIME. M 

FIG. 4. INNER AND OUTER WALL TEMPERATURE VARIATIONS 
IN FIBERGLASS CONTAINER 

TIME. HWRS 

FIG. 5 .  AMBIENT TEMPERATURE CHANGES AND TEMPERATURE PROFILES 
IN PLYWOOD CONTAINER 

CT: center-top, CB: center-bottom, FB: face-bottom, and IM: interior-middle 
(door facing up). 
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reduced to -5.2 "C from -22.8 "C, a drop of 17.6"C (i.e., 0.73 "Clh) 
for the test conditions employed. 

Figure 6 illustrates the variations in inner and outer wall temperatures 
for the plywood container. These results also indicate uniform heat transfer 
from all the sides and minimum additional heat transfer at the door seam. 

w w 
OUTER SHORTER 

j ............................................... ......... ....... N- ... ....... , 

LONGER SlDE WALL 

2 
Q 0 

3 :- ,- 
LONGER SlDE WALL 

INNER 

SHORTER SlDE WALL 

TlHE. HWRS 

FIG. 6. INNER AND OUTER WALL TEMPERATURE VARIATIONS 
IN PLYWOOD CONTAINER 

Safe Transport Time 

The simulation model was first employed to predict the temperature pro- 
files for the test conditions in order to validate our approach. The com- 
parison of predicted and experimental values indicated that the above- 
mentioned method can predict the temperatures within f 5%. 

Using this approach, the recommended storage times at various ambient 
and initial ice cream temperatures were calculated and presented in Fig. 
7 and 8. The figures will be useful in predicting the maximum holding 
time of the ice cream stored in these containers under various conditions. 

The maximum holding times presented here are based on the increase 
in temperature to - 18 "C at the top-corner location in the containers. This 
location represents the worst case in obtaining temperature at the other 
locations in the container. 

If required, dry ice can be used at the sides and top of the containers 
to further decrease the initial ice cream temperature or in the event of an- 
ticipated extended storage periods. The maximum recommended storage 



MITTAL and PARKIN 

FIBER GLASS CONTAINER 

TIPIE. H01!R5 

FIG. 7.  SAFE STORAGE TIME OF ICE CREAM IN FIBERGLASS CONTAINER 
FOR DIFFERENT AMBIENT AND INITIAL ICE CREAM TEMPERATURES 

1 : -30°C. 2: -35 "C and 3: -40°C initial ice cream temperature. The maximum safe 
temperature of ice cream was considered to be - 18°C. 

time will be proportionally increased. However, without further testing, 
we are unable to suggest any relationship between the amount of added 
dry ice and the extension of a safe holding period. The uniformity of dry 
ice distribution is very important to protect all the ice cream. Putting dry 
ice at one location will not provide uniform temperature in the container. 

Figures 7 and 8 were also compiled under the assumptions of constant 
ambient temperature and the containers poised in the upright position. It 
is recommended that in the event of fluctuating ambient temperatures, the 
highest temperature be used to predict maximum holding time. The 
temperature of - 18°C (0°F) was chosen as the maximum product 
temperature that should be encountered since it is generally recognized 
that ice cream quality deteriorates rapidly above this temperature. 

NOMENCLATURE 

C specific heat, J/(kgK) 
hh heat transfer coefficient on horizontal surface, W/(m2K) 
h, heat transfer coefficient on vertical surface, W/(m2K) 
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PLYWOOD CONTAINER 

TIHE. HOURS 

FIG. 8. SAFE STORAGE TIME OF ICE CREAM IN PLYWOOD CONTAINER 
FOR DIFFERENT AMBIENT AND INITIAL ICE CREAM TEMPERATURES 

I : -30°C, 2: -35 "C and 3: -40°C initial ice cream temperature. The maximum safe 
:emperature of ice cream was considered to be - 18°C. 

thermal conductivity, W/(m.K) 
shell number 
temperature, "C 
initial temperature, "C 
ambient temperature, "C 
time, h 
half of the length of the container, m 
half the height of the container, m 
half of the width of the container, m 
distance in x-direction, m 
distance in y-direction, m 
distance in z-direction, m 
thermal diffusivity, m2/h 
dimensionless temperature 
incremental length, m 
incremental height, m 
incremental width, m 
density, kg/m3 
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