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ABSTRACT 

The apparent density varied from 1042 to 1093 kg/m3 and 972 to 101 7kg/m3 
for fresh seafood at 20C and frozen seafood at -30C, respectively. The 
apparent density of frozen squid mantle meat decreased from 1062 to 990 kg/m3 
when temperature varied from - 1.5 to -40C. 

INTRODUCTION 

Density is one of the most important transport properties and so is widely 
used in process calculations. Density has a direct effect on the other thermo- 
physical properties of materials. Hence, in most cases, density is a variable in 
the prediction equation. Density data for food materials are scarce in the 
literature. Sanz et al. (1987) compiled the thermophysical properties of meat 
products and concluded that there is a need to acquire experimental values of 
density. Meffert (1983) also mentioned that incorporation of simple physical 
data, such as density and initial freezing point in the existing tables of basic 
constituents of food-stuffs, would provide enough data for the prediction of 
thermophysical properties. Lozano et al. (1983) mentioned that there is little 
published data on porosity, apparent density and shrinkage of food materials as 
a function of moisture content. There are a number of compilations of the 
thermophysical properties of food materials by Woodams and Nowrey (1968), 
Dickerson (1968), Polley et al. (1980), ASHRAE (1981) and Sanz et al. (1987). 
These compilations indicated that some information is available in the literature 
about the density of meat and fish, but it is difficult to find the density data of 
fresh and frozen seafood. The objective of this study was to measure the density 
of fresh and frozen seafood, and present them in terms of models. 

Most of the density prediction models are based on empirical correlations. 
Theoretical models exist that are based on the conservation of both mass and 
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122 S. RAHMAN and R. DRISCOLL 

volume. A number of authors proposed models on the above basis. But there are 
negligible data available in the literature to justify the validity of the model, as 
was mentioned by Heldman (1982). Mannapperuma and Singh (1989) also noted 
that when food is treated as an ideal mixture (the mixing process conserves both 
mass and volume), then the density of food after freezing can also be predicted 
by a theoretical model, but again this was not experimentally verified by the 
above authors. In this paper a density prediction model is developed using mass 
and volume conservation, and new terms are introduced to account for 
interaction of the phases and formation of air phase during processing. 

Recently in the case of organic liquid-liquid mixtures, a number of authors 
confirmed that there was a deviation in total volume, which might be positive 
or negative (Bravo et al. 1991; Ortega et al. 1991 ; Arimoto et al. 1990). 
Positive means increase and negative means decrease in net volume. In the 
literature, excess volume and excess enthalpy of binary mixture are also called 
excess property of mixture. The excess volume of binary mixtures showed a 
range of behaviors: in some cases there was a single or double peak in the plot, 
and in some cases there were positive and negative lobes in the plots. Bravo et 
al. (1991) studied the excess volume of binary mixture of decanol and n-alkenes 
(n-heptane, n-octane, n-nonane and n-decane). n-heptane gave a maximum 
decrease in excess volume of E,, = -0.055. The excess properties were usually 
not easy to correlate. The most widely used equation was given by Redlich and 
Kister (1948) to correlate the excess volume and can be written as: 

where XI and X, are the mass fraction of component 1 and 2, and Aij is the 
coefficient of correlation. Bravo et al. (1991) and Arimoto et al. (1990) used the 
above equation with N = 4 to correlate excess volume. Actually the above 
equation can be transformed into a polynomial of XI by expanding series terms. 
For this reason polynomial forms of the equation (linear and quadratic forms) 
are used. 

MATERIALS AND METHODS 

Apparent Density of Fresh Sample 

The procedure for apparent density measurement was that of Lozano et al. 
(1980). In this procedure, the sample was weighed in both air and water. 
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where W is the weight of sample in air (kg) and B is the buoyant force (kg), p, 
and p, are the apparent density of sample and water (kg/m3). 

Apparent Density of Frozen Sample 

Apparent density of frozen seafoods at -30C was measured as per Keppeler 
and Boose (1970). The density determination consisted of finding the weight of 
frozen seafoods with known volume. Fresh seafoods were chopped and placed 
in a stainless steel cylinder (inner diameter = 2.2 cm; depth = 4.7 cm; 
thickness = 3 mm) wrapped with electric tape. The sample in the cylinder was 
frozen at -30C, then the excess frozen sample was removed with a sharp knife. 
The cylinder and frozen sample were immediately weighed. Knowing the mass 
of the sample and volume of the cylinder the density was estimated. 

Apparent density of frozen samples was measured at different temperatures 
as follows: eight cylindrical glass bottles of diameter 2 cm with small necks 
filled three fourths (20 g) with chopped seafoods and the rest with toluene were 
frozen at -40C. After freezing, the bottles were immediately placed inside glass 
wool insulation columns of inner and outer diameter 2 and 7 cm, respectively. 
The temperature was then recorded from one bottle by a thermocouple placed 
inside the center of the bottle. At different temperatures, the bottles were taken 
out, one at a time, from the glass wool insulation and toluene (at the same 
temperature of the sample) was added to completely fill the bottle. The bottle 
was closed immediately and weight was determined. From the mass and volume 
of the sample, which was estimated by subtracting the volume of toluene from 
the volume of bottle, the density was calculated. The volume of toluene was 
estimated from the mass and density at the respective temperatures. The detail 
descriptions of the proximate analysis of seafood are given in Rahman and 
Driscoll (1991) and Rahman (1991). 

Terminology 

True Density. The density of a pure substance or a material calculated from 
its components (p,). 

Substance or Solid Density. The density measured when the substance has 
been thoroughly broken into pieces small enough to guarantee that no pores 
remain (p,). 

Apparent Density. The density of the substance including all pores 
remaining in the materials (pap). 
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Proposed Model 

Food materials can be considered as multiphase systems. When the mixing 
process conserves both mass and volume, then the density of the multiphase 
system can be written as: 

where p,, and p, are the true density of component i and composite mixture 
respectively, and Xi is the mass fraction of the ith component. 

Miles et al. (1983), and Choi and Okos (1985) proposed the above equation 
for predicting the density of food materials. But the above equation has limited 
cases where there is no air phase present and no interaction between the phases 
(for example, swelling or shrinkage). Rahman (1 99 1) 'extended the theoretical 
model introducing the pore volume and interaction term in the above equation. 
The apparent density of a composite mixture can be divided into three 
components based on conservation of mass and volume: 

Apparent = Actual volume + Volume of + Excess volume 
volume of the component pore or due to the 

phases air interaction of 
phases 

The excess volume can be positive or negative depending on the process, 
whereas porosity is always positive. The above equation can be written as: 

1 " xi -=C-+v.+v,, 
Pap ;=* Pti 

where Va is the volume of air (m3/kg), Vex is the excess volume (m3/kg). 

Define: 

Porosity, €ap = Va/Vap (5) 

Excess volume fraction, eex = VexlVap (6) 
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The Eq. (4) can be transformed as: 

1 - or - - 
1 rg 2L1 

Pap (1 - €ex - c a p )  Pt i  

When porosity and excess volume fraction are negligible, then Eq. (9) can be 
transformed to: 

Porosity (or air volume fraction) and excess volume fraction can be calculated 
by : 

where p, is the substance density (i.e., excluding air phase) (kg/m3). 
The validity of the model was tested by F-ratio analysis and mean percent 

deviation. 

RESULTS AND DISCUSSION 

Apparent Density of Fresh Seafood 

The apparent density of fresh seafood varied from 1042 to 1093 kg/m3 
(Table I), while the density of meat and fish varied from 901 to 1100 kg/m3 
(Rahman 1991). The apparent density of fresh seafood decreased with increase 
in moisture content (Fig. 1). The experimental data were fitted to the proposed 
models as shown in Table 2. 
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TABLE 1. 
APPARENT DENSITY OF FRESH SEAFOOD AT 20 * 3C 

Seafoods 

Squid 

(mantle) 

Squid 

(mantle) 

Squid 

(mantle) 

Squid 

(mantle) 

Squid 

(mantle) 

Squid 

(mantle) 

Squid 

(mantle) 

Squid 

(tentacle) 

Squid 

(tail) 

Squid 

(tail) 

Scallop 

Mussel 

king prawn 

(green) 
king prawn 

(green) 
king prawn 

(green) 

Apparent densit ya 
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king prawn 

(green) 
king prawn 

(green) 
king prawn 

(green) 
king prawn 

(tiger) 

Calamari 

(mantle) 

Calamari 

(mantle) 

Calamari 

(mantle) 

Calamari 

(mantle) 

Calamari 

(mantle) 

Calamari 

(mantle) 

Calamari 

(mantle) 

Calamari 

(wing) 
Calamari 

(wind 
Calamari 

(wing) 
Calamari 

(tentacle) 
Calamari 

(tentacle) 

TABLE 1. (Continued) 
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TABLE 1 .  (Continued) 

Calamari 84.53 11.51 2.24 0.59 1050 
(tentacle) (0.57) (0.30) (0.08) (0.17) (3) 
Octopus 80.61 12.43 2.65 1.69 1069 
(mantle) (0.08) (1.57) (0.10) (0.28) (2) 
Octopus 84.11 11.56 2.25 2.26 1056 
(mantle) (0.16) (0.48) (0.13) (0.09) (2) 
Octopus 77.44 18.06 1.89 2.23 1074 
(mantle) (0.53) (0.56) (0.23) (0.12) (4) 
Octopus 79.18 16.54 2.70 1.68 1075 
(mantle) (0.95) (0.29) (0.19) (0.22) (4) 
Octopus 85.31 9.63 2.16 1.47 1042 
(tentacle) (0.10) (1.04) (0.39) (0.05) (9) 
Octopus 80.32 10.97 2.76 1.27 1065 
(tentacle) (0.07) (1.46) (0.38) (0.05) (5) 
Octopus 82.05 14.09 0.75 1.87 1061 
(tentacle) (0.76) (0.32) (0.12) (0.10) (3) 
Octopus 82.23 13.60 1.25 1.89 1058 
(tentacle) (0.32) (0.87) (0.14) (0.07) (2) 
Octopus 78.63 17.04 2.29 1.89 1071 
(tentacle) (0.43) (0.76) (0.14) (0.08) (2) 
Octopus 80.71 13.58 3.30 2.30 1067 

(tentacle) (0.19) (0.20) (0.58) (0.03) (4) 
Cuttle 81.31 15.71 1.30 1.07 10.59 

(mantle) (0.16) (0.32) (0.14) (0.00) (1) 
Cuttle 81.44 14.01 2.41 0.97 1064 
(mantle) (0.27) (0.40) (0.14) (0.00) (4) 

" Average of 3 samples 
b Values in parentheses are standard deviations 

Proximate compositions are in % wet basis 

Carbohydrate can be calculated by difference 
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A 
~ O ~ O ) I I I I I I I I I  

0.7 3 0.7 7  0.81 0.8 5) 
W a t e r  f rac t ion  (Xw)  

FIG. 1 .  APPARENT DENSITY OF FRESH SEAFOODS AS A FUNCTION 
OF WATER MASS FRACTION 

0 Squid; scallop; mussel; A king prawn; calamari; 
A octopus; r cuttle. (Model 2) 

F-ratio were calculated to test the validity of the models. All models differed 
significantly from the experimental data (p <0.05). Hence none of the models 
was a good explanation of the physical processes occurring, but from the F-ratio 
it was possible to chose the best model. The quadratic model (model 2) was thus 
chosen to predict the apparent density of fresh seafood (Table 2). There was no 
significant difference between the empirical and semi-empirical models. Hence, 
empirical or semi-empirical models should be recommended for prediction of 
apparent density of fresh seafood. 

The experimentally measured apparent density can be considered as sub- 
stance density because fresh seafood meat does not contain air phase. In fitting 
the theoretical model the density of the components were taken from Choi and 
Okos (1985). For all experimental data points, the theoretical model gave lower 
values than the measured values. This indicated that there must be an excess 
volume. 

After modifying the theoretical model to include excess volume, there was 
an improvement in the model prediction. The significant improvement of the 
theoretical model indicated that the excess volume fraction can be correlated 
with initial water or component mass fraction. Excess volume fractions of fresh 
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TABLE 2. 
DIFFERENT MODELS USED FOR ANALYZING DENSITY OF FRESH SEAFOOD 

Model Equation 

(Empirical) 

Model 1 pap = 1351 - 357Xw 

Model 2 pap = 2634 - 3693Sw + 2085Xw2 

(theoretical) 

1 1 " X i  - -C -  Model 3 - - - - 
Pap Pt Pti 

(Semi-empirical) 

1 
- 1 5". Model 4 - - - 

Pap 1 - cer ,=I Pti 

where -c,, = 0.038 - 0.025Xw 

Model 5 

where -c,, = 0.787 - 1.900Xw + 1.17.YW2 

1 - 1 " X i  
Model 6 - - - C - 

Pap 1 - eez ,=I Pi i  

where -c,, = (93.24Xw0 $ 42.97;YP0 + 2640Xf0 -4256XaO - 1086XC,) lo-" 

a Xwo, Xpo,  Sfo ,  .Yao and X o  are the mass 

fraction of water, protein, fat, ash and carbohydrate of fresh seafood 
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seafood are shown in Fig. 2. The semi-empirical model 6 was significantly 
improved from the other semi-empirical models. Hence excess volume can also 
be correlated with the proximate composition. 

The mean percent deviation of the models varied from 0.43 to 1.75 %. Al- 
though the a values of semi-empirical and empirical models were nearly iden- 
tical, semi-empirical models are preferred because they have some theoretical 
basis and so are more likely to be applicable outside the experimentally tested 
range. 

Apparent Density of Frozen Seafood at -30C 

Simple prediction equations, for example Plank's equation for the prediction 
of freezing time, required a constant density of frozen foods. Hence, density of 
frozen seafood at -30C was measured and modeled. The apparent density of 

FIG. 2. EXCESS VOLUME FRACTION OF SEAFOODS AS A FUNCTION 
OF WATER MASS FRACTION 

0 Squid; scallop; mussel; v king prawn; calamari; 
r octopus; A cuttle. (Quadratic model) 

Wate r  f r ac t ion  

0.7 3 0.7 7 0.8 1 0.85 
0'0 

-0'01 - 

1 1 1 1 1 1 ~  1 1  1 1  

0 
a n  v 
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frozen seafood varied from 972 to 1017 at -30C (Table 3), and decreased with 
increase in initial water content (Fig. 3). The experimental data were fitted to 
the model as shown in Table 4. 

Models 2 ,5  and 7 were not significantly different from the experimental data 
(p < 0.05) and hence can explain the physical process occurring. The semi- 
empirical model (model 5) gave the best prediction for the apparent density of 
frozen seafood at -30C on the basis of F-ratio. The component densities were 
taken from Choi and Okos (1985) at -30C for theoretical models. The fraction 
of ice content was calculated from the equation given by Nakaide (1968): 

where X, is the initial water mass fraction before freezing, and T, and T are 
the freezing point and process temperature, respectively. 

TABLE 3. 
APPARENT DENSITY OF FRESH (20 * 3C) AND FROZEN (-30C) SEAFOODS 

Materials Proximate composition" Apparent density 
(% wet basis) ( k g / m 3 )  

Water" Proteina Fata Asha Fresh Frozen 

Water 
Cuttle 81.44 14.01 2.41 0.97 
(mantle) (0.27) (0.40) (0.14) (0.00) 
Squid 84.66 11.02 3.13 1.08 
(tail) (0.31) (0.90) (0.22) (0.10) 
Prawn 75.23 19.48 2.92 1.82 
(abdomen) (0.39) (2.13) (0.75) (0.03) 
Calamari 84.53 11.31 3.24 0.59 
(tentacle) (0.57) (0.30) (0.08) (0.17) 
Squid 82.07 13.03 3.33 1.19 
(mantle) (0.16) (0.37) (0.1 1) (0.05) 
Squid 81.53 13.59 2.99 1.31 
(mantle) (0.05) (1.55) (0.53) (0.02) 

Average of 3 samples 
Values in parentheses are standard deviations 
Proximate compositions are in % wet basis 
Carbohydrate can be calculated by difference 
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TABLE 4. 
DIFFERENT MODELS USED FOR ANALYZING DENSITY OF 

FROZEN SEAFOOD AT -30C 

Model Eqt~ation 

(Empirical) 

Model 2 pap = 1390 - 520XwO + 31.56S,,,2 

(Theoretical) 

1 1 " X i  
Model 3 - - - - = -(assume all water as ice) 

Pap Pt ,=* Pt' 

Model 4a 
1 1 " X i  - - --=C-- 

Pap Pt ,=I Pti 

(Semi-empirical) 

Model 5" 
1 - 1 2". --- 

Pop 1 - c e z  ;=I Pti 

where -ce, = 0.069 - 0.071Xw0 

Model 6" 
1 - 1 25 

Pap 1 - cez  ,=I Pti 

where -c., = 0.559 - 1.29Xw0 + 0.768XWo2 

Model 7" 
1 - =- 1 2". 

Pap 1 - cez  ,=I Pti 

where -eez = 0.021Xw0 + 0.061Xp, - 0.534Xj0 + 0.205.Y,, - 0.043;YcO) 
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TABLE 4. (Continued) 

1 
fez  = [~ap,ezp/~t i ]  - 1 
Component d a t a  from Choi and Okos (19S.5) a t  -30 C 

a Tf  = -62.97 + 145.OS.Y,,, - S4.S%X,,02 (Rahman 1991) 

XI = ,ri,,[l - TIIT] 
X, = X,, - XI 
Xwo, Xpor Xjo, Xao a n d  X,, a r e  t h e  mass 
fraction of water, protein, fa t ,  ash a n d  carbohydrate of fresh seafood 

X, and XI are  t h e  mass fraction of water and ice during 

freezing 

W a t e r  f r a c t i o n  (X,,) 

FIG. 3 .  APPARENT DENSITY OF FROZEN SEAFOODS AS A FUNCTION 
OF INITIAL WATER MASS FRACTION AT -30C 

King prawn; 0 cunle; A squid; calamari. 
(Model 1)  



DENSITY OF FRESH AND FROZEN SEAFOOD 135 

The prediction of the theoretical model was significantly different from the 
empirical and semi-empirical models. The deviation of the experimental data 
from the theoretical model might be due to the inaccurate prediction of the ice 
content, and/or the excess volume due to the interaction of the phases, and/or 
the thermal stress due to ice formation. Miles and Morley (1977) studied the 
internal pressure and tension on meat during freezing and found a maximum of 
60 bars. The excess volume fraction was calculated assuming that the ice 
prediction was accurate, so that these three factors are interrelated (Fig. 4). The 
significant improvement in the predictions of the semi-empirical models 
indicated that the excess volume fraction can be correlated with the initial water 
content. 

The mean percent deviation of the models varied from 0.4 to 1.4 % . The em- 
pirical and semi-empirical models resulted in similar mean percent deviations. 

Temperature Effect on Apparent Density Below OC 

The density of frozen food materials depends on the amount of ice 
formation, and the rate of formation of ice depends on the temperature below 
OC. Hence the apparent density of frozen squid mantle meat was measured from 
- 1.5 to -40C. The apparent density of frozen squid mantle meat varied from 
1062 to 990 kg/m3 (Table 5) and decreased with decrease in temperature (Fig. 
5). The main reason for the decreasing density is the formation of ice below the 
freezing point. The experimental data were fitted to the models shown in Table 
6. 

FIG. 4. EXCESS VOLUME FRACTION OF FROZEN SEAFOOD AT -30C 
King prawn; 0 cuttle; v squid; calamari. (Linear model) 
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TABLE 5. 
APPARENT DENSITY OF FROZEN SQUID MANTLE MEAT 

AT DIFFERENT TEMPERATURES 

T (  C )  Apparent densitya 
Res  h Frozen Water 

-40.0 990 (4) 922 

-30.0 995 (5) 921 

-20.0 1004 (5) 920 
-15.0 1010 (3) 919 
-10.0 1006 (6) 918 

-6.0 1019 (10) 918 
-5.0 1023 (7) 918 
-4.0 1025 (9) 917 
-3.5 1039 (11) 917 
-3.0 1030 (10) 917 
-2.5 1038 (3) 917 
-2.0 1042 (5) 917 
-1.5 1062 (4) 917 
20.0 1059 (3) 

a Average of 3 samples 
Values in parentheses are standard deviations 
Tf = -62.97 + 145.08XW, - 8 4 . 8 2 ~ ~ ~ ~  (Rahman 1991) 
Xw0=0.S143; Xp=0.1335; Xf =0.0260; 
Xa,=0.0135; X,,=0.0127 

950- 
- 40 - 20 0 2 0 

T e m p e r a t u r e  ( C) 

FIG. 5.  APPARENT DENSITY OF FROZEN SQUID MANTLE 
AS A FUNCTION OF TEMPERATURE 

(Model 5) 
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TABLE 6. 
DIFFERENT MODELS USED FOR ANALYZING DENSITY OF FROZEN 

SQUID MANTLE MEAT AT DIFFERENT TEMPERATURES 

Model Equation 

(Empirical) 

Model 1 pap = 1037 + 1.429T 

Model 2 pap = 1047 + 3.603T + 0.0573T2 

(Theoretical) 

1 1 " X i  - -=C--  Model 3 - - 
P a p  Pt i=1 Pti 

(Semi-empirical) 

1 
Model 4 - =- I 2". 

P a p  1 - eez ,=I Pti 

where -c,, = (397 + 7.051T)10-4 

Model 5" 
1 1 " X i  --=PC- 

P a p  1 - cez ,=I Pti 

where - f e z  = (393 + 5.8773 - 0.0309T2)10-4 

1 
f e z  = [~op,ezp/~t i ]  - 1 
Component data from Choi and Okos (1985) 

a T I  = -62.97 + 145.08Xw0 - 84.82.Yi0 (Rahman 1991) 

X I  = Xwo[l  - T j / T ]  
xw = xwo - X I  

* .Ywo, Xp0,  Xlo ,  Xao and X,, are the mass 
fraction of water, protein, fat, ash and carbohydrate of fresh seafood 

' X w  and X I  are the mass fraction of water and ice during 
freezing 
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The semi-empirical models (models 4 and 5 )  were not significantly different 
from the experimental data (p < 0.05) because model F-ratio was lower than 
tabulated F-ratio and hence are sufficient to explain the physical processes 
occurring. Model 4 gave the best prediction for the frozen squid meat on the 
basis of lowest F-ratio value. The theoretical model was again significantly 
different in its predictions from the empirical and semi-empirical models. The 
excess volume is given in Fig. 6 as a function of temperature. 

The mean percent deviation of the models varied from 0.5 to 3% for squid 
mantle meat. The mean percent deviation of the density prediction for fresh and 
frozen seafood by theoretical model was lower than 3 %. Although empirical or 
semi-empirical models gave better predictions, the empirical parameters must be 
known. Since the parameters will vary for different materials and are not always 
available in the literature, theoretical model should be used in general for fresh 
and frozen seafood. An error of less than 3 % is normally tolerable for design 
and process calculations. 

FIG. 6. EXCESS VOLUME FRACTION OF FROZEN SQUID MANTLE MEAT 
AS A FUNCTION OF TEMPERATURE 

(Linear model) 
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ABSTRACT 

Soaking tests were conducted to determine the rate of water absorption in 
Newbonnet long-grain rough rice ranging from 14 to 30% initial moisture 
content (dry basis) at 11, 20, 30,- 40, and 50C. Four rewetting models were 
compared, and the following model by Becker (1959) was found to best fit the 
experimental data, while the rice moisture content during soaking was lower 
than about 40% (dry basis): 

M(t) = M, + AM, + a*dt  

(see a list of symbols at the end of the article). The absorption rate, dM/dt, 
increased with temperature and decreased with initial moisture content. A 
regression equation was obtained to relate the parameter a, to temperature and 
initial rice moisture content. The initial moisture gain was not signipcantly 
affected by temperature and initial rice moisture content. The average initial 
moisture gain over the test temperature range was 0.75 percentage points. 

INTRODUCTION 

During the harvest season, rain and nocturnal dew incidence often cause an 
increase in rice moisture content and may lead to kernel fissuring. Studies have 
shown that absorption of liquid water is the major cause of rice kernel fissuring 
in the field (e.g., Craufurd 1962; Srinivas et al. 1978; Siebenmorgen et al. 
1992). Hence, it is important to understand the water absorption in rice kernels 

' Published with the approval of the Associate Vice President of AgriculturelResearch, Agricultural 
Experiment Station, University of Arkansas, Fayetteville, AR. Mention of a commercial product 
name does not imply endorsement by the University of Arkansas. 
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during rain or dew periods and the resulting effects on rice milling quality so 
that proper management of harvesting schedules can be established. Srinivas et 
al. (1978) studied the fissuring of rough rice during soaking. They reported that 
the proportion of fissured kernels was related to initial moisture content, soak 
temperature, and time. Siebenmorgen and Jindal (1986) developed an equation 
for predicting head rice yield reduction for long-grain rough rice exposed to the 
four different absorptive conditions, including soaking. However, they did not 
determine the effects of soak temperatures and times on head rice yield 
reduction. 

Although the effects of rain or dew on head rice yield have been reported by 
many researchers, the extent to which they affect head rice yield has not been 
quantified. This is perhaps because it is difficult to simulate actual rain or dew 
formation conditions. Lu et al. (1992) developed mathematical models for 
predicting the changes in rice milling quality, including head rice yield and total 
milled rice yield, and field yield during a harvest season. They used an equation 
developed by Siebenmorgen and Jindal (1986) for predicting head rice yield 
reduction during water soaking to predict the head rice yield reduction caused 
by rain in the field, and reasonable prediction results were obtained when 
compared with the experimental data. This suggests that the rewetting of rice by 
rain or dew is similar to the soaking of rice in water. Hence, information on 
moisture absorption behavior of rice during soaking at temperatures representa- 
tive of field conditions would help determine the rain or dew effects on head 
rice yield. Such information is also vital for developing a model for predicting 
changes in rice field moisture content during the harvest season (Lu and 
Siebenmorgen 1992b). 

Therefore, the objectives of this study were to measure the water absorption 
in long-grain rough rice during soaking as affected by temperature (ranging from 
11 to 50C) and initial moisture content (ranging from 14 to 30%) and to develop 
a rewetting model to predict the water absorption in long-grain rough rice during 
soaking. 

MATERIALS AND METHODS 

Experimental Procedure 

A long-grain rice variety, 'Newbonnet', was used in the soaking tests. The 
rice was harvested at approximately 23 % moisture content3 from a commercial 
field in Keiser, Arkansas. Blank kernels and foreign material were removed with 

'Unless otherwise specified, all moisture contents mentioned herein are on a dry basis. 
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a Carter Dockage Tester. The cleaned rice was placed in burlap bags and stored 
at 1C until testing. The rice moisture content at the time of removal from the 
cold storage for testing was about 18 % . 

Soaking tests were conducted over a range of initial moisture contents. The 
samples lower than 18% moisture content were obtained by drying the rice on 
wire-mesh trays at room temperature (approximately 24C). To attain higher 
moisture content samples, the rice was first remoistened to about 22% moisture 
content using a conditioning chamber with air supplied by a temperature and 
relative humidity control unit (Parameter Generation and Control 300 CFM 
Climate Lab-AA, PGC Inc.). The conditioning chamber was set at 25C and 85 % 
relative humidity. After removal from the conditioning chamber, the samples 
were misted using a plant misting bottle for approximately one minute to attain 
moisture contents greater than 22%. The purpose of using the two-step 
remoistening procedure was to minimize fissuring of the rice kernels. After the 
desired moisture contents were obtained, all samples were bagged in plastic bags 
and placed in cold storage for about one week to allow equilibration of moisture 
within kernels. Six moisture content levels were obtained ranging from 14 to 
34 % . This represents the range typically encountered during the harvest season. 
However, the samples at 34% moisture content molded after about one week in 
the cold storage. Hence, only five moisture content levels were used in the 
soaking tests. The initial sample moisture contents used in the experiments are 
shown in Table 1. 

Soaking tests were conducted at 11, 20,30,40,  and 50C. Those kernels with 
damaged or split hulls were removed prior to testing. Samples, 4 g each, were 
placed in wire-mesh baskets (approximately 7 x 7 cm). There were approxi- 
mately 170 kernels in each of the samples at 14 % initial moisture content, and 
fewer kernels were in the other samples, depending on the sample initial 
moisture content. The amount of rice for each sample was determined based on 
the studies of Engels et al. (1986) and Lu and Siebenmorgen (1992a). Each 
sample was weighed to an accuracy of + 0.1 mg using an analytical balance. 
The baskets were then submersed in a constant temperature water pan (+ 0.32) 
that had been equilibrated to the required temperature. The pan, which could 
accommodate about 40 baskets, was placed inside a conditioning chamber. The 
water depth in the pan was maintained at about 2.5 cm for the entire test period. 
The baskets were removed from the water pan at time intervals of 0.25, 0.50, 
0.75, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, 6.0, 8.0, 12.0, 24.0 36.0, 48.0, and 72.0 h. 
The soaked rice was emptied onto two layers of paper towels. The kernels were 
quickly blotted with the paper towels 4-5 times to remove the surface water. 
This blotting procedure was established based on the preliminary test results and 
other reported studies (e.g., Becker 1960; Fan et al. 1963). After blotting, the 
sample was transferred to a metal cup for weight measurement. The test 
duration was 72 h for temperatures less than or equal to 30C, 48 h for 40C, 
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TABLE 1. 
INITIAL AND FINAL RICE MOISTURE CONTENT (M, and M,) USED IN FITTING THE 

ABSORPTION CURVE, INITIAL MOISTURE GAIN (AM,), a, R2, AND RMSE* FROM 
THE REGRESSION ANALYSIS FOR EQ. (1) 

Temp M~ AM, at* R~ RMSE 
( c )  ( a )  ( % )  ( x l o 2 ,  h-Oe5 1 

1 1 . 0  1 4 . 2  41 .0  1 . 1 3  3 . 0 3 9  0 .995  0 . 5 2  
1 7 . 8  4 1 . 5  0 . 0 6  2 .778  0 .995  0 . 5 1  
22 .7  42 .6  0 . 9 1  2 . 3 2 1  0 .995  0.42 
26 .9  4 4 . 4  1 . 2 3  2 .106  0 . 9 7 5  0.82 
29 .2  4 5 . 8  1 . 2 6  1 . 9 7 8  0 .975  0 . 7 8  

5 0 . 0  1 4 . 3  38 .2  1 . 4 4  8 . 3 2 5  0 . 9 8 9  0.74 
1 6 . 8  3 8 . 4  0 .97 7 . 5 9 1  0 .994  0.52 
22 .7  3 9 . 3  0 .43  5.924 0 .992  0 . 4 6  
26 .9  42 .2  1 . 0 8  5 . 2 5 6  0 . 9 8 7  0 .53  
28 .9  43 .6  0 . 9 7  5 .172  0 .984  0 . 5 5  

* Root mean square error between the experimental data and the 
model fitted values ( %  k g / k g ) .  

** The regression analysis results were based on the soaking data 
obtained within 7 2  h for 11 C, 4 8  h for 2 0  C, 24 h for 3 0  C, 1 2  h 
for 40 C, and 8 h for 5 0  C. 

and 24 h for 50C. Relatively short time periods were chosen for the 40 and 50C 
treatments because the absorption rates at these two temperatures were faster 
than those at the lower temperatures. Germination of rice kernels was noticed 
after 48 and 24 h of soaking in water at the respective temperatures of 20 and 
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30C. No germination was found at 11, 40, and 50C. The data obtained after 
germination were not used in the analysis. Some solids losses (less than 2.5% 
of the original kernel dry matter weight) were also noticed for the samples 
soaked for extended time periods. However, such losses had negligible effects 
on the final moisture content determinations. The sample moisture contents were 
determined by oven drying for 24 h at 130C (Jindal and Siebenmorgen 1987). 
All experiments were duplicated. 

Rewetting Models 

Several rewetting models have been used by researchers to describe water 
absorption in cereal grains and legumes. Becker (1959) derived an equation for 
predicting average moisture content change in solids of arbitrary shape from 
Fick's law of diffusion. For a short time period, Becker's equation has the 
following form: 

M(t) = M, + AM, + a * .\/t (1) 

where a is the lumped parameter, which has the following expression: 

Becker (1960) pointed out that the initial moisture gain, AM,, is primarily due 
to rapid capillary action. Equation (1) has been successfully used to model water 
absorption in wheat (Becker 1960), corn and sorghum (Fan et al. 1963), and 
rice during parboiling (Bandopadhyay and Ghose 1965; Bandyopadhyay and Roy 
1976, 1977, and 1978). 

Singh and Kulshrestha (1987) and Peleg (1988) proposed the following 
empirical model to describe water absorption in cereal grains and legumes: 

Equation (3) was later derived by Singh (1990) based on the assumption that 
hydration of the substance of the solid rather than diffusion of water is the rate 
controlling step during absorption process. Sopade and Obekpa (1990) and 
Sopade et al. (1992) used Eq. (3) to model water absorption in soybeans, 
cowpeas, peanuts, corn, millet, and sorghum. 
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The following two models have also been used to describe the moisture 
absorption behavior of rice and other cereal grains (e.g., Misra and Brooker 
1980; Banaszek and Siebenmorgen 1990): 

M(t) = Me + (M, - Me) * exp(-k * t) (4) 

M(t) = Me + (M, - Me) * exp(-k * tn) (5) 

Equations (I), (3), (4), and (5) were used to fit the soaking data. The 
equilibrium moisture content Me in Eq. (4) and (5) was treated as an unknown 
parameter because it could not be obtained directly from the soaking data. The 
parameters in Eq. (I), (4), and (5) were determined using a nonlinear regression 
method (SAS 1988). In performing the regression analysis, Eq. (3) was 
transformed to the linear form as shown by Peleg (1988) so that linear 
regression could be applied to determine the two parameters. 

RESULTS AND DISCUSSION 

Absorption Data 

The experimental data on the absorption of water in the Newbonnet rough rice 
with the three selected initial moisture contents at 11, 30, and 50C are shown 
in Fig. 1-3. The moisture absorption rate was affected by soak temperature. The 
kernels absorbed water at a slower rate at 11C than at 30 or 50C. It appeared 
that after 72 h of soaking in water at 1 lC, the kernels would continue to gain 
moisture at a fairly steady rate (Fig. 1). Figure 2 shows that during the 24 h 
soaking in water at 30C, the rice kernels gained moisture progressively. The 
equilibrium moisture content could not be obtained because the rice started to 
germinate after 24 h of soaking in water. Similar absorption curves were also 
obtained for 20C, but the germination started after 48 h. At 40 and 50C, the rice 
moisture content increased rapidly during the first 12 h of soaking. Thereafter, 
the rice gradually approached the equilibrium moisture content (Fig. 3). 

Figures 1-3 further show that the absorption rate appeared to decrease with 
initial rice moisture content. This is consistent with the results reported by 
Banaszek and Siebenmorgen (1990) for rice exposed to high relative humidity 
air, in which the increasing initial moisture content level decreased the 
absorption rate and increased the equilibrium moisture content. 
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lo! 
0 10 20 30 40 50 60 70 80 

Soak Time (Hours) 

FIG. 1. EXPERIMENTAL DATA AND THE FITTED ABSORPTION CURVES [EQ. (I)] 
FOR NEWBONNET ROUGH RICE AT THREE INITIAL MOISTURE CONTENTS 

(M,s) SOAKED AT 11 .OC 

lo! 
0 4 8 12 16 20 24 28 

Soak Time (Hours) 

FIG. 2. EXPERIMENTAL DATA AND THE FITTED ABSORPTION CURVES [EQ. (I)] 
FOR NEWBONNET ROUGH RICE AT THREE INITIAL MOISTURE CONTENTS 

(M,,s) SOAKED AT 30.OC 
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l o !  
0  4 8 12 16 20 24 28 

Soak Time (Hours) 

FIG. 3. EXPERIMENTAL DATA AND THE FITTED ABSORPTION CURVES [EQ. (I)]  
FOR NEWBONNET ROUGH RICE AT THREE INITIAL MOISTURE CONTENTS 

(M,s) SOAKED AT 50.OC 

Comparison of Rewetting Models 

Figure 4 shows a comparison of the regression curves from Eq. (I), (3), (4), 
and (5) with the absorption data for the 14.4% initial moisture content rice 
soaked at 20C for 48 h. The root mean square errors (RMSEs) between the 
experimental data and the fitted values were 0.40, 1.93, 1.85, and 0.54 (% 
kglkg) for Eq. (I), (3), (4), and (5), respectively. Equation (1) gave the best fit 
to the experimental data. Equations (3) and (4) did not fit the experimental data 
well and underpredicted the experimental data for the first 2-5 h soaking period 
and the last 12-h soaking period and overpredicted the experimental data for the 
intermediate soaking period. This trend prevailed for the higher moisture content 
rice. The relative performances of Eq. (I), (3), (4), and (5) for 11 and 30C 
were the same as those for 20C. 

However, for 40 and 50C, Eq. (5) was the best model to fit the experimental 
data with the RMSEs ranging from 0.38 to 0.53 (% kglkg) for the five initial 
moisture contents. The RMSEs for Eq. (3) and (4) ranged from 0.72 to 1.40 and 
from 1.18 to 2.13 (% kglkg), respectively. Equation (1) gave the worst fit for 
the experimental data among the four rewetting models in this case [the RMSEs 
ranged from 1.55 to 3.02 (% kglkg)] . 

The poor performances of Eq. (1) for 40 and 50C were attributed to the fact 
that it is only applicable for a certain range of moisture content and is not valid 
when the rice approaches its equilibrium moisture content. The experimental 
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40 - n 
35 

8 - 
C) 

30 .-. 
c 

8 25 

.g 20 
E Data - Eq. [ I ]  -+- Eq. [3] 

15 - Eq. [4] --- Eq. [5] 

l o b  i ib ib 20 i s  30 35 40 45 do 
Soak Time (Hours) 

FIG. 4. COMPARISON OF EXPERIMENTAL DATA AND THE FITTED ABSORPTION 
CURVES FROM THE FOUR REWETTING MODELS FOR NEWBONNET ROUGH 

RICE AT AN INITIAL MOISTURE CONTENT OF 14.4% SOAKED AT 20.OC 

data showed that the moisture content of rice increased very slowly and 
gradually approached equilibrium after about 8-12 h of soaking at 40 and 5OC. 
Hence, further analysis was performed to fit the experimental data for the first 
12 h at 40C and 8 h at 50C with Eq. (I), (3), (4), and (5). In this case, the 
relative performances of the four rewetting models were the same as those for 
temperatures lower than or equal to 30C. Since most rice kernel fissuring occurs 
during the initial few hours of soaking (Srinivas et al. 1978), it is imperative 
that the selected model accurately predict the water absorption in rice during this 
time period. Compared to the other three models, Eq. (1) gave a better 
prediction of the water absorption in rice for the initial soaking period. Hence, 
Eq. (1) was chosen as the best model to describe water absorption in long-grain 
rice. The limitations of Eq. (1) are discussed further in the next subsection. 

Equation (3, which fits the data reasonably well, was not chosen since it 
requires knowledge of the equilibrium moisture content, which could not be 
obtained from the experimental data. The regression analyses often failed to 
converge for temperatures lower than or equal to 30C, which was, in part, 
attributed to the relatively large number of unknown parameters. The equilibri- 
um moisture contents determined from the nonlinear regression analyses varied 
widely from one set of data to another and, in some cases, was unrealistically 
high. Further, Eq. (5) is an empirical model and is more complex than Eq. (1) 
in terms of the regression analysis. 
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Determination of the Model Parameters for Equation (1) 

If water absorption in rice is a diffusion process, then Eq. (1) suggests that 
the moisture content will be a linear function of the square root of soak time. 
Figure 5 shows the moisture content change with the square root of soak time 
for rice with an initial moisture content of approximately 14.3 % at the five soak 
temperatures. A linear relationship between the measured moisture content and 

existed when soak temperature was less than or equal to 30C. At 40 and 
50C, the rice moisture content increased linearly with until about 3.5 h0.5 (12 
h) and 2.8 h0.5 (8 h), respectively. Thereafter, the absorption curve conspicuous- 
ly deviated from the straight line. Figure 5 further shows that regardless of the 
soak temperature, moisture content varied linearly with to.' until it reached about 
40%, above which Eq. (1) would no longer give an accurate prediction. This 
critical moisture content level appeared to increase slightly with initial rice 
moisture content and was approximately between 40 and 46% for the higher 
initial moisture content rice. Hence, it was concluded that Eq. (1) is adequate 
for describing water absorption in long-grain rice during soaking while the rice 
moisture content is lower than about 40 % . 

55 10 
0 1 2 3 4 5 6 7 8 9 

Square Root of Time (h 0.5) 

FIG. 5. CHANGE OF THE RICE MOISTURE CONTENT WITH THE SQUARE ROOT 
OF ABSORPTION TIME FOR NEWBONNET ROUGH RICE AT AN INITIAL 

MOISTURE CONTENT OF ABOUT 14% 
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Figures 1-3 show that the fitted regression curves by Eq. (1) compared very 
well with the experimental data at 11, 30, and 50C for the soaking time periods 
of 72, 24, and 8 h, respectively. Similar results were also obtained for 20 and 
40C. Table 1 summarizes the values of M,, M,, AM,, a ,  and pertinent statistics. 
The high R2 values and the small RMSEs indicate that Eq. (1) adequately 
predicted water absorption in long-grain rice during soaking. However, it should 
be noted that the regression analysis results in Table 1 were obtained based on 
the soaking data obtained within 72 h for 1 lC, 48 h for 20C, 24 h for 30C, 12 
h for 40C, and 8 h for 50C. The rice moisture contents at the end of these 
soaking time periods ranged from 38 to 48%. 

The a value increased with temperature and decreased with initial moisture 
content (Table 1). A stepwise regression analysis (SAS 1988) was performed to 
relate the parameter a to the temperature and initial moisture content. The 
following regression equation was obtained for the parameter a: 

The regression coefficients and associated statistics are presented in Table 2. 
Soak temperature alone accounted for about 76% of the change in the parameter 
a while the interaction effect of initial moisture content and soak temperature 
accounted for a 23 % change. Hence, temperature had a more pronounced effect 
on the parameter a than the initial rice moisture content. 

Once the a value is determined, the moisture diffusivity, D, can be, in 
principle, calculated from Eq. (2) when the surface moisture content, M,, and 
the volume and surface area of the solid are known. Becker (1960) and Fan et 
al. (1963) provided a method for calculating the M, value from absorption data. 

TABLE 2. 
COEFFICIENTS AND STATISTICS OF THE REGRESSION EQUATION FOR 

THE PARAMETER [EQ. (6)] 

Parameter STD* Partial R~ MSE** 

* Standard deviation. 
** Mean square error for the regression equation. 
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However, the method was found not adequate for calculating the M, value from 
the data obtained in this study. Therefore, no further effort was made in 
calculating Ms. 

Table 1 also shows that the initial moisture gains over all five soak tempera- 
tures were less than 1.5 percentage points. The statistical analysis indicated that 
the effect of soak temperature and the initial rice moisture content on the AM, 
value was not significant at the 0.05 level. Hence AM, was chosen to be 0.75 
percentage points, the average value over all initial moisture gain data. 

Becker (1960) reported that the initial moisture gain AM, in wheat was a 
function of soak temperature. Bandyopadhyay and Roy (1978) also reported that 
AM,, in rice during parboiling was affected by soak temperature. But Fan et al. 
(1963) found that AM, for corn and sorghum was constant over the test 
temperature range. The differences in the reported results between this study and 
those by Becker (1960) and Bandyopadhyay and Roy (1978) are speculated to 
be due to different test conditions and varietal differences. 

CONCLUSIONS 

(1) The absorption of water in long-grain rough rice was best described by the 
diffusion model derived by Becker (1959) when the rice moisture content during 
soaking was below about 40% for temperatures ranging from 11 to 50C. 

(2) The absorption rate increased with temperature and decreased with initial 
rice moisture content. The rewetting parameter cr in Eq. (1) was determined as 
a function of temperature and initial rice moisture content. 

(3) The initial moisture gain AM, was not significantly affected by tempera- 
ture and initial rice moisture content at the 0.05 level. The average initial 
moisture gain for the long-grain rough rice soaked at temperatures of 11 to 50C 
was 0.75 percentage points. 

NOMENCLATURE 

Symbol Description Unit 

a, b, c Regression coefficients in Eq. (6) - 
D Moisture diffusivity of the solid m2/h 
k Parameter in Eq. (4) and (5) - 

k,, k, Parameters in Eq. (3) - 
M(t) Moisture content after soaking in water for time t % dry basis 

Me Equilibrium moisture content % dry basis 
M, Final moisture content used in fitting the absorption curve % dry basis 
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Initial moisture content 
Initial moisture gain at the instant of soaking (i.e., t = 0+) 
Surface moisture content 
Parameter in Eq. (5) 
Surface area of the solid 
Time 
Soak temperature 
Volume of the solid 
Lumped parameter in Eq. (1) 

% dry basis 
% dry basis 
% dry basis 
- 
m2 
h 
C 
m3 
h-0.5 
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ABSTRACT 

Sterilization temperatures to maximize volume average or surface quality 
retention were calculated for one-dimensional conduction heating foods as a 
function of ( I )  Food Properties, (2) Processing Conditions and (3) Processing 
Criteria. A target lethality at the least-lethality point was used as a constraint. 
and optimal temperatures were qualitatively and quantitatively compared for 
equal design variables. 

Average quality optimum conditions depend linearly on the inverse square of 
the Dr@q-value for the quality factor. These conditions do not vary linearly with 
all the other influential variables, opposite to what had been observed for 
surface quality. Optimum temperature for maximum average quality is always 
higher than the corresponding one for surface quality, but the difference is not 
constant. A systematic approach to the dependence of average quality optimal 
conditions on all the relevant parameters was carried out and quantitative 
relations were obtained. Optimum average quality retention is independent of 
surface heat transfer resistance. 
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INTRODUCTION 

The mathematical description of microorganisms thermal degradation kinetics 
together with an accurate model of heat flow into a conduction heating product 
allows the theoretical assessment of the sterilization process (Teixeira et al. 
1969a). If an objective function is specified, it is possible to optimize the 
sterilization conditions (Teixeira et al. 1969b). Holdsworth (1985) and Silva et 
al. (1993) have presented extensive critical reviews on the modelling of optimal 
processing conditions for sterilized prepackaged foods. 

Several objective functions, such as minimization of energy consumption and 
economic costs (Barreiro et al. 1984) and formation of toxic compounds (Lund 
1982). can be considered. However, regarding consumers interests, the 
maximization of nutrients and quality-attributes retention is usually the most 
important goal (Silva et al. 1992b; Ridgway and Brimelow 1990). 

Depending on the quality parameter to optimize two options can be 
considered (Ohlsson 1980a): maximizing quality retention in terms of (1) surface 
(Ohlsson 1980a,b,c; Hendrickx et al. 1990, 1992a,b, 1993; Silva et al. 1992b) 
or (2) volume average (Ohlsson 1980a,b,c; Teixeira et al. 1969b, 1975; Thijssen 
et al. 1978; Saguy and Karel 1979; Thijssen and Kochen 1980; Martens 1980; 
Nadkarni and Hatton 1985; Tucker and Holdsworth 1990, 1991 ; Banga et al. 
1991). 

Although in this research field several works have been published, few 
attempted to develop a consistent relationship between optimal conditions and all 
influential variables. Hendrickx et al. (1990, 1992a,b, 1993) and Silva et al. 
(1992a) developed generalized semi-empirical formulae to calculate optimal 
temperatures for maximum surface quality as a function of all relevant variables: 
target sterility value at the least-lethality point, reduced Fourier number or heat 
penetration parameter, z-value for quality factor thermal degradation kinetics, 
Biot number, geometry and initial product temperature. These equations are 
multilinear regressions and have also been applied to case studies such as finite 
cylindrical can (Hendrickx et al. 1992b). However, for average quality 
optimization a similar work is lacking. Ohlsson (1980a,b,c) detected a linear 
relationship between optimal temperatures to minimize volume average cook- 
value and the heat penetration parameter, fh, for infinite slab and finite cylinder 
conduction heating foods. However, the range of values simulated for fh was 
narrow. Furthermore, when the average cook-value is used as objective 
function, the influence of the reference D-value for the quality attribute kinetics 
on optimal conditions was disregarded (Silva et al. 1992a). 

With the exception of Ohlsson (1980a,b,c) and Banga et al. (1991), few 
authors compared average and surface quality optimum conditions. Ohlsson 
(1980a,b) stated that for infinite slab and finite cylinder geometries optimum 
temperatures for minimum average cook-value were approximately 7.5- 10C and 
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2.5C above the ones for minimum surface quality degradation, respectively. 
However, the range of cases studies carried out was very limited and as referred 
above the objective function used to maximize the average quality retention was 
not the most suitable (Silva et al. 1992a). Banga et al. (1991) studied the 
influence of optimum variable retort temperature profile on average quality and 
concluded that this policy does not offer significant advantages over constant 
retort temperature. On the contrary, when an optimized variable retort 
temperature is applied the surface quality can be significantly improved. 

Therefore, the main objectives of this work were (1) the development of a 
relationship between optimal constant temperatures to maximize average quality 
retention and all the influential variables (2) to study the effect of the steriliza- 
tion conditions on the final product quality, and (3) a comparative study between 
average and surface quality optimal constant temperatures for equal relevant 
variables. 

MATERIALS AND METHODS 

Optimal sterilization temperatures to minimize average quality degradation 
of conduction heating foods were calculated as a function of all relevant 
variables. A calculation approach similar to the one presented by Silva et al. 
(1992b) was applied. 

A first order inactivation kinetics (both for microorganisms and quality 
factors) was assumed, and described with a decimal reduction time (D,,,) and a 
z-value. The z-value for thermal death of microorganisms (2,) was set equal to 
10C (Pflug and Odlaug 1978) and optimal conditions were determined for a 
range of D,,,, and z, values, including all the available data for quality attribute 
kinetics of thermal destruction (Lund 1975, 1977) (Table 1). 

An explicit finite-difference numerical method, with a noncapacitance surface 
node (Chau and Gaffney 1990). was used to simulate the heat transfer into the 
food. One-dimensional geometries only were considered, i.e., infinite slab, 
infinite cylinder and sphere. A constant and uniform overall heat transfer 
coefficient at the product surface accounted for the packaging material and 
heating medium thermal resistance. The food was assumed as homogeneous, 
isotropic and with uniform initial temperature (To). The heating medium 
time-temperature profile was a step function with a cooling temperature of 20C. 
The initial product temperature and heating medium come-up-time were set 
equal to 10C and zero, respectively, since these parameters are not expected to 
affect optimal temperatures (Silva et al. 1992a). 

The optimization procedure used a target Fo-value (F,) at the slowest product 
heating point as a constraint 
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TABLE 1 .  
RANGE OF VARIABLE VALUES USED TO CALCULATE OPTIMAL 

STERILIZATION TEMPERATURES 

fh (min) sphere 

and the objective function was the volume average quality retention, 

This is the most adequate function when the average quality is to be maximized 
(Silva et al. 1992a). 

The range of influential variable values used to determine optimal conditions 
included a wide range of practical sterilization processes (Silva et al. 1992b) 
(Table 1). Case studies for which optimum holding temperature (design variable) 
was over 160C, or final average retention was less than lo%, were considered 
out of practical interest. 

Considering an infinite surface heat transfer coefficient, the effect of the 
Dre,value for the quality factor on optimal conditions was studied; 7680 
optimization case-studies were calculated, resultant from the combination of 3 
geometries, 5 values for F,, 8 values for RF, 4 values for z,, and 16 values for 
D,,,. To study the influence of surface resistance to heat transfer, a second 
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database of 6048 case studies (7 D,,,,, 3 F,, 4 FU?, 4 z,, 6 Bi and 3 geometries) 
was generated. The selection of the different number of levels for each of the 
relevant variables was based on previous authors' experience (Hendrickx et al. 
1990, 1993; Silva et al. 1992b). Biot numbers higher than 0.9 only were used, 
because at lower values the optimal temperature tends to infinity. 

Optimal holding temperatures to maximize surface quality were also 
calculated using generalized regression equations presented by Hendrickx et al. 
(1993) and Silva et al. (1992b) (Table 2). 

TABLE 2. 
GENERALIZED (SEMI)-EMPIRICAL EQUATIONS OF OPTIMAL STERILIZATION 

TEMPERATURES, TO MAXIMIZE SURFACE QUALITY, AS A FUNCTION OF 
RELEVANT VARIABLES 

Equation No. 

Infinite surface heat transfer coefficient 

Top = 86.68 + 9.73 log(Ftffh) + 10.46 ' In(zq) + 0.025 ' To 1 

Finite surface heat transfer coefficient 

Top = a + b ' log(Ft/fh) + c ' In(zq) + dAi + e q/Bi  

Geometry a b c d e 

Inf. slab 91.37 9.71 9.32 -6.58 1.15 2 

Inf. cyl. 90.96 9.83 9.34 -4.73 1.20 3 

Sphere 90.79 9.72 9.30 -3.72 1.24 4 

All geometries, finite surface heat transfer coefficient 

Top = 124.18 + 9.70 * log(Ft'RF) + 9.57 ' In(q) - 9.22 1 Bi 

+1.15'~@-8.61*2(~~~) 5 
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RESULTS AND DISCUSSION 

Effect of Dm,,-Value 

Typical results for the dependence of optimal temperature for volume average 
quality on Dr,,,-value are illustrated in Fig. 1 and 2. For Drefq-values smaller than 
approximately 300 min, (T,)"'" is very sensitive to small variations of this 
parameter (Fig. 1). This range of degradation rates corresponds to texture and 
color kinetics, which are not so resistant to thermal treatment (Lund 1975, 
1977). For this type of products the sterilization must be processed at higher 
temperatures and shorter processing times. This effect depends on geometry, 
being minimal for spheres and maximal for infinite slab containers (Fig. 2). The 
heat transfer into an infinite slab package is slower, therefore to minimize the 
volume average quality degradation in this type of containers the sterilization 
must be accelerated. Furthermore, the volume integrated quality retention 
approaches more the quality at the surface for a spherical geometry. For 
Dr,,,-values larger than 300 min (e.g., vitamins), the optimum holding 
temperature is not affected by this variable. 

The dependence of optimal temperature on D,,, can be expressed by a linear 
relation between (T,)"'" and 1/Dref,2. The parameters of this relation are a 
function of the F,-value (Fig. l) ,  Reduced Fourier number (RF) or heat 
penetration parameter (f,), z,-value and geometry (Fig. 2). Optimal temperature 
is higher and more sensitive to the Drefq-value for sterilizations with long 
processing times (i.e., process with larger F,-value and heat penetration 
parameter f, or for infinite slab containers). 

Effect of Product Heating Rate, z,-Value and F,-Value 

The influence of RF or f,, F,-value and zq-value on optimum processing 
temperature, to minimize volume average quality degradation for constant 
Drefq-value, can be concluded from Fig. 3, 4 and 5. 

If the heating rate is not too slow, optimum holding temperature decreases 
with increasing heat penetration parameter f,,. Products with low thermal 
diffusivity or large heat transfer length must be processed with smoother 
conditions. However, when the heating rate is very small (e.g., big containers) 
optimum temperature increases because an increase of the surface quality 
thermal degradation guarantees an higher volume average quality retention. This 
effect is more evident when the quality attribute kinetics is less sensitive to 
temperature variations (i.e., higher zq-values) (Fig. 3). 

For low values of the heat penetration parameter fh (or large values of RF) 
optimal temperature to maximize average retention is log-linear with fh or RF, 
where for slow heating rate foods (large fh or small RF) an inversion is 
observed and optimum tends to increase (Fig. 3). This effect is more important 
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Ft = 3 min 

Ft = 9 min 
Ft = 12 min 
Ft = 15 min 

FIG. 1. OPTIMAL PROCESSING TEMPERATURE TO MAXIMIZE AVERAGE QUALITY 
RETENTION, FOR AN INFINITE SLAB PRODUCT, AS A FUNCTION OF Dm,q-VALUE 

FOR z, = 35C, RF = 6.17E - 5 s'' AND Bi = w 

Lines represent results predicted by regression equations in Table 3. 

inf. cyl. g:_l 

FIG. 2. OPTIMAL PROCESSING TEMPERATURE TO MAXIMIZE AVERAGE QUALITY 
RETENTION, AS A FUNCTION OF Drew-VALUE FOR F, = 9 MIN, Z, = 25C AND 

RF = 2.84E - 5 s-I AND Bi = w 

Continuous lines represent results predicted by regression equations in Table 3. 
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FIG. 3. OPTIMAL PROCESSING TEMPERATURE TO MAXIMIZE AVERAGE QUALITY 
RETENTION, FOR AN INFINITE SLAB PRODUCT, AS A FUNCTION OF f,, FOR 

D,e, = 485 MIN, F, = 12 MIN AND Bi = w 

Continuous lines represent results predicted by regression equations in Table 3. 

inf. cyl. Kl 

FIG. 4. OPTIMAL PROCESSING TEMPERATURE TO MAXIMIZE AVERAGE QUALITY 
RETENTION AS A FUNCTION OF F,-VALUE FOR D,,, = 605 MIN, z, = 45C, 

RF = 2.84E - 5 s" AND Bi = m 

Continuous lines represent results predicted by regression equations in Table 3. 
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FIG. 5.  OPTIMAL PROCESSING TEMPERATURE TO MAXIMIZE AVERAGE QUALITY 
RETENTION, FOR AN INFINITE CYLINDER PRODUCT, AS A FUNCTION OF z,-VALUE 

FOR D,, = 65 MIN, F, = 3 MIN AND Bi = 03 

Continuous lines represent results predicted by regression equations in Table 3. 

for larger zq-values, and infinite slab geometries. A log-linear relation had 
already been observed between optimum temperature to minimize surface quality 
degradation, although for the whole range of f, values (Hendrickx et al. 1990, 
1993; Silva et al. 1992b). 

Optimum temperatures to minimize average quality degradation increase with 
increasing target F,-value (Fig. 4). For some conditions this relation is linear, 
but this may not be taken as a general rule. For instance, in the case of an 
infinite slab, optimal temperature is more sensitive to increases in the target 
F,-value for products that require an high F,-value. 

Higher zq-values correspond to higher (T,)"" temperatures (Fig. 5). This 
should be expected, since a higher zq-value represents a more thermal-resistant 
quality factor. It can be noticed once more that the product heat transfer rate has 
an important role: for low RF values (slow heating rate) the influence of z, on 
optimal temperatures is very significant (Fig. 5). 

It can be observed that the total processing time (t'), corresponding to the 
optimum holding temperature, when the resistance to heat transfer at the surface 
is neglectable is insensitive to the F,-value (Fig. 6) .  This is an important rule of 
thumb, already reported for optimum surface quality conditions (Silva et al. 
1992b). This means that if an optimized process for a given product with a 
given F, is known, the optimal process for another F, requirement will have the 
same processing time. The optimal processing temperature for this case can then 
be easily obtained. Furthermore, as it should be expected, optimum total 
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---8-- inf. cyl. 

FIG. 6. OPTIMAL TOTAL PROCESSING TIME AS A FUNCTION OF RF FOR TARGET 
F,-VALUE = 3, 6, 9, 12 AND 15 MIN, D,,, = 905 MIN, z, = 15C AND Bi = w 

processing time (t') decreases for faster heating foods containers [i.e., higher 
Reduced Fourier number (RF) and spherical products]. 

It is also very important to note that average quality retention does not change 
linearly with optimum temperature. This implies that for some conditions there 
is a wide range of temperatures that can produce quite acceptable products, 
while for others, meeting the optimum temperature is very important. Particular- 
ly average quality retention decreases or increases with the zq-value depending 
on the value of the Reduced Fourier number (RF) (Fig. 7). When the heating 
rate is high (large RF value) optimum temperatures are high (Fig. 3) and the 
retention increases with the z-value for the quality attribute. On the contrary, if 
the product heats very slowly, optimal temperature increases if the zq-value is 
large, but the average quality retention decreases. 

Effect of Surface Resistance to Heat Transfer 

It was concluded that optimal average quality temperatures decrease for 
smaller surface heat transfer resistance (large Biot numbers) conditions (Fig. 8). 
Small Bi numbers imply slower heat transfer rate to the least-lethality point and 
the sterilization must be accelerated using higher temperatures. A linear relation 
was observed for (T,)" as a function of c,/Bi +c,*zq/Bi, where c, and c, are 
constants dependent on the geometry. This type of relation had also been 
detected for optimal temperature to maximize surface quality (Silva et al. 1992a) 
(Table 2). 
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FIG. 7. AVERAGE QUALITY RETENTION, FOR A SPHERICAL PRODUCT, AS A 
FUNCTION OF zq-VALUE FOR Dm, = 305 MIN, F, = 15 MIN AND Bi = w 

FIG. 8. OPTIMAL PROCESSING TEMPERATURE TO MAXIMIZE AVERAGE QUALITY 
RETENTION, FOR AN INFINITE SLAB PRODUCT, AS A FUNCTION OF c,lBi+c,*z,lBi 

(c, AND c2 ARE CONSTANTS) FOR DRfq = 605 MIN, F, = 15 MIN AND zq = 25C 
Continuous lines represent results predicted by regression equations in Table 3. 
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Optimum average quality retention is insensitive to the surface Biot number 
(Fig. 9). Therefore, although different surface resistances to heat transfer lead 
to different optimal temperature, working at optimal conditions allows the same 
optimum average retention. This means that a conduction heating food packed 
in metal or plastic containers, sterilized in static or agitated retorts operated by 
steam or pressurized water do not have different volume average quality 
retention, if processed at optimal conditions. This has obviously implications in 
terms of costs. However, plastic containers, agitated and pressurized water 
retorts may offer significant advantages in terms of the final uniformity in 
quality retention distribution. These statements need experimental verification. 

A Systematic Approach 

For each geometry, it was possible to express the influence of all the 
variables (D,,,,, fh or RF, F,, z, and Bi) on (T,)"" as a multilinear relationship 
(STATA, 1990). Multiple linear regressions were performed (Table 3), using 
the heat penetration parameter (fh) or the Reduced Fourier number (RF) and 
considering separately infinite and finite surface heat transfer coefficients. 
Continuous lines in Fig. 1, 2, 3, 4, 5 and 8 were calculated using the formulae 
presented in Table 3. Using these expressions for (T,)"'", a formula method may 
then be used to evaluate the corresponding processing time. 

Silva et al. (1992a) introducing the ratio: Vl(A'1) were able to develop a 
regression equation for (T,)'"" valid for the three one-dimensional geometries. 

--9- inf. cyl. 

0.4 1 I I I 

1 o - ~  1 oe4 1 o - ~  1 o - ~  
R F  (11s) 

FIG. 9. AVERAGE QUALITY RETENTION AS A FUNCTION OF RF 
FOR Bi = 0 .9 ,  2, 5, 10, 15 AND m, DRfq = 455 MIN, F, = 3 MIN 

AND z, = 45C 
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The same approach was tried, and two equations (in terms of fh or RF) were 
obtained: 

(T,,)~"~ ( C): zq ( C); Ft (rnin); fh (min); Drefq Win) 

and 

q2 (rn + n ' Vl(A.1) )))I + o I Bi + p ' q/Bi 

( C); q ( C); Ft (rnin); RF (s-'); Drefq (min) 

where the values for the constants are shown in Table 4. 
Equations (3) and (4) and equations in Table 3 allow calculation of optimal 

temperatures without the need of computer modelling. However, the user must 
be aware of the assumptions used in its development in order to avoid misuse. 
Equations (3) and (4) may be applicable to any finite geometry, however 
validation is required (Silva et al. 1994). 

Comparative Study Between Average and Surface Quality 

In order to compare optimal conditions for maximum volume average quality 
with the corresponding for maximum surface quality, plots of (T,)ave-(T,)surf 
as a function of Drefq, fh, F,, zq and Bi (Fig. 10, 11 12, 13 and 14) were 
generated. Average quality optimal temperatures are always higher than optimal 
temperatures for surface quality, but this difference depends on the values of all 
the influential variables. Ohlsson (1980a.b) stated that this difference for an 
infinite slab product was from 7.5 to 10C and 2.5C for a finite cylinder 
container. However, the case-studies carried out in their work did not include 
all the range of practical interest. Furthermore, the objective function was not 
adequate and the influence of the Drefq-value on (T,)" was not considered (Silva 
et al. 1992a). To maximize quality in terms of volume average quality, the 
sterilization conditions must be more rigorous in order to accelerate the heat 
transfer into the product and decrease the difference of lag heating times through 
the whole container. 
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FIG. 10. DIFFERENCE BETWEEN (T,,,)"" AND (T,,,yt, AS A FUNCTION OF Dm,,-VALUE 
FOR F, = 9 MIN, z, = 25C AND RF = 2.84E-5 s" AND Bi = m 

FIG. 1 1 .  DIFFERENCE BETWEEN (T,,,)"" AND (T,,,)""", FOR AN INFINITE SLAB 
PRODUCT, AS A FUNCTION OF f,, FOR D,",, = 485 MIN, 

F, = 1 2 M I N A N D B i  = m  
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--E3-- inf. cyi. 

FIG. 12. DIFFERENCE BETWEEN (To,)"'" AND (To,)""", AS A FUNCTION OF F,-VALUE 
FOR D,, = 605 MIN, z, = 45C, RF = 2.84E-5 s-' AND Bi = w 

FIG. 13. DIFFERENCE BETWEEN (To,)"" AND (To,)""", FOR AN INFINITE CYLINDER 
PRODUCT, AS A FUNCTION OF zq-VALUE FOR D,,,, = 65 MIN, 

F, = 3 MIN AND Bi = w 
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FIG. 14. DIFFERENCE BETWEEN (T,)"" AND (T,)""". FOR AN INFINITE SLAB 
PRODUCT, AS A FUNCTION OF Bi for DRfq = 605 MIN, F, = 15 MIN AND z, = 25C 

(Top)ave-(Top)SUlf decreases with the D,,,-value (Fig. 10) and Biot number 
(Fig. 14), and increases with the heat penetration parameter f,, (Fig. 1 I ) ,  
2,-value (Fig. 11 and 13), and F,-value (Fig. 12). The geometry is also a 
parameter to consider, the difference between optimal temperatures increases 
from a spherical to an infinite slab shape container (Fig. 10 and 12). The 
selection of the optimum sterilization temperature to minimize volume average 
quality degradation is more important for food products that heat up slowly (this 
means products with low thermal diffusivities, large containers and heating 
medium conditions were the heat transfer coefficient is finite), which need to be 
sterilized more intensively (larger F,-value), and with high rates of quality factor 
thermal degradation. These case studies are also the ones for which bigger 
differences between and (T,)""' are observed and where the optimum 
final retention is low. 

Optimum surface quality temperatures are a linear function of: log(F,/f,,) or 
log(F,*RF), ln(z,), 1/Bi, z,/Bi and 2(V'(A.1)) (Table 2), and do not depend on the 
Dm,,-value (Silva et al. 1992a). These linear relationships are not observed for 
optimum average quality temperatures [Table 3, Eq. (3) and (4)]. 

The conclusions that have been drawn are based on the assumption that the 
volume average or surface quality retentions to be optimized are for quality 
factors having the same degradation kinetics. However, this assumption may not 
be always true. The degradation rate of quality factors normally optimized at the 
surface (e.g., color) is usually faster than the kinetics for quality factors 
optimized in volume average terms (e.g., vitamins). A further extended study 
is needed to conclude about the validity of the above results for such a situation. 
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CONCLUSIONS 

The influence of DWfq, z,, f,, or RF, F, and Bi on optimal conditions to 
maximize average quality retention was analyzed. A general relationship between 
optimal temperatures and all the relevant parameters was developed. The 
applicability of these formulae to two or three-dimensional food geometries has 
to be assessed. 

Optimal temperatures to minimize surface quality degradation were compared 
with the corresponding ones for average quality. The selection of the optimum 
sterilization temperature to minimize volume average quality degradation is more 
important for foods that heat up slowly, need to be sterilized more intensively 
and with high rate of thermal degradation for the quality factor. In these 
situations differences between optimal temperature to maximize volume average 
quality and holding temperature to maximize surface quality are also more 
significant, and quality retention is low. 

There is a need to study how optimal conditions for average quality affect 
surface quality and vice-versa. A new objective function might be considered. 

NOMENCLATURE 

h 
hfinite 
hoo 
k 

Area (m2) 
Biot number (= h*l/k) (dimensionless) 
Volume element (m3) 
Decimal reduction time (time required for the number or concentration 
of spores, microorganisms or quality factor to be reduced by a factor 
of 10 at a given temperature) (min) 
Decimal reduction time at the reference temperature (min) 
Decimal reduction time at the reference temperature, Trefq, for the 
nutrient or quality factor (min) 
Heat penetration parameter-slope factor of a heating curve (time 
required for the difference between heating medium temperature and 
food temperature to decrease by a factor of 10) (min) 
Sterility value at reference temperature 121.15C and z, = 10C 
(equivalent exposure time at reference temperature received by the 
slowest-heating zone in the container with regard to the destruction of 
a microorganism whose thermal resistance is characterized by z, = 
10C) (min) 
Target sterilizing value at reference temperature 121.15C and z, = 
10C (min) 
Surface heat transfer coefficient (w/(m2K)) 
Finite surface heat transfer coefficient (w/(m2K)) 
Infinite surface heat transfer coefficient (W/(m2K)) 
Thermal conductivity (W/(m K)) 
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1 Characteristic length (radius of an infinite cylinder or a sphere and 
half thickness of an infinite slab) (m) 

N Level of nutrients or quality factor at time t 
No Initial level of nutrients or quality factor 
(N/N0),,, Volume average quality retention 
RF Reduced Fourier number ( = all2) (s-I) 
t Time (s) 
t' Total processing time (s) 
T Temperature (C) 
Tc Temperature in the least-lethality spot (C) 
To Initial temperature of the food (C) 

Top Optimum processing temperature (C) 
(TJaVe Optimum processing temperature to maximize volume average quality 

retention (C) 
(T,)""" Optimum processing temperature to maximize surface quality retention 

( C )  
Reference temperature (C) 
Reference temperature for the microorganism (121.1 C) 
Reference temperature for the quality factor (121.1 C) 
Volume (m3) 
z-Value (number of degrees Celsius required to reduce the D-value by 
a factor of ten) (C) 
z-Value for the microorganism (C) 
z-Value for the nutrient or quality factor (C) 
Thermal diffusivity (m2/s) 
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ABSTRACT 

Demineralization of a synthetic UF-whey permeate and a reconstituted 
UF-whey retentate was studied in a laboratory electrodialysis (ED) unit. 

Data on conductivity, ionic concentration, ash removal, electrical eficiency 
and energy consumption are reported at three temperatures (20, 35 and 45C) 
and three flow rates (100, 160 and 230 Uh). The extent of deashing is lower for 
the UF-whey retentate than for the UF-whey permeate as a result of concentra- 
tion polarization, which results in an increase of the boundary layer thickness, 
due to deposition of proteins and salts on the membranes. 

INTRODUCTION 

Whey disposal is a major problem for manufacturers of cheese and casein. 
Whey contains approximately 50% of the solids present in whole milk, most of 
the water, soluble vitamins and minerals. Typically, the total solids content of 
sweet whey is 6 wt%. Of these solids, the major constituents are protein (12 
wt%), ash (7 wt%) and lactose (71 wt%) on a dry basis. 
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The recovery of proteins from whey is usually carried out by ultrafiltration 
(UF). UF membranes used for whey processing typically retain 95-99% of the 
protein in the retentate while allowing the lactose and ash to pass through the 
membrane. 

The UF retentate is enriched in the milk protein a-lactalbumin, P-lactoglob- 
ulin and immunoglobulin. Most whey protein concentrates (WPC) contain either 
35 wt% or 50 wt%/protein. On a dry basis these retentates are characterized by 
a high level of minerals. In order to use whey as an ingredient in infant 
formulations, a high level (26-65 %) of demineralization is required. Removal 
of residual salts in the retentate can be accomplished by electrodialysis (ED) or 
ion exchange. In the WPC 60 and 80%, the mineral content is low and 
occasionally has to be supplemented with other minerals. Use of ED to 
demineralize high concentrated WPC can be justified if separation of the 
individual proteins is intended. The protein concentrates are potentially a high 
value product, providing that removal of the salts can be achieved (Batchelder 
1987; Ryder 1980). 

The UF permeate contains approximately 5.7% total solids (TS), of which 
some 85% is lactose and salts. The permeate cannot be disposed of as such 
because of its high BOD-value of 25000-40000 mg oxygen per liter. The 
permeate can be further processed by reverse osmosis (RO) to yield a 
concentrate rich in lactose and a permeate characterized by a low BOD-value, 
which can be discharged without further treatment. The RO retentate can be 
further treated by ED, followed occasionally by ion exchange, to yield a product 
with a composition (on a dry basis) of 98.5% lactose, 1 % protein and 0.5% 
salts. The latter can be used in dietetic formulations or for various lactose 
products. Areas of application of lactose include production of pharmaceutical 
lactose (Booij 1985), fermentation to produce alcohol or lactic acid (Coton 
1985), hydrolysis to produce glucose and galactose as sweetening agents 
(Kosaric and Asher 1983) and production of polyurethane foam (Hustad et al. 
1970). Lactose may be crystallized from the UF permeate, but the economics 
of the process depends largely on the costs of removing salts by ED or ion 
exchange. 

In this work the electrodialysis of lactose solutions with compositions similar 
to those of a permeate obtained by UF of sweet whey and a reconstituted 
UF-whey retentate has been studied. The UF retentate was supplied by ILAS 
(Reny Picot, Asturias), the largest whey processing plant in Spain. 

MATERIALS AND METHODS 

Experiments were carried out in a stackpack electrodialysis unit (Stantech, 
Hamburg, Germany). The ED-unit consisted of 10 cell pairs sandwiched 
between two electrode compartments (the stack can take up to 20 cell pairs). 
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The effective membrane area was 100 cm2/membrane. The ion exchange 
membranes employed were for cation-exchange-SC- 1 (transport number Naf , 
0.91 at 25C in 1 N NaCl) and for anion-exchange-SA-1 (transport number C1-, 
0.93 determined at 25C in 0.5 N NaCl). The two types of membranes were 
separated either by a diluting or a concentrating spacer. The electrodes consisted 
of a stainless-steel cathode and a platinum-plated titanium anode. 

The feed streams to the anode and cathode compartments and the concentrat- 
ing and diluting streams were pumped by four centrifugal magnetically-coupled 
polypropylene pumps. The power supply assembly allowed either the voltage 
(0-40 V) or the current (0.025-5 A) to be adjusted. 

A few elements were added to the commercial unit, namely two stainless-steel 
tanks (15 L), two constant temperature baths and two rotameters. 

The ED-system was operated in a batch-recirculation manner. A constant 
voltage was applied in each run. The corresponding current densities varied 
following changes in overall conductivity. 

After each run the membrane stack was cleaned-in-place using the following 
sequence of operations: 

(1) Flushing with deionized water for 5 rnin 
(2) Recirculation of a 1 wt% solution of NaOH for 20 rnin 
(3) Rinsing with deionized water for 10 rnin 
(4) Recirculation with a 0.35 wt% solution of HC1 for 20 rnin and 
(5) Rinsing with deionized water for 10 rnin 

Feed Solutions 

The following feed solutions were used in the ED-experiments: 

Model Permeate. A simulated milk ultrafiltrated (SMUF) as indicated by 
Jennes and Koops (1962) was used. The total solids concentration of the solution 
was 10 wt%, similar to that of solutions fed to spray dryers. 

Reconstituted UF-Whey Retentate (WPC). A powdered UF-whey retentate 
was dissolved in water to produce a synthetic UF-whey retentate containing 10 
wt% solids and the. following composition: protein (34.9 wt%), fat (5.0 wt%), 
lactose (50.3 wt%), moisture (4.0 wt%). 

Concentrating and Electrode Washing Streams. The initial concentrating 
stream was a 6 g/L NaCl solution and the electrode washing was a 0.1 N 
Na2S0, solution, acidified to pH = 2 with H2S04. 

Analytical Methods 

The samples were analyzed for pH, conductivity, ash, chlorides and the major 
cations using the following methods: 
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pH: By a pH-meter (Cole Palmer, Model 5986-62). 
Conductivity: Conductivity-meter (Jenway , Model 40 10). 
Chlorides: By the Volhard method (Bums and Muraca 1960). 
Cations: Concentrations of K+, Na+ and Ca2+ ions were determined by 

atomic emission spectroscopy (Philips spectrometer, Model PU 
9100) at 766.5 nm (K+), 589 nm (Na+) and 422.7 nm (Ca2+). 

Ash: Weight after calcination at 550C (Spanish Food Industry 
Standards) (Casado 199 1). 

RESULTS AND DISCUSSION 

Limiting Current 

The transport of ions is proportional to the quantity of electricity that flows 
through the circuit. Hence the rate of transport of ions increases with the electric 
current. As the voltage applied across the membranes is raised, the current 
density increases linearly, up to a critical value, at which point there is a drop 
corresponding to a change in pH due to the dissociation of water. The limiting 
current density is important in the electrodialysis of whey. If the current density 
becomes excessive, the pH will decrease and membrane fouling will occur as a 
consequence of precipitation of proteins and salts at the surface of the 
membrane. The rate of mass transfer will then decrease and the stack will heat 
UP. 

Figure 1 shows a plot of the current density as a function of the voltage 
applied for the synthetic whey permeate solution at 18C. A limiting current, i,,,, 
of 25.2 mA/cm2 is observed at a voltage of 32 V. The operating current density 
should be ca. 80% of the corresponding limiting value, in order to avoid 
membrane polarization effects. 

Figure 2 shows limiting current density plots for electrodialysis of reconstitut- 
ed concentrated whey at 20, 35 and 45C, for three different flow rates. The 
limiting current increases with both temperature and flow rate. However, for 
this feedstock it is advisable to operate below 20C in order to avoid microbial 
proliferation. Moreover, an increase in flow rate results in a larger pressure 
drop through the membrane stack, thereby leading to greater power require- 
ments. 

The limiting current is usually expressed as a function of the Reynolds 
number. 
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- 
Model Permeate. 18 C 

- 

I 

0 10 2 0 3 0 4 0 

Applled voltage (V) 

FIG. 1 .  CURRENT DENSITY VERSUS VOLTAGE APPLIED FOR ELECTRODIALYSIS 
OF A MODEL PERMEATE SOLUTION AT 18C 

Applied voltage (V) 

FIG. 2. CURRENT DENSITY VERSUS VOLTAGE APPLIED FOR ELECTRODIALYSIS 
OF WPC RETENTATE AT 20C. 35C AND 45C 
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On the basis of our experimental results the values of the parameters a! and P 
are 

for flow rates between 100 and 230 Llh (Re = 28 - 106). 
Electrodialysis of reconstituted UF-whey concentrate was characterized by 

lower values of ilim than for the lactose solution. This result can be explained by 
considering the following expression for ilim (L6pez-Leiva 1988). 

The effective thickness of the boundary layer for mass transfer of lactose (6) 
increases with the increasing protein content of the solution and increasing salt 
deposition on the membrane. An increase in operating temperature decreases the 
viscosity of the solution, leading to an increase in ili,. 

Electrodialysis of a Model Permeate 

A lactose solution with a composition similar to that of a UF-whey permeate, 
as indicated previously, was demineralized by ED. Physical property measure- 
ments and composition analyses were carried out for the product streams from 
ED at 25 and 35C. Temperatures higher than 45C were avoided, since such 
operation would cause a decrease in the membrane life. Results are shown in 
Tables 1 and 2. 

The conductivity of the solution (a) is a suitable variable for following the 
demineralization process. The reduction in the conductivity of the product 
stream reaches 90% after 89 min when the process is run at 25C and after 64 
min at 35C. The rate of removal of the various ions in the diluate follows the 
order K+ > C1- > Na+ > Ca2+; the low value for Ca2+ is due to its larger 
ionic volume. This behavior has also been reported in the literature (Boer and 
Robbertsen 1981 ; Short and Doughty 1977). 

If the rate of ash removal per unit area of membrane (kglh m2) is plotted as 
a function of conductivity in a log-log plot, the data follow a straight line at both 
25 and 35C (see Fig. 3). The line for 35C lies below the line for 25C. The 
proximity of this temperature, 35C, to the maximum allowable temperature of 
membrane operation could explain this anomalous behavior. The maximum ash 
removal rate is reached between 25 and 30C. 
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TABLE 1 .  
PHYSICAL PROPERTIES AND IONIC CONCENTRATIONS (glL) OF THE PRODUCT 

STREAMS FOR ELECTRODIALYSIS OF MODEL PERMEATE AT 25C, 
V=35 VOLTS 

TABLE 2.  
PHYSICAL PROPERTIES AND IONIC CONCENTRATIONS (gIL) OF THE PRODUCT 

STREAMS FOR ELECTRODIALYSIS OF MODEL PERMEATE AT 35C, 
V =  35 VOLTS 

T ~ m e  I 

min. (A) 

0 3.20 
10 2.80 
25 1.85 
4 0  1.24 
5 5  0.79 

The data in Tables 1 to 5 show that model permeate is demineralized to 
reach a given final ash concentration more rapidly than the WPC solution. This 
is due to an inherently greater rate of ash removal as shown by the ion reduction 
data. The explanation for this phenomenon lies in the high proportion of Ca and 
phosphate bonded to the proteins in the WPC solution in spite of their high 
conductivity in solution; i.e., Ca and P are only slowly removed because their 
relative transport number in the membrane is lower than other ions. This is 
further illustrated in Fig. 3, which shows that the rate of demineralization for 
the Model Permeate is higher at a certain level conductivity. The data in Fig. 
3 imply that scaling-up from pilot to large scale could be calculated on a 
membrane area basis. 

Demineralized Stream 
pH o CI- Na* K +  Ca2+ 

mS/cm 9"- . 

5.1 8.8 2.38 1.04 1.14 0.78 
4.9 6.2 1.56 0.75 0.75 0.61 
3.6 3.5 0.78 0.42 0.34 0.33 
3.1 2.1 Q.32 0.18 0.11 0.18 
2.9 1.5 0.02 0.04 0.05 0.07 

T ~ m e  I 

mln. (A) 

0 2.89 
5 2.80 
15 2.51 
20  2.26 
25 1.99 
30 1.74 
35 1.50 
40 1.31 
50 0.99 
65 0.63 
75 0.55 
80 0.41 

Concentrated Stream 
pH a CI- Naf K +  Ca2+ 

mS/cm glL 

7.1 10.3 3.04 3.88 0.89 0.27 
6.3 13.6 
6.1 15.9 
5.7 18.0 
5.4 18.3 5.36 5.43 1.99 1.06 

Dem~nera l~zed Stream 
pH o CI- Na' K CaZ* 

mS/cm alL 

2.7 10.2 2.54 0.97 1.14 0.75 
2.7 8.5 2.05 0.89 0.98 0.71 
2.9 6.1 1.29 0.62 0.63 0.47 

3.0 4.2 0.88 0.51 0.42 0.36 

3.0 2.9 0.36 0.41 0.26 0.26 

2.9 1.7 0.24 0.12 0.1 5 
3.0 0.9 0.08 0.12 0.04 0.06 

3.1 0.6 0.03 0.05 0.01 0.03 

Concentrated Stream 
pH o CI- Na* K +  Ca2+ 

mS/cm g/L 

6.6 9.4 1.96 2.33 0 0 
5.7 11.2 2.27 
4.1 13.8 2.37 

3.3 15.7 3.04 2.88 0.81 0.81 

3.1 17.1 3.35 

3.0 18.1 4.26 
2.9 18.8 4.59 

2.8 18.9 4.61 3.23 1.29 1.29 
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1 10 
Conductivity (mSlcm) 

j 

- 

- 

FIG. 3. ASH REMOVAL RATE VERSUS CONDUCTIVITY FOR ELECTRO- 
DIALYSIS OF MODEL PERMEATE AT 25C (0) and 35C ( A )  AND A WPC 

AT 20C (0). 35C ( 0 )  AND 45C (x) 

WPC 35 C 

Model permeate 25 C 
Model permeate 35 C 

Electrodialysis of a Reconstituted UF-Whey Retentate 

Nine series of tests were carried out with a UF whey retentate from a whey 
treatment plant. Three different flow rates (100, 160 and 230 L/h) and three 
temperatures (20, 35 and 45C) were investigated. Values of physical properties 
and ionic (Cl-, Na+, K+, CaZ+ and MgZf) concentrations determined as 
functions of time of ED are shown in Tables 3, 4, and 5. 

The data shown in Tables 3-5 indicate that the pH decreases only slightly 
during the demineralization process. The fact that only a small change of pH is 
observed is attributable to operating conditions at currents that are always below 
80% of the i,i, value. Inspection of the data also indicates that divalent ions 
(Ca2+ and MgZ+) are removed more slowly than monovalent ions (Na+ and K+). 
This result is attributed to the lower mobilities of the divalent ions and their 
ability to form complexes with proteins. This hypothesis is also supported by the 
fact that the rate at which the conductivity of the demineralized solution 
decreases is slightly larger than that corresponding to the removal of ash. The 
ash content encompasses the calcium and phosphate ions, but when these ions 
are complexed with proteins, they make no contribution to the conductivity of 
the solution. 
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TABLE 3. 
PHYSICAL PROPERTIES AND IONIC CONCENTRATIONS (glL) OF THE 

DEMINERALIZED STREAM FOR ELECTRODIALYSIS OF WPC: 
T = 20C. V = 15 VOLTS 

Flow rate of 100 I /h 
Time 

min. 

0 
5 
15 
25 
40 
55 
70 

Flow rate of 160 I /h 

I pH n CI- Na+ K+ Ca2+ Mg2+ 

(A)  mS/cm g/L 

0.91 6.45 5.1 0.81 0.64 1.35 0.91 0.1 0 
0.48 6.41 4.7 0.72 
0.39 6.39 4.3 0.61 0.61 1.14 0.85 0.09 
0.35 6.37 4.0 0.5 1 
0.29 6.33 3.6 0.46 0.60 0.96 0.81 0.08 
0.25 6.32 3.2 0.33 
0.23 6.29 3.1 0.31 0.55 3.74 0.72 0.07 

Time 

min. 

Flow rate of 230 I/h 

I pH o CI- Na+ K+ Ca2+ ~ g 2 +  
(A)  mS/cm g/L 

Time 

min. 

0 
5 
15 
25 
40 
55 
70 

I pH u CI- Na+ K +  Ca2+ Mg2+ 

(A) mS/cm g/L 

0.81 6.47 5.2 0.91 C.52 0.99 C.81 0.1 9 
0.71 6.55 4.6 0.86 0.49 0.91 0.75 0.1 8 
0.55 6.54 3.7 0.55 
3.44 C.53 3.2 0.34 0.46 0.71 0.68 0.1 6 
0.34 6.51 2.7 0.24 
0.28 6.52 2.3 0.1 3 0.42 0.52 0.58 0.1 4 
0.23 6.51 2.0 0.09 0.39 Oi46 0.55 0.14 
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TABLE 4. 
PHYSICAL PROPERTIES AND IONIC CONCENTRATIONS (glL) OF THE 

DEMINERALIZED STREAM FOR ELECTRODIALYSIS OF WPC: 
T = 35C. V = 15 VOLTS 

Flow rate of 160 I / h  

(J CI- Na+ K +  ca2+  ~ g 2 +  

Flow rate of 100 I / h  
Time 

min. 
I  pH o CI- Na+ K+ Ca2+ Mg2+ 

(A) mS/cm glL 

Flow rate of 230 I /h  
Time 

min. 

0 
5 
15 
25 
40 
55 
70 

I pH o CI- Na+ K+  Ca2+ Mg2+ 

(A) m S / c m  g/L 

1.25 6.46 5.2 0.92 0.51 0.98 0.74 0.1 9 
0.93 6.46 4.3 0.79 0.49 0.88 0.71 0.1 7 
0.66 6.35 3.6 0.56 
0.51 6.26 3.1 0.35 0.44 0.67 0.62 0.16 
0.38 6.1 4 2.5 0.25 
0.31 6.01 2.1 0.1 5 0.39 0.43 0.49 0.1 4 
0.26 5.91 1.9 0.07 0.37 0.37 0.44 0.12 
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TABLE 5. 
PHYSICAL PROPERTIES AND IONIC CONCENTRATIONS (glL) OF THE 

DEMINERALIZED STREAM FOR ELECTRODIALYSIS OF WPC: 
FLOW RATE = 230 LIH, V = 20 VOLTS 

Temperature of 20 ( C) 
Time 
min. 

0 
5 
15 
25 
10 
55 
70 

Temperature of 35 ( C) 

The extent of ash removal is perhaps a more appropriate parameter for 
expressing the efficiency of ion depletion by ED. Figure 3 contains a plot of the 
rate of ash removal as a function of conductivity for the reconstituted retentate 
stream. The effects of temperature and feed flow rate through the ED stack are 
shown in Fig. 4. 

Analysis of the experimental data indicates that the optimum demineralization 
conditions correspond to a temperature range of 35-45C and a feed flow rate of 
230 llh. These values agree well with values reported previously in the literature 
(Ahlgren 1972; Houldsworth 1980; Johnson et al. 1976). 

I pH u C1- Na+ K+ Ca2+ M$+ 
(A) mSIcm g/L 

1.24 6.54 4.9 0.89 0.61 1.27 095 0.12 
0.75 6.54 4.3 0.69 
0.59 6.53 3.5 0.30 0.57 0.98 0.87 0.11 
0.39 6.51 3.1 0.36 
0.38 6.48 2.6 0.23 0.51 0.69 0.80 0.10 
0.33 6.44 2.3 0.09 
0.24 6.37 2.0 0.06 0.45 0.51 0.67 0.08 

Time 
min. 

0 
5 
15 
25 
40 
55 
70 

Temperature of 45 ( C) 

I pH u CI- Na+ K+ Ca2+ M$+ 
(A) mS/cm (g/L) 

1.52 6.63 5 2  0.90 0.65 123  0.88 0.11 
0.93 6.61 45  0.72 
0.69 6.60 3.7 039 059 0.87 0.82 0.10 
0.52 6.56 3.1 027 
0.39 6.54 2.5 0.15 0.51 0.71 0.71 0.09 
0.30 650 2.1 0.04 
025 6.45 19 0.04 0.46 0.37 0.64 0.08 

Time 
min. 

0 
5 
15 
25 
40 
55 
70 

I pH u CI- Na+ K+ Ca2+ M$+ 
(A) mSicm g/L 

1.75 6.52 5.2 1.07 0.90 0.98 0.73 0.15 
1.07 6.52 4.2 0.72 
0.66 6.54 3.2 0.37 0.70 0.71 0.62 0.13 
0.51 6.62 2.6 0.24 
0.42 6.33 2.3 0.09 0.59 0.51 0.57 0.12 
0.33 6.22 2.1 0.03 
0.26 6.39 1.6 0.02 0.33 0.33 0.48 0.11 
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Feed flow (ilh) 

- 

f 
- 

FIG. 4. ASH REDUCTION VERSUS FEED FLOW RATE DURING ED OF WPC 
AFTER 60 MIN OF OPERATION 

T (C): (0) 20. ( 0 )  35 

20 C 

/ 35c/ 

WPC 

A higher degree of demineralization implies a higher energy consumption 
and a higher electrical efficiency factor, 7,  defined by: 

I I 1 

where j I dt represents the total quantity of electrical charge transported by the 
cell-pair . 

Average current efficiencies and power consumption data were obtained for 
the different runs. Data for an operation time of 60 min are shown in Table 6. 
The data on water transport from diluting to concentrating stream was 0.22 L/h 
m2 at an average current of 0.4 A and 0.27 Llh m2 at an average current of 0.5 
A. 

TABLE 6. 
ELECTRICAL EFFICIENCY AND ENERGY CONSUMPPTION FOR 

ELECTRODIALYSIS OF WPC AFTER 60 MIN OF OPERATION 

45 

84.2 

6.40 

64.2 

3 5 

74.5 

7.25 

55.2 

Temperature 
( C )  

Electrical efficiency 
( %  1 

Energy consumption 
(kW- h/eg. removed) x 

lo2 

Ash removal 
( %  1 

20 

81.6 

6.59 

54.0 
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CONCLUDING REMARKS 

ED is a useful method for the demineralization of whey and UF-whey 
derivatives. The tests carried out with SC-1 and SA-1 ion-exchange membranes 
have shown the variation of the deashing rate and the analytical reduction of 
relevant ions. The analytical data for ion removal reported in this work are 
useful for the design and operation of an ED unit prior to the separation of 
individual proteins (i.e., a-lactalbumin, 0-lactoglobulin and other proteins). The 
raw solutions used were a model permeate (reference solution) and a UF 
retentate (WPC) with approximately the same composition in individual ions. 

SYMBOLS 

C, Bulk concentration, (Eq/L) 
AC Change of concentration between the demineralized and feed streams 

(Eqf L) 
D Diffusion coefficient for salt, (m2/s) 
F Faraday's constant, 96599 (A s/Eq) 
I Electrical current, (A) 
i,i, Limiting current density, (mA/cm2) 
n Number of cell-pairs in the stack 
Re Reynolds number 
t Time (min) 
t- Transport number of anion in bulk solution 
t,- Transport number of anion in anionic membrane 
V Volume of demineralized stream, (L) 

Greek Letters 

a Coefficient in Eq. (1) 
/3 Coefficient in Eq. (1) 
6 Boundary layer thickness, (m) 
r Electrical efficiency factor 
a Electrical conductivity, (mS/cm) 
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ABSTRACT 

Sucrose acid hydrolysis was studied as apotential chemical time-temperature 
integrator to use under pasteurization conditions. A nonisothermal method was 
used to determine the kinetic parameters of this reaction at different pH values 
in the range of 0.8 to 2.5 and covering the range of temperatures from 50 to 
90C. The nonisothermal method was first validated with the classical two-step 
isothermal method at pH 2.5. Kinetic parameters showed to be highly collinear 
(correlation of 0.99), but it was concluded that the activation energy can be 
assumed independent of pH and equal to 99 kJ/mole with the preexponential 
factor being proportional to the H+ concentration. Results are favorable for the 
future application of this system in the evaluation of pasteurization processes. 
Since the activation energy was found to be independent of the pH, this system 
is useful as a l T I  for validation of mathematical models, but not so much for 
monitoring quality factors, except those with an equal activation energy. 

INTRODUCTION 

The main criterium to establish the efficacy of a thermal process is the 
microbial safety of the final product (Stumbo 1973) and therefore microbiologi- 
cal methods are commonly used for process assessment (Kessler 1988). In many 
cases, the heat applied for bacterial inactivation degrades desirable organoleptic 
and nutritive properties (Stumbo 1973). Studies on the associated destruction of 
nutrients and quality factors during thermal processing are referred by Lund 
(1975), Thompson (1982) and others. Mathematical procedures to predict 
reduction of microorganisms or nutrient destruction in thermal processing were 
developed (Ball and Olson 1957; Hayakawa and Ball 1969; Teixeira et al. 1969; 
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Stumbo 1973), but they all require as input the temperature history of the 
product. These data were collected for cans and other batch processes using heat 
penetration tests (Ball and Olson 1957). 

Measuring the exact temperature distribution during a continuous thermal 
process by conventional methods offers obvious problems and therefore research 
is focusing on the development of alternative on-line methods to indicate the 
effects of continuous thermal processes on the kinetics of safety and quality 
factors (Berry et al. 1989; Weng 1991) or simply to validate experimentally 
temperature profiles in heat exchangers predicted by various mathematical 
models. For this first purpose, several chemical and biochemical indicators have 
been proposed in literature. Acid hydrolysis of sucrose was proposed by Lou 
(1977) and Adams et al. (1984) as a chemical indicator for can sterilization and 
for UHT processes, respectively. 

However, acid hydrolysis of sucrose is also a potential chemical time 
temperature integrator (TTI) for lower temperature processes, that is, pasteuriza- 
tion. The rate of this reaction might be controlled to the desired sensitivity to 
pasteurization times and temperatures by selection of the right pH of the sucrose 
solution. Therefore, the dependence of kinetic parameters of sucrose acid 
hydrolysis on pH at pasteurization conditions has to be well known. 

Hydrolysis of sucrose into its two monosaccharides, commonly called 
inversion of sucrose, can be catalyzed by acids, bases, salts or enzymes (Vukov 
1965; Bender and Brubacher 1973). The mechanism of this reaction is well 
studied (Bender and Brubacher 1973; Whistler and Daniel 1985). Most research 
on this subject has been more commercially oriented in two different contexts: 
(1) the production of liquid sugar by various methods, as reviewed by Marignetti 
and Mantovani (1979/80), with emphasis on yield and not on the kinetics itself; 
and (2) the description of hydrolysis of sucrose at very low rates (low 
temperatures and high pH), to determine conditions of minimum inversion 
(Honig 1953; Meade 1963). An equation for determining rate constants for 
various temperatures (20-130C) and pH (1 to 6.5) was proposed by Vukov 
(1 965), but was not experimentally verified. 

To describe the effect of time and temperature on a first order reaction, two 
parameters are needed (Lund 1975): the rate constant at a reference temperature 
and the dependence of rate on temperature. In the system under study, the 
dependence of these parameters on pH also needs to be described. Available 
kinetic parameters of this reaction are limited and do not cover all ranges of pH 
and temperature of interest (Table 1). Reported kinetic data do not show a clear 
relation of these parameters with pH, and frequently published results seem 
contradictory. 

The main objective of this work was the detailed description of the kinetics 
of sucrose acid hydrolysis at temperatures below lOOC and pH below 2.5 for 
future use as a TTI in pasteurization processes. Reaction conditions were chosen 
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for compatibility with this future application, including the selection of the 
solvent and the acid catalyst. 

THEORETICAL CONSIDERATIONS 

Sucrose Hydrolysis 

Sucrose hydrolysis gives two reducing monosaccharides according to the 
following reaction: 

Sucrose + H,O - > Glucose + Fructose (1) 

This reaction, when catalyzed with acid and at constant pH and temperature, 
follows first order kinetics (Honig 1953; Meade 1963; Vukov 1965). 

The observed reaction rate constant k, increases with decreasing pH with an 
exponential dependence (Meade 1963; Vukov 1965). Bender and Brubacher 
(1973) studied the kinetics of acid hydrolysis of sucrose with a mechanistic 
approach and found the protonation of the sucrose molecule [Eq. (3)] to be the 
slowest, thus the rate-determining step, with an equilibrium constant K,, limiting 
the formation of the intermediate compound [Eq. (4)]. 

The overall rate of disappearance of sucrose is therefore equal to the rate of 
disappearance of the intermediate rate limiting compound SH+ (Bender and 
Brubacher 1973): 
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By substitution of Eq. (4) in Eq. (5), the rate of disappearance of sucrose can 
be related with the sucrose concentration, and the observed rate constant in Eq. 
(2) is then proportional to the concentration of hydrogen ions by a constant k* 
[Eq. @)I. 

The rate Eq. (2) can therefore be rewritten as Eq. (7), showing that sucrose 
hydrolysis may be described as a first order reaction both in terms of hydrogen 
ion and sucrose concentrations: 

The temperature dependence of the observed rate constants follows the 
Arrhenius equation over a wide range of pH and temperatures (Vukov 1965; 
Lou 1977) and the activation energy is independent of temperature, as concluded 
by Ward (1986) from an analysis of data reported by various authors. Therefore: 

Vukov (1965) stated that Ea is independent of pH and assumed an average 
value of 108.5 kllmole + 3.0, based on data he gathered in literature. However, 
more extensive literature review indicates values as different as 46.0 and 133.9 
kllmole (Table 1). 

If the equilibrium constant is assumed to follow an Arrhenius-type tempera- 
ture dependence (Atkins 1982). and combining Eq. (6) and (8), it can be 
concluded that the preexponential constant is proportional to H+ and the 
activation energy is independent of this catalyst: 

k,, = k,,,kin x K;OSeq x H+ = k(,* x H+ (9) 

This deduction supports the hypothesis of a pH independent activation energy 
suggested by Vukov (1965). 
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Nonisothermal Method 

Kinetic studies are directed at the development of a mathematical model 
describing reaction rate as a function of all relevant variables that are in this 
case time, temperature and pH (or hydrogen ion concentration). Nonisothermal 
methods for kinetic parameter determination fit best the aim of this study, as 
they represent thermal treatments better than the classical isothermal two-step 
method. Some other advantages of these methods are that they can overcome the 
problem associated with thermal lag in kinetic studies and simplify the collection 
of data (Rhim et al. 1989b). 

The classical isothermal methods for kinetic parameter determination are 
two-step methods, where rate constants k, are obtained at different temperatures 
from a set of isothermal experiments, according to the following general 
equation: 

The dependence of the rate constants on temperature is then obtained by 
fitting the data to the Arrhenius model (Eq. 8), giving the preexponential factor 
k, and the activation energy Ea. 

The same parameters can be obtained from one experiment with changing 
temperature, where both concentration and temperature are recorded as function 
of time. This is the basis of nonisothermal methods, which are one-step 
methods. The rate equation for first-order kinetics (n = 1) and the Arrhenius 
equation combined give the following equation: 

A linear temperature increase (approximately) was used. In this case, the 
temperature evolves gradually with time and the process covers equal tempera- 
ture ranges in equal intervals of time. In this case there is no analytical solution 
to the integral in Eq. (12) (Rhim et al. 1989b) and therefore the equation was 
solved numerically. Integral methods (Hill 1977; Hill and Grieger-Block 1980) 
were preferred to differential methods, as proposed by Nunes et al. (1991). 
Nonlinear least squares regression is preferable in this situation (Box er al. 
1978). Rate of convergence can be improved and linear dependence of 
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parameters decreased with a substitution of variables, as proposed by Nelson 
(1983). A new variable (6) is introduced, defined as: 

where 0 is the best weight of the temperature profile found for this case. In this 
situation 0 is: 

where w is the number of temperatures Ti recorded during the experiment. The 
improvements obtained with this transformation have also been observed by 
Haralampu et al. (1985) for isothermal kinetic studies. 

The final equation from which the theoretical concentrations of sucrose were 
calculated has the following form: 

The optimization program to obtain the kinetic parameters (6 and Ea) of the 
reaction (Fig. 1) was written in FORTRAN 77 for running on a personal 
computer IBM (model 55 SX). The optimization procedure was a nonlinear least 
squares regression using the Simplex method (Holzman 1980). The objective 
function was the sum of squares of the residuals between logarithms of predicted 
and experimental sucrose concentrations, as follows: 

0 . f .  = C(ln c,,, - In c,,,)* (minimum) (16) 

The predicted concentrations were calculated at each time by Eq. (15). 
Restrictions to the Simplex were based on the physical consistency of critical 
parameters (concentrations and kinetic parameters) and were imposed as 
suggested by Nedler and Mead (1965). A typical concentration curve is shown 
in Fig. 2. 
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initial estimates 

nonlinear optimization 6, Ea * calculates: 
objective function: 0.f. Cteo pH 

0.f. = I: (cenplncte~)~ = min 0.f. - 

FIG. 1 .  FLOW DIAGRAM OF THE COMPUTER PROGRAM 

0 5 10 15 20 25 
time (min) 

FIG. 2. EXPERIMENTAL AND PREDICTED SUCROSE CONCENTRATIONS AT 
pH 1.5 UNDER NONISOTHERMAL CONDITIONS 
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MATERIALS AND METHODS 

Nitric acid was chosen as catalyst based on the following criteria: (1) it was 
a strong monoprotic acid, (2) it would be inert towards stainless steel of a 
processing unit at the concentrations used, and (3) it had a good pH stability 
with time. Tap water was used as solvent, as it would be more convenient for 
future applications, namely for using in a pilot plant or industrial equipment, 
where large amounts of solution are necessary. Available tap water had quite 
constant properties along the year and the reaction in the available tap water 
gave results with errors in the order of magnitude of demineralized water. 

Solutions of nitric acid (Merck) were prepared at pH from 0.8 to 2.5 and 
standardized by automatic titration against a standard 0.10 M NaOH solution 
(high performance titration laboratory TitraLab, from Radiometer Copenhagen). 
Solutions of sucrose (food grade) at 1.0 g/L were prepared from each 
corresponding acid solution. This concentration was chosen to give final samples 
for analysis in the range of maximum sensitivity of the analytical method and of 
the measuring equipment. It was experimentally verified that no significant 
change in the pH occurred during an experiment. 

The sugar solutions were put into 15 duplicate 1.2 X 10 cm stoppered test 
tubes, which were small enough to avoid a significant thermal lag (maximum 
verified: 60 s). The tubes were immersed in a thermostatically controlled water 
bath with reciprocating motion (Shaking Water Bath SW-21C from Julabo). 
Temperature was increased linearly from 50 to 90C (Fig. 3) during the time 
required to achieve 90 % reduction of the disaccharide. The sample temperature 
was monitored with two thermocouples dipped in additional test tubes and was 
registered at appropriate time intervals. At 15 predetermined time intervals, 
tubes in duplicate were removed and plunged into cooling water at 5-10C. 

The nonreducing disaccharide concentration was determined by measuring the 
increase in reducing monosaccharides in the sample, that are the only hydrolysis 
products. The reducing sugars content was quantified by spectrophotometric 
dosage at 540 nm (UVIVIS spectrometer UNICAM 8625) by the DNS method 
as described by Oliveira (1988), which is valid for concentrations between 0.1 
and 1 g1L. For each experiment, a calibration curve was made with standard 
glucose solutions [D(+)-Glucose anhydrous for biochemistry, Merck]. 
Disaccharide concentration at time t was then obtained by difference of reducing 
sugar concentration after total hydrolysis and reducing sugar concentration at the 
same time t. 

RESULTS AND DISCUSSION 

The acid hydrolysis of sucrose was confirmed to be a first order reaction (see 
Fig. 4) and the rate constant to follow an Arrhenius dependence on temperature 
(see Fig. 5) in the range of experimental conditions covered. 
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0 5 10 15 20 25 
time (min) 

FIG. 3 .  TYPICAL TEMPERATURE HISTORY FOR THE 
NONISOTHERMAL METHOD (pH 1 .S) 

time (min) 

time (min) 

FIG. 4. ACID HYDROLYSIS OF SUCROSE AT 70C (pH 2.5) 
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FIG. 5. RATE CONSTANTS AT pH 2.5 
Diamonds represent isothermal data, circles represent nonisothermal 
data and the dotted line represents the 95% confidence interval for 

the isothermal method. 

Validation of the Nonisothermal Method 

The nonisothermal method was validated at pH 2.5, by comparison with 
results obtained with the classical isothermal method. This pH was chosen 
because published results at other pH values within the range of temperature1pH 
of interest to this study were scarce. For this validation 6 isothermal runs were 
carried out at different temperatures, from 70 to 95C. The parameters were 
obtained by the classical two-step approach. In all regressions, the procedure 
described by Bard (1974), based on the covariance matrix of the estimates, was 
used for calculating both the correlation factors and the confidence intervals for 
the parameters. The procedure is only exactly valid for linear regressions, but 
it has been suggested as a good approximation for nonlinear regressions and is 
widely used for this situation (Bard 1974; Seber and Wild 1989). The isothermal 
method showed an increase of the 95 % confidence interval of the rate constants 
with temperature (Fig. 5). The rate constants obtained with the nonisothermal 
method fall within this confidence interval, thus showing that the two methods 
provide consistent results. 
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Dependence of Kinetic Parameters on pH 

Using the nonisothermal method the values of Ea and In k, were determined 
for different pH values from 0.8 to 2.5. The results are plotted on Fig. 6 and 
7 ,  respectively. The 95% confidence intervals for each experiment are marked 
with vertical lines. It can be noted that these intervals. have a considerable 
magnitude. The points show a high scatter as well and a clear relation between 
the kinetic parameters and pH is not evident. Particularly, it is impossible to 
conclude that In k, varies linearly with pH, while Ea is independent of pH, as 
the theory suggests. Due to the significant scattering of the results, it is not 
possible either to suggest another model that can accurately predict the sucrose 
concentration variation at all pH values. 

It is well known that the Ea and In k,, values are highly collinear (Haralampu 
et al. 1985). In this case this has been confirmed by the calculated statistical 
correlation between both parameters, which was larger than 0.99. This means 
that for a given set of data there is a very large number of pairs of In k, and Ea 
that predict equally well the variation of the rate constant with time. That is, 
although the plotted values correspond to the minimum residual for a given pH, 
there is a high number of other Ealln k,, combinations that are statistically 
similar, with a 95 % probability. 

yi 
Vukov's value ( 1085) - c@nhd* 

FIG. 6. DEPENDENCE OF THE ACTIVATION ENERGY ON pH 
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0.5 1 1.5 2 2.5 3 
pH 

FIG. 7 .  DEPENDENCE OF THE PREEXPONENTIAL FACTOR ON pH 

50 

In k, 

Therefore, a different analysis is required. Combining Eq. (9) with Eq. (12). 
a more general relation between concentration and time can be obtained: 

4 0 -  

A nonlinear regression based on this equation was then applied to all 
experimental data obtained, instead of analyzing each pH set of data separately. 
The objective function was again the sum of the residuals of the logarithms of 
sucrose concentration but the parameters considered were co, In 16' and Ea (the 
differences in the computer program flow diagram are represented in bold in 
Fig. 1). The estimated parameters and corresponding 95% confidence intervals 
were: 

h/ 
0 iNhidmi\.alues 

10 r t u r [ , , r ,  t n 1 1 1 r r a 1 I r r 

* O 1  p f l i v a h a  

telation far fixed E1(1085) 
-- c@nklrelaion 
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It should be noted that this procedure does not decrease the collinearity 
problems between both parameters. Its advantages come from the fact that it is 
statistically more correct: since a one-time only regression is carried out, there 
is no propagation of error from one correlation to another. 

These values are also shown in Fig. 6 and 7 (thickest line). The 95% 
confidence intervals are not represented because of their very small magnitude. 
The activation energy is lower than the one suggested by Vukov (1965) but lies 
well within the expected range. Figure 7 also shows the dependence of In k,, on 
pH using the value of Ea suggested by Vukov (1965): 108.5 kJ1mole. This 
shows that if a constant Ea value is assumed, then the relationship found for In 
k,, as a function of pH is the one predicted theoretically. Obviously, Vukov's Ea 
leads to higher residuals, if applied to our data. 

Figure 8 shows the predicted variation of concentration with time, at different 
pH values, using the individual values of In k,, and Ea obtained at each pH and 
the Ea and In k,, values obtained with Eq. (17). It can be observed that the two 
predicted curves are quite similar. 

0.0 

0 10 20 30 40 5 0  
t ime (min) 

FIG. 8 .  PREDICTED CONCENTRATION PROFILES AT 70C 
The points were generated with kinetic parameters obtained for 

each pH. The lines were obtained with Ea = 99 kllmole 
and k, = exp(35.6) x H' in min-'. 



ACID HYDROLYSIS OF SUCROSE 

CONCLUSIONS 

The isothermal and the nonisothermal method produced consistent results, 
proving that nonisothermal methods can be used instead of the conventional 
isothermal ones, having the advantage of reducing time and reagent require- 
ments. Furthermore, in this case the system is tested under conditions similar 
to the ones it is going to be used for (TTI). 

Ea and k, values are highly collinear, making the selection of their determina- 
tion procedure very important. An appropriate analysis allows to conclude that 
the activation energy of the sucrose acid hydrolysis can be assumed independent 
of both temperature and pH, while the preexponential factor varies linearly with 
hydrogen ion concentration, as follows: 

This behavior has a theoretical support and was validated experimentally by 
the good fits between such model and experimental results. 

Controlling the pH, one can control the rate of the hydrolysis process. For 
a given temperature a pH can be selected so that after a required time period the 
variation in the sucrose concentration allows for an accurate determination. 
Table 2 shows the pH values required to obtain a 90% reduction in the sucrose 
concentration for different combinations of timeltemperature, usual inpasteuriza- 
tion. It can also be noted that the activation energy of this reaction is similar to 
the activation energy of some quality degradation changes, as Adams et al. 
(1984) also referred. It is however important to note that this system is only 
applicable as a TTI for factors exhibiting exactly the same activation energy 
(Weng 1991). Therefore, its application is far more interesting for experimental 
verification of mathematical models than for assessing quality changes, where 
its use is rather restricted, since quality factors can have energy activation as 
different as 30 and 170 kllmole (Lund 1975). It is also very important to note 
that this reaction should not be used to assess microorganism inactivation, unlike 
suggested by Lou (1977). 

TABLE 2. 
ESTIMATED pH VALUES REQUIRED FOR A 90% REDUCTION OF SUCROSE 

(ACID HYDROLYSIS) AT DIFFERENT PROCESSING CONDITIONS 

Product 

acid products (4.0-4.3) 

acid products (4.3-4.5) 

dairy products 

tomato paste 

Processinq conditions 

93.3 C - 5 rnin 

93.3 C - 10 rnin 

62-65 C - 30 min 

105 C-3min 

estimated pH for hydrolysis 

1.74 

2.04 

1.21 -1.35 

1.89 
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NOMENCLATURE 

0.f. 
R 
S 
SH' 
t 
T 
TTI 
P 
6 

Concentration (g1L) 
Initial concentration (g/L) 
Activation energy (Jlmole) 
Hydrogen ion concentration (mole1L) 
Observed kinetic rate constant at temperature T (min-I) 
Preexponential factor (min-') 
Constant, as defined in Eq. (6) (Llminlmole) 
Constant, as defined in Eq. (9) (L/min/mole) 
Rate constant, as defined in Eq. (5) (min-I) 
Equilibrium constant, as defined in Eq. (4) (Llmole) 
Order of reaction 
Number of temperatures recorded during an experiment 
Objective function, as defined in Eq. (16) 
Universal gas law constant (= 8.314 J/mole/K) 
Sucrose concentration (mole1L) 
Protonated sucrose concentration (mole/L) 
Time (min) 
Temperature (K) 
Time-temperature integrator 
Weight of inverse of temperatures, as defined in Eq. (14) (K-') 
Parameter, as defined in Eq. (13) 

Subscripts: 

exp Experimental 
teo Theoretical 
t At time t 
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ABSTRACT 

Convective heat transfer coefficients (hd between fluids and cubic particles 
in continuous flow were investigated with respect to flow rate, viscosity, particle 
size, and radial location using noninvasive methods: ( I )  liquid crystal color 
change, and (2) measurements of relative velocity via flow visualization (j%r 
veriflcation of liquid crystal results). All tests were conducted using sodium 
carboxymethyl cellulose (CMC) as the carrier fluid. Results indicate that hf, 
increases with decreasing particle size, increasing flow rates and (as expected) 
decreasing viscosity. Radial location affects hf, values: changing the particle 
position from the center to the bottom of the tube increases the convective heat 
transfer coefjicient. Comparison between the methods indicates good agreement, 
providing a means of veriflcation for the liquid crystal method. 

INTRODUCTION 

Optimal process design for aseptic processing of particulates requires good 
estimates of heat transfer parameters, including the convective heat transfer 
coefficient at the fluid to particle interface. Previous work has included studies 
on immobilized particles (Chandarana et al. 1990; Zuritz et al. 1990; Chang and 
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Toledo 1989; Awuah et al. 1991), and for free particles (Sastry et al. 1990; 
Heppell 1985; Mwangi et al. 1992). 

Sastry (1992), discussed different methods that could be used to determine 
fluid-to-particle heat transfer coefficient. Advantages and limitations were 
discussed for each approach and examined critically. The eight approaches cited 
by the author were: (1) stationary particle methods (Chandarana et al. 1990), (2) 
microbiological methods and history indicator (Heppell 1985), (3) moving 
thermocouple (Sastry et al. 1989), (4) liquid crystal methods (Stoforos et al. 
1989; Balasubramaniam 1993), (5) melting point indicator (Mwangi et al. 1992), 
(6) relative velocity methods (Balasubramaniam 1993), (7) transmitter methods 
(Lesho and Hogrefe 1989), and (8) liquid temperature calorimetry (Sastry 1992). 
Many of these methods were considered useful to cross-validate and complement 
one another, but none of them was considered applicable to all conditions. More 
recent work from this laboratory (Balasubramaniam and Sastry 1994) has found 
that under laminar flow conditions, the effect of particle-to-pipe dimension ratio 
was not clear cut; this was attributed to variation in particle trajectories (which 
were not controlled). 

Zitoun and Sastry (1994) determined convective heat transfer coefficients for 
cubic particles in non-Newtonian carrier fluids in laminar flow using the moving 
thermocouple approach of Sastry et al. (1 990). Results indicated increasing heat 
transfer coefficients with increasing flow rate, decreasing viscosity and 
decreasing particle-to-tube dimension ratio. The results indicated that the 
dimension ratio effect was the opposite of that observed by Sastry et al. (1990) 
under turbulent flow conditions. The differences were attributed to the mixed 
and highly turbulent flow regime in the earlier study, which resulted in the 
dominance of "channeling" or "Bernoulli" type effects under turbulent flow. 
However, the study of Zitoun and Sastry (1994) did not involve control of 
particle trajectories. A better understanding of trends in h,, would be achieved 
if parameters such as radial location were controlled, dictating the use of suitable 
noninvasive techniques. The studies of Stoforos et al. (1989) and 
Balasubramaniam (1993) indicated the feasibility of using liquid crystal 
temperature sensors; and Balasubramaniam (1993) also included a flow 
visualization technique (relative velocity method) that could be used for cross 
validation with other methods. Accordingly this research work emphasizes the 
determination of the convective heat transfer coefficient for moving cubic 
particles in holding tubes as affected by particle size, fluid flow rate, viscosity, 
and radial location; using liquid crystal sensors as the primary measurement 
technique; and using relative velocity measurement for cross validation. It was 
recognized that the relative velocity technique is dependent on existing 
correlations, and its use was therefore considered limited to that of verifying 
whether the data from other methods were consistent with observed flow 
patterns. 



CONVECTIVE HEAT TRANSFER COEFFICIENTS 

MATERIALS AND METHODS 

All studies were conducted at 3 flow rates, 3 particle sizes, 3 viscosities of 
carrier fluid, and 2 radial locations, and were replicated 6 times. A summary of 
experimental conditions is presented in Table 1. Sodium carboxymethyl cellulose 
(CMC) was used as the carrier fluid in all studies. The measurement of 
temperatures upstream and downstream of the test section (diameter of 5.08 x 
10-*m and length of 1.5 m) were controlled using two thermocouples (Fig. 1). 
The temperature was constant at 45C + 0.5C. 

Liquid Crystal Method 

Experimental Procedure. The experimental procedure involved introduction 
of a liquid crystal-coated transducer particle into an entry port upstream of the 
test section (Fig. I), and videotaping of its color changes along the test section. 
Radial location was controlled in the initial sets of experiments using a specially 
constructed metallic screen tunnel (Fig. 2) that permitted precise radial entry 
points for transducers while minimizing interference with the rest of the flow 
field. Due to matched densities with the fluid and since the test duration was too 
short for radial migration effects to occur, particles introduced at a given radial 
location continued at that location through the tube length. After some use, it 
was observed that the tunnel caused scratching of the liquid crystal layer; hence 
its use was discontinued for the rest of the liquid crystal runs, although it was 
still used for the relative velocity method. Radial location was controlled by the 
trial and error procedure by pushing the particle to the estimated radial location 
providing a controlled initial impetus at the introduction port. The actual radial 
location was then determined after the fact by viewing the videotape. A large 
number of videotaped test runs were screened to select six replications at each 
of the radial locations. Only a fraction of the test runs could be used by this 
approach. 

TABLE 1. 
EXPERIMENTAL CONDITIONS 

Variables 

Flow nte  (mJ/s) 

Particle size (cm) 

CMC concentration % 

Radial location 

Values 

5 . 0 5 ~  lo4 

1.994 

0.8 

2.52x104 

1.176 

0.2 

center bottom 

3.76x104 

1.595 

0.4 
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FIG. 1 .  SCHEMATIC DIAGRAM OF EXPERIMENTAL SETUP 

A calibration run was conducted at each test condition by videotaping the 
color changes of a liquid crystal coated particle while attached to a thermocouple 
wire. The video images were analyzed to determine time-temperature data. The 
hue (h) was related to temperature by the following equation: 

All analyses were carried out using image analysis software (Image-Pro, 
Media Cybernetics Inc., Silver Spring, MD). Values of h,, were found by using 
the Newton's law of heating and cooling (for Bi < 0.1) since the transducers 
used were of high thermal conductivity. 

By plotting In (T - T,) versus time, h,, was determined from the slope of the 
curve, as: slope = -(h,, A)/M C,, and the intercept = In (Ti - T,). 



CONVECTIVE HEAT TRANSFER COEFFICIENTS 

FIG. 2. METALLIC SCREEN TUNNEL (a) FOR CENTER RADIAL LOCATION; 
(b) USED FOR BOTTOM RADIAL INTRODUCTION 

Particle Details. Hollow particles were made from aluminum sheet metal. To 
obtain the appropriate density to simulate food particles, sheets of specific 
thickness were used (Table 2). After cutting the sheet to the desired dimensions 
(1.994, 1.595 and 1.176 for large, medium and small sizes, respectively) the six 
sides of the cube were assembled. 

Coating Technique. The technique to coat particles with liquid crystals 
required the following steps. Liquid crystal slurry was prepared by mixing one 
part of liquid crystal with three to four parts of the binder. A hollow cubic 
aluminum transducer particle was coated with water soluble black paint using an 
air brush. After the particles dried, liquid crystal was applied using an air brush, 
and then air dried. The dimensions and physical properties of the metal 
transducer particles are presented in Table 2. The slight difference in apparent 
density was less than 0.05%. 

TABLE 2. 
DIMENSIONS AND PROPERTIES OF METAL TRANSDUCER PARTICLES 

USED IN THE LIQUID CRYSTAL METHOD 
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Relative Velocity Method 

Experimental Procedure. Neutrally buoyant transducer panicles (properties 
in Table 3) were introduced into carrier fluid (CMC solutions; rheological 
properties determined as described later) and videotaped during their passage. 

Fluid velocities were visualized using finely ground polystyrene tracers in the 
flow. Particle-fluid relative velocities were determined upon video replay by 
determining the time elapsed (measured by digital timer accurate to 1/60 s) for 
the particle and tracers to move a specified distance (determined by a grid 
placed on the tube) at the same radial location (details are presented in Fig. 3). 
For example, from Fig. 3, the velocity of the particle between times t, and t, 
was determined from the distance traversed (based on the number of equidistant 
grid points) divided by the elapsed time (t, - t,). During this same time 
interval, the tracer traversed a straight line trajectory before and after passing 
the particle, plus a curvilinear path in the vicinity of the particle. These 
distances were determined by estimating tracer coordinates over successive 
frames of the videotape, and divided by elapsed time to yield the tracer velocity. 
The relative velocity between fluid and particle was then determined as the 
difference between particle and tracer velocities. 

The screen tunnel (Fig. 2) as described under the liquid crystal method, was 
used to introduce particles at precise radial locations. The relative velocity 
versus radial location was determined in three dimensions, by using a mirror 
above the holding tube at an angle of 45. 

Relative velocity data were used, along with product rheological properties, 
to determine h,, values. This approach is easier for spherical particles 
(Balasubramaniam and Sastry 1994) where several dimensionless correlations 
(e.g., Ranz and Marshall 1952) are readily available for the unbounded flow 
case. In the present situation, no relationships were found for cubic particles. As 
a result, it was decided to use the available relations for spheres as approxima- 
tions, while recognizing the inaccuracy inherent in the assumption. The approach 

TABLE 3. 
DIMENSIONS AND DENSITIES OF TRANSDUCER'PARTICLES 

USED IN THE RELATIVE VELOCITY METHOD 

I length Material density Apparent density I (m) I (Kglm3) 11 
Polvstvrene 1 0.01994 1 1078.45 1 1078.66 11 
Polystyrene 1 001595 1 1078.45 1 1078.1 1 11 
Polystyrene 0.01 176 1078.45 1078.54 
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(a) at time t, 

@) at time t, 

(c) at time t, 

FIG. 3. CRITERIA FOR CHOICE OF TRACER (t, < t, < t,) 
(a) A tracer moving at the same radial location as the axis of the particle; 
(b) a tracer moving over the transducer particle; (c) a tracer overtaking 

the transducer particle. 

was considered appropriate, because the major purpose of the relative velocity 
method is not to accurately measure heat transfer coefficients per se, but rather 
to verify whether results of heat transfer methods are reasonable and consistent 
with the relative velocity data. Three empirical correlations were used, which 
apply for forced convection heat transfer between a fluid at constant temperature 
flowing past a single spherical particle; these were the equations of Ranz and 
Marshall (1952): 
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Kramers (1947): 
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and Whitaker (1972): 

The heat transfer coefficient h,, was determined from the Nusselt number: 

where L, is the characteristic length of the cube. A number of choices of 
characteristic length were considered. For example, Chang and Toledo (1989) 
have used L,, equal to the diameter of a sphere having the same surface area as 
the actual cubic particle. The values of h,, in this study were determined using 
a characteristic length b, different from those mentioned in many studies in the 
literature (Sparrow and Stretton 1985; King 1932; Lienhard 1973), and 
corresponded to an equivalent diameter of the cubic particle having the same 
volume as a sphere (L, = 2 S (314~)'"). This definition of L, was considered 
appropriate to our study, since it keeps the density of the particle constant. 

Physical Properties of Fluid. The non-Newtonian fluids used were aqueous 
solutions of sodium carboxymethyl cellulose (CMC). CMC solutions were 
prepared by adding the appropriate amount of CMC powder to water; the 
powder was slowly dispersed into the tank and stirred with an electric mixer. 
Then, the appropriate amount of sugar was added to match the density of the 
particle. Before the test the solution was transferred to the system and 
recirculated with venting to ensure the absence of air bubbles in the system. 

The rheological properties were determined by using a coaxial cylinder 
viscometer (Rheomat Model 1 15, Contraves Industrial Division, Cincinnati, OH) 
and measuring shear stress (7) and shear rate ( j . ) .  The measurements were 
conducted before and after test to determine if significant shear breakdown 
effects occurred. 

Results were analyzed based on the Ostwald-de-Waele power law model: 

A regression program (Systat 1989, Systat Inc., Evanston, IL) was used to 
determine K and n. The constants K, n obtained to fit the experimental data 
were statistically found with a correlation coefficient that ranged from 0.978 to 
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1. The rheological properties of the two fluid carriers used in the two different 
methods are presented in Table 4. The density of fluid with different concentra- 
tions of CMC and the quantity of sugar added to water in order to match the 
density of particles are summarized in Table 5. 

The specific heat and the thermal conductivity of CMC were predicted from 
the following expressions (Heldman and Singh 198 1): 

CPf = 1.675 + 0.025 (Water content, %) (8) 

k, = [326.575 + 1.0412 T - 0.00337 P]  
[0.796 + 0.009346 (Water content, %)I 

TABLE 4 .  
RHEOLOGICAL PROPERTIES OF THE 

FLUID CARRIERS 

L.C.M.: Fluid carrier for the liquid crystal method. 
R.V.M.: Fluid carrier for the relative velocity method. 
a: At 31C 
b: At 31.8C 
c: At 32.4C 

TABLE 5. 
DENSITY OF THE FLUID WITH DIFFERENT 

CONCENTRATIONS OF CMC 
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RESULTS AND DISCUSSION 

Liquid Crystal Method 

Generalized Reynolds and Prandtl numbers are presented in Table 6; since 
Re, is less than 1400, the flow regime is laminar. Table 7 presents the values 
of h,, as affected by flow rate, radial location and the size of particles. The 
average values of h,, were calculated based on 6 replications, and the standard 
deviation ranged from 22 to 120 W/m2K. By investigating the effect of the flow 
rate on the convective heat transfer coefficients, it was found that h,, increased 
with increasing flow rate (p <0.05) and increased as the particle radial location 
changed from center to bottom (p <0.05; only 5 values out of 54 did not satisfy 
p <0.05, but they satisfied p<0.1;  these readings were also from the highest 
viscosity condition for which the greatest h,, variation occurred). Values of h,, 
were found to decrease with increasing CMC concentration in the solution 
(p < 0.05). For particle to tube size ratio, h,, values increased when the particle 
size decreased (p <0.05). The above observation is similar to the result obtained 
using moving thermocouple methods (Zitoun and Sastry 1994), but there is an 
apparent inconsistency with the results obtained by Sastry er al. (1990). The 
principal reason for the difference is the flow regime: laminar in the present 
instance; fully developed turbulence in the earlier study. When fully developed 
turbulence occurs, the fluid is radially well mixed due to eddies, and the 
principal source of relative velocities would appear to be the "Bernoulli" or 
"channeling" effect, where the particle acts as an obstruction, and the fluid 
accelerates through the gap between particle and tube wall. This effect also 
occurs in laminar flow and has been noted by Balasubramaniam and Sastry 
(1994), but the effect is restricted primarily to those streamlines that move faster 
than the particle. In laminar flow, only the faster streamlines distort shape to 

TABLE 6. 
GENERALIZED REYNOLDS AND PRANDTL NUMBERS USED 

FOR LIQUID CRYSTAL METHOD 
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TABLE 7. 
FLUID-TO-PARTICLE HEAT TRANSFER COEFFICIENTS VALUES 

AT VARIOUS FLOW RATES, PARTICLE SIZES, AND CMC 
CONCENTRATIONS AT 45C, AS DETERMINED BY THE 

LIQUID CRYSTAL METHOD 

S.R.L.:Size and radial location. 
1, m. s:size of particles; b, c: radial locations. 
Ib: Large bottom; Ic: Large center; 
mb: Medium bottom; mc: Medium center; 
sb: Small bottom; sc: Small center. 

move past the particle; thus the particle size effect in restricting the flow path 
is not as pronounced in laminar as in turbulent flow. 

The effect of radial location appears to be due partially to lack of rotation of 
centrally located particles. The particles at the tube bottom were exposed to fluid 
velocity gradients, which caused them to rotate, increasing their heat transfer 
coefficient. Further insights were obtained by the relative velocity study (see 
discussion under relative velocity method). Due to the fact that Fourier numbers 
were greater than 0.2 and Biot numbers found in this set of experiments (see 
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TABLE 8. 
VALUES OF BIOT NUMBERS FOR EACH h ,  VALUE CORRESPONDING 

TO A SPECIFIC FLOW RATE, PARTICLE SIZE, CONCENTRATION 
OF CMC, AND RADIAL LOCATION FOR THE LIQUID 

CRYSTAL METHOD 

m: Medium 
s: Small 

Table 8) are small (<0.1), the use of the lumped capacitance method is 
justified. 

Dimensionless correlations were developed to relate Nusselt number (Nu) to 
generalized tube Reynolds (Re,) and Prandtl (Pr,) numbers, ratio of particle 
characteristic length and diameter of the tube &ID), and ratio of the radial 
location of the axis of particle to the radius of the tube (R - r1R). Multiple 
regression analysis after logarithmic linearization yielded the following equation: 



CONVECTIVE HEAT TRANSFER COEFFICIENTS 22 1 

Figure 4 shows a rearranged form of Eq. (10) with Nusselt number found 
experimentally and predicted (solid line). The high ? values indicate that much 
of the variability in previous results can be explained by the effects of radial 
location. In all cases, heat transfer coefficients were higher than expected from 
zero relative velocity. 

Relative Velocity Method 

Values of generalized Reynolds and Prandtl numbers are presented in Table 
9, showing that the regime is clearly laminar. The results of the relative 
velocities and their corresponding heat transfer coefficients using the Ranz and 
Marshall relation for 0.2%, 0.4% and 0.8% CMC are presented in Fig. 5,  6 
and 7, respectively. The value of relative velocity V, represents the average 
value of three different relative velocities of the same particle size and the same 
radial location. Statistical analysis indicated that the standard deviation ranged 
from 4.5% to 19.3% of the mean. The value of the liquid to particle heat 
transfer coefficients increased with increasing flow rates and with decreasing 

FIG. 4. CORRELATION BETWEEN EXPERIMENTAL AND PREDICTED NUSSELT NUMBER 
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TABLE 9. 
GENERALIZED REYNOLDS AND PRANDTL NUMBERS USED 

FOR THE RELATIVE VELOCITY METHOD 

FIG. 5 .  PLOT OF HEAT TRANSFER COEFFICIENT h, AS INFLUENCED 
BY FLOW RATE, PARTICLE SIZE. AND RADIAL LOCATION AT 0.2% CMC 
CONCENTRATION FOR THE RELATIVE VELOCITY METHOD (RANZ AND 

MARSHALL RELATION) 
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300 4 
2.OE-04 3.0E-04 4.0E-04 5.0E-04 6.0E-04 

Row Rate (m%) 

FIG. 6. PLOT OF HEAT TRANSFER COEFFICIENT h, AS INFLUENCED BY FLOW 
RATE. PARTICLE SIZE, AND RADIAL LOCATION AT 0.4% CMC CONCENTRATION 

FOR THE RELATIVE VELOCITY METHOD (RANZ AND MARSHALL RELATION) 

2504 
2.0E-04 3.0E-04 4.OE-04 5.0E-04 6.OE-04 

Row Rate (rn3/s) 

FIG. 7. PLOT OF HEAT TRANSFER COEFFICIENT h ,  AS INFLUENCED BY. 
FLOW RATE, PARTICLE SIZE, AND RADIAL LOCATION AT 0.8% CMC FOR 
THE RELATIVE VELOCITY METHOD (RANZ AND MARSHALL RELATION) 
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size of particles with 0.05 level of significance, and decreased with increasing 
viscosity as expected with 0.05 level of significance. Values of h,, at the bottom 
were higher than those at the center (p < 0.05) because of the higher values of 
relative velocities obtained at the bottom than those at the center (only 13 out of 
162 data values did not satisfy the level of significance p<0.05, but they 
satisfied p < 0.1; this was observed for high viscosity condition, for which 
higher standard deviations occurred). The values of h,, determined have the 
same trend with h,, values obtained using Kramers and Whitaker relations. These 
results are not only fully consistent with the findings of the liquid crystal 
method, but are also in good quantitative agreement, providing an extra measure 
of validation for the liquid crystal results. 

The flow visualization studies yield further insight into the bottom-to-center 
difference observed in the liquid crystal studies. When the particle moves at the 
bottom the fluid surrounding the bottom of particle is moving slower than fluid 
at the center, which moves at a faster velocity. This particle experiences a 
significant velocity gradient over its surface, and may either rotate (thereby 
increasing fluid disturbance and h,,) or slide against the wall tube thereby 
decreasing the particle velocity (increasing relative velocity) and h,,. 

A significant increase occurred in the relative velocity (p C0.01) between the 
low flow rate (2.52 x m3/s) at the bottom and at the center compared to 
that of a higher flow rate (5.05 x m3/s). This shows that the flow field 
around the particle has a great impact on the fluid to particle heat transfer 
coefficient. The ability of the surrounding fluid to continuously supply the 
particle with hot fluid affects the magnitude of h,,. 

The values of relative velocity found in the present study are higher than 
those presented by Sastry et al. (1990), and were in all cases, different from 
zero. For their case, the relative velocity was measured by determining particle 
velocities directly and using average fluid velocities. Their results show 
moderate agreement for low particle size and low flow rates, but underprediction 
at higher values of particle size. In the present study, the flow visualization 
experiments enabled us to more accurately determine the relative velocity, which 
explains the differences with the method cited previously. The difference can be 
explained by the fact that the local velocity of fluid in the vicinity of a particle 
is different from the average fluid velocity. 

The values of h,, decreased with increasing particle size, exactly as observed 
in the liquid crystal method. Axially located particles generally did not rotate 
significantly, because the shear field about them was symmetric, resulting in no 
net moment about the particles. The particles in this case moved at high 
velocities and adjacent streamlines moved by them slowly; i.e., low relative 
velocities. The strearnlines immediately surrounding the particles were distorted, 
but the distortions further away from the particle (close to the wall) were slight; 
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indicating that the far flow field had little effect on the particle (i.e., wall effects 
were slight in this laminar flow situation). 

By contrast, the particles at the bottom were subjected to a wide variation in 
flow conditions. For particles that slid (rather than rolled) along the bottom, the 
side closest to the tube wall was in contact with slow-moving fluid, while the 
side closest to the axis was exposed to fast moving streamlines that accelerated 
by it in the "Bernoulli" manner. Rolling particles were exposed to more complex 
and disturbed fluid patterns. These visualization results provide further insight 
into the liquid crystal observations and provide a measure of verification for 
these results. They also help explain differences between these results and 
previous results for turbulent flow. 

CONCLUSIONS 

Fluid-to-particle convective heat transfer coefficient (h,,) increased with 
increasing flow rate, decreasing viscosity and decreasing particle size in both 
methods; also the same results were obtained when the radial location was 
changed from the center to the bottom. Results of the relative velocity method 
help provide some verification and insight into the trends observed by the liquid 
crystal method. Effects of particle-to-tube dimension ratio in this study differed 
from that of previous studies; this appears to be due to the different flow regime 
(laminar in this study, turbulent in the others). 

For the liquid crystal method the values of h,, (individual replications) ranged 
from 270 to 930 W/m2K. The relative velocity method yielded higher convective 
heat transfer coefficient h,, than those of liquid crystal. The values of h,, ranged 
from 287 to 1277 W/m2K depending on correlations used. The h,, values from 
the relative velocity method are only approximate, since they depend on 
correlations developed for spherical particles, but the general agreement in the 
range of values indicates some consistency in the methods. 

The results indicate that disturbance of the flow field occurs in the vicinity 
of particles in continuous flow, and that the disturbance depends on the radial 
location as well as particle size. It is the local velocity field that influences h,,, 
and the results are different for laminar and turbulent flows. Heat transfer 
coefficient values measured were higher than expected from zero fluid-particle 
relative velocity. 

NOMENCLATURE 

A Surface area of the particle, m2 

C, Specific heat of the particle, J/KgC 



226 K.B. ZITOUN and S.K. SASTRY 

Diameter of the tube, m 
Fluid-to-particle heat transfer coefficients, W\m2K 
Hue 
Consistency coefficient, Pa sn 
Thermal conductivity WImC 
Characteristic length, m 
Mass of the particle, Kg 
Flow behavior index, dimensionless 
Radial coordinate of center of particle (m) 
Radius of the tube, m 
Side of the cube, m 
Time, s 
Temperature, C 
Velocity, m/s 
Relative velocity, m/s 

Dimensionless Numbers 

Bi Biot number = hfpLpMk, 
Fo Fourier number = crt/L: 
Nu Nusselt number [defined in Eq. (6)]  

Pr, Generalized Prandtl number = 2n-3K((3n + l)/n)nCpfD'-n/kfV1 -" 
Re, Generalized Reynolds number = V2-nDnpl[2n-3K((3n+ l)/n)"] 

Greek Letters 

CY Thermal diffusivity, m2/s 
P Viscosity (Pa s) 
P Density, Kg/m3 
r Shear rate, Pa 
? Shear rate, s-' 

Subscripts 

f Fluid 
1 Initial 
P Particle 
s Slip (corresponding to relative velocity between fluid and particle), or 

surface, in Whitaker correlation 
00 Free stream conditions 
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ABSTRACT 

The convective heat transfer coeflcient, hfp, between fluid and cubic 
particles was investigated with respect to flow rate, viscosity, and particle to 
tube dimension ratio using a moving thermocouple method. This study was 
conducted for a single particle. The determined values of hfp ranged from 199 
W/m2C and 749 W/m2C. Results indicate that an increase in viscosity or 
dimension ratio decreased hfp values. In contrast, an increase in flow rate , 
increased values of hfp. The effect of particle to tube dimension ratio was the 
opposite of those in previous studies by this method and appears to be due to 
differences inflow regime (laminar in this study, as compared to fully developed 
turbulence in previous work). A dimensionless correlation developed to relate 
Nusselt number to generalized Reynolds and Prandtl numbers, ratio of particle 
characteristic length and diameter of the tube, had an ? value of 0.94. 

INTRODUCTION 

A major concern in aseptic processing of liquids containing particulates is 
commercial sterility. Since low-acid foods can support the growth of Clostridium 
Botulinum (C. Bot.), the thermal process design requires consideration of the 
possibility that C. Bot. may be present at the slowest heating locations of 
individual food particles. The application of aseptic thermal processing of foods 

' Salaries and research support provided by State and Federal Funds appropriated to the Ohio 
Agricultural Research and Development Center, The Ohio State University. References to 
commercial products and trade names are made with the understanding that no discrimination and 
no endorsement by The Ohio State University is implied. 
Corresponding author. 

Journal of Food Process Engineering 17 (1994) 229-241. All Rights Reserved. 
"Copyright 1994 by Food & Nutrition Press, Inc., Trumbull, Connecticut. 229 



230 K.B. ZITOUN and S.K. SASTRY 

containing particulates involves consideration of a variety of factors that affect 
the process. The overall challenge in the processing of low acid foods is to 
provide maximum nutrient retention while maintaining microbiological safety of 
the final product. In recent years, there has been a considerable growth of 
interest, research, and development in applying this technology to the processing 
of low acid foods containing particulates. 

Heat transfer data are important in the design of thermal process schedules. 
Successful process filing with the U.S. Food and Drug Administration requires 
documented understanding of process heat transfer. Lack of such heat transfer 
information still limits significant commercial realization of aseptic technology 
for particulates. 

Some of the previous research on measurement of the liquid-particle heat 
transfer coefficient (hb) has dealt with stationary particles (Chang and Toledo 
1989; Zuritz et al. 1990; Awuah et al. 1991; Chandarana et al. 1990). Some 
studies have been conducted for free particles (Heppell 1985; Stoforos et al. 
1989; Sastry 1989,1990; Mwangi et al. 1992). 

The goal of the present study was to measure fluid-to-particle convective 
heat transfer coefficients, h,,, for cubic particles in continuous flow in a 
non-Newtonian carrier using the moving thermocouple method of Sastry et al. 
(1990). The variables studied were flow rate, panicle to tube dimension ratio, 
and rheological properties of carrier fluid. 

THEORY 

In the case where the surface resistance to heat transfer is large compared 
to the internal resistance, the associated Biot numbers (Eq. 1) are then very 
small (Bi = hbLp/k < 0.1); e.g., for high thermal conductivity materials like 
aluminum), and the heat transfer coefficient can be determined using a lumped 
capacity analysis (Incropera and De Witt 1990). 

From an energy balance, the Newtonian law of heating and cooling is 
obtained: 

(T-TJ hfi A 
I n = -  t 

T i  MC, 

If T, is constant by plotting In (T-T,) versus time, we can determine h,, from 
the slope of the curve. 
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Thus, the value of h,, can be determined if particle and fluid temperature 
histories can be determined in some manner. Fluid temperature measurement is 
trivial, but noninvasive particle temperature measurement is not easy. Thermo- 
couple measurements can be made, if the sensor moves with the particle and 
does not affect its rate of travel. 

MATERIALS AND METHODS 

Experimental Procedure 

This study involved introduction of a hollow cubic metal transducer particle 
(initially at close to OC) into a moving fluid stream, and measurement of its 
temperature (T) and that of the fluid (T,, maintained at 45 + 1C) during motion 
within the fluid (Sastry et al. 1990). A 36 gauge copper-constantan thermocou- 
ple wire was attached to the transducer from the upstream end located on the 
inside wall of particle. Unlike the previous study (Sastry et al. 1990), the 
thermocouple was fed from the upstream rather than the downstream end, since 
the former was easier to accomplish with high-viscosity fluids. In order to keep 
the method applicable to tube flow, the velocity was maintained the same as that 
of a free particle (as determined from preliminary experiments). Heat transfer 
coefficients were calculated by the procedure detailed above. 

The velocity of the free particle was determined by using two photoelectric 
sensors located at either end of the test section (Fig. 1). The first one was 
moved a sufficient distance downstream of the introduction port to avoid initial 
acceleration of the particle. As the particle passed the first sensor, a timer was 
activated and the residence time in the test section was measured. When the 
particle passed the second sensor, the clock was stopped and the velocity was 
calculated. For each flow rate, the velocity of free particles was calculated in 
order to collect baseline data. 

Sample Details 

The dimensions and physical properties of the metal transducer particles 
needed in the calculations are presented in Table 1. The wall thickness of 
particle was designed to ensure that its density was similar to that of real food 
particle. Density (p) of each particle was determined in the laboratory and 
specific heat was calculated, taking into account the mass and specific heat of 
the solder (lead). In order to match the density between the liquid and the 
particle, the density of the fluid was adjusted by adding sugar to make the 
particle neutrally buoyant. 
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MOTORIZED 
PINCH ROLLERS 

HEAT EXCHANGER 

FIG. 1 .  SCHEMATIC DIAGRAM OF EXPERIMENTAL SETUP USED 
FOR THE MOVING THERMOCOUPLE METHOD 

TABLE 1 .  
DIMENSIONS AND PROPERTIES OF METAL TRANSDUCER PARTICLES 

Specific heat 
KJlKg C 

0.8483 

0.9063 

0.9176 

Material 

Aluminum 

Aluminum 

Aluminum 

L, (m) 

0.00.588 

0.007975 

0.009970 

Thickness of 
material (m) 

0.00 1524 

0.00 1207 

0.000787 

Apparent 
Density 

Kg/m3 

1078.52 

1078.7 1 

1078.77 
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Rheological Properties of Fluid 

The non-Newtonian fluids used were aqueous solutions of sodium 
carboxymethylcellulose (CMC), prepared by adding the appropriate amount of 
CMC powder to water, dispersing it slowly in the tank and then stirring with an 
electric mixer. After that, the appropriate amount of sugar was added to match 
the density of the particle. Before the test, the solution was transferred to the 
system and recirculated with venting to ensure absence of air bubbles in the 
system. 

Rheological properties were determined by measuring shear stress (7) and 
shear rate (T) using a coaxial cylinder viscometer (Rheomat Model 115; 
Contraves Industrial Division, Cincinnati, OH). The measurements were 
conducted before and after each test to determine if significant shear breakdown 
effects occurred. 

Results were analyzed based on the Ostwald-de-Waele power law model 
(Brodkey 1967) : 

A general nonlinear regression package (Systat 1989; Systat Inc., Evanston, 
IL) was used to determine K and n. The experimental data were statistically 
found to possess correlation coefficients that ranged from 0.978 to 1, showing 
good fit of the experimental data. The rheological properties of the fluid carriers 
are presented in Table 2. The density of fluid with different concentrations of 
CMC and the quantity of sugar added to water in order to match the density of 
particles are summarized in Table 3. Each concentration had a different 
viscosity, but all of them had the same density approximately in order to match 
the density of particles. 

TABLE 2. 
RHEOLOGICAL PROPERTIES OF THE FLUID CARRIERS 

%CMC K (Pa s') 

0.752 

0.239 0.663 

0.439 0.65 1 
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TABLE 3. 
DENSITY OF THE FLUID WITH DIFFERENT CONCENTRATIONS OF CMC 

RESULTS AND DISCUSSION 

Temperature 
C 

45 

45 

45 

Table 4 presents the values of generalized Reynolds and Prandtl numbers 
in this study. The flow regime can be seen to be laminar. 

The results of the mean convective heat transfer coefficients h,, determined 
using Eq. (1) and the method described thereafter are presented in Table 5. 
Average values of hfp presented were calculated based on 6 replications. 
Standard deviation of the h,, found in this study ranged between 33.6 and 57.9 
W/m2K. The correlation coefficients obtained ranged from 0.894 to 0.997, 
which reflects a good fit for most experimental conditions. Situations involving 
lower correlation coefficients probably reflect conditions of time varying h,, 
values, which may occur of particle radial location changes during the 
experiment. 

The effect of flow rates, particle sizes, and CMC concentrations are given 
in Table 5. The values of hfp increased with increasing flow rates (statistically 
significant, p<0.05), and decreased with increasing viscosity of the fluid 
(p<0.05) and increasing particle size (p<0.05). Plots of heat transfer 
coefficient h,, versus flow rate presented in Fig. 2, 3, and 4 show the increase 
of h,, with increasing flow rate in the three different sizes of particles. In spite 

TABLE 4. 
GENERALIZED REYNOLDS AND PRANDTL NUMBERS USED 

FOR MOVING THERMOCOUPLE METHOD 

% CMC 

0.2 

0.4 

0.8 

% Sugar 

21.24 

20.34 

20.34 

Density 
(Kgm') 

1077.98 

1078.43 

1078.97 
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TABLE 5.  
FLUID TO PARTICLE HEAT TRANSFER COEFFICIENT VALUES 
AT VARIOUS FLOW RATES, PARTICLE SIZES, AND CMC CON- 

CENTRATIONS FOR MOVING THERMOCOUPLE METHOD 

I: Large particle. 
rn: Mcdiurn pal'ticlc. 
s: Small particle. 

Flow Rate (m3/s) 

FIG. 2. PLOT OF HEAT TRANSFER COEFFICIENT h, AS INFLUENCED BY 
FLUID FLOW RATE AND PARTICLE SIZE AT 0.2% CMC 
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FIG. 3.  

650 

600 - 

550 - 

250 i 
2.OE-04 3.OE-04 4.OE-04 5.OE-04 6.OE-04 

Flow Rate (m%) 

PLOT OF HEAT TRANSFER COEFFICIENT h, AS INFLUENCED 
FLUID FLOW RATE AND PARTICLE SIZE AT 0.4% CMC 

FIG. 4 .  PLOT OF HEAT TRANSFER COEFFICIENT h ,  AS INFLUENCED BY 
FLUID FLOW RATE AND PARTICLE SIZE AT 0.8% CMC 
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of the neutral buoyancy between particle and fluid, the variations between 
replications may be explained by the particle trajectory due to the interfering 
effects of the thermocouple wire and the curling tendency of the thermocouple. 

The trends in h,, with flow rate and rheological properties are as expected; 
however, the effect of particle dimension to pipe diameter ratio is the opposite 
of that observed by Sastry et al. (1990). The explanation may lie in the flow 
regimes under consideration. The study of Sastry et al. (1990) was conducted 
under turbulent flow conditions, where the velocity profile is (on average) 
relatively flat compared to laminar flow. Additionally, turbulent eddies would 
ensure the presence of a highly disturbed flow field adjacent to the particle 
regardless of radial location. Under turbulent conditions, the primary factor 
affecting relative velocity would appear to be the "Bernoulli effect", in which 
the particle behaves as an obstruction to fast moving fluid elements, which then 
accelerate through the gap between the particle and the wall. Larger particles 
would form narrower gaps, resulting in larger fluid-particle relative velocities 
and h,, values. 

Under the present (laminar) flow conditions, the local conditions around 
the particle have greater effects. An examination of the Ranz and Marshall 
(1952) equation reveals that h,, would be expected to vary as L,-O.', indicating 
that for unbounded flows, h,, should decrease with particle size. In laminar 
flow, it appears that only those streamlines close to the particle dictate the heat 
transfer coeffient; and the particle-eddy-wall interactions of turbulent flow are 
relatively less important. Further flow visualization studies (Balasubrarnaniam 
and Sastry 1992; Zitoun 1992) have shown that in laminar flow the velocity field 
about the particle follows streamlines; different radial locations have different 
velocities, indicating the importance of local conditions on heat transfer. 

In this method, the trajectories of the particle cannot be controlled because 
of the thermocouple attached; therefore, the determination of heat transfer 
coefficient, h,,, with radial location as a parameter was not possible. This 
limitation has also been noted by Balasubramaniam and Sastry (1992), a study 
which yielded inconclusive results on particle size effects. During the experi- 
mentation, the velocities of particle attached with thermocouple accurately 
duplicated the free-particle velocities. Because of restriction of particle rotation, 
h,, could be higher than the values obtained by this method. Biot numbers 
determined using the values of thermal conductivity of the particle (k) and the 
heat transfer coefficient (hb) are ranged between 0.0046 and 0.005. Fourier 
numbers (Fo) were also higher than 5.5. Therefore, these values justify the use 
of the lumped transient method described in heat transfer equation and solution 
section with an error less than 0.7% (Ramaswamy et al. 1982). Table 6 
summarizes the values of Biot and Fourier numbers for each h,, corresponding 
to each flow rate, particle size and CMC concentration. 
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Dimensionless correlations were developed to relate Nusselt number (Nu) 
to generalized tube Reynolds (Re,), Prandtl (Pr,) numbers, and ratio of particle 
characteristic length and diameter of the tube (L,,/D). Multiple regression 
analysis (SAS) after logarithmic linearization of the equation was made, yielding 
the following equation, with r2 = 0.94: 

In the above relation, the form used is similar to that for spheres, where the 
limiting case of conductive heat transfer corresponds to a Nusselt number of 2. 
This is not strictly true for cubes; however this correlation is intended for 
estimation in the range of conditions of the present experiment. Figure 5 shows 
a rearranged form of Eq. 3 versus Nusselt number found experimentally and 
predicted (solid line). 

TABLE 6. 
VALUES OF BIOT AND FOURIER NUMBERS FOR EACH HEAT TRANSFER 
COEFFICIENT (h,) CORRESPONDING TO A SPECIFIC FLOW RATE, PARTICLE 

SIZE AND CONCENTRATION OF CMC 

1: Large particle. 
m: Medium particle. 
s: Small particle. 
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FIG. 5. CORRELATION BETWEEN EXPERIMENTAL AND PREDICTED 
NUSSELT NUMBER 

CONCLUSIONS 

The average values of heat transfer coefficient h,, ranged from 198.9 
W/m2C to 749.3 WIm2C. Data on h,, versus flow rate showed an increase of h,, 
with increasing flow rate, decreasing with increasing the viscosity and particle 
size. The effect of particle to tube dimension ratio seems to be different from 
that of previous studies, and is likely due to differences in flow regime between 
studies. Since panicle trajectories could not be controlled in this method, the 
effect of particle radial location could not be studied. Further studies using 
multiple particles would be useful to determine particle interactions in holding 
tubes. 

NOMENCLATURE 

A Surface area of the particle, m2 
C, Specific heat of the particle, J/KgC 
D Diameter of the tube, m 
h,, Fluid-to-particle heat transfer coefficients, W/m2K 
K Consistency coefficient 
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k, Thermal conductivity of fluid, W/mC 
k, Thermal conductivity of particle, W/mC 
Lp Characteristic length, m 
M Mass of the particle, Kg 
n Flow behavior index, dimensionless 
Q Flow rate (m3/s) 
t Time, s 
T Temperature, C 
V Velocity, mls 

Dimensionless Numbers 

Bi Biot number = h$L,/k, 
Fo Fourier number = crtlL,2 
Nu Nusselt number = h&k, 
Pr, Generalized Prandtl number = 2n-3K((3n + l)/n}nCpD1*n/kfV'-n 
Re, Generalized Reynolds number = V2-nDnpd[2n-3K{(3n + 1 )In} n] 

Greek Letters 

cr Thermal diffusivity, m2/s 
p Density, Kg/m3 
7 Shear stress, Pa 
;I Shear rate, s-I 

Subscripts 

f Fluid 
i Initial 
p Particle 
oo Free stream conditions 
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