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Isotope Effects in the Hydrogen-Atom Addition to Olefins 

at Low Temperatures

by Richard D. Kelley,* Ralph Klein, and Milton D. Scheer
N atio n a l Bureau o f Standards, Washington, D . C . 20834 (Received J u ly  17, 1970)

The ratio of rates of addition of atomic hydrogen to the two possible sites of the double bond for several olefins 
has been measured over the temperature range 63-143°K. A pronounced isotope effect was found. In the 
comparison of addition ratios at a given temperature, the data show that the isotope effect is related to the 
value of the addition ratio, large ratios showing relatively large effects. The ratio of terminal to nonterminal 
addition of H to propylene at 90° K is 126, while for D it is 398. The ratio of H addition to carbon 2 relative 
to carbon 3 in cis-2-pentene at 90°K is 1.5 and that of D is the same. The results of these findings are dis­
cussed in terms of a one and two barrier model for the reaction of H with the olefinic bond. Both zero point 
energy effects and quantum tunneling of H through the reaction barriers are considered. It is concluded that 
a two barrier model with tunneling is most appropriate. The data generated from the H atom-olefin addition 
reactions in the low temperature region support the existence of chemical quantum tunneling. This is apart 
from the more equivocal arguments based on curvature of Arrhenius plots although indeed such curvature is 
found in the low-temperature H-atom additions.

Introduction
The addition of H atoms to condensed olefins at low 

temperatures was first reported about 12 years ago 
by Klein and Scheer.1 Since then about 50 papers, 
from this as well as other laboratories, have appeared 
dealing with this reaction under cryogenic conditions. 
A number of generalizations, germane to the subject of 
this paper, can now be clearly stated. (1) The prin­
cipal primary process is hydrogen-atom addition to the 
less substituted carbon of the double bond. (2) The 
temperature dependence for this process is small with 
only a fourfold increase in the rate between 77 and 
90°K. (3) The secondary processes observed are
alkyl-alkyl radical disproportionation and combination 
as well as hydrogen atom-alkyl radical combination and 
disproportionation. Addition of alkyl radicals to the 
olefin does not occur to any significant extent under 
these conditions since the activation energy is in excess 
of 5 kcal/mol.2 (4) The alkyl-alkyl radical dispro­
portionation and combination reactions predominate in

matrices where diffusion is rapid, while H-alkyl radical 
disproportionation and combination are the major 
secondary reactions when high viscosity matrices are 
employed.

The relative rates of addition of a hydrogen atom to 
the two possible sites of an olefinic bond are consid­
ered here. In the case of propylene at 90°K, for ex­
ample, addition to the terminal carbon to form an iso­
propyl radical is about 126 times as fast as n-propyl 
formation. It has been found that deuterium shows a 
significantly larger ratio of rates of addition to the two 
olefinic carbons. This unexpected isotope effect is not 
ascribed to zero point energy differences, but to 
quantum mechanical tunneling.

* T o  w h om  correspondence sh ould  be  addressed.
(1) R . K le in  and M . D . Scheer, J .  A m er. Chem . So c., 80 , 1007 
(1958).
(2) (a) J . A . P inder and D . J . L e R o y , Ca n . J .  Chem., 35 , 588 (1 957 );
(b ) F . W . L am p e and F . H . F ie ld , ib id ., 37 , 995 (1 9 5 9 ); (c) J . A .
K err  and A . F . T rotm a n -D ick en son , J . Chem . Soc., 1609 (1 960 ).
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4302 R. D. K elley, R. K lein, and M. D. Scheer

The penetration of a one-dimensional barrier by light 
particles has been treated by many authors.3-6 The 
application to chemical systems was discussed by Bell6 
and Johnston,7 among others. Johnston8 has made cal­
culations with tunneling corrections for the CH3 +  RH 
compared to the CH3 +  RD reactions. The results 
depend strongly on the nature of the potential energy 
surface and the structure of the transition state as­
sumed. It is clear that only those chemical systems 
involving hydrogen will exhibit measurable effects 
which can be attributed to tunneling. The unequiv­
ocal demonstration of such effects has been elusive. 
Studies of the low-temperature H-atom addition to ole­
fins would appear to offer a reasonable possibility for 
the observation of tunneling in a chemical system.

Orientation Effects. It is well established that H 
atoms add predominantly to the terminal carbon atom 
of 1-alkenes at room temperature. However, little 
quantitative data have been available. It has been 
shown that H atoms add 5% nonterminally to 1-bu- 
tene at room temperature.9 Cvetanovic and Fal­
coner10 have found addition to propylene to be about 
6% nonterminal at room temperature. Recently, 
Falconer and Sunder11 have studied the radical com­
bination products from the H-atom addition to several 
olefins in the gas phase at 300°K. The H atoms were 
produced by the Hg-photosensitized decomposition of 
H2. The ratio of terminal to nonterminal addition of 
H atoms to C3H6 is 21 with an identical result for D 
atoms.12 Kelley, Klein, and Scheer13 have measured 
the orientation of addition of H atoms to a number of 
olefins at 90° K. The low-temperature results for 
propylene showed even less nonterminal addition than 
found at room temperature, demonstrating a tem­
perature coefficient of the orientation. Urch and 
Wolfgang14 estimated the orientation of the addition of 
tritium atoms to 1-pentene as a function of their kinetic 
energy. They concluded that addition, though favored 
at the terminal carbon at low energies, becomes equal on 
both carbon positions at higher kinetic energies. The 
same results were obtained by Kushner and Row­
land15 for addition of tritium to 1-butene.

Addition of H atoms to asymmetrical olefins pro­
duces two alkyl radicals.

A ' B '
\  /

H +  C = C
/  \

A B

A' H B '
\ l  I

C - C —B

A ' H B '

h i 1 /  
- >  A— C—C

(R i)  (D

(R2) (2)

B

Ri will designate that radical formed by the addition of

H to the less substituted carbon. The olefin is repre­
sented as A 'A C =C B 'B  where A ', A, B ', and B are 
alkyl groups or H atoms. The orientation of the 
addition can be defined as the rate constant ratio, 
fci//c2. Under certain conditions16 all products arise 
from the disproportionation and combination reactions 
of the alkyl radicals, Ri and R2.

Rx +  R]

R i T  R 2

R 2 -fi R 2

K 3
— >- olefini +  alkane (3)

- X  Rx-Rx (4)
ks

— >- olefini +  alkane (5)
ks

— » -  olefin2 +  alkane (6)

R x-R 2 (7)
ks

— >  olefin2 +  alkane (8)
/C9 __ __

----- >■ R2—R-2 (9)

where Ri- Ri, R i-R 2, and R2-R 2 are the radical 
dimers and olefini and olefin2 represent all olefins pro­
duced by H-atom transfer from Ri and R2 in the dis­
proportionation reactions. We have found that the 
auto disproportionation-combination ratios (A) at 
90°K, for a number of alkyl radicals of interest are

Aiaopropyl fi, Asec-butyl H , A;,,, butyl 500,

Aferi-pentyl A 100

Thus, at low temperatures, the disproportionation reac­
tion predominates. The orientation ratio fci/fc2 can be 
derived from the measurement of the olefin products 
provided olefini and olefin2 are distinct from the parent 
olefin (case I). The measurement of the radical dimers 
provides an alternate derivation of the orientation ratio

(3) R . H . F ow ler  and L . N ordh eim , P ro c. R o y. Soc., Se r. A ,  119, 173 
(1928).
(4) C . E ck art, P h y s. Rev., 35 , 1303 (1930).
(5) E . W ign er, Z .  P h y s. Chem. Abt B ,  19, 203 (1932).
(6) (a) R . P . B ell, P ro c. R o y. Soc., Se r. A ,  139, 466 (1 9 3 3 ); 148, 241
(1 935 ); 158, 128 (1937). (b ) R . P . B ell, T ra n s. Fa ra d a y  Soc., 55 ,
1 (1959).
(7) H . S . Johnston , Advan. Chem . P h ys., 3 , 131 (1961).
(8) H . S . Joh nston  and D . R a p p , J .  A m er. Chem . Soc., 83 , 1 (1961).
(9) R . E . H arrington , B . S. R ab in ov itch , and H . M . F rey , J .  Chem . 
P h ys., 33 , 1271 (1960).
(10) R . J . C v eta n ov ic , Advan. Photochem., 1, 158 (1963).
(11) W . E . F a lcon er  and W . A . Sunder, A bstracts , 159th N a tion a l 
M eetin g  o f  the  A m erican  C h em ical S ociety , H ou ston , T exas, F e b  
1970.
(12) W . E . F a lcon er, private  com m u n ica tion .
(13) R . D . K elley , R . K lein , and M . D . Scheer, J .  P h y s . Chem., 69 , 
905 (1965).
114) D . S . U rch  and R . L . W olfgan g , J ■ A m er. Chem . Soc., 8 1 , 2025 
(1959).
(15) R . K ushner and F . S. R ow lan d , ib id., 91 , 1539 (1969).
(16) R . K lein , M . D . Scheer, and R . K elley , J .  P h y s. Chem ., 68 , 598 
(1964).
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if the disproportionation-combination ratios are known 
(case II).

Case I. The experimentally determined olefin 
product ratio can be related to the orientation ratio by 
assuming a steady state in the radical concentrations

h  =  2k3[R 1]2 +  ( h  +  kg) [R i] [ R 2] 

h  2fc8[R 2]2 +  (fc6 +  fc6) [ R i ] [ R 2]

and

olefini = /c3[Ri ]2 +  fcs [Ri] [R2] , .
olefin2 k8[R2]2 +  fce[Ri][R2]

There is evidence that the disproportionation rate con­
stants (kg, h, kg, and kg) are proportional to the number 
of H atoms on carbons bonded to the carbon with the 
unpaired electron. This is based on recent measure­
ments of the disproportionation-combination ratio of a 
number of C3, C4, and C5 radicals listed in Table I.

Table I  : Disproportionation-Combination Ratios for 
Several Alkyl Radicals at 300°K

✓-----------------R ad ica ls -----------------
R i R j A (R i,R 2) “ R ef

i-C4H9 ¿-C4H9 0.078 b,c
M-C4H9 n-C4H9 0.14 d
¿-C3H7 ¿-C3IÏ7 0.69 c
n-C3H, ¿-c 3h , 0.41 e
n-CsH, n-C3H7 0.15 e
c h 3 i-CAh 0.163 e
c h 3 n-C3H7 0.058 e
C2H5 7-C3H, 0.180 e
C2H5 re-C3H, 0.066 e
î-C3H, z-CiHu 0.082 i
t-CsHn ¿-C3H7 0.24 i

“ A(Ri,R2) refers to the disproportionation-combination ratio 
in which R2 becomes the olefin product. 6 J. O. Terry and 
J. H. Futrell, Can. J. Chem., 46, 664 (1968). c D. H. Slater, 
S. S. Collier, and J. G. Calvert, J. Amer. Chem. Soc., 90, 268 
(1968). d W. E. Morganroth and J. G. Calvert, ibid., 88, 5387
(1966) . e J. O. Terry and J. H. Futrell, Can. J. Chem'., 45, 2327
(1967) . /  L. A. O’Deen and K. W. Watkins, J. Phys. Chem., 73, 
4094 (1969).

It can be seen that the isopropyl radical (six available H 
atoms) disproportionates to the olefin, by reaction with 
both CH3 and C2H6 radicals, at a rate three times that 
of the n-propyl radicals (two available H atoms). This 
pattern is also observed in the isopentyl-isopropyl dis­
proportionation reactions. On this basis we assume 
that, for the C3 and C6 radicals encountered in this 
work, the rate constants for disproportionation per H 
atom available for transfer are equal. Thus

k3 =  kg  —  a k g  =  a k g

where a is the ratio of the number of transferrable 
atoms in Ri to that in R2. Equations A and B then 
lead to

fci _  K(2K +  a +  1) 
fc2 2qi -f- K(a  -j- 1)

where K  =  olefini/olefin2.
Case II. The analysis of the radical dimers from 

reactions 4, 7, and 9 together with the required dis­
proportionation-combination ratios establishes the 
orientation ratio. The two olefins investigated in this 
manner were propylene and isobutene. The addition 
is preponderantly at the terminal carbon so that 
[Ri] »  [R2] and the reactions 8 and 9 may be ne­
glected. The dimer ratio, (R i-R i)/ (R i-R2), is given by 
fc4[Ril/fc7[R2]-

Assuming a steady-state radical concentration

where A =  k% /kit A' =  fc5 +  k g / k ly and D = ( R i - R i ) /  

( R i - R 2) .

Experimental Section
The experimental techniques have been described 

previously.16 In most of this work the inert diluent was 
removed chromatographically, trapping all reactants 
and products. The trapped material was transferred 
and analyzed by glpc with flame ionization detection. 
The entire analytical procedure, including the trapping 
and gas handling of trace quantities of products, was 
evaluated with standardized mixtures.

The isotopic purity of the deuterium (and tritium) 
was monitored by mass analysis of samples of the gas 
phase following a reaction. Exchange processes pro­
ducing HD were observed in the reaction vessel con­
taining no hydrocarbon film. These were eliminated 
by conditioning the vessel at 77 °K with a high D-atom 
partial pressure. HD was also found when the wire 
dissociator was heated in the presence of a low D2 pres­
sure and a film of pure propane. The source of the 
hydrogen was found to be the vapor propane (<10-6 
Torr at 90°K) decomposing on the hot filament. The 
use of C3D8 as the diluent eliminated the problem. In 
the tritium experiments only small quantities of T2 
were used. The reaction vessel could not be adequately 
conditioned, and the extraneous exchange processes pro­
duced some HT in all experiments with T2.

The determination of the orientation of the H-atom 
addition from the product analysis is simplified by the 
exclusion of H-atom-radical reactions. The dispro­
portionation of H atoms and alkyl radicals yields ole­
fins in a ratio different from the alkyl radical +  alkyl 
radical reaction.16 Also, the D-atom-alkyl radical dis­
proportionation reaction produces HD, introducing 
hydrogen contamination in the deuterium. The H- 
atom-radical reactions were excluded by the choice of 
diluent, H-atom, and olefin concentrations. The 
criteria used for determining their absence were (a) 
the constancy of the product ratios over at least a ten-

The Journal of Physical Chemistry, Vol. 74, No. 25, 1970
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fold change in H-atom concentration; (b) the absence 
of HD production when D2 was used; (c) the ratio of 
product olefins to alkane [(olefini -j- olefin2)/R -H  from 
reactions 3, 5, 6 , and 8 ] was equal to 1.0 when extrap­
olated to zero conversion. (The occurrence of H +  
radical reactions has been shown to alter this stoichio­
metric value.16)

Results
P rop ylen e. The H-atom addition to propylene pro­

duces the radicals isopropyl and n-propyl. The dimer­
ization products are 2,3-dimethylbutane (Ri-Ri), 2- 
methylpentane (Rj-R 2), and n-hexane (R2-R 2). In a 
previous paper we reported the distribution of the 
hexanes from H +  C3He at 90°K. We have reex­
amined these results and extended the measurements to 
D +  C3H6, T +  C3H6, H +  C3D6, and D +  C3D6 at 90, 
77, and 63°K. The reaction conditions were varied 
extensively, the conversion of propylene to alkane, 
from 0.1 to 30%; the film composition, from pure 
propylene to 1 :2 0 0  in propane; the reaction rate (for­
mation of products), by a factor of 1 0 0 ; the hydrogen 
pressure, from 10 to 500 mTorr; and the dissociator wire 
temperature, from 1200 to 2400°K. The results of 
T +  C3H6 are low due to hydrogen contamination.

The hexane analysis and the orientation ratio ki/ifc2, 
calculated from eq D are presented in Table II. n-

Table II : Orientation of H -, D-, and T-Atom  
Addition to Propylene

T, °K 2 .3 -D M B /2 -M P “ ki/k'f

H  +  C2H 6 90 34 db 2 126
77 40 ±  2 167
63 40 ± 4 189

H  +  C3D 6 90 34 ±  2 126
77 40 ±  2 167

D  +  CsH 8 90 108 ±  4 398
77

D  +  CoD« 90 108 ± 4 398
77 138 ± 4 575

T  +  C3H 6 90 (105) (387)

The hexane analysis was performed on glpc with a 12-m X  0.635
em o.d. 40% 3,3'-oxydipropionitrile column. The error limits 
are one standard deviation: 2,3-DM B =  2,3-dimethylbutane; 
2-M P =  2-methylpentane. b Derived from eq D . The 
values used for A and A ' were A m » k  =  6, A 77° k  =  10, A ^ k  =  22, 
A '9 o° k  =  2.8, A '77° k  =  4.3, A '63°k  =  8.8. In  arriving at these 
figures it was assumed that the temperature dependence observed 
for A ( A 3oo» k  =  0.69 and A m ° k  =  6 )  results from an activation 
energy difference of 550 cal mol-1, the combination reaction 
having the higher value. The value of A '90ok  has not been 
measured. However, if it is assumed that the rate constants for 
disproportionation per H  atom available for transfer are equal, 
i .e . , fcdisp(f-C3 +  1-C3) =  * M u .P(*-C» +  n -C 3), then at 300°K  
(see Table I )  kcomb (i-C 3 +  n-C3) =  1.13fe,0mb(f-C3 +  f-C3). I f  
this rate difference is attributed entirely to an activation energy 
difference (70 cal mol“ 1), the activation energy for combination 
of an isopropyl and an n-propyl radical exceeds that of dis­
proportionation by 480 cal mol“ 1.

Hexane was not ordinarily measured, being in much 
smaller concentrations than the other hexanes. The 
data in Table II indicate that the orientation of H- and 
D-atom addition differ by a factor of 3. These orien­
tation effects are not changed appreciably when deu- 
terated propylene is used. Since A' has not been mea­
sured at low temperatures, the values derived for &i/fc2 
are somewhat uncertain. However, the observed iso­
tope effect is not subject to this uncertainty, being de­
pendent on the measured dimer ratio only.

Isobutene. The addition of H atoms to f-C^Hg pro­
duces the two radicals, terf-butyl and isobutyl. We 
have attempted to measure the orientation of the addi­
tion at low temperatures through the analysis of the 
dimer products. The results were only partially suc­
cessful giving a lower limit of about 1000 at 90°K for 
the ratio of terminal to nonterminal addition. The 
lack of accuracy is due to the interference of the 2,2,4- 
trimethylpentane produced from radical addition to the 
olefin. Terminal addition of feri-butyl radicals to iso­
butene produces a C8 radical which may dispropor­
tionate to C8 olefins and 2,2,4-trimethylpentane. We 
have detected the two C8 olefins expected from this 
source (2,4,4-trimethyl-l-pentene and 2,4,4-trimethyl-
2-pentene). The products from the radical addition to 
the olefin form only a small fraction (10  ~5) of the prod­
ucts of the H-atom addition. We have found that the 
disproportionation to combination ratio for feri-butyl 
radicals at 90° K is approximately 500. This fact, to­
gether with the low concentration of isobutyl radicals, 
results in an uncertainty in the orientation measure­
ments. However, it is clear from the analysis of all the 
C8 products that the orientation ratio favors terminal 
addition at 90°K by more than a factor of 1000.

cis-2 -P entene. The H-atom addition to cfs-2-pentene 
produces the 3-pentyl (Ri) and the 2 -pentyl (R2) rad­
icals. The products observed are frans-2-pentene, 1- 
pentene, n-pentane, and a small quantity of C10 dimers. 
We have previously reported the product distribution 
for H +  cis-CsHio at 90°K.13 We have now extended 
these measurements to D +  cfs-CsHio and find the 
olefin product ratio to be identical with that from the H 
addition. Table III indicates the product distribution

Table III: Orientation of H - and D-Atom Addition to
cfs-2-Pentene at 90 °K

C 3H8/  Product yield® in nanomoles
c i s - 2 - Addend 71- t r a n s -  2- 1- (olefini/

pentene atom Pentane Pentene Pentene olefins) b (fci/fcs)'

10 H 494 374 110 1.63 1.48
D 633 458 138 1.59 1.46

40 H 280 210 63 1.60 1.47
D 76.6 55.5 16.8 1.58 1.45

0 Analysis performed with glpc on a 4 m X 0.635 cm column 
with dimethylsulfolane as liquid phase at 300°K. b Calculated 
from eq E. c Calculated from eq C.
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Table IV : Orientation of H  and D  Addition to 2-Methyl-2-butene

Tem­
perature, ,-----------------------K a-----------------------s ,-----------------------(fci/fc2)6-

°K H D H D (fci/fcî)D/(fci/A:a)H

77 172 ± 2 351 ±  6 115 ±  1.3 234 ± 4 2.03 ±  0.06
90 173 ±  3 350 ±  1 115 ±  2 233 ±  1 2.03 ±  0.04

113 153 ±  3 232 ±  2 102 ±  2 155 ±  1.3 1.52 ± 0 .0 4
143 81 ±  3 113 ± 6 53 ± 2 75 ±  4 1.42 ±  0.12

“ The confidence level is 95%; K  =  (2-methyl-l-butene)/(3-methyl-l-butene); product analysis was performed with glpc on a 4 m X  
0.635 cm o.d. 20% squalane column at 300°K. b Calculated from eq C.

from several experiments in which the conversion was 
low. In the disproportionation reactions of 2-pentyl 
radicals, 1 -pentene and 2 -pentene should be formed in 
the ratio of 3:2 . 13 The 2-pentene product is formed in 
the cis-trans equilibrium ratio, which at 90°K is largely 
the trans isomer. 13 The 2-pentene product is thus dis­
tinguishable from the cfs-2-pentene reactant. Based 
on these considerations, the ratio K  (olefini/olefin2) from 
reactions 3, 5, 6 , and 8 for the H-atom addition to cis-2 - 
pentene is given by

K  =  { Y  -  >/sX )/*/3X  (E)

where Y  =  irons-2-pentene and X  =  1-pentene. The 
data in Table III give a value for K  of 1.6. The 
orientation ratio from (C) is 1.5 for both H-atom and 
D-atom addition.

2-M ethyl-2-butene. The addition of H atoms to 2 -
Cmethy 1-2-butene produces the radicals „>Ç -C -C , Ri, 

C
and ç >  C-Ç-C, R2. The observed reaction products are

3-methyl-l-butene, 2-methyl-1-butene, 2-methylbutane, 
and trace amounts of Cio dimers. The disproportiona­
tion-combination ratio for Ri, the predominant rad­
ical, is >  100 at 90°K.

The disproportionation of Ri to the olefin should 
yield 2 -methyl-l-butene and 2 -methyl-2 -butene in the 
ratio of 3:1. The disproportionation of R2 to the 
olefin should produce 3-methyl-l-butene and 2-methyl- 
2-butene, also in a 3:1 ratio. On this basis, olefini =  
4/s(2-methyl-l-butene) and olefin2 =  4/ 3 (3-methyl-1- 
butene) and the measurement of the 2 -methyl-l- 
butene/3-methyl-l-butene ratio when extrapolated to 
zero conversion (to avoid hydrogenation of the product 
olefins) gives K . The assumption that the product 
olefins are formed in a 3 : 1  ratio is supported by the ob­
servation that 2 -methylbutane = 4/ 3(2 -methyl-l-
butene +  3-methyl-l-butene) (at zero conversion). It 
was found that at a given temperature K  is constant 
and independent of conversion in spite of extensive 
product reaction. Therefore, the rate constants for H 
atom addition to 2-methyl-l-butene and 3-methyl-l- 
butene are nearly identical. This fact facilitated the 
use of a wide range of reaction conditions since the ex­
trapolation to zero conversion was not required. The

value of K  was measured at 77, 90, 113, and 143°K for 
both H- and D-atom addition. The orientation ratio 
is then calculated from (C). The diluents used at 77, 
90, and 113°K were C3H8 and C3D8. At 143°K, 2 
methylpentane and 2,3-dimethylpentane, as well as the 
undiluted olefin, were used. At each temperature, the 
H atom concentration, olefin concentration, and con­
version were varied widely. Table IV summarizes the 
data.

Relative Reactivities o f  Olefinic B onds. We have in­
vestigated the relative rates of addition of H atoms to 
a terminal and an internal double bond. This was ac­
complished in two ways: by measuring the relative 
rates of H-atom addition (1) to the two double bonds in 
cfs-l,4-hexadiene, and (2) to propylene and cis-2- 
butene. The addition of H atoms to cis-1,4-hexadiene 
yields radicals which disproportionate to the following 
products

I = (2-hexene, 2.4-hexadiene, and 1,4-hexadiene) 

and

II = (1-hexene, 1,5-hexadiene,
1,3-hexadiene, and 1,4-hexadiene)

The olefin products referred to as I result exclusively 
from addition of H atoms at the terminal double bond, 
while those of II arise exclusively from addition at the 
internal double bond. The ratio of the rate of H-atom 
addition at the terminal to that of the internal bond is 
then I/II. This value must be extrapolated to zero 
conversion since the products are reactive to the H 
atoms. In both (I) and (II), 1,4-hexadiene is pro­
duced. This can be taken into account if, as before, it 
is assumed that the radicals disproportionate to the 
olefin with a rate constant proportional to the number 
of transferrable hydrogens. On that basis, the 1,4- 
hexadiene arising from the 2 -hexenyl radical will equal 
3/ 2(2,4-hexadiene). Similar considerations for the 
other radicals involved give

I_
II “

[(2-hexene) +  5/ 2(2,4-hexadiene) ]_________
[(1-hexene) +  6/ 3(l,5-hexadiene) 2(1,3-hexadiene) ]
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Table V : Product Analysis and the Relative Rates of H - and 
D-Atom Addition to the Olefinic Bonds in as-l,4-Hexadiene

'-------------------------Product yield, nmol®------------------------- >.
2,4-

2- Hexa- 
Hexene diene

1-
Hexene

1,5-
Hexa-
diene

1,3-
Hexa-
diene i / i f f

H 474 114
90 °K  

47 7 6 11.1
D 472 96 43 6 7 10.6

H 218 39
143°K

39 4 3 6.1
D 497 85 91 13 7 5.6

“ Analysis performed by glc with a 4 m X  0.635 o.d., 20%  
3,3'-oxydipropionitrile at 300°K. 1 I / I I  gives the relative rates 
of addition to the two double bonds (see text).

Table V I : Dimer Products from H  and D  Addition to 
Equimolar Mixtures of C3H 6 +  2-C4H 8 and of 
C„H6 +  1-C4H 8 at 90°K

Addend Dimer yield in nmol°— (fcCsHfl/
atom Ct C7 Cs fcCtHs)1

CsH 6 +  2-C4H s

H 156 .8 2 2 .6 0 .8 1 0 .3
D 1 8 .4 2 .7 0 .1 1 0 .0

C3H 6 “J“ l-C-lHg

H 2 0 .0 2 8 .4 1 1 .7 1.0
D 2 1 .6 2 8 .4 1 2 .5 1.0

« C6 =  2,3-dimethylbutane ; C7 =  2,3-dimethylpentane; C8 =  
3,4-dimethylhexane. 1 Calculated from eq F  with A =  6.0, 
A ' =  8.5, and A "  =  11.0.

The results of a number of experiments at 90 °K 
Table Y, indicate that for both H- and D-atom addi­
tion, the ratio I /II is about 1 1  when extrapolated to 
zero conversion. At 143°K this ratio is approximately 
6 .

Equal quantities of propylene and irons-2-butene, 
diluted to 1:50 in C3H8 (or C3D8) were deposited at 
90°K. The relative rates of H- (or D-) atom addition 
to the two olefins were determined by measuring the 
C6, C7, and C8 dimers. The rate ratio is given by

fcciHa _  2C6(A +  1) +  Ct(A' +  1) 
fe-CtHs 2C8(A” -f- 11 +  C7(A' -)- 1)

where A, A', and A " are the disproportionation-com­
bination ratios for (isopropyl-isopropyl), (isopropyl- 
sec-butyl), and (sec-butyl-sec-butyl), respectively. The 
values of A and A " have been determined under the 
conditions of these experiments. At 90°K, A = 6 and 
A "  =  11, while A ' is assigned the mean value 8.5. The 
results of several experiments are given in Table VI, 
along with similar measurements of the propylene-1 - 
butene system. These relative rate measurements in­
dicate that for both H- and D-atom addition at 90°K

ĈsHe fci.CjHs 10fcirans-2-C4H,

The Z ero P o in t E nergy M odel. A possible interpre­
tation of the observed isotope effect is in terms of the 
zero point energy differences in the activated complexes 
associated with the two possible addition sites of the 
olefinic bond. Figure 1 is a schematic representation 
of the zero point energy levels of the transition states 
associated with each of the olefinic carbons for both H- 
and D-atom addition. Carbon 1  represents the less 
substituted one so that thé energy barriers E & and E h 
are less than E c and E i. The ground-state vibra­
tional level for the (Ol-D)* complex lies lower than for 
(Ol-H)*. The ratio of rate constant ratios (Q) is 
given by exp \(AEi — AE i)/ R T j. The quantities AE\ 
and A E 2 are the zero point energy differences between 
(Ol-H)* and (Ol-D)* at carbons 1 and 2. This model

requires that Q should monotonically decrease with in­
creasing temperature, and the difference between the 
zero point energy differences (A E i — Af?2) should be 
constant. Table VII shows that the experimental re­
sults are not consistent with this hypothesis. Column 
3 gives the uncertainties associated with the experi­
mental values for R T  In Q. It is seen that (A E i — 
AE 2) is not constant. In particular it should be noted 
that within the experimental uncertainty, Q shows no 
temperature dependence between 77 and 90°K.

Table V II: The “ Zero Point Energy Difference” Model

Q(obsd) for > 1 > j?3 II

T. 2-m eU iyl- RT  In Q,
•K 2-butene ca l /m o l

77 2.03 ±  0.06 108 ±  5
90 2.03 ±  0.04 127 ±  4

113 1.52 ±  0.04 94 ±  6
143 1.42 ±  0.12 100 ±  24

There is no isotope effect on the position 1 to position 
4 addition ratio for 1,4 hexadiene at 90 °K or higher 
(Table V). Mixtures of 1-butene and 2 -butene are 
also characterized by the absence of any isotope effect 
(Table VI). The difference in zero point energies of 
the weak primary C-H bond of the transition complex 
on isotopic substitution compared to the weak sec­
ondary one fixes the ratio at a given temperature. The 
final free-radical products from 1 -butene are C -C - 
C-C and C-C-C-C for primary and secondary addi­
tion, respectively. That from 2 -butene is the C- 
C-C-C radical. In comparing terminal to nonterm­
inal addition in 1 -butene with addition to 1 -butene and 
2-butene, since one radical (C-C-C-C) and its cor­
responding transition precursor are identical for the two 
sets, we are, in effect, comparing the two transition 
states C-C-C(H)-C and C-C-C(H)-C, designated 
as A and B, respectively. The ratio of ratios, Q, in the
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CARBON I CARBON 2

a e 2

AE,

Figure 1. Zero point energy model.

terminal to nonterminal addition of 1-butene is 3 at 
90°K. The isotope ratio is found to be 1 (no isotope 
effect) when H- and D-addition rates to 1-butene and 
2-butene are compared. To maintain the zero point 
energy model, the ad hoc assumption would have to be 
made that the C-H bond in A is stronger than that in B. 
This is a consequence of the fact that the isotope effect 
increases with the bond strength, and in order to have 
an isotope ratio of 1 rather than 3, the isotope effect due 
to the secondary C-H transition state bond must be in­
creased so that it is equal to that of the primary C-H  
transition state bond. The difference between the 
newly formed bonds in A and B cannot be very large, 
and it is most unlikely that there would be sufficient 
difference in the transition state precursors to account 
for the observed isotope effect. The implication is 
quite strong that the zero point energy model for the 
isotope effect is inadequate. The previous conclusion 
of the incorrectness of the model based on the tempera­
ture-isotope ratio relationship is reenforced.

B arrier M odels fo r  the H yd rogen -A tom  A ddition  to the 
Olefinic B ond. A direct measure of the rate of forma­
tion of the two alkyl radicals would be preferable bùt is 
not feasible due to low concentrations. Several pro­
posals need be considered to account for the experi­
mental rate differences for addition to the two carbons. 
One is that the hydrogen atom reacts with the olefinic 
bond to form a single transition intermediate. The 
passage to Ri or R2 would then occur as a process fixed 
by the thermodynamic properties of the two radicals. 
The single barrier model is suggested by the fact that 
the rate of addition of H to propylene relative to 2- 
butene is ten although the terminal to nonterminal rate 
in propylene is 126 at 90°K. A two barrier model, with 
the assumption that barrier heights are dependent only 
on whether the newly formed CH bond is primary, 
secondary, or tertiary, cannot account for these results. 
For example, ethylene with respect to 2-butene should 
show the same ratio of H-atom addition as that in the 
two positions of propylene. Carbon 2 of propylene is

similar to the olefinic carbons of 2 -butene, and carbon 1  
to ethylene. It is of no consequence in the experiment 
that propylene instead of ethylene was compared with 
2 -butene because the addition to propylene is greater 
than 99% terminal.

The relative rates in the H-atom addition observed 
for mixtures of propylene and 2 -butene were not 
affected by possible differences in the diffusion of these 
two species in the condensed phase. This was shown 
by the agreement with the 1,4-hexadiene results. Ad­
dition to the terminal relative to the internal double 
bond at 90°K was found to be 10:1 the same as for the 
propylene-2-butene ratio. A similar result in the com­
parison of rates of addition to the two sites of an ole- 
finic bond vis-à-vis that of two different but corre­
sponding olefins was noted for oxygen-atom addition. 10 

In this case, 2-pentene was compared with the pair 
propylene and 2-butene. The conclusion was that the 
rate of addition to different olefins could not be related 
to the relative rates of addition to the two positions in 
the unsymmetrical double bond.

The single barrier model may be one in whieh the 
transition state is represented as a triangular configura­
tion of H with the two olefinic carbons. The model, 
however, has consequences that are not in accord with 
the experimental results. These show that although 
the temperature effect on the ratio of rates at the two 
addition sites is not large, it is not negligible. The 
single barrier model requires the product distribution 
to be temperature independent. The model also im­
plies that rearrangement to end states is either random 
or concerted. In the former case, the ratio of products 
could be determined by their relative energetics. Re­
gardless of the auxiliary assumptions, the single barrier 
model is in accord with neither the temperature nor the 
isotope effects experimentally observed.

The two barrier model for addition is more reason­
able in accounting for the experimental data. Clearly 
the two barriers are not mutually independent. If 
they were, the terminal to nonterminal addition ratio 
in propylene would be expected to be the same as that 
for the relative rate of addition to propylene compared 
with 2-butene. Alkyl substituents alter the charge 
density distribution at the two carbon sites of the double 
bond. The effect is that H atoms add at a faster rate 
to the terminal carbon of propylene than to either of the 
carbons of ethylene, but addition to the nonterminal 
carbon is slower than to one of the carbons of 2 -butene. 
A significant difference between addition ratios for the 
two positions of the double bond as compared to the 
ratios for two separate olefins is the absence of an iso­
tope effect in the latter. At 90°K, for example, the 
ratio of terminal to nonterminal addition to propylene 
of H with respect to D is 3. The ratio of propylene to 
2-butene addition for H compared to D is 1. It is 
established that although a two barrier model is ap­
plicable to the H-atom addition, the relative barrier
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heights are dictated by the nature of the attached 
groups and the resulting electronic configuration of the 
double bond.

To what extent the observed isotope effect may be 
ascribed to a preexponential factor can be determined. 
Since the temperature coefficient of the isotope ratio is 
small, let us suppose that it is due to symmetry factors. 
If this were true, the ratio (h / k 2)B./(ki/kz)D should be 
equal to (Au/feW(k1/k2)n  using C3D6. No such rela­
tionship was found. The results for H and D were inde­
pendent of the deuteration of the propylene. Sym­
metry factors, therefore, play no role in accounting for 
the observed isotope effect.

T unneling, the O ne-D im ensional M odel. The iso­
tope effect observed in the hydrogen-atom addition to 
the olefinic bond at low temperatures is attributed to 
tunneling through the potential barriers along the reac­
tion path. The potential surface may, in principle, be 
calculated but practical considerations preclude such an 
exercise. One-dimensional models, though highly 
idealized, can be applied to gain some insights. Even 
for the one-dimensional case, analytical solutions are 
possible for only a few barriers such as the rectangular 
or Eekart types. As has been frequently noted, the 
tunneling correction in the calculation of reaction rates 
is very sensitive to the details of the barrier shape, its 
thickness and curvature. Since the concern here is not 
that of absolute rates, but only ratios, indeed the ratio 
of terminal to nonterminal addition for H as com­
pared with D, the sensitivity to choice of barrier con­
figuration is somewhat diminished.

The simplest representation of the one-dimensional 
barrier is that of the rectangular shape specified by 
three parameters as shown in Figure 2 . The probabil­
ities for transmission under and over the barrier are

T U(E ) =  

and

T 0(E ) =

[-:-(£+?)+S
+

cos 2¡31

respectively. The parameters are a  =  (l/ h )\ ^ 2 m E , 

P =  (l/k)V /2m(F — E ), andyu = (l/ h )\ ^ 2 m (E  +  A ) .  
The exothermicity of the reaction is A  and m  is the 
mass of the tunneling particle. The rate k is calcu­
lated in the customary manner by integrating the 
product of the transmission probability with the supply 
function over all energy values. Thus

where K  is a constant, S =  1/kT, and the distribution 
is Boltzmann. k / K  is recognized as the Laplace trans­
form of the transmission function T (E )  and is desig­
nated as T (S ). Rectangular barriers, as in Figure 2, 
were chosen as models to simulate the H- and D-atom 
addition to the two positions of the olefinic bond. The 
experimental data for comparison with the model were 
most detailed and precise for 2 -methyl-2 -butene, as 
given in Table IV. The less substituted carbon, to 
which the atom addition is more rapid, will be repre­
sented by subscript 1 , and that of the more substituted 
carbon by subscript 2. An attempt was made to gen­
erate the experimental values using a two rectangular 
barrier model with appropriate choices of parameters. 
These are circumscribed to F’s of less than 5 kcal/mol, 
A  ~  35 kcal/mol, and barrier thicknesses between 0.05 
and 0.15 nm. The ratio of rates at the two positions is

Figure 2. Rectangular potential energy barrier.

Figure 3. Rate ratio of H- and D-atom transmission through 
rectangular barriers of varying thickness as a function of the 
barrier height. Except as noted, the temperature is 77°K.
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r 1(S)/r2(S). Numerical calculations were made within 
the given range of variables on a computer in the time­
sharing mode. The effect of variation of barrier thick­
ness on the ratio of H- to D-addition rates over a range 
of barrier heights and at two temperatures is shown in 
Figure 3 o(where l, the barrier thickness parameter, is in 
units of Angstroms). The restrictions imposed by the 
data of Table IV on a model are very severe, indeed. 
The parameters chosen to supply the ratios of addition 
at the two positions for the two isotopes at one tem­
perature must lead to the observed ratios at other tem­
peratures. iThere is no combination of barrier thick­
nesses and heights of two rectangular barriers for which 
the experimental data of Table IV can be generated. 
For example, a choice of barriers with reasonable heights 
and widths leading to the experimental ratio of rates 

gives a value of (fci/fc2)D/ w h i c h  is too 
large. To lower the ratio of ratios at the lowest tem­
perature to be more in accord with the experimental 
values, the barrier widths are chosen to be small. One 
is then able to obtain a reasonable fit for all experimen­
tal values at one temperature. However, it then be­
comes impossible to satisfy the temperature effects be­
cause the thin barriers emphasize the tunneling con­
tributions excessively. Table VIII is an illustrative 
example of this behavior.

Table V I I I : Some Results of Calculations 
with Rectangular Barriers

Barrien

/— V, kcal mol-1--- >

1.17

✓-------- 1, nm---------*

0.095
Barriers 2.31 0.085

77°K 90°K 113°K 143°K
129 180 276 226

Q 25 2.2 4.9 1.6
Barrien 1.28 0.055
Barrien 3.67 0.045

77 °K 90 °K 113°K 143°K
96 93 100 113

Q 4.0 4.4 6.5 9.4

Transmission through potential barriers is particularly 
sensitive to their thickness. Use of a rectangular con­
figuration ignores the thinning of the actual barrier in 
the vicinity of its maximum. To obtain a more realistic

representation an Eckart barrier4 was employed. Rates 
were calculated by machine computation for a range of 
parameter values. Table IX  shows some of the results. 
As for the rectangular barriers, it was impossible to 
reproduce the experimental values. In fact, calcula­
tion of the ratio of ratios with the Eckart barriers gave 
results similar to those of the rectangular barriers. 
The supposition that the ratio of ratios is not very sen­
sitive to the barrier model was confirmed. It can be

Table IX  : Some Results of Calculations with Eckart Barriers“

,— V, kcal mol-1---- , ,----------- 1, nm-

Barrien 1.50 0 .28
Barriers 3 .30 0 .28

77°K 90°K 113°K 143°K
(fci/fe)n 114 107 89 64
Q 6.4 5.6 4.1 2.7
Barrien 1,.50 0..16
Barriers 3 .30 0,.16

77 °K 90°K 113°K 143°K
{k \/ ki)s 150 145 136 123
Q 3.1 3.1 2.9 2.6
Barrien 1. 50 0. 80
Barriers 3..30 0. 40

77°K 90°K 113°K 143°K
(k i/ k i)s 93 130 146 94
Q 21 11 4 2

° Reference 4; see also H. S. Johnston and J. Heicklen,
P h y s . C hem ., 66, 532 (1962).

speculated that (1 ) a multidimensional barrier repre­
sentation is required or (2 ) a mechanism in addition to 
penetration and surmounting of potential barriers must 
be invoked. Support for 2 on the basis of recognized 
models is lacking. There is an intuitive appeal for 1 
because of its physical reality. In principle, the po­
tential surface could be calculated. Unfortunately, 
even if this information were available, tunneling could 
be approximated only crudely. Completely rigorous 
proof that the addition of atomic hydrogen to an ole- 
finic bond in the low-temperature region involves tun­
neling through, comparable in magnitude to thermal 
surmounting of, the potential barrier is of course not at 
hand. Tunneling appears to be the sole mechanism by 
which the isotope effect can be explained even though a 
physically reasonable model is lacking.
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Radiolysis of Chloroform Vapor. Effects of Phase on the Arrhenius 

Parameters of the Hydrogen-Atom Abstraction Reaction of 

Dichloromethyl Radicals with Chloroform

by Leland C. Dickey and Richard F. Firestone1
D ep a r tm en t o f  C h em is try , T h e O h io  S ta te U n iv e r s ity , C olu m b u s, O h io 4 3 2 1 0  {R ece iv ed  A u g u s t 1 7 , 1 9 7 0 )

The products of the radiolytic decomposition of air-free CHCI3 vapor are the same as those formed in the 
radiolysis of liquid CHCI3, except that CCI4 is not formed in the irradiated vapor under conditions of these 
experiments. The effects of irradiation temperature on the rates of formation of major organic products are 
also the same as in the liquid phase. An interpretation of data based upon assumption of the homogeneous 
liquid phase radiolysis mechanism provides values of A/A 0I/j and E — EJ2 for the reaction, CHCk- +  CHC13 
-*■ CH2CI2 +  CCI3 •, equal to 8.1 (±0 .4 ) X  10- 1 0  (cc molecule- 1  sec-1) 1/2and 6.4 ±  0.5 kcal mol-1, respectively. 
The cross-combination ratio for CHCI2 and CCI3 radicals is equal to 2.1 ±  0.1 at 79-100°. Estimates of 
absolute values of the Arrhenius parameters indicate that the activation energy of the abstraction reaction 
is the same in both phases, but that the frequency factor is an order of magnitude smaller in the liquid phase.

Introduction
Although there is a considerable body of literature 

concerning reactions of fluoromethyl and fluorochloro- 
methyl radicals,2 information on the gaseous phase re­
action kinetics of partially chlorinated methyl radicals 
is very limited and is currently confined to that pre­
sented in a report on the photochlorination of several 
partially chlorinated methanes. 3 This situation is 
understandable, because the direct photolysis of par­
tially chlorinated analogs of convenient sources of 
methyl and fluoromethyl radicals does not produce 
partially chlorinated methyl radicals.4-7 Similarly, 
empirical knowledge of the effects of phase on the 
Arrhenius parameters of elementary steps which have 
been shown to require thermal activation in the gaseous 
phase is almost nonexistent, although such effects have 
been a subject of interest for a half century.8 -12 This, 
too, is understandable, because although the apparently 
most promising techniques for study of such effects are 
those of the very active area of photochemistry, it has 
been difficult to identify photolytic systems in which 
the same primary processes and secondary reaction 
steps predominate in both liquid and gaseous phases. 
It appears that the photolysis of chloroform would 
satisfy this requirement, but there are, unfortunately, 
no reports on the photolysis of liquid chloroform, and 
only two cursory investigations of the direct photolysis 
of chloroform vapor have been reported, and these at a 
single temperature. 13’14 Results of earlier investiga­
tions15'16 of the radiolytic decomposition of liquid chloro­
form suggested to the present authors that an examina­
tion of the radiolysis of chloroform vapor might provide 
estimates of the Arrhenius parameters of elementary 
reactions of CHCU radicals in the gaseous phase and

thereby make possible a determination of the effects of 
phase on these parameters.

It has been shown that CHC12 and CC13 radicals are 
immediate precursors of all organic products of the 
radiolysis of liquid chloroform and that the observed 
dependence of their rates of formation upon tempera­
ture and dose rate is caused by competition between 
H-atom abstraction from chloroform by CHCb radicals 
and radical combination steps. 16-16 Numerical solu­
tions of the steady-state equations for the free radicals 
have led to estimates of the frequency factor and acti­
vation energy of the abstraction step in the liquid

(1) T o  w h om  all correspondence should  be addressed.
(2) J. M . T ed d er  and J. C . W a lton , Progr. React. Kinet., 4 , 37 (1 967 ).
(3) R . E ck ling , P . G old finger, G . H u ybrech ts , G . M arten s, L . 
M eyers, and S. Sm oes, Chem. Ber., 93, 3014 (1960).
(4) A . N . S trachan  and F . E . B lacet, J. Amer. Chem. Soc., 77 , 5254 
(1955).
(5) R . P . T a y lo r  and F . E . B lacet, ibid., 78, 706 (1956).
(6 ) W . F . Y ates  and L . J . H ughes, J. Phys. Chem., 64, 672 (1960).
(7 ) G . A . R a zu v a ev  and N . A . O sanova, Zh. Obshch. Khim., 24, 
1771 (1954).
(8) E . R a b in ow itch , Trans. Faraday Soc., 33 , 1225 (1 9 3 7 ); E . 
R a b in ow itch  and W . C . W o o d , ibid., 32, 1381 (1936).
(9) M . G . E van s and M . P olany i, ibid., 32, 1333 (1936).
(10) R . P . B ell, ibid., 33, 496 (1 937 ); Ann. Rep. Chem. Soc., 36, 82 
(1939).
(11) F . D aniels and  E . H . Johnston , J. Amer. Chem. Soc., 43 , 53 
(1 921 ); H . E y rin g  and F . D aniels, ibid., 52 , 1473 (1930).
(12) B . S. K h a m b a ta  and A . W asserm ann, Nature, 137, 496 (1 936 ); 
138, 368 (1 936 ); A . W asserm ann, J. Chem. Soc., 1028 (1 9 3 6 ); G . A . 
B en ford , B . S . K h am b ata , and A ..W a sserm a n n , Nature, 139, 669 
(1 937); A . W asserm ann, 7Vans. Faraday Soc., 34, 128 (1938).
(13) J . P . S im ons and A . J . Y a rw ood , ibid., 57, 2167 (1961).
(14) G. P . Sem eluk and I .  U nger, Nature, 198, 853 (1963).
(15) H . R . W ern er and R . F . F irestone, J. Phys. Chem., 69, 840
(1965).
(16) F . P . A bram son  and R . F . F irestone, ibid., 70 , 3596 (1966).
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phase. 16 This article reports effects of temperature on 
the rates of formation of organic products in chloroform 
vapor exposed to 50-pkV X-rays. The results provide 
values of the radical cross-combination ratio and esti­
mates of the Arrhenius parameters of the abstraction 
reaction in the gaseous phase and make possible a com­
parison of liquid and gaseous phase values of these 
parameters.

Experimental Section
Mallinckrodt AR grade chloroform was purified by 

means described previously. 16 Ohio Chemical and 
Surgical U.S.P. grade nitrous oxide was prepared for 
use as a dosimeter gas by successive trap-to-trap distil­
lation at —196° until mass spectrometric analysis 
indicated that oxygen had been reduced below the 
limit of detectability (ca . 0.1%). Pure, air-free sam­
ples of chloroform vapor were irradiated with X-rays 
from a Machlett OEG-60 X-ray tube operated at 35 mA 
and 50 kV. The irradiation vessel was a 500-ml spheri­
cal Pyrex flask; the X-rays were admitted through a 
thin dome shaped section blown in the wall of the flask. 
The temperature of the vessel and its contents was held 
constant within ±0.5° during irradiations. Each 
vapor sample was irradiated for 1.00 hr. Yields of 
organic reaction products were determined quantita­
tively by gas chromatography, and the presence or 
absence of inorganic products was established as de­
scribed previously. 16 Quantitative data reported be­
low are averaged values of three or more replicate ex­
periments.

The absorbed dose has been estimated from mea­
sured yields of N2 from the X-ray induced decomposi­
tion of N20  in the irradiation vessel at 25°. The yield 
of N2 was observed to be directly proportional to the 
pressure of N20  between 47.6 and 1270 Torr. G (N?) is 
equal to 10.0 molecules/100 eV under these conditions. 17 
It has been assumed that the respective rates of energy 
dissipation per unit mass in CHC13 and N20  vapors 
bear the same proportionality to their respective photo­
electric mass absorption coefficients. Atomic mass 
absorption coefficients have been evaluated by inter­
polating those of Berger18 to the mean energy of the 
distribution (30 keV), and molecular coefficients have 
been equated with the mass fraction weighted sums of 
atomic coefficients. The absorbed dose has thereby 
been estimated to have been approximately 5 X 1017 
eV/cc of chloroform vapor in each experiment. This 
datum is not directly relevant to the interpretation of 
results, but simply indicates that the 100-eV yields of 
products were equal within a factor of approximately 
two to those from the radiolysis of liquid chloroform15’16 
and that the vapor phase mechanism was of nonchain 
character.
Results

Products observed were those which are formed in 
the radiolysis of liquid chloroform above room tem­

perature excepting CC14 which was absent from the 
irradiated vapor samples. Time average rates of 
product formation at 79, 90, and 100° are presented in 
Table I. All data were obtained by irradiating chloro-

Table I  : Rates of Product Formation® in 
the Radiolysis of CHCI3 Vapor

-------- Tem p, °C -----------,-------------- -
79 90 100

C H 2C12 8 .1  ±  0 .6 9.7 ±  0.8 11.7 ± 1 .1
c 2h 2c u 3.5 ±  0.2 3.9 ±  0.2 2 .7  ±  0.3
c 2h c i5 16 ±  1 17 ±  1 16 ±  1
C2C18 15 ±  1 16 dh 1 20 ±  1
c 2cu 1.3 ±  0.3 1.3 dh 0.4 1.1 dh 0.4

“ Rates are expressed in units of molecules cc'- 1sec-1 X  10-11.
Experimental uncertainties are average deviations from the
means of three or more replicate experiments.

form vapor at a concentration equal to 1.50 X 1019 
molecules cc_ 1 for 1.00 hr. The fraction of chloroform 
converted to products in each experiment was less than 
0.002. Measurements made in this laboratory by 
R. C. Bair have shown that the yield of each organic 
product was directly proportional to irradiation time at 
0.50 and 1.00 hr, at this vapor concentration at tem­
peratures up to 100°. It was observed that spontane­
ous thermal decomposition of pure, air-free chloroform 
vapor did not take place under conditions of experi­
ments whose results are reported here. The presence 
of air was observed to greatly increase the variety of 
products and the rate of decomposition.

Discussion
The form of the effects of temperature is the same as 

that observed in the radiolysis of liquid chloroform at 
low dose rates. 15'16 These effects in the liquid phase 
have been shown to be quantitatively consistent with a 
homogeneous mechanism comprising the following 
steps. 16 There is no evidence for radical dispropor-

CHCls— - CHC12-, Cl- (1 )

CHClr +  CHCh CH2C12 +  CCls- (2 )

Cl- +  CHCh — -  HC1 +  CCls- (3)

2CHC12-------- C2H2C14 (4)

CC13- +  CHCh- — -  C2HC16 (5)

2CC1s- — -  C2C16 (6)

tionation steps in either phase. Reaction 3 consumes 
all Cl atoms at 0° and above in the liquid phase. It is 
certain that it also does so in the vapor phase under 
conditions of these experiments as may be readily 
demonstrated with relative rate constant values from

(17) F . T .  Jones and T . J . Sw orski, J. Phys. Chem., 70 , 1546 (1966).

(18) R . T . B erger, Radiai. Res., 15, 1 (1961).
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earlier work3’19-22 from which k3, e.g., has been esti­
mated to be of the order 1 0 - 11e-(3-3X 10̂ iRr cc mole­
cule- 1  sec-1.

Detailed investigations of effects of temperature, 
dose rate, and the presence of free halogens in the radiol­
ysis of liquid chloroform15’16 have suggested that di- 
chlorocarbene is the precursor of C2CI4 in the liquid 
phase via reactions 7 and 8 , below

CC12 +  CHCls — ► C2HC16*

C2HC16*

C2CI4 +  HC1

C2HC15

( 7 )

(8 and 9)

(1 0 )

as appears to be the case, as well, in the pyrolysis of 
chloroform vapor. 23 It has been observed that the 
rate of C 2 C 1 4  formation exhibits a pronounced positive 
temperature coefficient in the liquid phase15'16 but is 
essentially independent of temperature in chloroform 
vapor. This difference might reasonably have been 
anticipated because reactions 9 and 10 must be much 
less effective in the vapor phase, in the absence of sol­
vent cage effects and at a several hundredfold lesser 
chloroform concentration.

Measured rates of formation of C H 2 C 1 2, C 2 H C I 5 , 

C 2 H 2 C I 4 , and C 2 C 1 6  may be used variously to evaluate 
the cross-combination ratio for C H C 1 2  and C C 1 3  radicals 
and to estimate the activation energy of reaction 2  and 
the frequency factor of reaction 2  relative to that of 
reaction 4. Assuming time-independent rates of prod­
uct formation the cross-combination ratio, ks/ (fc4fc6) 1/1, 
equals the ratio of the rate of pentachloroethane forma­
tion to the square root of the product of the rates of 
formation of tetrachloroethane and hexachloroethane 
and has been found to be equal to 2 . 1  ±  0 .1  and to be 
independent of temperature at 79-100°. This value is 
consistent with measured values for halogenated methyl 
radical pairs2 and for small alkyl radical pairs in the 
gaseous phase.24’26 Values of ^(CH Ch)/^1̂  are 
given by the ratio of the rates of formation of methylene 
chloride to the square root of the rates of formation of 
tetrachloroethane at 79, 90, and 100°. These values 
indicate that E 2 — E J 2 equals 6.4 ±  0.5 kcal/mol. 
It follows that A 2/ A ^ 2 is equal to 8.1 (±0.4) X 10-10  
(cc molecule- 1  sec-1)‘/! and that k2/ k l/2 =  8.1 X 10-10  
e-(6.4 x io’)/«r (cc molecule- 1  sec-1)1/s at 79-100°.

An estimate of the absolute value of k2 must depend 
either upon the single published estimate of fc4 (4.2 X 
1 0 -1 2  cc molecule- 1  sec- 1 ) 3 or upon consideration of the 
probable value of fc4 relative to /cfi and the several quite 
different published estimates of k6- 3,22,26 The best 
source of a reliable value of fc4 relative to fc6 appears to 
be data from the study of the direct photolysis of chloro­
form vapor reported by Semeluk and Unger. 14 These 
were measured under conditions which precluded oc­
currence of reaction 2  and which effected quantitative

removal of Cl atoms by reaction 3 in the absence of 
primary photolytic rupture of the CH bond of CHC13, 
thus causing formation of CHC12 and CC13 radicals at 
equal rates. Under these conditions the ratio of mea­
sured rates of tetrachloroethane and hexachloroethane 
was equal to kt/k6. These data indicate that /c4/fc6 is 
equal to 1.3, in close agreement with hard-sphere colli­
sion theory estimates. 27 Assuming the value of k6 
reported in ref 2 2  to be most nearly accurate and 
that fc4 like fc6 is independent of temperature, 22’26 fc2 is 
represented most reliably by the expression, fc2 =  3 X 
10- 15e-( 6 -4 x cc molecule- 1  sec-1. The probable 
uncertainty in A 2 is a factor of two, up or down, based 
upon data of ref 26 or 3, respectively.

There are no other published estimates of the Ar­
rhenius parameters of reaction 2  in the gaseous phase, 
and there are few estimated values for reactions of 
other halogenated methyl radicals with chloroform. 
Available information indicates that the frequency 
factor and activation energy of the reaction

CFr  +  CHCI3 — -  CHF3 +  CCU- (11)

are approximately equal to A 2 and E 2. respectively.28’29 
A n  appears to lie between (0.6 and 5) X 10-14cc mole­
cule- 1  sec-1, and E n  lies near 6.3 to 6.6 kcal/mol.

It has been estimated16 that in liquid chloroform, k2 
= 2 X 10- 16e-(6 -7 x loi)/Br cc molecule- 1  sec-1, an absolute 
value which is subject to the same kinds of uncertainties 
as the gaseous phase value, but which can reasonably be 
expected to be better than an order of magnitude esti­
mate. Pending future independent determinations, 
it may be tentatively concluded that E 2 is independent 
of phase, but that A 2 is an order of magnitude smaller 
in the liquid phase. For diffusion-limited reactions, 
such as radical combination steps, rate constants are, 
of course, markedly smaller in the liquid phase. For 
reactions which have significant activation energies in 
the gaseous phase, however, there is simply not suffi­
cient experimental information to establish an empiri-

(19) J . H . K n ox , Trans. Faraday Soc., 58 , 275 (1962).
(20) P . G . A shm ore and M . S . Spencer, ibid., 60 , 1608 (1964).
(21) P . G old finger, G . H u ybrech ts , and G . M arten s, ibid., 57 , 2210 
(1961).
(22) G . R . D e M a ré  and G . H u ybrech ts, ibid., 64 , 1311 (1968).
(23) A . I . S h ilov  and R . P . Sabirova, Russ. J. Phys. Chem., 3 4 , 408 
(1960).
(24) S . W . B enson  and W . B . D e M o re , Ann. Rev. Phys. Chem., 16, 
413 (1965).
(25) J . A . K err  and A . F . T ro tm a n -D ick en son , Progr. React. Kinet., 
1, 107 (1961).
(26) J . M . T ed d er  and J . C . W a lton , Chem. Commun., 160 (1966).
(27) H . S. Johnston, “ G as Phase R ea ction  R a te  T h e o r y ,”  R on a ld  
Press, N ew  Y o rk , N . Y ., 1966, p  152 ff.
(28) H . C arm ichael and H . S . Joh nston , J. Chem. Phys., 41 , 1975 
(1964).
(29) W . G . A lco ck  and E . W h ittle , Trans. Faraday Soc., 6 2 , 134
(1966).
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cal rule. Excepting the present instance and, possibly, 
the cases of dimerization and reverse dissociation of 
cyclopentadiene, for which the respective liquid and 
gaseous phase A  and E  values seem to be roughly equal, 12 
there are no available data concerning effects of phase

R e a c t io n s  o f  E l e c t r o n s  a n d  F r e e  R a d ic a l s

on the Arrhenius parameters of an elementary reaction 
which requires thermal activation in the gaseous phase.
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Reactions of Electrons and Free Radicals in Glassy Ethanol1

by S. Fujii and J. E. Willard
Department of Chemistry, University of Wisconsin, Madison, Wisconsin 5S706 {Received June 22, 1970)

Experiments designed to increase understanding of the mechanisms of trapping and reaction of electrons and 
free radicals in y-irradiated glassy ethanol a t 77°K  are reported. They show that the concentration of elec­
trons grows with increasing y  dose to a maximum at 6 X  10“  eV g -1 and then decreases, accompanied by a 
decrease in Gffree radicals). Free radicals are produced during thermal decay of trapped electrons, as well 
as by photobleaching. There is a blue shift in the optical absorption spectrum (Xmax 535 nm) of trapped 
electrons during thermal decay and also during photobleaching w ith 650-nm radiation, but not w ith 540 nm. 
Prolonged annealing of C2H 5O H  glass at 90 °K  prior to y  irradiation alters the available trapping sites in such 
a manner that the trapped electron spectrum is shifted to the red, the yield is reduced, and the decay rate 
is increased. C H 3C H O H  radicals produced in the radiolysis decay by second-order kinetics. Parallel growth 
and decay of the esr free-radical signal and absorption at 200 nm are consistent with the conclusion that the 
latter is in part attributable to free radicals.

Introduction
The concentration of trapped electrons produced in 

hydrocarbon glasses by y  irradiation increases to a 
maximum and then decreases to zero with increasing y  

dose.2 This phenomenon is attributed to competing 
reactions involving free radicals and trapped and mobile 
positive charge and electrons. 2*5 It does not occur in 
solid alcohols3 at the doses thus far reported. 4 This 
may be because the polarity of the matrices increases 
the trapping probability for electrons and positive 
charge in such a way as to allow a higher concentration 
to be achieved than in hydrocarbons before neutraliza­
tion processes and reaction of electrons with radicals 
compete effectively. In the work of the present paper 
we have tested higher y  doses with ethanol and isobutyl 
alcohol glasses. Secondly, we have sought clarifying 
evidence as to whether the thermal decay of trapped 
electrons in ethanol glass generates free radicals as does 
photobleaching5'6— a question on which differing opin­
ions have been advanced.4a,5b'6 We have also obtained 
information on the correlation between the uv absorp­
tion of 7 -irradiated ethanol glass and the CH3CHOH 
esr signal, the kinetics of CH 3CHOH decay, and the 
effect of annealing at 90°K on the trapping capability 
of ethanol glass at 77°K.

Experimental Section
Absolute ethanol was further purified by refluxing 

with 2,4-dinitrophenylhydrazine to remove aldehydes 
and ketones and by distillation, following which it 
showed less than 0.25% impurity by gas chromatog­
raphy. It was allowed to react with sodium and dis­
tilled before introduction to the vacuum line where it was 
degassed and stored over sodium prior to distillation 
into the reaction cell. Isobutyl alcohol was purified by 
preparative gas chromatography to >99.6% purity,

(1) T h is  w ork  has been su pp orted  in  part b y  U . S . A to m ic  
E nergy  C om m ission  C on tra ct A T (1 1 -1 )-1 7 1 5  and b y  th e  W . F . V ilas  
T ru st o f  the  U n iversity  o f  W iscon sin .
(2) (a) M . Shirom  and J. E . W illa rd , J. Amer. Chem. Soc., 90 , 2184 
(1 9 6 8 ); (b ) A . E k strom , R . Suenram , and J. E . W illa rd , J. Phys. 
Chem., 74 , 1888 (1970).
(3) (a) A . E k strom  and J. E . W illa rd , ibid., 72 , 4599 (1 968 ); (b)
F . S . D a in ton , G . A . Salm on, and J. T e p ly , Proc. Roy. Soc., Ser. A, 
286, 27 (1965).
(4) (a) R ev iew s o f the  literature on  the rad iation  chem istry  o f  solid  
a lcohols have been  g iven  b y  L . K e v a n  in  “ A ction s  C him iques et 
B io log iqu es des R a d ia tion s ,”  V o l. 13, M . H aissinsky, E d ., M asson , 
Paris, 1969; (b ) A lso , see J. T e p ly , Radiat. Res. Rev., 1, 361 (1969).
(5) (a) R . S . A lger, T .  H . A nderson , and  L . A . W e b b , J. Chem. Phys., 
30 , 695 (1 959 ); (b ) C . C h a ch aty  and E . H a yon , J. Chim. Phys., 61 , 
1115 (1964).
(6) J . E . B enn ett, B . M ile , and A . T h om as, J. Chem. Soc. A, 1399
(1967).
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treated with sodium, degassed, and distilled under 
vacuum into the reaction cells.

Reaction cells for spectrochemical analysis were made 
by drawing down a 15-mm i.d. Suprasil tube over a 
metal form to give cells ca. 5 mm wide, 35 mm high, 
and with a light path of 0.5 to 1 mm. Use of these thin 
cells' greatly reduced the problems of cell cracking en­
countered when C2H6OH was frozen in larger cells, and 
also made it possible to measure optical densities at 
high doses. Esr measurements were usually made in 4 
mm o.d., 3 mm i.d. Suprasil tubes. For optical and esr 
measurements on the same cell, rectangular cells with 
internal cross section of 3 mm X 4 mm were made by 
drawing down Suprasil over a mandril.

7  irradiations were carried out under liquid nitrogen 
at 77°K with a dose rate of (4 ±  1) X 1018 eV g- 1  min-1. 
Corrections were made for the optical density of the 
irradiated Suprasil cells which was about 0.17 at 540 
nm and 0.10 at 700 nm for a dose of 1 X 1021 eV g-1, 
and 0.28 and 0.23 at 540 and 700 nm, respectively, at a 
dose of 3 X 1021 eV g-1. Measurements were made 
with a Varian 4500 esr spectrometer using 100-kHz 
modulation and a power level of 0.38 mW and with a 
Cary 14R spectrophotometer, using neutral density 
filters where necessary to extend the available optical 
density range.

Thermal decay studies of trapped electrons were made 
at 90 °K using liquid oxygen as refrigerant, 87 °K using 
liquid argon and 77°K using liquid nitrogen. For 
photobleaching the sample was exposed at the focus of 
the condensing lens of a Bausch and Lomb high inten­
sity monochromator using an Osram 200-W high pres­
sure mercury arc as the source, and a band width at 
half-height of 10 nm centered at 540 nm.

Results
Optical and E sr Spectra. We observe, as has been 

reported previously4'611 that y-irradiated C2H6OH glass 
at 77°K has an absorption maximum at 535 nm attrib­
utable to trapped electrons and absorption increasing 
from 300 toward 200 nm which appears to be attribut­
able in part to free radicals and possibly in part to 
charged species (Figure 1). Our experiments show 
that partial photobleaching of the spectrum with 540- 
nm light reduces the 535-nm band nearly uniformly, as 
does bleaching with 4767 or 650-nm light. However, 
allowing the sample to stand for 4 hr in the dark at 
90 °K causes a blue shift (Figure 1). After removal of 
the trapped electrons by exhaustive photobleaching 
with 650-nm light, a long wavelength tail of the uv ab­
sorption, extending to at least 400 nm, remains, y 
irradiation of ethanol glass does not produce any species 
which absorbs in the region of 900 to 2000 nm.

As previously observed,4-6 y-irradiated C*H6OH glass 
at 77°K gives a five-line esr spectrum attributable 
to CH 3CHOH with the intensity of the central line in­
creased by the trapped electron signal (Figure 2a).

Figure 1. Uv-visible-ir spectra of C2H 5OH glass at 77 °K:
(A), unirradiated; ( B )  7-irradiated; (C) 7-irradiated sample 
after 4-hr decay in dark at 90°K; (D ) 7-irradiated sample 
after partial photobleaching at 650 nm; (E) 7-irradiated 
sample after exhaustive photobleaching. 7  doses from 0.95 X  
1020 to 2 X  1020 eV g-1. The data were normalized for dose, 
and the values of spectrum A for the unirradiated sample were 
subtracted from the observed spectra of the irradiated samples 
to give the spectra shown.

Figure 2. Esr spectra of 7-irradiated C2H 6OH glass: (a)
before photobleaching; (b) after photobleaching at 540 nm. 
Dose 1.7 X  1020 eV g_1.

Photobleaching at 540 nm reduces the intensity of the 
central line and increases that of the outer lines (Figure 
2b). In the discussion below, the vertical distance 
“A” from the maximum of peak 2 to the minimum of 
peak 4 (Figure 2) is used as a measure of the relative 
concentration of radicals. It remains in constant ratio 
to B through photobleaching or thermal decay at 77°K.

E lectron  and R adical Concentrations As a F unction  o f  
D ose. Figures 3 and 4 show that in both ethanol and 
isobutyl alcohol glasses the trapped electron concen­
tration passes through a maximum with increasing y 
dose and then declines. The optical density at 220 nm 
grows nearly linearly with dose through the dose range 
of the maxima of [etr~] but less rapidly at higher doses.

(7) M . R . R on a yn e , J . P . G uarino, and W . H . H am ill, J. Amer. 
Chem. Soc., 84, 4230 (1962).
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C2H 5OH glass as a function of 7 dose at 77°K: A, OD at
700 nm due to etr~; □, esr signal of CH 3CHO H radicals 
(measured as “A ” of Figure 2).

3.3 X  1021 eV g-

O
CVI
CVJ

£

E
E

D
O

Figure 4. Concentrations of trapped electrons and radicals in 
f-CiHgOH glass as a function of 7  dose at 77°K: A, OD etr_ 
at 555 nm; O, OD at 220 nm, ascribed in part to radicals 
(last point on curve estimated from OD at 235 nm).

To determine whether removal of etr~ by thermal 
decay regenerates the ability of the matrix to trap elec­
trons in samples which have reached the maximum 
[etr~ ] illustrated in Figure 3, we have 7 -irradiated such 
a sample following 300 hr at 90°K. Qualitatively the 
concentration of trapped electrons grows in the same 
manner after thermal bleaching as before, with a maxi­
mum at about the same dose, but the maximum is only 
about one-third as high (Figure 5).

The maximum electron concentration achieved dur­
ing irradiation of a sample which has been melted and 
refrozen following previous irradiation is lower than for 
an unirradiated sample (curve C, Figure 5). This in­
dicates that stable products of irradiation scavenge 
electrons, or reduce the electron-trapping ability of the 
matrix, but the effect is not sufficient to account for the 
low electron yield following thermal decay without

8 DOSEXIO“ 21 eV g - '
Figure 6 . Effects of thermal decay at 90°K and of melting and 
refreezing to 77°K on growth of esr signals “A” and “C”
(Figure 2 ) with continued 7  irradiation: O, signal C before 
melting; □, signal A before melting; •  and ■, signals C and 
A after melting following a dose of 3.4 X  1021 eV g_1 and 
recooling to 77° K.

melting (curve B). Similar evidence from esr data is 
given in Figure 6 . Because the central esr line (C of 
Figure 2) contains the growing radical signal as well as 
the electron signal, it does not pass through a maximum 
at the doses of Figure 6 . The decrease in the central 
esr line during standing at 90°K includes the complete 
decay of the electron signal as well as a decrease in the 
esr free-radical signal.

Quantitative comparison of radical concentrations at 
90 or 95 °K with those at 77 °K  cannot be made by com­
parison of the esr signal heights because the esr spectra 
undergo rapid changes in shape and relative line heights 
at the higher temperatures. The esr spectrum at 
77°K of a sample of 7 -irradiated, photobleached ethanol
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Figure 7. Effect of 540-nm photobleaching of 7-irradiated 
C2H 5OH glass at 77°K on ODwoam, OD^cnm, esr signal “A,” and 
esr signal “C .” Dose 1.7 X  10“ eV g“ 1 in each case.

Figure 8 . Effects of photobleaching and of melting and 
refreezing to 77°K on esr signals “A ” and “C” of Figure 2:
O and □, signals “C” and “A” before melting; •  and ■, 
signals “C” and “A” after sample which had received 3.4 X  
1020 eV g “ 1 was melted and refrozen. Dotted line shows 
growth in “ C ”  which would have occurred if initial irradiation 
had not been interrupted by photobleaching.

glass (Figure 2b) changed from a line ratio of ca. 1:3.1: 
4.4:3.3; 1.5 at 77°K to 1:5.7:15:5.7:1.4 after 16 min at 
95°K, with an accompanying severalfold decay in in­
tensity. During an additional 77 min at 95°K the 
signal decayed by a factor of 5 while the line ratios 
changed only slightly (1.6.3:17:6.2:1.3). When the 
sample was then cooled to 77°K, the line ratios changed 
to 1:3.8:8.5:3.1:1 .2 , suggesting that the coupling con­
stants of the unpaired electron with the a - and /3-hydro-

Figure 9. Radical concentration in 7-irradiated C2H 5OH glass 
at 77°K as a function of time for samples containing trapped 
electrons as compared to samples from which the electrons were 
removed by photobleaching. Dose 1.7 X  1020 eV g_1, except 
top curve 1.3 X  10M eV g_I.

gen atoms change as a result of changes in configuration 
of the radicals with changes in the temperature of the 
matrix. A similar change with increasing temperature 
from 77 to 100-105°K has been reported previously.6b

Radical P roduction  during Photobleaching and Therm al 
D eca y  o f  Electrons. Consistent with previous investi­
gations,6’7 we find that the radical concentration in 7 - 
irradiated ethanol at 77 °K grows when the trapped 
electrons are photobleached at 77°K (Figure 7). As­
suming that the initial (?(CH3CHOH) is 5.6,4 the in­
crease in radical concentration as a result of photo­
bleaching as shown by the esr data is G =  3.1, a value 
within experimental error of the reported values of 
G(etr-), which range from 2.3 to 2.9.4 This confirms 
the conclusion that radical production by photobleached 
electrons is efficient. Further evidence on radical 
production during photobleaching and also on dose 
effects following photobleaching is given in Figure 8 . 
The fractional increase in radical concentration as a 
result of the photobleaching illustrated in Figure 8 is 
less than that for Figure 7 because the 7  dose was such 
that the ratio of etr_ to radicals was lower.

To evaluate the production of free radicals during 
thermal decay of trapped electrons, it is necessary to 
correct for radical decay during electron decay. The 
upper section of Figure 9 allows comparison of the free- 
radical esr signal (line A of Figure 2 ) as a function of 
time of standing at 77 °K for two samples of ethanol 
glass which had received identical 7  irradiation follow­
ing which one was photobleached to remove all trapped 
electrons and the other was maintained in the dark. 
The higher radical concentration of the photobleached 
sample has been normalized to that of the unbleached 
sample at t =  0. Assuming that the differences in the 
esr plots for the two samples are experimentally signifi­
cant, the measurements indicate radical production 
accompanying electron decay during standing at 77°K. 
The growth of the radical signal of the unbleached 
sample to the point of its maximum (35 hr) (corrected 
for second-order radical decay by reference to the
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Figure 10. Comparison of trapped electron spectra in samples 
of ethanol glass 7-irradiated at 77°K with (B) and without 
(A) preannealing for 500 hr at 90°K. Dose 8 X  1019 eV g_1.

bleached sample) is ca. 20%. Assuming G(radicals) 
before bleaching to be 5.6 the increase in G at 35 hr is 
ca. 1 or equivalent to about 35% of the electrons if 
<?(etr-) =  2.9. The curve for the unbleached sample 
after 35 hr is consistent with a slower decay of electrons 
continuing to produce radicals which are also decaying. 
Experiments at 87, 90, and 95°K also indicate a growth 
in radical concentration accompanying an initially rapid 
electron decay followed by a net decrease in radical 
concentration as the electron decay becomes slower and 
the rate of radical production becomes less than the rate 
of decay. The lower portion of Figure 9 shows a signifi­
cant difference in rate of change of absorption at 200 
nm as a function of time for bleached and unbleached 
samples, but the absorption at 20 0  nm is clearly due to 
more than one species, and no quantitative correlations 
with (?(radicals) and G (etr~) have been possible.

E ffects o f  A nn ea ling  M a trix  at 9 0 °K . To determine 
whether the electron-trapping characteristics of ethanol 
glass which has been formed by rapid cooling of the 
liquid to 77 °K can be changed by allowing opportunity 
for molecular relaxation at a higher temperature prior 
to y  irradiation, we have irradiated such a sample at 
77°K after holding it at 90°K for 500 hr. Three differ­
ences in trapping properties relative to the unannealed 
sample were found. (1) The trapped electron spec­
trum is red-shifted (Figure 10). (2) The trapped elec­
tron yield is reduced (Figures 10 and 11). .(3) The 
initial decay on warming the sample to 87 °K and the

4317

Figure 11. OD at 540 and 200 nm as a function of time of 
standing in the dark of samples of ethanol glass 7-irradiated at 
77°K with and without preannealing for 500 hr at 90°K. Open 
points are for annealed samples; closed points for nonannealed 
samples. Dose 8.1 X  10“  eV g ' 1; sample thickness 1.17 mm 
in each case.

accompanying increase in absorption at 20 0  nm are in­
creased (Figure 11).

Therm al D ecay o f C H zC H O H  R adicals at 9 5 °K . The 
glassy C 2 H 5 O H  which had been y  irradiated at 77 °K  
to a dose of 1.7 X 1020 eV g_ 1 was photobleached at 
77°K with a 200-W Mazda lamp, following which the 
concentration of radicals (line A of Figure 2) was fol­
lowed by esr spectroscopy as a function of time at 95°K 
in the Varian variable temperature device. The decay, 
as shown in Figure 12, is second order.

Discussion
Spectral Shifts with Bleaching. Previous work has 

shown that bleaching of the trapped electrons in y -  
irradiated ethanol at 77°K with 476-nm light7 reduces 
the intensity of the spectrum uniformly, while bleach­
ing at “wavelengths greater than the 540-nm maximum” 8 
causes a blue shift. We find nearly uniform bleaching 
at 540 nm, while both 650-nm bleaching and decay in 
the dark at 90°K cause a blue shift. These facts imply 
the presence of traps of different depths which can be 
selectively depopulated.

Similar evidence for a broad population of traps in 
ethanol glass comes from pulse radiolysis studies which 
show an etr~ spectrum extending into the infrared im­
mediately after the pulse. These weak traps are ther­
mally depopulated within microseconds at 77°K with a

(8) A . K . P ikaev , p riva te  com m u n ica tion  qu oted  in  ref 2a.
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MIN

Figure 12. Second-order plot of radical concentration as a 
function of time at 95°K following y  irradiation of C2H5OH 
glass at 77°K (esr signal “A ” of Figure 2).
Dose 1.7 X  10“ eV g_1.

concurrent growth in the 540-nm band.9a Still other 
evidence for the presence in the matrix of weaker traps 
than are normally populated is the irreversible increase 
in the width of the electron esr singlet when ethanol 
glass which has been irradiated at 4°K is raised to 
77°K.9b'°

The results for photobleaching in ethanol are similar 
to those observed for various alcohol-water mixtures10 
but are in contrast to the uniform thermal decay of the 
electron spectrum in 3-methylpentane (3MP) observed 
in our laboratorylla and to literature reports of uniform 
decay in methyltetrahydrofuran (MTHF),llb and slight 
asymmetry of decay in 3MPllb and MTHF.llc How­
ever, other evidence (the change of esr line widths and 
shifts of Amax with matrix polarity3®) indicates that there 
is not a discontinuous difference in the nature of trapping 
sites in polar compounds as compared to nonpolar com­
pounds. 3 There is as yet no theory of electron trapping 
which satisfactorily correlates these and related proper­
ties of trapped electrons. 12

R ise and F all o f  [etr_ ] with D ose. The trapped elec­
tron concentrations in ethanol and isobutyl alcohol 
glasses pass through maxima at 6 X 1020 and 2 X 1020 
eV g-1, respectively (Figures 3 and 4), as compared to
1.4 X 1020, 1.4 X 1020, 6 X 1019, and 1.4 X 1020 eV g- 1 
for 3MP, 3-methyloctane, 3-ethylpentane (3EP), and 
methylcyclohexane (MCHx), respectively.2'8® The op­
tical densities per millimeter at the maxima are 2 .1  at 
700 nm and ca. 8 . 8  at 535 nm (assuming constant O D 535/  
O D 700) for ethanol; 0.9 at 555 nm for isobutyl alcohol; 
0.3 at 1600 nm for 3EP; and 0.3 at 1600 nm for MCHx. 
In both ethanol and isobutyl alcohol the rate of growth 
of free radicals with dose is approximately linear up to 
the doses of the maximum of the electron concentration, 
but decreases thereafter. The pattern of growth and

decrease of the electron concentration and of growth of 
the radical concentration is consistent with the con­
clusion that the maximum in electron concentration is 
reached when the concentrations of trapped positive 
charge and trapped radicals in the matrix are high 
enough so that most newly formed electrons are neu­
tralized without trapping, while a small fraction are 
captured by radicals. The decrease in [ctr~] after 
reaching a maximum is then due to a small fraction of 
the freshly formed positive charges and radicals en­
countering trapped electrons and reacting with them. 
These phenomena are similar to those discussed earlier 
for nonpolar matrices.215 The fact that [ctr~]max occurs 
at higher doses in the polar than nonpolar matrices is 
consistent with the conclusion that both electrons and 
positive charge have a shorter range before trapping in 
the former than in the latter.

If it is assumed that the molar extinction coefficient 
of etr_ in ethanol at 77°K at 535 nm is 1 X 104, it may 
be estimated that the concentration of electrons at the 
maximum of the concentration vs. dose curve is ca. 4 
X 10-4  mole fraction, while the concentration of radi­
cals which grow linearly with a G (R ) of ca. 5.6 is 2.6 X 
10- 3 mole fraction. The distance between nearest- 
neighbor electrons if they were uniformly distributed 
would then be about 15 molecular diameters, and the 
average distance of a newly formed electron from a 
previously trapped electron would be about 7 molecular 
diameters. The average distance of an electron from a 
cation would be about 7 molecular diameters and from 
a radical 3 molecular diameters.

R adical P roduction  A s  a Result o f  T rapped  E lectron  
D ecay. The esr signal of C H 3C H O H  radicals grows in 
C 2H 5OH  at 77 °K when trapped electrons produced by 
either radiolysis5 (Figure 7) or deposition of alkali 
metal8 are photobleached. Similar growth occurs when 
trapped electrons produced by deposition of alkali 
metals decay in the dark.6 A recent review4® indicates 
that such reaction does not occur during the dark decay 
of electrons produced by radiolysis, but there is experi­
mental evidence that growth is observed.515 The data 
of Figure 9, obtained in an attempt to resolve these 
inconsistencies, indicate that radical production does 
accompany thermal decay of electrons.

(9) (a) J. T . R ichard s and J. K . T hom as, J. Chem. Phys., S3, 218
(1 9 7 0 ); (b ) H . Y osh id a  and T .  H igashim ura, Can. J. Chem.,
48 , 504 (1 970); (c) D . R . Sm ith  and J. J . P ieron i, ibid., 4 5 , 2724 
(1967).
(10) B . G . E rshov, L . E . M ak arov , an d  A . K . P ikaev , Khim. Vysokikh 
Energii, 1, 472 (1 967 ); High Energy Chem., 1, 355 (1967).
(11) (a) A . E kstrom , R . Fass, and J. E . W illa rd , un pu blish ed ; (b) 
J . B . G allivan  and W . H . H am ill, J. Chem. Phys., 44 , 1279 (1966); 
(c) P . J . D y n e  and O . A , M iller, Can. J. Chem., 43 , 2696 (1965).
(12) (a) R ev iew  articles w ith  references d ealing  w ith  this p rob lem  
include J. E . W illa rd , in  “ F undam ental P rocesses in  R a d ia tion  
C h em istry ,”  P eter A usloos, E d ., W iley , N ew  Y ork , N . Y .,  1968, 
C hapter 9 ; (b ) W . H . H am ill, in  “ R a d ica l Ion s ,”  E . T . K aiser and 
L . K evan , E d ., W iley , N ew  Y ork , N . Y ., 1968, C hapter 9 ; (c) A . 
E kstrom , Radiai. Res. Rev., in  press.
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Mechanisms suggested4-6 for radical formation by 
electron attack in y-irradiated C2H5OH include

C2H5OH2+ +  e - — >  CHsCHOH +  H2 (1)

C2H6OH2+ +  e - — > C2H5OH +  H*)
\ (2 )

H * +  C 2H 6OH  — >  C H 3C H O H  +  H 2} 

2C 2H 6OH  +  e - — ►

C2H60 -  +  CHsCHOH +  H2 (3)

Present information does not allow elimination of any 
one of these. Since radicals are known to be formed by 
decay of electrons formed when alkali metals are added 
to C2H6OH glass at 77°K, mechanism 3 must be in­
volved in the radiolyzed glass at concentrations below 
some minimum level of [C2H6OH2+].

By contrast with the ethanol glass, no free radicals 
are formed when trapped electrons in y-irradiated 3MP 
are photobleached.2a

Effects o f  M a trix  A nnealing. The red shift of the 
spectrum of the trapped electron caused by annealing 
the matrix before irradiation and the accompanying 
decrease in electron yield (Figures 10 and 11) are unique 
as far as we are aware. They indicate that annealing

causes a change in the distribution of types of trapping 
sites and in their average cross section for electron 
trapping in competition with neutralization or reaction 
with alcohol molecules. It is not obvious why the re­
laxation of matrix molecules during annealing should 
lead to the availability of a greater proportion of rela­
tively weak (large-radius) trapping sites, as implied by 
the red shift. The relatively rapid decay of the elec­
trons in the annealed sample is qualitatively consistent 
with the weaker trapping implied by the red shift.

Previous observations of changes in electron-trapping 
properties with small changes in the matrix include the 
blue shifts in the spectra of electrons in liquid alcohols 
with decreasing temperature13 and with increasing 
polarity, 14 the blue shift in glassy relative to liquid al­
cohols and with increasing polarity in solid alcohols,54 
and the increase in half-life of the trapped electron with 
increasing sample size (and hence decreasing rate of 
cooling) in glassy 3MP. 16

(13) S. A ra i and M . C . Sauer, Jr., J. Chem. Phys., 44 , 2297 (1966).
(14) M . C . Sauer, Jr., S. A rai, and L . M . D orfm an , ibid., 42 , 708 
(1965).
(15) K . T su ji and F . W illiam s, Ini. J. Radiat. Phys. Chem., 1, 383 
(1969).

Phenyl and Hydroxyphenyl Radicals. Pulse Radiolysis Study of 

Their Spectra and Reactivity

by B. Cercek* and M. Kongshaug1
Pederson Laboratories, Christie Hospital and Holt Radium Institute, Manchester 20, England (Received January 5, 1970)

The optical absorption spectra of the phenyl, CeHs-, and hydroxyphenyl radicals, HOCJBU-, in aqueous solu­
tions have been obtained. Their spectra resemble those of benzene and phenol in water, but the absorptions 
are more intense, e .g . , the molar extinction coefficients are «((AHs •) =  630 M ~ l cm-1 at 260 nm and eCHOCsHi •) 
=  1950 M ~ l cm-1 at 275 nm. The following rate constants have been measured: ¿(CeHs- +  CeH6I)  =  
7 X  101 M - 1 sec-1 and fc(HOC6H 4- +  HOC6H4Br) = 7 X  107 sec-1 .

Introduction
Within the multitude of organic radicals which have 

been produced by the technique of pulse radiolysis and 
their absorption spectra reported there is conspicuous 
absence of phenyl-type radicals. We now report a 
pulse radiolysis study in which the optical absorption 
spectra of the phenyl and hydroxyphenyl radicals were 
obtained by the dissociative attachment of the hy­
drated electron, eaq- , to iodobenzene, CfjH6I, and to p -

bromophenol, HOC6H4Br, and their reactivity toward 
the parent compound investigated.

Experimental Section
Irradiation  Facilities. A Vickers linear accelerator 

giving 0.5-jusec pulses of approximately 8-MeV elec-

* T o  w h om  correspondence should  be  addressed.
(1) N orsk  H y d ro ’s In stitu te  fo r  C an cer R esearch , M o n teb e llo , C slo 
3, N orw a y . F e llow  o f  “he N orw egian  C an cer  S ociety .
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trons has been used. Doses of about 500 rads per 
pulse were used. Details of the experimental arrange­
ment have been described before.2 A grating-type 
double monochromator has been used to eliminate the 
distortion of the optical absorption spectra below 270 
nm due to scattered light.

M aterials. All solutions were prepared using dis­
tilled water redistilled from alkaline permanganate. 
The reagents were used without further purification. 
Iodobenzene and p-bromophenol were Hopkin and 
Williams Ltd general purpose reagents. The solutions 
were acidified using Analar grade sulfuric acid. Puri­
fication of the reagents (iodobenzene by repeated wash­
ing with redistilled water, p-bromophenol by repeated 
recrystallization) did not affect the rate constants for 
reactions 1  and 2  (discussed in section reactivity of the 
phenyl radicals).

D osim etry . The dose given by each pulse was moni­
tored with a secondary emission chamber (SEC). For 
each set of experiments the SEC was calibrated' by 
means of the (CNS)2~ absorption at 500 nm in a 1 0 ~ 2 
M  KCNS solution, saturated with oxygen, using the 
molar extinction coefficient of 7100 M ~ x cm- 1  and 
Gt(CNS)*-] =  2.9. 3

A n a lysis . The yields of iodide ions were determined 
by potentiometric titration using 5 X 10-3  to 2.5 X 
1 0 -3  N  AgN03 solutions. A silver indicator and calo­
mel reference electrode were used, and the changes of 
the potentials were measured using a PYE “Dynacap” 
pH meter. Its expandable scale allowed accurate 
readings of 1 mV. Corrections for the blank (unir­
radiated solutions) were less than 0 .2 %  of the volume 
of silver nitrate used to titrate an irradiated solution 
and could therefore be neglected.

We have measured the yields of iodide ions in 2 X 
10 ~ 4 M  deaerated aqueous iodobenzene solution at 
neutral pH using 0.3 M  2-propanol to scavenge the H 
and OH radicals. The yield of the halide ions was 
found to be (?(I~) =  2.7 ±  0.1, corresponding to the 
yield of the hydrated electron. It has been shown 
before that the yield of the bromide ions equals the 
yield of the hydrated electrons.4,6

The pH values were measured with a PYE “Dyna­
cap” pH meter using samples of unirradiated solutions 
directly from the flow system.

Results and Discussion
A bsorp tion  Spectra o f  the P h en yl and H yd roxyph enyl 

Radicals. The phenyl radicals are produced simul­
taneously with the products of the reaction of H and 
OH radicals with the haloaromatic compounds. To 
separate the spectra of the phenyl and hydroxyphenyl 
radicals from the H and OH radical products optical 
absorptions were recorded every 5 nm in 1.4 X 10_4 M  
iodobenzene and 10 ~ 4 M  p-bromophenol solutions about 
5 Msec after the end of a 500-rad pulse of radiation 
under the following conditions. (1 ) I n  deaerated solu-

Figure 1. Optical absorption spectra of the species discussed. 
The arrows refer to the various scales used: ordinate, optical
density, 103 X  OD; abscissa, wavelength in nm. A, deaerated
1.4 X  10 M  iodobenzene, pH 7; 5 /¿sec after a pulse of 
500 rads. B, deaerated and N20-saturated 1.4 X  10 “4 M  
iodobenzene, pH 7; 5 Msec after a pulse of 500 rads; normalize 
to (7(H) =  0.6 and (7(OH) =  2.7. C, phenyl radical, pH 7.
D , benzene; concentration equal to that of the phenyl radical, 
pH 7. E, iodobenzene; depletion for (7(—iodobenzene) =  6 
and 500 rads. F, products of the H  +  CeHH reaction; 
normalized from (7(H) =  3.3 to (7(H) =  0.3 and 500 rads, pH  
1. G, deaerated 10 _4 M  p-bromophenol, pH 7; 5 Msec after a 
pulse of 500 rads. H, deaerated and N 20-saturated 10-4 M  
p-bromophenol, pH 7; 5 Msec after a pulse of 500 rads; 
normalized to (7(H) =  0.6 and (7(OH) =  2.7. I ,  
hydroxylphenyl radical, pH 7. J, phenol; concentration 
equivalent to that of the hydroxyphenyl radical, pH 7. K , 
p-bromophenol; depletion for (7( —p-bromophenol) =  6 and 
500 rads. L, products of the H  +  HOCeHsBr reaction, 
normalized from (7(H) =  3.3 to (7(H) =  0.3 and 500 rads.

tions at neutral p H . Spectra were corrected for the 
depletion of solute, S, assuming G { —S) =  G(e.Ml ~) +  
C?(OH) +  O(H) =  6 . The observed spectra (Figure 
1A and G) are the sum of the absorptions due to the 
phenyl or hydroxyphenyl radicals and the products of 
the reaction of OH and H radicals with the haloaro­
matic solutes. (2) I n  solutions at p H  1. Hydrated 
electrons, eaq_ , were converted into H radicals. Optical

(2) J . P . K eene, J. S ci. I n s t r u m 41 , 493 (1964).
(3) G . E . A dam s, J . W . B oag , J . C urrant, and B . D . M ich ael, “ Pulse 
R a d io ly s is ,”  M . E bert, J. P . K een e, A . J . Sw allow , and J. H . B axen - 
dale, E d ., A ca d em ic  Press, N ew  Y ork , N . Y . ,  1965, p 117.
(4) M . A nbar, F . B . A lfassi, and H . B regm an -R ice , J . A m er. C hem . 
Soc., 89, 1263 (1967).
(5) B . C ercek  and M . K on gsh au g, J. P h ys. Chem ., 73, 2056 (1969).
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absorptions were recorded in deaerated and oxygen- 
saturated solutions. Spectra were corrected for the 
depletion of solute, S, using G (— S)Dxio =  2.9 and 
G ( — S )an oxie  =  6.5. Oxygen reacts fast with H radicals 
IMO2 +  H) =  2 X 1 0 10 M - 1  sec- 1 ],6 but only slowly 
with both iodohydroxycyclohexadienyl radicals [fc(0 2 
+  -HOCeHel) =  7 X 10« M - 1  sec- 1 ]7 and the OH 
addition product of the p-bromophenol [k (0 2 +  • (OH)2- 
CeHiBr) = ~ 1 0 6 M ~ l sec- 1 ].8 The H 02 is generally 
regarded as an unreactive radical which does not react 
with a variety of organic solutes9,10 including benzene11 
and only slowly with itself [/c(H02 +  H 02) =  6.7 X 
106 M - 1  sec- 1 ] .12 Spectra obtained in oxygen-satu­
rated solutions are, therefore, the sum of the spectra of 
the hydroperoxy radical, H 02, and of the products of 
the OH radical reaction; those recorded in anoxic con­
ditions are the sum of the spectra of the products of the 
H and OH radical reactions. The spectra of the prod­
ucts of the H radical reaction with the iodobenzene and 
p-bromophenol were obtained by substracting the 
“oxic” spectrum from the “anoxic” one and adding the 
spectrum of theH02radical recorded in oxygen-saturated 
solution at pH 1. The resulting spectra were normal­
ized from (7(H) =  3.3 to (7(H) = 0.3, i.e ., half of the 
yield of the H radicals in neutral solutions. They are 
delineated in Figure IF and L for iodobenzene and p -  
bromophenol, respectively. (3) I n  nitrous oxide, N 20 ,  
saturated solutions at neutral p H . Hydrated electrons, 
eaq- , were converted into OH radicals. Spectra were 
corrected for the depletion of solute assuming G (—S) 
= 6. Under these conditions the yield of OH radicals 
is twice that in deaerated solutions; the yield of the H 
radicals is the same as in deaerated solutions, i.e ., (7(H) 
= 0.6. The sum of the spectra of the products of the 
H and OH radicals for neutral pH can therefore be ob­
tained by taking half of the absorptions recorded in 
N20-saturated solutions and adding half of the absorp­
tions of the products of the H radicals at neutral pH 
(Figure IF or L).

On the basis of these experiments, the spectra of 
phenyl (Figure 1C) and hydroxyphenyl (Figure II) 
radicals were obtained by subtracting the sum of the 
absorptions of the H and OH radical products (Figure 
IB and H) from the absorptions observed in deaerated 
solutions at neutral pH (Figure 1 A and G).

In the gas phase the absorption bands of the phenyl 
radical were reported to be in the wavelength region 
from 430 to 530 nm. 13 In the aqueous phase we 
could not detect any absorptions of the phenyl radicals 
in this wavelength region. Our observations, how­
ever, do not exclude absorption bands with a molar 
extinction coefficient of <50 M - 1  cm-1.

It may be of interest to point out that the spectra 
of the transient products of the H +  HOC6H4Br (Fig­
ure 1 L) and of the H +  C/HT (Figure IF) reactions 
do not correspond to those from the reaction of the 
hydrated electrons (Figure II and C, respectively).

It has been concluded from the steady-state radiolysis 
results that H atoms debrominate p-bromophenol.4,6 

The different spectra, therefore, suggest that H atoms 
may debrominate haloaromatic compounds (a) by 
abstraction of the halide atom by H atoms and/or 
(b) via a transient product produced by the addition of 
H atoms to the benzene ring and/or halide atom fol­
lowed by a reaction yielding halide ions.

M ola r E xtin ction  Coefficients. To calculate the molar 
extinction coefficients of the phenyl, C6H6-, and hy­
droxyphenyl, HOC6H4 ■, radicals we have assumed that 
the yields of these radicals equal the yield of the hy­
drated electron, e^- , i.e ., (r(CeH6-) = (?(HOC6H4-) = 
(7(eaq- ) =  2.7. On this basis the molar extinction 
coefficient of the phenyl radical was found to be 630 
M - 1 cm- 1  at 260 nm and that of the hydroxyphenyl 
radical 1950 ili- 1  cm- 1  at 275 nm; we estimate these 
values to be accurate to ± 2 0 %.

C om parison o f  the P h en yl and Related B enzenoid  A b ­
sorption Spectra. It may be of interest to compare the 
absorption spectra of the phenyl, C6H6- (Figure 1 C), 
and hydroxyphenyl, HOC6H4- (Figure II), radicals 
with those of the parent aromatic compounds, i.e ., 
benzene, C6H6 (Figure ID) and phenol, HOC6H6 
(Figure 1J), respectively. The positions of the ab­
sorption maxima of the hydroxycyclohexadienyl radi­
cals are related to those of their parent aromatic com­
pounds by a bathochromic shift. 14 It therefore seems 
likely that the absorption maximum of the phenyl 
radical at 260 nm is related to the absorption of the 
benzene centered around the 250-nm band. Our efforts 
to find a fine structure in the spectrum of the phenyl 
radical were not successful; the spectral resolution of 3 
nm was probably not enough to detect any fine struc­
ture in its spectrum. Similarly, the absorption maxi­
mum of the hydroxyphenyl radical at 275 nm is related 
to the absorption of the phenol at 270 nm.

The long wavelength band of benzene and phenol 
has a low intensity as a consequence of the forbidden­
ness of the 4B2u xAig transition. The CH bond of 
benzene is slightly positively polarized in the direction 
of the hydrogen atom; the removal of an H atom, as in 
the phenyl radical, results in a small positive charge on 
the carbon atom. 13 The migration of charge distorts 
the symmetry, consequently removing some of the

(6) M . A n b a r and  P . N eta , Int. J. Appl. Radiat. Isotop., 18, 493 
(1967).
(7) B . C ercek , J. Phys. Chern., 72 , 3832 (1968).
(8) B . C ercek  and M . K on gsh au g, u n pu blish ed  pu lse rad iolysis 
results.
(9) A . O . A llen , “ T h e  R a d ia tion  C h em istry  o f  W a ter  and  A q u eou s  
S o lu tions,”  V a n  N ostrand , P rin ce to n  N . J ., 1961.
(10) G . Scholes, Progr. Biophys. Biophys. Chem., 13, 61 (1963).
(11) L . M . D orfm an , I . A . T a u b , and R . E . Btlhler, / .  Chem. Phys., 
36, 3051 (1962).
(12) J . R a b a n i and S. O  N ielsen, J. Phys. Chem., 73 , 3736 (1969).
(13) G . P orter  and B . W ard , Proc. Roy. Soc., Ser. A, 287 , 457 (1965).
(14) B . C ercek , J. Phys. Chem., 71 , 2354 (1967).
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forbiddenness and thus intensifying the absorption. 
The greater the migration of the charge, the greater the 
intensification of the optical transition. 16 In agree­
ment we find the absorptions of the phenyl and hydroxy- 
phenyl radicals to be more intense than the absorptions 
of equal concentration of the benzene and phenol, re­
spectively (compare spectra C and D, I and J in Figure 
1). The small intensification of the absorption for the 
hydroxyphenyl radical suggests only a small distortion 
of charge relative to phenol.

R eactivity o f  the P h en yl Radicals. We have converted 
the hydrated electrons, eaq- , with nitrous oxide, N20, 
into OH radicals and noticed that the optical absorption 
at 260 nm in iodobenzene and at 275 nm in p-bromo- 
phenol solutions decreased about 9% in 200 /¿sec when 
doses of 500 rads were delivered. On the other hand, 
in deaerated solutions of iodobenzene and p-bromo- 
phenol we observed formation of an absorption; its 
rate of formation increased with increasing concentra­
tions of the haloaromatic compounds. These observa­
tions suggest that the phenyl and hydroxyphenyl radi­
cals react with the iodobenzene and p-bromophenol, 
respectively. To test this hypothesis and to obtain an 
estimate of the rate constants for reactions 1  and 2 , we 
have assumed that in 10-4  M  and more concentrated

C6H6- +  CeHsI— >  products (1)

HOC6H4 • +  HOC6H5Br — *■ products (2 )

solutions the phenyl radicals react only with the halo- 
aromatic compounds. Since the decrease in the optical 
absorption due to the decay of the hydroxycyclohexa- 
dienyl radicals was maximally 5% of the total increase 
in the optical absorption corrections for these effects 
were neglected. On this basis the observed increase in 
optical density, AOD0(f), for a time t, after the pulse, 
is given by eq I

AODo(i) =  ODph(f) +  ODp(f) —
ODD(f) -  ODph(O) =  {P(°°) -  P(i)}ephZ +

P (t) epl — P (f) chaZ — P ( 00 ) «phZ (I)

where OD and e denote the optical density and molar 
extinction coefficient; subscripts Ph, P, D, and HA refer 
to the phenyl radical, products, solute depletion, and 
haloaromatic compound, respectively; P(°° ) and P(f) 
the concentration of product when reaction 1  or 2  is 
completed and at a time, t, after the pulse; l length of 
the optical path in centimeters. Substituting PC00) 
and P(i) in the well-known kinetic equation for the 
pseudo-first-order formation of the product, In { 1  — 
P(f)/P(“ )i =  -fcfHA]*, with P(0 = AOD0(i)/{ep -  
eph — 6ha}Z and P(m) = AOD0(ra)/{ep — ePh — 6Ha}Z 
derived from eq I, we obtain the following relationship 
which allows to test our hypothesis, In { 1  — AOD0(f)/ 
AODo(œ)} =  — &[HA]f.

We found that the experimental data obeyed this 
relationship for all concentrations of the haloaromatic 
compounds studied, i.e ., 10-4  to 3 X 10-4  M . From 
the half-lives of the exponential increases of the 260- 
and 275-nm absorptions after the pulse and the con­
centrations of the iodobenzene and p-bromophenol rate 
constants ki and k 2 were found to be (7.0 ±  1.5) X 107 

M ~ l sec-1.
It has been shown using the technique of esr 

spectroscopy that phenyl radicals react with aromatic 
compounds by addition to the benzene ring. 16 It is 
therefore likely that the products of reactions 1  and 2 
are species produced by the addition of the phenyl or 
hydroxyphenyl radicals to the benzene rings of the 
iodobenzene or p-bromophenol.

(15) H . H . Jaffé and M . O rchin, “ T h e o ry  and A p p lica tion  o f U ltra­
v io le t  S p e ctroscop y ,”  W iley , L on d on , 1962, p  250.
(16) A . L . J. B eck w ith  and R . O . C. N orm an , J. Chem. Soc. B, 403 
(1969).
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Some of the finer details of the interaction of benzene with the surface of an alumina catalyst have been in­
vestigated with the use of deuterium tracers. Exchange of benzene H atoms with D2 occurred readily at room 
temperature, but intermolecular redistribution of H and D atoms between C6H6 and CsD6 occurred at least 
10-20 times as rapidly under the same conditions. Both reactions apparently took place on the same sites 
whose concentration was 6-15 X 1012 sites/cm2 as determined by CO2 poisoning. Radioactive C140 2 was used 
to confirm complete adsorption. Several other compounds (NO, CO, C'2, H20, and NH3) had little poisoning 
effect on the exchange reaction. The exchange reaction with D2 exhibited a primary kinetic isotope effect by 
being faster than CbD6-H2 exchange; the kcu/kcn  = 2  was attributed to a dissociative exchange mechanism 
in which CH (or CD) cleavage was rate limiting. Benzene also poisoned the H2-D2 equilibration. Speculation 
about the active sites led to the conclusion that all these exchange reactions perhaps occur on exposed Al3+
surface ions.

Introduction
A characterization of the chemical nature of catalyti- 

cally active sites on alumina has been the object of nu­
merous papers spanning several years. Direct spectro­
scopic examination of surface functional groups, such 
as lattice terminating OH groups or AP+ ions, and 
changes which they undergo during adsorption have led 
to identification of Lewis acid, Br0nsted, electron trans­
fer, and perhaps other sites on alumina. Despite these 
advances, there remains considerable speculation about 
which, if any, of these sites are responsible for hydro­
carbon catalysis. It is entirely possible that no single 
type of site is responsible for all reactions and that in 
some cases different sites must work in coordination to 
produce the desired catalysis.

For this reason it is important to investigate a range 
of selected reaction types designed to probe the chem­
ical nature and possibly to determine the concentration 
of active sites. One such test reaction is the exchange 
of hydrogen atoms with D2 under mild conditions. 
Larson and Hall2a studied D2 exchange with methane, 
while Pink and coworkers2b chose exchange with an­
other paraffin, propane, for their test reaction. Alu­
mina is also an excellent catalyst for exchanging vinyl H 
atoms in olefins with D2 without saturation, 3 4 and this 
technique has been used to prepare relatively pure per- 
deuterated olefins.6 The density of active sites was 
determined for these reactions by selective poisoning 
techniques. 1'4

Using D2 exchange with aromatics as test reactions, 
McCosh and Kemball6 found ring H exchange rates 
over a (probably) x-alumina sample comparable with 
the methane rate, 28 no ring directing effects due to 
methyl substitution, no multiple exchange, and very 
slow side group exchange. The purpose of this report 
is to describe some of the finer details of the exchange of 
D2 with benzene7 carried out over the same 7 -, 7?-alumina 
catalyst used in the methane1 and olefin3-6 reactions.

Experimental Section
Catalyst. The 0.10-g catalyst sample was probably 

a mixture of 7 - and 17-alumina prepared from the neutral 
hydrolysis of very pure aluminum isopropoxide by the 
MK Research and Development Co. of Pittsburgh, 
Pa.8 Its BET-N2 surface area was 158 m2/g, and 
metallic impurities (other than Al) were less than 50 
ppm. “Standard pretreatment” included slowly rais­
ing the sample temperature under vacuum to 530c, 
treating it at temperature with 150 Torr 0 2 for 1 hr, 
and evacuating the catalyst for 2  hr to a “sticking” 
McLeod vacuum. It was then isolated from the vacuum 
system and cooled to reaction temperature. Both the 
catalyst and pretreatment are similar to those used in 
the previous studies.28’3-5

The same catalyst sample was used in all these ex­
periments, the “standard pretreatment” being per­
formed before each experiment. Some irreversible 
poisoning occurred in the first few reactions, as the ex­
change activity decreased about 30% between the first 
and tenth runs starting with a fresh catalyst (see Table 
I). However, after that the catalyst appeared to be 
fairly well stabilized, and the initial exchange rates were 
reproducible to within ± 5 % .

* T o  w hom  all correspon den ce should  b e  sent.
(1) O C S T ra in in g  C enter, F o rt  B elvo ir , V a.
(2) (a) J . G . L arson  and W . K . H all, J. Phys. Chem., 69 , 3080
(1 965); (b ) B . D . F lock h art, S. S . U p pa l, I . R . L eith , and R . C .
P ink, P reprints o f  P apers from  I V  In tern ationa l C ongress on  C a ta l­
ysis, M oscow ,tcom p iled  b y  J. W . H ightow er, 1969, p  1429.
(3) J . W . H igh tow er an d  W . K . H all, J. Catal., 13, 161 (1969).
(4) J . W . H igh tow er and W . K . H a ll, Trans. Faraday Soc., 66, 477 
(1970).
(5) J . G . L arson, J . W . H ightow er, and W . K . H all, J. Org. Chem., 
31, 1225 (1966).
(6) R . M cC o sh  and C . K em ball, J. Chem. Soc. A, 1555 (1968).
(7) P . C . Saunders, M .S . Thesis, R ice  U n iversity , H ou ston , T exas, 
1969.
(8) W . K . H all and F . E . L utinski, J. Catal., 2, 518 (1 963).
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Table I :  Rate Parameters from Isotopic Exchange and Redistribution Reactions over Alumina; Some Poisoning Effects

Amount poison
Run Temp, k(f>a or (

molec \  
--------  X  IO1* } or a/i,b

no. °C ku M Poison \ cm 2 J kyP/ku mins

Catalyst aging

1 20 7.42 1.09
4 20 6.85 1.07
5 20 6.61 1.06
9 20 6.00 1.09

CeHß—Da exchange and poisoning

11 20 5.32 1.08 COa 4.17 0.53 57.2
12 20 5.36 1.06 COa 2.63 0.66 56.8
13 20 5.69 1.12 COa 5.51 0.44 53.5
14 20 5.23 1.02 COa 7.05 0.32 58.2
15 20 5.27 1.09 COa 1.46 0.81 57.8
16 20 5.34 1.12 COa 8.10 0.24 57.0
17 20 5.42 1.10 COa 9.15 0.18 56.2
18 20 5.07 1.10 COa 5.52 0.44 60.0
19 20 5.03 1.08 COa 11.99 0.06 60.5
20 20 4.99 1.09 COa 6.40 0.36 61.0
21 20 5.03 1.09 COa 13.20 0.03 60.5
22 20 4.98 1.08 Oa 14.37 0.99 61.4
23 20 4.76 1.05 HaO 9.02 0.80 64.2
24 20 4.76 1.05 CO 14.77 0.79 63.9
25 20 4.96 1.08 CO 48.92 0.73 61.4
26 20 4.74 1.06 n h 3 14.40 0.88 64.2
27 20 4.96 1.08 n h 3 48.32 0.62 61.4
28 20 5.03 1.05 NO 14.56 0.90 60.5
29 20 5.16 1.06 NO 48.64 0.86 59.0
30 34 6.57 1.04 46.5
31 50 9.13 1.12 33.5
32 10 3.53 1.04 86.6
33 67 13.90 1.14 22.0

CsDa-IL exchange

34 20 2.73 0.99 117.4
35 20 2.75 1.03 116.5

CeHa-CsDs redistribution, poisoning

36 20 48.7 COa 2.9
37 20 41.3 COa 10.73 0.13 3.5
38 o. 20 46.9 COa 13.20 0.07 3.1
39 20 44.8 COa 5.61 0.41 3.2

“ k</> and k „  represent the number of H  (or D ) atoms entering 100 molecules per minute. 6 f i/2 is the time required for <f> or u  to reach 
one-half the equilibrium value.

Reactants. The benzene was 99 +  %  Fisher B-414 
grade which was dried over 5 A molecular sieves, vacuum 
distilled, and carefully outgassed before use. Perdeu- 
terated benzene (Merck Sharp and Dohme, Ltd.) 
was similarly treated and had an isotopic purity of 
99.5% D. D2 gas, which was prepared from Chemical 
Samples Co. 99.7% D20  in a Elhygen electrolytic ultra- 
pure deuterium generator, was flowed through a trap 
thermostated at —195°. Research grade hydrogen 
was similarly passed through a —195° trap. Helium 
was purified by diffusion through a quartz thimble 
manufactured by Electron Technology, Inc.

The gases used as poisons (C02, NO, H20, NH3, and

0 2) were outgassed and distilled if condensable or 
passed through thermostats at —195 or —78°. Radio­
active C140 2 was prepared by HN03 acidification of 
Mallinckrodt Nuclear barium carbonate-C-14; con­
centrated starting material was purified by glpc, out­
gassed, distilled, and diluted to an appropriate activity 
level before use.

E quipm ent. All reactions were carried out in an all- 
Pyrex recirculation reactor shown in Figure 1. Ap­
proximately 85% of the total 354-cc reactor system 
volume was in the spherical mixing bulb b. In addi­
tion to a vertical reactor a, single-action magnetically 
driven Pyrex pump c (about 300-cc/min capacity), and
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Figure 1. Recirculation system: a, reactor; b, mixing 
chamber; c, glass pumps; d, poison doser; e, capillary leak to 
mass spectrometer.

mixing volume, the recirculation loop featured a 1 .9 7- 
cc bypass doser d located immediately upstream from 
the catalyst bed. A 2-ft long Kemball-type9 Pyrex 
capillary leak e connected the recirculation loop di­
rectly to the ion source of the mass spectrometer. This 
leak was sufficiently small that only 0.3%/hr of a reac­
tion mixture was lost under normal operating condi­
tions (110 Torr in reactor system).

Deuterium analyses were made on an ion-pumped 
CEC 21-104 mass spectrometer under low-voltage con­
ditions where -H  fragmentation was negligibly small 
(much less than 0.1%). Realtive sensitivities for C6H6 
and C6D6 were measured with a micromanometer and 
accounted for in the calculations, and the usual C13 
isotopic impurity corrections were made.

Radioactivity analyses were carried out in a small 
metal-valve-isolated chamber containing a mercury 
manometer and separated by a 0 .0 0 1-in. thick mica 
windowfr om a gas flow open end Geiger-Muller counter. 
A Nuclear-Chicago Model 192A Ultrascaler accumu­
lated the pulses for a preset time.

Procedures. After the catalyst had been pretreated, 
bypassed, and cooled to reaction temperature, a stan­
dard benzene-D2 (10:100 Torr) mixture was thoroughly 
mixed in the recirculation loop. At time zero the mix­
ture was admitted to the catalyst by manipulation of 
the two reactor bypass stopcocks, and scans over the 
mass range from m/e 78 to 85 were taken at regular 
intervals on the mass spectrometer. In the redistribu­
tion experiments, mixtures of 5:5:100 =  C6H6 -C6D6-  
He were used, while the H2-D 2 equilibrations involved 
equal amounts of the two reactants whose total pres­
sure was 100 Torr. “Back exchange” reactions made 
use of CeD6-H 2 (10:100 Torr) mixtures.

In the poisoning experiments, a known pressure of 
the gaseous test compound was first carefully measured 
into the calibrated doser, and after the reaction rate 
had become well established (24 min in the exchange 
experiments and 8 min in the redistribution reactions), 
the recirculation stream was diverted through the

doser, and the poison was carried as a slug directly to 
the catalyst.

Radioactive C02 poison was used as a probe to ascer­
tain whether all the poison was adsorbed on the catalyst. 
The appearance of radioactivity in the gas phase after 
Cu0 2 injection would indicate incomplete adsorption, 
and specific activity (counts min- 1  mm- 1  in counter) 
measurements of aliquots of the gas phase would deter­
mine the fraction of that material adsorbed.

Treatm ent o f  D ata. The linear Kemball equations10 

were used to describe the course of the exchange reac­
tions, <f>, of benzene with D2, and the first-order rate 
constant k0 is a measure of the number of D  atoms 
entering 100  hydrocarbon molecules per minute. <j>„ 
represents the statistical equilibrium value of <f> based 
on the initial benzene-D2 ratio (isotope effects11 were 
neglected in this treatment). The rate constant for 
the disappearance of the lightweight material is fc0, and 
the ratio k^/ko measures the multiplicity, M ,  of the 
exchange reaction.

Rate equations for the redistribution reactions are 
similar to those derived by Bolder, et a l.12 An extent 
of reaction variable, u , was defined as

3 6
u =  J 2 id t +  Y , (6 — i)d i

i  = 0 i  = 4

where i  is the number of D atoms per molecule, and d t 
is the fraction of total hydrocarbon atoms which con­
tain i  D atoms. The rate constant for the redistribu­
tion reaction, ku, may be determined from the slope of 
plots of In (u „  — u) vs. time where u o: is the equilib­
rium (assumed to be a binary distribution) value of u.

The H2-D 2 rate constant, kSD, was calculated from 
the slope of In (HD„ — HD) vs. time plots.

Results
A summary of most of the experimental results is 

contained in Table I.
C 6H 6- D 2 E xchange. After the initial catalyst de­

activation (runs 1-10), the activity for C6H6-D 2 ex­
change remained essentially constant (k^ =  5.1 ±  0 .2  
min-1) with a half-time of about 1 hr. In all cases the 
multiplicity, M , of the reaction was near unity.

C02 was an effective poison for this reaction. 
Whereas the unpoisoned “ 4> plot” remained linear until 
equilibrium was approached (Figure 2, curve A), addi­
tion of C 02 via the dosing device caused an abrupt 
break in the curve (Figure 2, curve b) which was fol­
lowed by a new straight line from which a poisoned rate 
constant, fc/, could be calculated. Figure 3 (curve a) 
shows the ratio of the rate constants for several runs in 
which various amounts of C 02 were added. The titra-

(9) C . K em ball, Proc. Roy. Soc., Ser. A, 207, 539 (1951).
(10) C . K em ball, Advan. Catal. Relat. Subj., 11, 223 (1957).
(11) E . F . M e y e r  and C . K em ball, J. Catcd., 4, 711 (1965).
(12) H . B older, G . D allinga , and H . K loosterzie l, ibid., 3 , 312 
(1 964).
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Figure 2. Rate curves for Colic-lb exchange; effect 
of C 02 poisoning.

Figure 3. Exchange activity reduction by selected poisons.

tion curve intercept occurs at about 15 X 1 0 12 CO2 
molecules/cm2.

None of the other compounds tested was nearly so 
effective as C02 in poisoning the reaction, as indicated 
by curves b, c, d, e, and f in Figure 3. It is doubtful 
that a significant fraction of the NO, CO, or 0 2 was 
adsorbed, since mass spectral peaks, although small, 
were observed for these compounds, and the peak 
heights were proportional to the poison dose size.

An Arrhenius plot of the rate constants between 10 
and 67° (runs 30-33) was linear with an activation 
energy of 4.3 ±  0.3 kcal/mol.

CtjDg-Hi E xchange. The reverse exchange reaction, 
C6D6-H 2 (runs 34-35), occurred only about half as 
fast (k$ =  2.74 ±  0.01, h/a = about 2 hr) as did the 
forward reaction previously described. Again the <j> 
plots were linear.

To test for complete adsorption of the C02, radio­
active C140 2 was used as the poison and the gas phase
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Figure 4. Test for CO2 adsorption by radioactivity 
measurements; effect on C jH rT h  exchange rate.

was monitored for radioactivity; the results are shown 
in Figure 4. At 24 min the “lethal dose” of C140 2,
e.g., just enough C140 2 necessary to poison the catalyst 
completely (note break in <f> plot), was added via the 
doser. The first radioactivity measurement at 25 min 
showed some activity, but after 38 min there was no 
measurable activity in the gas phase; hence, all the 
C02 was adsorbed. At 42 min the catalyst was by­
passed, and a second identical C140 2 poison dose was 
added. Two measurements (at 47 and 54 min) in the 
bypassed condition indicated the activity level ex­
pected from the first CI40 2 dose had there been no ad­
sorption. All activity measurements in Figure 4 are 
normalized to this value. At 58 min the catalyst was 
again opened to the recirculation system, and some 
additional adsorption of C140 2 (about 30% of the 
second dose) occurred.

Beginning at 83 min, the catalyst temperature was 
increased rapidly in three separate steps and main­
tained at the indicated temperature between each 
jump. At 96° all the C 140 2 adsorbed in the second 
dose and about 1 2 %  of the first dose was desorbed. 
The exchange activity remained poisoned, however, 
until 50-60% of the adsorbed CI40 2 from the first pulse 
was desorbed at 222°. All the C140 2 was essentially 
desorbed at 400°, for the specific activity of the gas 
phase was about double that for a single dose.

Redistribution. The redistribution of H 
and D atoms between benzene molecules occurred much 
more rapidly than did either the C6H6-D 2 or C6D6-H 2 
exchange reactions. The rate constants were about 
an order of magnitude greater at 2 0 °, and the times re­
quired for half-conversion to equilibrium were V20 as 
long as that for the C6H6 +  D2 exchange reaction. 
C 02 also poisoned this reaction, and the amount neces­
sary for complete catalyst deactivation (15 X 1012 
C02 molecules/cm2) was the same as that for the ex­
change reactions (see solid points, curve a, Figure 3).

H 2- D 2 Equilibration. The rate for H2-D 2 equilibra­
tion was extremely fast as indicated by curve a in Figure
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Figure 5. Effect of C e lL  on H 2- D 2 equilibration rate.

5. However, when approximately 1 Torr benzene was 
added to the starting H2-D 2 mixture, the equilibration 
reaction was retarded by at least three orders of mag­
nitude (see curve b, Figure 5).

E ffect o f  Deuterated Catalyst. Exchanging the 2  X 
1014 H atoms/cm2 intrinsically on the catalyst had no 
apparent affect on any of the results. The exchange 
and redistribution rates were identical on both hydro­
genated and deuterated catalysts. No exchange be­
tween H atoms in the benzene and surface H atoms was 
observed.

Discussion
These results, coupled with other exchange re­

sults2“’ 3,4 over an alumina catalyst from the same GA- 
48 batch which had been treated in an equivalent man­
ner, have clearly demonstrated the ability of alumina 
to activate CH bonds in hydrocarbons under mild con­
ditions. Furthermore, the catalyst exhibits consider­
able discrimination between different types of bonds, 
the order of exchange rates being aromatic ring CH >  
olefinic vinyl CH3’4 >  paraffinic CH.2a

The GA-48 used in these experiments is apparently 
about two orders of magnitude more active than the 
catalyst used by McCosh and Kemball,6 and the acti­
vation energy (4.3 kcal/mol) is significantly lower than 
the value they obtained (6.0 kcal/mol) for the same 
reaction. Although their absolute activities varied 
markedly with outgassing temperature, Flockhart, 
et a l.,2b found a still higher activation energy (8.7 kcal/ 
mol) for propane exchange with D2 over a catalyst simi­
lar to that used by McCosh and Kemball. These ob­
servations illustrate some of the dangers in comparing 
absolute rate data taken from different catalysts and 
casts doubt on some of the conclusions drawn by Mc­
Cosh and Kemball. It appears that rather than hav­

ing the same activation energies, each bond type may 
have its own unique activation energy with that for 
aromatic ring being lower than those for olefinic or for 
paraffinic C-H bonds. While the absolute values may 
vary from one catalyst to another, the ratio of the acti­
vation energies apparently remains about the same in 
each system. For example, for GA-48 the aromatic 
ring-paraffinic (methane) ratio is 4.3:5.7 kcal = 0.8, 
and for the McCosh-Flockhart type catalyst the ratio 
is 6.0:8.7 kcal = 0.7 for aromatic ring-paraffinic (pro­
pane) exchange. Also, the relative exchangeability of 
the ring H atoms and side group H atoms McCosh and 
Kemball observed in the alkyl benzenes compares 
favorably with the relative exchangeabilities of benzene 
and methane atoms over GA-48 under similar condi­
tions.

All investigators2-4,6 have observed that the re­
action multiplicity, M , is unity and have concluded 
that the exchange reactions are all stepwise. While 
this is likely the case, there is another factor which 
could account for M  being one and which could obscure 
the true nature of the exchange reaction. This factor 
is the extremely rapid intermolecular redistribution 
reaction which occurs at a rate 1 0 -2 0  times as fast as 
the exchange with D2. A necessary and sufficient con­
dition for M  =  1 requires only the maintenance of a 
statistical equilibrium distribution among all exchange­
able positions at all times within the hydrocarbon; 
this condition was assured by the rapid redistribution 
reaction regardless of the multiplicity of the initial but 
slower D2 exchange reaction. Moreover, this scram­
bling reaction can also explain the absence of ortho-para­
directing effects which McCosh and Kemball6 did not 
observe in the ring exchange of alkylbenzenes. The 
rapid redistribution occurs only among olefinic vinyl4 
and aromatic ring CH bonds; paraffinic CH bonds are 
not so involved.

The poisoning experiments have supplied consider­
able information about the concentration and chemical 
nature of the active sites. Perhaps the most surprising 
result was the absence of significant poisoning with 
NO, CO, H20, 0 2, and NH3. It is possible that ben­
zene is so strongly adsorbed as to prevent adsorption of 
these compounds; mass spectral analyses indicated 
that NO, CO, and 0 2 were not adsorbed to an apprecia­
ble degree ; adsorption of H20  and NH3 were not tested. 
The fact that NO is not a poison does not necessarily 
rule out the Al3+ Lewis acid NO adsorption site, identi­
fied by Lunsford13 using an epr technique, as being 
operative in these reactions. The site concentration 
by NO spin density measurements was 4.9 X 1012/  
cm2, and Lunsford suggested that they may be the same 
as the 5.2 X 1012/cm2 a  sites identified by Peri14 using 
1-butene to titrate the adsorbed C 02 ir spectrum. An-

(13) J . H . L unsford , J. Catal., 14, 379 (1969).
(14) J. B . Peri, / .  Phys. Chem., 70 , 3168 (1966).
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droxyl groups. An important fraction of the hydroxyls 
are paired, and a distinction is made between “geminal 
paired,” i.e ., a pair of hydroxyls on the same silicon 
atom, and “vicinal pairs” constituted by two hydroxyls 
located on different but adjacent silicon atoms. The 
conclusions of Peri were substantiated by considerations 
on a scale model of a 100 plane of 0 cristobalite. As­
suming that the dehydroxylation is random and that 
the rearrangements of material during the dehydroxyla­
tion are limited to the surface layer, it was shown by a 
Monte Carlo calculation that a given portion of the hy­
droxyls must be located in pairs.

Attempts to determine the amount of paired and un­
paired hydroxyls, and the relative proportions of gemi­
nal and vicinal pairs on the silica gel surface, are mainly 
based on the reactivity of the surface towards SiCl4, 
A1C13, and related compounds. In a study of the silan- 
ization of the silica gel surface Snyder and Ward11 ex­
plained their results by assuming the presence of pairs 
of adjacent hydroxyls, hydrogen-bonded to each other. 
From the stoichiometry of the hydrolysis of A1C13 and 
SiCl4 by surface hydroxyls, Peri and Hensley10 calcu­
lated that after a drying procedure at 400° at least 95% 
of the hydroxyls are either in geminal or vicinal pairs, 
while after drying at 600° often more than 85% are still 
paired. These authors also reconsidered data published 
by Boehm, et a l.,12 on the reaction between BC13 and 
Aerosil. From these data they calculated that drying 
at 350° resulted in a surface where 61% of the hydroxyls 
are still paired. This figure went down to 32% after 
drying at 550°. Pretreatment of Aerosil at 800° would 
probably result in a still lower percentage of pairing.

Fripiat and Van Tongelen13 made an extensive study 
of the reaction between diborane B2H6 and the hy­
droxyls in silica gel. The reaction mechanism pro­
ceeded with the intermediate BH3 following a stoichiom­
etry 2 OH groups for one B2H6 or 1 OH per BH3. That 
stoichiometry was generally reached after pretreat­
ments at or above 300°. In these results there is no 
evidence for the possible existence of geminal paired 
hydroxyls.

Hertl and Hair14 made a kinetic study of the hydrol­
ysis of methylchlorosilanes on Cab-O-Sil pretreated at 
800°. They concluded that about 60% of the OH’s are 
single, and 40% are in a geminal configuration. Such 
a severe pretreatment usually yields an ir spectrum with 
a very narrow OH band at 3750 cm-1. Nevertheless, 
these authors attempted a decomposition into three 
components and speculated that a component at 3747 
(60% of the total band area) could be due to single OH 
groups, whereas components at 3751 and 3743 were 
thought to account for 40% geminal OH groups.

In a recent article, Hertl and Hair16 described pre­
treatments destinated to control the content of single 
and paired hydroxyl groups in Cab-O-Sil. Different 
gases were adsorbed on these samples and the adsorp­
tion isotherms were determined using conventional

volumetric and gravimetric techniques. The specific 
adsorption on the hydroxyl groups was determined from 
the decrease of the OH band in the ir spectra. It was 
concluded that nonhydrocarbon gases interact on a 1 : 2  
basis with the hydroxyls in a geminal configuration and 
on a 1:1 basis with the single hydroxyls. It was esti­
mated that a pretreatment at 800° leaves 1.7 OH/100 
A . 2 The OH distribution is claimed to be 60% geminal 
paired and 40% single hydroxyls.

From this literature review we conclude that on the 
surface of thermally treated silica gel, a given percent­
age of the hydroxyls is probably paired, in “vicinal” or 
“geminal” configurations, and that the fraction of un­
paired hydroxyls increases with the pretreatment tem­
perature. However, there is no systematic agreement 
on the extent of pairing as a function of the pretreat­
ment temperature. Moreover, the estimations are 
based on reactions for which the stoichiometry has not 
been proved unambiguously. Furthermore, the pro­
posed surface structure should allow an explanation, 
not only of the stoichiometry but also of the mechanism 
of adsorption reactions, especially for those adsorptions 
which involve an interaction with the hydroxyl groups.

Investigations of adsorption mechanisms on hydroxyl 
groups of silica gel generally involve the determination 
of isosteric heats of adsorption and the observation of 
Av, the lowering of the frequency of the OH band in the 
infrared spectra of silica gels. Numerous works have 
been devoted to this problem and it is impossible to give 
an extensive review of that literature here.

Galkin, Kiselev, and Lygin16 attempted a correlation 
between Av and a quantity AQa, corresponding to the 
difference between the heats of adsorption on hydrox- 
ylated and dehydroxylated surfaces at a coverage 8 
= 0.5.

The heat of adsorption of a large series of vapors was 
determined by Hertl and Hair17 using an ir spectro­
scopic technique. At the same time the shift Av was 
recorded. For some compounds the Av was found to be 
related to the ionization potential of the adsorbed mole­
cules. For other compounds a linear relationship be­
tween (Ar)1/z and the heats of adsorption was reported. 
A fundamental explanation of these relations could not 
be given. Relations between Av and the ionization 
potential of adsorbed molecules on silica gel were also 
investigated by Basila2. A nonlinear relation was found 
for a series of methyl-substituted benzenes and for 
chloromethanes.

(11) L . R . S nyd er and  J . W . W ard , J. Phys. Chem., 70 , 3941 (1966).
(12) H . P . B oeh m , M . Schneider, an d  F . A ren d t, Z. Anorg. Allg. 
Chem., 320 , 43 (1963).
(13) J . J . F rip ia t and M . V an  T ongelen , J. Catal., 5 , 158 (1 965 ).
(14) M . L . H a ir and W . H ertl, J. Phys. Chem., 73 , 2372 (1969).

(15) W . H ertl and M . L . H air, ibid., 73, 4269 (1969).
(16) G . A . G alkin , A . V . K iselev , and V . I . L yg in , Russ. J. Phys. 
Chem., 41 , 20  (1967).
(17) W . H ertl and M . L . H air, J. Phys. Chem., 72 , 46 76  (1 968 ).
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In this work the heat of adsorption of methyl bromide 
on a silica gel Aerosil was determined from adsorption 
isotherms at different temperatures. The isotherms 
were determined in two ways, following a conventional 
volumetric procedure, and following a spectroscopic 
procedure. The heat of adsorption is found to be de­
pendent on the pretreatment conditions and on the 
coverage. Some conclusions on the structure of the 
surface will be made. The mechanism of the inter­
action with the hydroxyls will be discussed and related 
to the shift in the OH band frequency.

Experimental Section

CH3Br (Merck p.a.) adsorbed from the gas phase on 
an Aerosil sample, obtained from the Degussa Co. Its 
BET area was 238 m2/g. Aliquots of this material were 
pretreated in a conventional BET high-vacuum system 
at temperatures of 90, 200, 270, and 500° and evacu­
ated at 10~ 6 to 10-6  Torr. CH8Br adsorption isotherms 
were determined using a conventional volumetric pro­
cedure, and the isosteric heat of adsorption (QvoI) was 
calculated applying the Clausius-Clapeyron equation.

The same adsorption phenomenon was studied by ir 
spectroscopy using the technique proposed by Hertl 
and Hair. 17 This work was performed in a Pyrex cell 
fitted with CaF2 windows and very similar to that used 
by Eberly. 18 The sample, pressed into a thin wafer 
( « 8  mg cm-2), could be heated in  vacuo to any desired 
temperature between room temperature and 500° in 
the spectrometer itself. The temperature of the film 
was measured by a chromel-alumel thermocouple at­
tached to the stainless steel sample holder. A side arm 
of the cell1 was connected to a storage bulb containing 
CH3Br, a compensating cell in the reference beam, and a 
manometer. The pretreatment temperatures were as 
for the conventional adsorption procedure mentioned 
above. After cooling to suitable temperatures CH3Br 
was adsorbed at increasing pressures. At each adsorp­
tion step the spectrum was recorded once between 2000 

and 4000 cm-1, and at least 5 times between 3300 and 
4000 cm-1. For this Aerosil sample a 3747 cm- 1  com­
ponent is well resolved and the peak height of this com­
ponent decreased with increasing adsorption of CH3Br. 
The decrease of the height of this peak plotted against 
the CH3Br pressure was treated as an adsorption iso­
therm, and the isosteric heat of adsorption, denoted as 
Qir, was determined. The peak height was determined 
with respect to a base line tangent to the spectrum in 
the region 3400-3700 cm-1. The bond shape of the 
3750-cm_1 band is very sharp and does not change dur­
ing adsorption. For this reason, it was not necessary to 
use the integrated band area.

Due to the much higher scattering of the experimental 
points, as compared to the volumetric procedure, the 
accuracy on Qir is lower than Qvoh We agree with 
Hertl and Hair17 that the accuracy on Qir is of the order 
of 1  kcal. Qvoi represents the overall adsorption energy

Aerosil as a function of the coverage for different pretreatment 
temperatures. The broken line at 5.8 kcal represents the heat 
of liquefaction of C H 3Br.

on the different sites, whereas the Qir represents only 
the heat of adsorption on the freely vibrating hydroxyls. 
Significant changes in the intensity of the broad band of 
the perturbed hydroxyls could not be determined.

Results
1. The H eats o f  A dsorp tion  Qvoi and Qir. The iso­

steric heats of adsorption obtained volumetrically 
(Qvoi) are collected in Figure 1 for samples activated by 
vacuum pretreatments at 90, 200, 320, and 800°. 
The heat of adsorption depends on the pretreatment 
conditions and on the coverage. The monolayer cover­
age in these samples is obtained for an adsorption of 
— 27 ml g- 1  (STP). For the highest pretreatment tem­
perature (800°) the heat of adsorption is lower than 8 

kcal mok1 and tends to the liquefaction energy 5.8 kcal. 
There is no difference in the heat of adsorption on sam­
ples pretreated at 20 0  and 320°: Qvoi decreases from 
10 kcal mol- 1  at zero coverage to 7.3 at 6 =  1 . The 
most pronounced decrease in Qv01 is observed for the 
sample pretreated at 90°: from 18 to « 8  kcal mol- 1  
at 0 =  1. The Qvol values reflect the shape of the iso­
therms : with increasing pretreatment temperature the 
isotherms changed gradually from type II to type III 
(BDDT classification).

In Figure 2 are plotted the values of Qir as a function 
of the decrease in peak height of the 3747-cm- 1  band. 
No absolute concentration values can be attributed to 
the abscissa because the adsorption coefficient of the

(18) P . E . E berly , Jr., J. Phys. C h e m 71 , 1717 (1 967).
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Figure 2. The isosteric heats of adsorption Q-,r as a function of 
coverage for different pretreatment temperatures of the gel.
H / H o  is the ratio of the 3747-cm-1 peak height after a 
particular adsorption to the initial peak height. The broken 
line at 5.8 kcal represents the heat of liquefaction of CH.iBr.

band was not known. As far as the adsorption coeffi­
cient of the OH’s does not depend on the temperature of 
pretreatment, and is independent of the amount of CH3- 
Br adsorbed, the abscissa in Figure 2 reflects the degree 
of coverage of the unperturbed OH groups (0 -*■ 1 for 
H/Ha —*■ 0). The maximum pressure that we could 
realize in the ir cell was 100 mm. Comparison with 
conventional isotherms indicate that this pressure cor­
responds to a coverage of less than 0.3. The isotherms 
determined spectroscopically change from type II to 
type III almost in the same way as the isotherms deter­
mined volumetrically.

A regular decrease of Q 1T with coverage is obtained 
for pretreatments at 90 and 200°, but the Qir values 
are systematically lower than Qv01. The difference is 
especially pronounced for a pretreatment at 90°, but 
not so important at 200°. The scattering of the results 
is high for high pretreatments, and values much lower 
than the liquefaction energy are often obtained.

2. The Frequency Shift Av o f the 27 It7-crn~x Band. 
The free OH groups on silica gel are identified by a 
sharp ir band generally reported at 3747 cm-1. The 
perturbed OH groups at the surface or inside the Aerosil 
globules produce a broad band around 3600 cm-1. 
Adsorption of CH3Br caused a decrease in the 3747-cm- 1  
band and the concomitant development of a band at 
3627 cm-1. The shift Av of 120 cm“ 1 is due to an inter­
action of adsorbed CH3Br molecules. Av was inde­
pendent of coverage and pretreatment temperature.

Discussion
A . N ature o f  the adsor-ption sites and com parison  o f  

Qvoi and Q ¡r. The decrease of both Qvoi and Q¡r with 
increasing pretreatment temperatures reflects the modi­
fication of the surface of the silica gel. The decrease of 
both values as a function of the coverage reflects the 
heterogeneity of the surface.

In principle, three kinds of adsorption sites must be 
considered: 1, the water molecules. After evacua­
tion at low temperature a given fraction of the surface 
is still covered with water molecules ; 2 , the hydroxyl 
groups. From what is known in the literature we may 
assume that samples evacuated at moderate tempera­
tures (in our experiments 200-300°) have a surface 
fully covered with hydroxyls (—4.6 OH/100 A2). Fur­
ther subdivision into paired and unpaired OH groups 
will be discussed later; 3, a pretreatment at very 
high temperatures (800°) yields a surface partially 
covered with hydroxyls (1.4-1.7 OH/100 A2) and with 
siloxane groups resulting from a dehydroxylation.

This differentiation of sites is reflected in the evolu­
tion of Qvoi (Figure 1) and Qir (Figure 2) with the pre- - 
treatment temperature. At low coverage (0 -*• 0) the 
difference between Qvoi after pretreatments at 90 and 
2 0 0 ° suggests that the residual water molecules are the 
strongest adsorption sites. This is substantiated by 
the fact that Qir has the same values for pretreatments 
at 90 and 200°. The Qir can only reflect the contribu­
tion of the hydroxyls. The difference in Qvoi between 
these pretreatment temperatures must therefore be as­
cribed to the influence of residual water molecules.

The surface is considered to be fully hydroxylated 
after the pretreatments at 200 and 320°, and almost 
free of residual water. For these samples one would 
expect to find identical values for Qv01 and Q;r, but the 
actual values of Qir are significantly lower than Qvoi. 
One could invoke the fact that hydrogen-bonded hy­
droxyls might contribute to the Qvoi and account for the 
difference with Q ¡r. Our ir spectra gave no evidence 
that the hydrogen bonded hydroxyls, contributing to a 
broad band between 3700 and 3000 cm-1, were involved 
in the reaction, but the intensity and shape of this band 
are such that small changes could not be detected. We 
believe that the difference between Qir and Qvoi can be 
explained in another way and will comment on that 
point further.

The weakest adsorption sites are the siloxane groups. 
This is deduced from the fact that for samples pre­
treated at 800°, Qvoi extrapolates to the liquefaction 
energy. This conclusion is in agreement with the find­
ings of Kiselev19 following which the nonspecific adsorp­
tion on dehydroxylated surfaces produces isosteric 
heats practically equal to the liquefaction energy. Ki­
selev16 has calculated for a great series of gases the dif­
ference in the isosteric heat of adsorption AQA for reac-

(19) A . V . K iselev , Quart. Rev. Chem. Soc., 15, 116 (1961).
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tions on a fully hydroxylated surface and on a dehy- 
droxylated surface, the latter corresponding to the lique­
faction energy. That this extra heat reflects the spe­
cific interaction with the hydroxyls is substantiated by 
the fact that these AQa values could be correlated with 
the frequency shift A v  of the hydroxyl band. The 
comparisons were made at a coverage 0 =  0.5. Our 
data of Qvoi at that coverage, taken on the curves for 
samples pretreated at 200-300° and at 800°, and the 
observed A v  (120 cm-1) are in complete agreement with 
Kiselev’s findings.

All these considerations with regard to Q v0i make it 
hard to understand that Q ir can take values lower than 
the liquefaction energy. Also, the shape of the iso­
therms (type II) is not in agreement with the low values 
of Q ir. Moreover, Qjr can only be expected to be equal 
to Qvoi if the adsorption reaction between CH3Br and 
the hydroxyls proceeds following a stoichiometry 1 : 1 , 
or at least if the stoichiometry is constant for all the 
isotherms used to calculate Qir. In view of the heter­
ogeneity of the surface, we are not convinced that this 
condition is satisfied. Further, the procedure used to 
calculate Q ir assumes that the absorption coefficient of 
the unreacted hydroxyls is not influenced by the pres­
ence of adsorbed molecules on neighboring sites. Be­
cause of all these uncertainties in the physical meaning 
of Qir, we believe that the variation of Qir as a function 
of external factors like pretreatment temperature and 
coverage may be compared to similar variations in Q v o i, 

but that the absolute values have no obvious meaning. 
Another reason to avoid a more extensive comparison 
between Q v oi and Q ir is in the rather high inaccuracy on 
Q ir . Further discussions will therefore be based on the 
more reliable values of Q v o i.

B . The H eterogeneity o f  the Surface. P a ired  and U n­
paired H yd roxyls. The three curves in Figure 1 indicate 
that three different types of surfaces are formed by pre­
treatments at increasing temperatures. As mentioned 
before, a partially hydrated surface is formed at 90°. 
The decrease of Qvoi with coverage can be understood if 
at low coverage the most energetic sites are preferen­
tially saturated. It was shown in a previous paragraph 
that adsorbed water molecules constituted the strongest 
adsorption sites for H20. In the ir spectrum an im­
portant component at 3747 cm- 1  indicates that the 
surface is not fully covered with adsorbed H20. There­
fore, the Qvoi is supposed to extrapolate to the heat of 
adsorption on hydroxyl groups for 0 = 1 (Fads «  27 ml 
g-1). According to Peri’s description9 of the silica gel 
surface, the OH density at that pretreatment is still 
very high. The average distance between hydroxyls is 
such that each CHsBr can cover statistically two OH 
groups.

At 200 and 320° no appreciable amount of molec­
ular water is left. The Qvoi at 0 -*■ 0 is almost equal to 
the values observed for 6 —► 1  on the curve of the sample 
pretreated at 90°. Therefore it is reasonable to assume

that the most energetic sites after pretreatments above 
2 0 0 ° are these sites where two hydroxyls interact with 
one CH3Br molecule. The decrease of Qvoi with coverage 
is then understood if we assume that at 0 1 , Qvoi ex­
trapolates to the heat of adsorption on isolated hy­
droxyls. Applying the same type of argumentation on 
the curve obtained on a sample pretreated at 800° we 
understand that the isolated hydroxyls are covered pre­
ferentially and that Qvoi tends to the liquefaction energy 
as the adsorption approaches the monolayer.

This interpretation is in agreement with the present 
views on the nature of the silica gel surface insofar that 
we agree that the partially dehydroxylated surface is 
heterogeneous with respect to the distribution of the 
hydroxyls. We consider as “paired” the hydroxyls 
which are at a distance such that they can be covered 
by one molecule of CH3Br, and the packing of CH3Br in 
this work was 32.4 A2. Our results do not allow a de­
tailed description of the nature of hydroxyl pairs 
(vicinal or geminal), nor do they allow a calculation of 
the relative proportions of paired and single hydroxyls. 
However, considering the shape of the lines in Figure 1, 
we must conclude that the hydroxyls left at 800° are 
almost completely isolated, and that at moderate pre­
treatments (200-300°) the amount of “paired” hy­
droxyls must be lower than the figures quoted in the 
literature. 10,14,16

Taking into account that our Aerosil sample is not 
necessarily similar to the other gels studied in the litera­
ture we are not going to present our data as being in 
contradiction with the quoted data. 10 14,16 Neverthe­
less, we wish to make the following remarks. The num­
ber of geminal paired hydroxyls14,15 recently supposed 
to subsist after pretreatments at elevated temperatures 
is surprisingly high. These numbers certainly are in 
agreement with the Monte Carlo treatment as applied 
by Peri, but it seems to us that a dehydroxylatbn 
phenomenon does not necessarily proceed in a random 
way. Indeed, in geminal paired hydroxyls a simple 
rotation of one of the hydroxyls around the SiO bond 
can bring the proton in a suitable position to form a 
water nucleus with the other OH of the geminal pair. 
Therefore, geminal pairs could be easier to dehydrox- 
ylate than isolated hydroxyls. Furthermore, Peri10 
tries to describe the dehydroxylation by considering only 
rearrangements restricted to the atoms in the surface 
layer. It is generally known that dehydroxylation 
involves sintering and a lowering of the surface area. 
This suggests that the rearrangements of material dur­
ing high-temperature dehydroxylations involve more 
than just the surface of the gel particles.

C. The M echanism  o f Interaction  between S urface H y ­
droxyls and Adsorbed M olecules. Hydrogen bonding 
is generally invoked when the interaction between or­
ganic molecules and hydroxyls produces a frequency 
shift of the OH stretching frequency. Charge transfer2 
was claimed to contribute to the hydrogen bond mecha­
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nism. The strength of such an interaction must then be 
related to the ionization potential I (eV) of the adsorbed 
molecules. Several authors2’ 17■ 20 could indeed find such 
relations, and a selection of literature data is collected 
in Table I. As far as the energy of interaction between

Table I : Selection of Literature Data on Ay and I  (eV) 
for Several Gases Adsorbed on Silica gel

Gas Ay I  (eV)
Refer­
ences

(1) Mesitylene 166 8.38 a

169 8.39 b

(2) Xylene 154 8.45 a

155 8.45-8 .60 c

156 8.46 b

(3) Toluene 141 8.82 a

127 8.81 c

143 8.82 b

(4) Benzene 128 9.25 a

120 9.1 c

125 9.23 b

(5) CH 3I 125 9.1 c

(6) CH 3Br 120 10.5 d

(7) CH 3C1 106 11.28 a

(8) CH 2C12 72 11.35 a

(9) CHCla 48 11.42 a

45 11.42 c

(10) CC1< 40 11.47
45 11.47 c

(11) (CH3)3SiCl 135 10.07' c

(12) (CH3)2SiCl2 90 10.50' c

(13) (CH3)SiCl3 60 11.17* c

(14) SiCL 25 11.63' c

“ See ref 2, Basila. 6 See Kiselev, ref 16 and 20. * See
ref 17, Hertl and Hair. d This paper. * These ionization poten-
tials were determined for us by Professors W . C. Price and
W . A. Potts.

the surface and the adsorbed molecules is reflected in 
the frequency shift, correlations between the heat of 
adsorption and Ay, and between Q and I  (eV) may also be 
expected. Such correlations were indeed reported. 
Hertl and Hair17 reported two straight line correlations 
between Q iT and (Ay)1/2, one relative to compounds 
with an unpaired electron on p orbitals, the other con­
taining compounds with an unpaired electron in sp2 * 
and sp3 orbitals. These correlations were based on a 
comparison of very different compounds but can be con­
sidered to describe a general trend. Kiselev20 reported 
a linear relationship between Ay and Qvoi, and between 
Ay and I  (eV) for a series of methyl substituted ben­
zenes. Basila2 found nonlinear relations between Ay
and I  (eV) for several series of chemical compounds. 
All these correlations were purely empirical and re­
ceived no theoretical foundations.

In a critical comparison of the data collected in Table
I we found that it is not always possible to fit the data
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Figure 3. (yp/Ay)1/ 2 for different homogeneous series of gases
adsorbed on silica gel as a function of the ionization potential. 
For the identity of the points see Table I : A, alkylbenzenes
series; B, methylchlorosilanes; C, chloromethanes.

from different sources into the various proposed rela­
tions.

A theoretical study of the hydrogen bond, considered 
as a special case of charge transfer reactions, was made 
by Puranik and Kumar.21 The following relation was 
derived

I ^  =  b { f S ’ c s + E  +  w

In this equation C  is a constant and yp is the original 
frequency. I  (eV) is the ionization potential and S  the 
overlap integral between donor orbital and the molec­
ular orbital of the acceptor molecule. E  is the electron 
affinity of the acceptor molecule, X is related to the 
polarity of the acceptor orbital, and W  is the net attrac­
tion energy between acceptor and donor.

We applied this theory to the literature data in Table 
I. We are indebted to Professor Price for determining 
some missing values of ionization potentials which are 
indicated in Table I. In agreement with this theory a 
linear relationship between I  (eV) and ( y p / A y ) ' /2 was 
found in comparisons between compounds with strictly 
the same donor groups. This relation is shown in Fig­
ure 3 for the families of substituted benzenes, chloro­
silanes, and chloromethanes. By analogy with the 
chloromethanes we believe that also for CH3Br charge 
transfer is contributing to the adsorption mechanism. 
The values for CH3I, CH3Br, and CH3I are included in 
Figure 3, but a direct comparison is not allowed as the 
donor group is different for the three components. The 
application of the PK21 relation to the series of com­
pounds compared by Hertl and Hair did not produce a 
single relationship.

(20) G . A . G alkin , A . V . K iselev , and V . I . L yg in , Trans. Faraday 
Soc., 60 , 431 (1964).
(21) P . G . P uran ik  and V . K u m ar, Proc. Indian Acad. Sci. Sect. B, 
58 , 29  (1963).
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From the straight line behaviors in Figure 3 we may 
conclude that charge transfer contributes to the inter­
action between the surface hydroxyls of silica gel and 
adsorbed organic molecules. The different slopes and 
intercepts in the same figure further indicate that the 
entire frequency shift cannot be ascribed to charge 
transfer. It is indeed generally accepted that hydro­
gen bonding effects are due both to charge-transfer 
phenomena and to electrostatic phenomena.

We want to emphasize that it is unlikely to find a 
single explanation to the mechanism of adsorption on 
silica gel surfaces. Different mechanisms may contrib­
ute to the total energy of adsorptions, the relative im­
portance of which will depend on the specific nature of

the adsorbed molecules. The same mechanisms are 
probably contributing to the Av of the OH band. It is 
not necessary that the contributions of these mecha­
nisms towards the heat of adsorptions and towards Av 
are identical. Attempts to investigate this by compar­
ison between different adsorbed compounds are only 
valuable if the comparison is made within an homo­
geneous series of chemical compounds.

Acknow ledgm ent. We are indebted to Professors
W. C. Price and W. A. Potts (University of London, 
King’s College) for determining the ionization poten­
tials of several products as mentioned in Table I. The 
gift of an Aerosil sample by the Degussa Co. is grate­
fully acknowledged.

The Platinum-Carbon Stretching Frequency for Chemisorbed 

Carbon Monoxide

by G. Blyholder* and R. Sheets
Department of Chemistry, University of Arkansas, Fayetteville, Arkansas 72701 {Received July 13, 1970)

The infrared spectra of CO chemisorbed on Pt produces bands at 2045,1815, and 480 cm“1. There has been con­
siderable controversy in the literature about the observation of a band near 480 cm“1. The definiteness of 
our results is supported by our being able to obtain background spectra before adsorption of CO and the 
measurement of an isotope shift for the 480-cm“1 band which confirms that it is due to the Pt-C stretching 
motion. In addition, the isotope shifts support a linear Pb-C-0 model with the carbon atom attached to the 
Pt. From changes in the appearance of the evaporated films concurrent with changes in the intensity of the 
1815-cm“1 band it is suggested that this band is due to CO on highly dispersed Pt. Addition of oxygen pro­
duces a band at 560 cm- 1  which is assigned as a surface oxide.

Introduction
In investigations of the interaction of gases with 

metal surfaces one of the primary considerations is the 
determination of the nature of the chemisorption bond 
to the surface. While a number of techniques give in­
formation about the energetics of adsorption, infrared 
spectroscopy has proven to be a most useful technique 
for determining the structure of the surface species. 
While infrared spectroscopy has been quite successful 
in determining the structure of many complex adsorbed 
species, 1 ’2 there have been very few reports of the vibra­
tion frequency of the metal-adsorbate bond. Infrared 
bands for Pt-H , 3 Zn-H ,4 Fe-C,6 Ni-C ,6 Pt-C ,7“ 9 and 
M-O , 10 have been reported.

Considerable controversy and doubt surrounds the 
reports about stretching frequencies for the Pt-C 
bond. 11,12 The controversy concerns whether or not it

is possible to obtain meaningful infrared spectra in the 
region of 500 cm- 1  using silica-supported samples. In 
those cases where silica-supported samples were not

* T o  w h om  corresponden ce should  be addressed.
(1) M . L . H air, “ In frared  S p ectroscop y  in  Surface  C h em istry ,”  
M arce l D ekker, In c ., N ew  Y o rk , N . Y .,  1967.
(2) L . H . L ittle , " In fra re d  S pectra  o f A d sorb ed  S pecies,”  A cad em ic  
Press, N ew  Y ork , N . Y ., 1966.
(3) W . A . P lisk in  and R . P . E ischens, Z. Phys. Chem., 24 , 11 (1960).
(4) R . P . E ischens, W . A . P lisk in , and  M . J. D . L ow , J. Catal., 1, 
180 (1962).
(5) G . B lyh old er, J. Chem. Phys., 44 , 3134 (1966).
(6) G . B lyh o ld er, P roceed ings o f  the T h ird  In tern ation a l C ongress 
on  C atalysis, N orth  H ollan d , A m sterd am , 1965.
(7) R . P . E ischens and  W . A . P lisk in , Adrian. Catal., 10, 1 (1958).
(8) C . W . G arland, R . C . L ord , and P . F . T ro ia n o , J. Phys. Chem., 
69, 1188 (1965).
(9) J . K . A . C larke, G . M . Farren , and H . E . R u b a lcava , ibid., 72, 
327, 2688 (1968).
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used the technique was such that no background spec­
trum could be run, thus leaving open the possibility that 
the bands reported were due to other species than the 
Pt-C bond. In no case has the proposed band for the 
Pt-C frequency been subjected to the test of measuring 
an isotope shift. We will in fact show that there is a 
Pt-C stretching frequency where some authors have 
reported one and that some of the reported bands are due 
to other species.

Experimental Section
The wide spectral range experimental technique, 

which has been described in detail elsewhere, 13 consists 
of evaporating Pt from an electrically heated tungsten 
filament in an evacuated infrared cell. The metal is 
deposited in a hydrocarbon oil film on the salt windows 
of the infrared cell. The gas to be studied is then ad­
mitted to the cell and the spectrum of the chemisorbed 
species is obtained. Spectra are recorded before and 
after admission of the gas to the cell. Five minutes of 
pumping has been found sufficient to remove all spectra 
due to gas phase molecules. For three and four carbon 
atom molecules, 30 min of pumping may be required to 
remove molecules dissolved in the oil film. All mea­
surements were taken at room temperature, which is 
about 25°.

The spectra were obtained using a Perkin-Elmer 
Model 457 spectrophotometer. This is a grating 
instrument which scans the region from 4000 to 250 
cm-1. No unusual spectrometer settings were used. 
The CO was passed through an activated charcoal trap 
cooled with liquid air.

This technique has the advantage that a wide infrared 
spectral region is available for study. It has the dis­
advantage that the metal surface is immersed in oil. 
This oil is apparently only weakly adsorbed since many 
gases have been found to chemisorb readily on the 
metal. Essentially, the oil is regarded as a solvent 
which has weak interactions with the systems of inter­
est. Having a wide spectral range available aids greatly 
in attempts to determine structure.

Results
The spectral results are recorded in Figures 1 and 2. 

As shown in curve b of these figures, the result of ex­
posing the sample to 3 Torr of CO for 30 min and then 
pumping out the gas phase for 2  min produces a strong 
band at 2045, a medium intensity band at 1815, and a 
weak band at 480 cm-1. Pumping on the cell for 5 hr 
leaves the bands at 2045 and 480 cm- 1  unchanged but 
gradually (many intermediate spectra were obtained) 
reduces the intensity of the 1815-cm“ 1 band to the 
greatly reduced level shown in curve c of Figure 1. 
During this time the appearance of the metal film 
changes considerably. Initially the film is light brown 
in color, the transmission is high, and the background 
is level. After the 5 hr of pumping the film appeared

The Journal o f  P hysical Chem istry, V ol. 74, N o . 25, 1970

Figure 1. Infrared spectra of CO adsorbed on Pt: curve a,
background; curve b, CO added and gas phase pumped out; 
curve c, after 5 hr of evacuation.

Figure 2. Infrared spectra of CO adsorbed on Pt: curve a, 
background; curve b, CO added and gas phase evacuated; 
curve c, after addition of 10 Torr of air for 10 min.

black, the transmission was greatly decreased, and the 
background sloped toward greater transmission at 
longer wavelengths.

The introduction of 10 Torr of air to the sample with 
adsorbed CO followed by 2  min evacuation produces a 
sample which gives the spectrum shown in curve c of 
Figure 2. This treatment leaves the bands at 2045, 
1815, and 480 cm- 1  unchanged while producing the new 
band at 560 cm-1. Subsequent exposure of this sample 
to an atmosphere of air for 1 2  hr eliminates all the bands 
caused by CO adsorption at 2045, 1815, and 480 cm- 1  
except for a small vestage of the 2045-cm-1 band but 
leaves the 560-cm"1 band unchanged.

Calculations of the frequency shifts expected from 
isotopic substitution are presented in Table I. These

(10) G . B lyh old er  and L . D . N eff, J. Phys. Chem., 70 , 893 (1 9 6 6 ); G . 
B lyh old er  and  L . D . N eff, ibid., 73, 3494 (1 969 ); G . B ly h o ld er  and M . 
C . A llen , Inorg. Chem., 9 , 302 (1970); G . B ly h o ld er  and M . C . A llen , 
J. CcUal., 16, 189 (1970).
(11) J . F . O gilvie, J. Phys. Chem., 72 , 2688 (1968).
(12) N . W . C an t and W . K . H all, ibid., 74 , 1403 (1970).
(13) G . B lyholder, J. Chem. Phys., 36 , 2036 (1962).
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Table I :  Force Constants (mdyn/A) and Resulting Frequencies (cm-1) for C 160  Adsorbed 
on Pt Together with Frequency Shifts (cm-1) for Substitution of 180

Struc­
ture k( C-O) jfc(Pt-C) fe(bend)

A: (inter­
action)

P t-C -0 17.0 1.5 0.2
P t-C -0 17.0 1.5 0.3
P t-C -0 16.5 2.0 0.3
P t-C -0 16.0 3.0 0.3
P t-C -0 15.5 3.5 0.3
P t-C -0 15.5 4.0 0.3
P t-C -0 15.5 3.5 0.3 0.2
Pt-O -C 17.0 2.0 0.3
P t-O -C 17.0 2.5 0.3
P t-O -C 17.0 3.0 0.3

Vi V2 TT(band) ATT ATT AFj

2082 318 396 47 10 5
2082 318 486 47 10 7
2063 365 486 46 11 7
2054 442 486 44 14 7
2035 475 486 42 16 7
2046 504 486 41 17 7
2020 478 486 42 16 7
2075 368 456 53 10 17
2081 411 456 54 12 17
2087 449 456 55 13 17

calculations are based on a model of a linear free Pt- 
C -0  system. This type of model has received some 
formal justification by Grimley. 14 The computer cal­
culations were done with a modified version16 of a pro­
gram described Snyder and Schachtschneider. 16 The 
observed shifts are 45 ±  5 cm- 1  for the 2045-cm-1 band 
and 13 ±  3 cm- 1  for the band at 480 cm-1. The values 
in the table indicate that variation of the force con­
stants over a considerable range and the inclusion of an 
interaction force constant do not appreciably affect the 
frequency shifts caused by isotopic substitution.

Discussion
In the C -0  stretching region around 2000 cm- 1  our 

results are similar to other workers in the appearance of 
the most intense band above 2000 cm-1. The one 
different feature of our spectra in this region is the band 
at 1815 cm- 1  reaching medium intensity. In their 
original paper on CO adsorbed on silica-supported 
metals, Eischens, Pliskin, and Francis17 reported a very 
weak band at this position. In a later, more detailed 
treatment18 of the C -0  stretching region these same 
authors do not mention any band near 1800 cm-1. 
Also, Garland, Lord, and Troiano reported8 a weak 
band near 1840 cm- 1  for CO on Pt as well as a strong 
band at 2053 cm-1.

It has been proposed that a band 100 or 200 wave 
numbers below 2000 cm- 1  may be due to CO adsorbed 
on metal atoms with relatively low coordination num­
bers. 19 This interpretation fits the known information 
about the band near 1815 cm-1. Silica-supported 
samples are heated for long periods during the reduction 
process so that the metal particles develop a highly 
crystalline nature with the result that the 1815-cm-1 
band is very weak. For metal evaporated into a gas as 
done by Garland, et al., the Pt is less highly crystalline 
and the 1815-cm-1 band a little more intense. For our 
initial samples evaporated under a vacuum there would 
be expected to be some Pt metal which is highly dis­
persed, thus giving a medium-intensity band at 1815 
cm-1. The change in appearance and transmission 
with time of these samples indicates sintering and

crystal growth is occurring, which causes the band at 
1815 cm- 1  to decrease markedly in intensity. When we 
evaporate Pt into a cell containing He at about 0.5 
Torr the 1815-cm-1 band is weak.

Based on the facts that we have observed background 
spectra before admission of CO and that the isotope 
shift has been observed, this work has established that 
there really is an infrared band at 480 cm- 1  for CO 
adsorbed on Pt. Regardless of the basis for the con­
troversy about the transmission of silica-supported Pt 
at 500 cm-1, its changes with the admission of gases, 
and the interference of emitted radiation with transmis­
sion observations, there is a band near 480 cm- 1  as re­
ported.

By analogy to metal carbonyls both bending and 
stretching vibrations for chemisorbed CO are expected 
to have frequencies in the 300-600-cm-1 region. There­
fore, the assignment of a single band in this region as a 
stretching vibration without further supportive evi­
dence is rather arbitrary. In the only case of CO ad­
sorption on a metal in which the isotope shift has been 
used to establish assignments, i.e ., for CO chemisorbed 
on Fe, the bending mode is more intense than the 
stretching mode.6 However, here comparison of the 
observed isotope shift given in Table I with the calcu­
lated shifts for the stretch and the bend establishes that 
the 480-cm-1 band indeed represents the Pt-C stretch­
ing mode. Although there probably was not much 
doubt, the shift in the C -0  stretching frequency con­
firms that the molecule is attached to the surface via a 
carbon atom and not an oxygen atom.

A band in the 480-cm-1 region was first reported by

(14) T . B . G rim ley , Proc. Phys. Soc., London, 79, 1203 (1962).
(15) L . L . G arber, L . B . Sim s, and C . H . B rubaker, Jr., J. Amer. 
Chem. Soc., 90 , 2518 (1968).
(16) R . G . S nyder and J. H . Schachtschneider, Spedrochim. Acta, 
19, 117 (1963).
(17) R . P . E ischens, W  A . P liskin, and S. A . Francis, J . Chem. Phys. 
22, 1786 (1954).
(18) R . P . E ischens, S . A . F rancis, and W . A . P lisk in , J . Phys, 
Chem., 60 , 194 (1956).
(19) G . B lyh old er, ibid., 68 , 2772 (1964).
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Eischens and Pliskin.7 Their work involved platinum 
supported in a pressed salt pellet. In addition to bands 
for CO stretching and the 480-cm_1 band, they found 
bands at 1640 and 655 cm-1. They stated that their 
method did not exclude air from the sample at all times. 
The 1640-em-1 band was ascribed to water and the 
655-em-1 band at least partially to C02. They left the 
door open to interpreting part of the absorption near 
655 cm- 1  as being due to chemisorbed CO. We find no 
evidence for infrared absorption in this region which 
indicates that any band would have to have a quite low 
intensity. Since they were unable to run a background 
spectrum there was no way to be sure that the 480-cm-1 
band was not due to an impurity as, indeed, some of the 
other bands in their spectrum are.

Garland, Lord, and Troiano,8 as well as reporting 
bands at 2053 and 1840 representing C -0  stretches, re­
ported bands at 477 and 570 cm- 1  which they assigned 
to the Pt-C stretch and the P t-C -0 bend, respectively. 
Their technique of evaporating the metal into CO gas 
does not allow a background spectrum to be obtained 
with the result that bands due to decomposition prod­
ucts and impurities cannot be separated from adsorbed 
CO spectra. Our results show that the 570-cm-1 band 
is not present when only CO is chemisorbed, indicating 
that this band is not due to CO. However, this band

does appear when our sample is exposed to oxygen, in­
dicating that it is due to a surface oxide on the Pt. 
That this should appear in their spectra is not unex­
pected since exposure of a platinum surface close to the 
melting temperature for Pt to CO might well be ex­
pected to result in cracking of the CO. As the cracking 
of molecules on hot metal surfaces is a very general 
catalytic process their procedure would appear to pre­
sent considerable difficulty in the interpretation of its 
results.

Since some of the difficulties with different techniques 
have been discussed, it should be noted that we are 
aware that our technique is far from being completely 
satisfactory. Some of its deficiencies have been stated 
in the section describing the experimental procedure. 
To summarize, we believe our assignments are correct 
for the following reasons. (1) We do record back­
ground spectra and the bands only appear when CO is 
added. (2) Treatment with oxygen removes all bands 
assigned to chemisorbed CO and recovers the original 
background except for the new absorption around 560 
cm-1. (3) The isotope shifts agree with the assign­
ments.
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Infrared Spectrum of LiNaF2

by S. J. Cyvin, B. N. Cyvin,
The Technical University of Norway, Trondheim, Norway

and A. Snelson*
IIT  Research Institute, Chicago, Illinois 60616 (Received March 30, 1970)

The infrared spectra of the vapors over pure N a F  and mixtures of N a F  +  6L iF  and N a F  +  7L iF  at 900- 
1000° have been recorded in the spectral region, 4000-190 cm-1, using the matrix isolation technique. Five  
of the six infrared active frequencies of L iN a F 2 have been observed. Assuming C2v symmetry, they are as­
signed as follows for 7L iN a F 2: Ai, 660 and 376 cm“ 1, B2, 589 and 326 cm-1, and B t, 238 cm-1 . The results 
of a normal coordinate analysis on L iN a F 2 have been used together with existing ir data to calculate the ir 
inactive frequencies of planar cyclic L i ^  and NaJiV

Introduction
There have been several investigations using the 

matrix isolation technique of the infrared spectra of the 
vapor species over lithium fluoride1 and sodium fluoride2 
at elevated temperatures. The two most important 
species in both systems are the monomer and planar 
cyclic dimer. Unfortunately, the spectroscopic selec­

tion rules for the latter allow only three of the six funda­
mental vibration frequencies to be observed in the 
infrared, and these data ¿ire insufficient to allow a force

* T o  w h om  corresponden ce sh ould  be addressed.
(1) A . Snelson , J. Phys. Chem., 73, 1919 (1969), and references qu oted  
therein.
(2) A . Snelson, ibid., 67 , 882 (1963).
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constant analysis to be made which might be of use in 
estimating the Raman active frequencies. Since at 
the present time there does not appear to be any ex­
perimental technique which permits observation of the 
Raman active frequencies, it was considered worth­
while to investigate the spectrum of the mixed dimer 
LiNaF2, which has been identified mass spectroscopi­
cally3 in the vapor over heated mixtures of lithium and 
sodium fluoride. It is probable that this molecule has 
a cyclic structure similar to Li2F2, in which case all six 
fundamental vibration frequencies are infrared active, 
permitting a force constant analysis to be made. These 
data could then be used as a basis for estimating the 
infrared inactive frequencies of the pure dimers.

In this paper the results of an investigation on the 
infrared spectra of the vapor species over mixtures of 
lithium fluoride and sodium fluoride isolated in neon 
matrices are presented. For comparison purposes, the 
spectra of the vapor species over pure lithium fluoride 
and sodium fluoride in neon matrices were required. 
Data for the former were available from pervious studies 
in this laboratory, but for the latter an experimental 
determination was necessary.

Experimental Section
The matrix isolation cryostat and molecular beam 

furnace used in the investigation have been described 
previously. 1 Research grade neon was used as the 
matrix gas and liquid helium as the refrigerant. Knud- 
sen cells were made of graphite with effusion orifices, 
0.037 cm in diameter. In all experiments the ratio of 
the effusate surface area in the Knudsen cell to the 
effusion orifice area was approximately 1000:1. Re­
agent grade sodium fluoride was obtained from Baker 
and Adamson. 6LiF and 7LiF was obtained from Oak 
Ridge National Laboratory with a stated isotopic pu­
rity of 99.3% and 99.99%, respectively. Knudsen cell 
temperatures for both the pure and mixed halide ex­
periments were in the range 900-1000°. Deposition 
times varied from one to six hours. Matrix gas flow 
rates were usually about 5 X 10 ~ 2 mol/hr. The 
spectra were recorded on a Perkin-Elmer 621 spectro­
photometer and the reported frequencies are believed 
accurate to ±  1  cm-1.

Results
1. Sodium  F luoride. Eight experiments were per­

formed in which sodium fluoride was vaporized at 
temperatures between 900 and 1000° and trapped in 
neon matrices at various dilutions. The spectrum 
from a typical experiment is shown in Figure 1. Under 
the best conditions of isolation (highest dilution, longest 
deposition times) only the peaks shown at a, b, e, g, and 
h appeared, suggesting that the features at c, d, f, and i 
result from species formed by agglomeration at lower 
matrix dilutions. Indeed, the latter four features ap­
peared with a similar intensity as the other absorption

Figure 1. Infrared spectrum of sodium fluoride vapor species 
in a neon matrix. Deposition time 3 hr at 950°. Matrix  
dilution approximately 6000:1.

peaks under poor trapping conditions. The weak fea­
ture at b did not always occur in the spectrum. Its 
appearance or nonappearance was not related to changes 
in matrix dilution in any obvious way. This behavior 
suggests the presence of some varible impurity in the 
matrix gas. A similar phenomenon was observed in 
this laboratory in the matrix isolation spectrum of 
lithium fluoride. 1

The spectrum of the sodium fluoride vapor species 
trapped in a neon matrix is similar to the previously 
reported spectra in argon, krypton and xenon matrices.2 
The peak a in Figure 1 at 515 cm- 1  is assigned to mono­
meric NaF. The peaks g and h at 380 and 363 cm-1, 
respectively, are assigned to the two infrared active in­
plane vibrations of the dimer Na2F2. In the present 
investigation the far-infrared limit of the spectrometer 
was 190 cm- 1  as opposed to 260 cm- 1  in the earlier 
study. However, no new absorption bands were ob­
served in this region and the infrared active out-of­
plane bending frequency of Na2F2 is assumed to lie 
below 190 cm-1.

An assignment for the band at e is difficult. Origi­
nally2 the analogous band in an argon matrix was at­
tributed to a polymer of the type NareFre with n  >  2. 
Since the original investigation, the existence of a 
linear dimer Li2F2M has been demonstrated in the 
lithium fluoride system. The possibility that the band 
at e be assigned to a linear Na2F2 species cannot be 
excluded. The relative intensity of the band at e under 
conditions of good isolation with respect to those of the 
monomer and rhombic dimer suggests that the species 
responsible for the band is present to the extent of about 
1 0 % , assuming equal extinction coefficients for all the 
species. Mass spectral data for this system3 put the

(3) R . F . P orter  and R . C . Schoonm aker, J. Chem. Phys., 29, 1070 
(1958).
(4) S . A bram ow itz , N . A cqu ista , and I . W . L ev in , J. Res. Nat. Bur. 
Stand., 72A , 487 (1968).
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cm*i

Figure 2. Infrared spectrum of the vapor species over an 
equimolar mixture of 6L iF  and NaF in a neon matrix. 
Deposition time, 5 hr at 1000°. M atrix dilution approximately 
10,000:1. Absorption bands designated by x and y are due to 
species containing only pure 6LiF  or NaF, respectively.

Figure 3. Infrared spectrum of the vapor species over an 
equimolar mixture of 7LiF  and N aF in a neon matrix. 
Deposition time, 6 hr at 1000°. M atrix dilution approximately 
7000:1. Absorption bands designated by x and y  are due to 
species containing only pure 7LiF  or NaF, respectively.

maximum amount of trimer and tetramer at < 1 %  and 
gives some support to assigning this band to a linear 
dimer rather than a higher polymer.

2. L ith ium  Fluoride and Sodium  F luoride. Eight 
matrix isolation experiments were performed on equi­
molar mixtures of 6LiF +  NaF and 7LiF +  NaF. 
Matrix dilutions were varied from about 1000:1 to 
15,000:1 with deposition times from 1 to 6 hr. Typical 
spectra for the 6Li and 7Li isotopic species are shown in 
Figures 2 and 3. Two experiments were performed in 
which the mole ratios of LiF-NaF were set at 1:2 and 
2:1. The resultant spectra were not discernibly differ­
ent from those in which a 1 : 1  molar ratio of the fluorides 
was used except that the intensity of those absorption 
bands attributed to the pure monomeric or dimeric 
species of the minor constituent had noticeably lower 
absorption intensities than when equimolar ratios of 
the two fluorides were used. Finally, two spectra were 
obtained of the vapor over a mixture of 6LiF, 7LiF, and 
NaF in a molar ratio of 1:1:2, respectively. One of 
these spectra is shown in Figure 3 and it is seen to be 
essentially a composite of Figures 1 and 2 with the addi­
tion of three absorption bands due to the mixed species 
6Li7LiF2 and a few other weak features shown at a, d, 
e, and f. The nonappearance of any new moderately 
strong absorption bands in these experiments demon­
strates that the major vaporizing species consist of 
monomers and dimers and not higher polymers.

In Table I the frequency of the absorption bands 
appearing in the spectra of the vapors over 6LiF +  
NaF and 7LiF +  NaF which cannot be assigned to the 
monomers and dimers of lithium fluoride or sodium

Table I : Frequencies of Absorption Bands Attributed to 
6LiF  +  NaF and 7L iF  +  NaF Vapor Species

,---------- «LiF +  NaF---------- . ,---------- ’ LiF +  NaF------
Figure Figure

designa- Frequency designa­ Frequency
tion (cm -1) tion (cm -1)

a 8 2 0 a 7 7 0

b 8 0 8 u Í7 6 0

c 7 9 2
D

[7 5 6

A J'7 0 5 C 7 4 7
a  

7̂ 0 0 A [6 6 5

e  Ì
6 2 7

Q
[ 6 6 0

,6 2 1
e

] 5 9 5

f
1529 [5 8 9

[5 2 3 f 5 7 4

g 5 0 8 g 5 0 7
h 4 9 2 h 4 9 0

i 4 5 0 i 4 6 7

j 3 7 7 i 3 7 6
k 3 2 7 k 3 2 6

1
[2 5 6

1
[ 2 4 2

[2 4 9 \ 2 3 8
m 2 2 9 m 2 1 7

fluoride are listed. On the basis of intensity measure­
ments, pairs of frequencies bracketed together are be­
lieved to be the result of matrix splitting of a single 
fundamental frequency. As might be expected, ab­
sorption bands appearing in the 6LiF +  NaF spectrum 
had their counterparts at lower frequencies in the 7LiF 
+  NaF spectrum. One exception to this behavior is 
the relatively weak doublet at f in the 6LiF +  NaF 
spectrum, which does not appear to have an analog in 
the 7LiF +  NaF system. In the latter system a com­
parable doublet, if it existed, could be obscured by the 
intense NaF absorption at y. Another example of this 
type of behavior occurs for the band at f in the 7LiF +  
NaF spectrum for which no counterpart is obviously 
present in the 6LiF +  NaF system. Again it is possible 
that a corresponding band in the 6LiF +  NaF spectrum 
is obscured by the feature at x.

Relative absorption band intensity measurements 
were used to help assign absorption bands to given 
molecular species. Fairly large changes in matrix dilu­
tions were used in the various experiments. Prior 
experience has shown that this can cause small changes 
in absorption band shape, and it was considered worth­
while to assess the precision that could be expected of 
the relative intensity measurements which were used in 
making assignments. To this end relative intensity 
measurements were made on the known lithium fluo­
ride dimer bands at 676 and 584 cm- 1  in the 6LiF spec­
trum. Both these bands exhibit splitting, induced by 
the matrix environment, having well defined shoulders 
at 684 and 588 cm-1. The result of the relative inten­
sity measurements from three different spectra for these 
bands, together with those for species containing 6LiF 
and NaF, are given in Table II. The standard devia-
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Table I I : Relative Intensity Measurements for Some of 
the Absorption Bands Occurring in the Spectrum of the 
Vapor Species Over a Mixture of LiP and NaF

Frequencies of Standard
absorption bands Intensity ratios for deviation from

used to  derive 
in tensity ratios® 1

-experim ent no.- 
2 3

th e  m ean =fc 
percen tage

l . 5 8 4 / 5 8 8 1 .9 5 2 . 1 6 2 . 2 8 4 . 7
2 . 6 7 6 / 6 8 4 1 . 9 0 2 . 0 7 2 . 3 0 6 . 9
3 . 6 7 6 / 5 8 4 1 . 9 4 2 . 0 2 2 . 2 6 4 . 8
4 . 7 0 0 / 7 0 5 1 . 6 9 1 . 8 4 1 .5 3 5 . 3
5 . 6 2 2 / 6 2 7 1 .7 5 1 . 8 8 1 .6 1 4 . 6
6 . 2 4 9 / 2 5 6 3 . 5 5 3 . 1 2 3 . 5 7 4 . 4
7 . 7 0 0 / 8 2 0 6 .4 1 4 . 7 8 7 . 7 9 1 3 . 7
8 . 7 0 0 / 8 0 8 7 . 7 3 4 . 6 3 5 . 7 6 1 5 . 1
9 . 7 0 0 / 7 9 2 1 7 . 5 8 . 6 5 1 0 . 6 7 2 4 . 3

1 0 . 7 0 0 / 6 2 1 2 . 6 4 2 . 5 4 2 . 8 1 3 . 0
1 1 . 7 0 0 / 5 2 3 1 4 . 6 7 . 5 1 1 1 . 6 1 8 . 3
1 2 . 7 0 0 / 4 9 2 3 0 . 9 1 4 . 8 3 2 . 0 2 1 . 4
1 3 . 7 0 0 / 4 5 0 3 2 . 8 1 8 . 2 4 4 . 3 2 3 . 8
1 4 . 7 0 0 / 3 2 7 2 . 4 4 2 . 3 2 1 .9 7 6 . 7
1 5 . 7 0 0 / 2 4 9 1 .3 4 1 .1 2 1 .1 7 5 . 8
1 6 . 7 0 0 / 2 2 9 1 0 . 9 4 . 6 3 7 . 4 9 2 3 . 6
1 7 . 8 2 0 / 8 0 8 0 . 9 6 0 . 9 6 0 . 7 4 7 . 9
1 8 . 8 2 0 / 7 9 2 1 . 2 0 1 .7 5 1 .3 7 1 1 . 1
1 9 . 8 0 8 / 7 9 2 2 . 7 3 1 .6 9 1 .0 6 2 6 . 8

“ The ratios given in 1, 2, 4, 5, and 6 are for absorption bands 
which appear to be doublets.

tions listed for the lithium fluoride bands, numbered 1 , 
2, and 3 in Table II, suggest that intensity ratios for 
related absorption bands can probably be measured to 
about ± 7 %  providing no overlapping of absorption 
bands due to different species occurs. Using this 
criterion, it appears that the absorption bands num­
bered 3, 5, 6 , 10, 14, and 15 are related. Similar mea­
surements made on the 7LiF +  NaF system showed a 
corresponding number of absorption bands to be re­
lated. The separation of the maxima in the bands at 
705 and 700, 627 and 621, and 256 and 249 cm- 1  in the 
6LiF +  NaF spectrum is similar to that in the 7LiF +  
NaF system for the bands at 665 and 660, 595 and 589, 
and 242 and 238 cm-1. A close similarity in the mag­
nitude of band splitting due to matrix effects has been 
observed for the three ir active bands of the 6Li2F2 and 
7Li2F2 cyclic dimers. It appears reasonable to attribute 
the above pairs of absorption bands in the LiF +  NaF 
spectra to matrix splitting of single fundamental fre­
quencies. This leaves four absorption bands at 700, 
621, 327, and 249 cm- 1  in the 6LiF +  NaF spectrum 
and four in the 7LiF +  NaF spectrum at 660, 589, 326 
and 238 cm- 1  which relative intensity measurements 
suggest are related to the same molecular species in 
each system.

Further examination of the spectra shown in Figures 
2 and 3 shows the presence of an absorption band at j 
which is partially overlapped by the sodium fluoride 
dimer band y. By reducing the spectral slit width from

the standard setting of 2.3 cm to 1.2 cm-1, it was possi­
ble to resolve these two bands better than is shown in 
Figures 2 and 3. Although reliable intensity measure­
ments could still not be made on the band at j under 
these conditions, its intensity was estimated as being at 
the very least as strong as that of the sodium fluoride 
dimer band at y.

Finally in Table II, not all possible intensity ratios 
for all the species which contain NaF +  LiF are given. 
These data have been omitted either because the pre­
cision measurement was obviously poor, precluding any 
possibility of the bands being related, or because the 
bands were too weak for reliable measurements to be 
made.

V ibrational A ssignm ent. In the mass spectroscopic 
investigation of the NaF +  LiF system, 3 the most 
abundant vapor species to be observed were the mono­
mers and dimers, the latter both pure and mixed. 
Since the structure of the most abundant mixed dimer is 
not known, a planar cyclic geometry, similar to that in 
Li2F2, was assumed. A mixed dimer of this type has 
C2v symmetry and all six fundamental vibration fre­
quencies are ir active. In the present investigation, 
four absorption bands in the NaF +  LiF system, which 
intensity measurements showed are related, appeared 
with similar intensity as the known dimer bands of 
Li2F2 and N a ^ , and are assigned to the species LiNaF2. 
Relative intensity measurements could not be used to 
show that the absorption band appearing at j in Figures 
2 and 3 was related to any other absorption bands be­
cause of its close proximity to a dimer band of Na2F2. 
However, since this band occurs with high intensity, it 
appears reasonable to assign it to LiNaF2 also. The 
result of applying the Teller-Redlich product rule to 
the five frequencies assigned to the species 6LiNaF2 and 
7LiNaF2 is given in Table III. The distribution of the

Table I I I  : The Teller-Redlich Product Rule Applied 
to the Species 6LiNaF2 and 7LiNaF2

----- Product rul<
Symmetry

species 6LiNaF2 m iN aFî
Theo­
retical Observed

A, 700 660
Ai 377 376 1.072
A,
b 2 621 589
b 2 327 326 1.064 1.058
Bi 249 238 1.040 1.046

frequencies among the various symmetry species of the 
C2v point group was made to obtain the best fit with the 
product rule and to yield a consistent set of force con­
stants in the normal coordinate analysis given later. 
The observed and calculated isotope shifts agree satis­
factorily for the B2 and Bx modes but cannot be com­
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pared for the Ai frequencies since one of the latter was 
not observed experimentally. There is some evidence, 
based on the normal coordinate analysis presented 
later, that this frequency may be very close to an Na- 
LiF2 band at about 326 cm-1.

A firm assignment for the absorption bands shown in 
Figures 2, 3, and 4 resulting from species containing 
both lithium and sodium fluoride and which cannot be 
attributed to cyclic LiNaF2 is not possible on the basis 
of the present data. The features shown at a, b, and c 
in both Figures 2 and 3 are examples of some of these 
absorption bands. The absorption bands at x in both 
spectra, adjacent to the band c, have been assigned to a 
stretching mode of the linear dimer4 Li-F-Li-F con­
taining either 6Li or 7Li isotopes. It appears probable 
that two of the three bands at a, b, and c could arise 
from linear dimers of the type Li-F-Na-F and Na-F- 
Li-F each of which might be expected to have an Li-F 
stretching mode in this region. The possibility of a 
dimer of the type F-Li-Na-F accounting for one of 
these three absorption bands is unlikely on thermo­
dynamic grounds. For a molecule of this type of Li-F 
and Na-F bond energies may reasonably be set at 105 
±  10 and 90 ±  10 kcal, respectively, by comparison 
with the known bond energies in the lithium fluoride 
and sodium fluoride monomers and dimers.5 If this 
molecule is indeed present in the system in about the 
same proportion as the linear Li2F2 dimer, an energy of 
formation of 300 ±  25 kcal is indicated, resulting in a 
Li-Na bond energy of at least 60 kcal. This com­
pared to the Li-Li and Na-Na bond energies of 26 and 
19 kcal, respectively, seems too large. Another possi­
ble alternative for the third absorption band might be a 
trimer containing NaF and LiF. Some evidence in 
favor of this is the appearance of several new features, 
shown at a, b, and c in Figure 4, when the vapors over a 
mixture of 6LiF, 7LiF, and NaF are isolated.

N orm al Coordinate A n a lysis . 1. L ith ium  Sodium  
Fluoride. For the purpose of the normal coordinate 
analysis, LiNaF2 was assumed to have C2v symmetry. 
The space and internal coordinates are shown in Figure 5. 
Equilibrium values for the internal coordinates 
were derived assuming an Li-Na and F-F separation of 
2.351 and 2.924 A, respectively. These values were 
taken as half the sum of the corresponding distances6 in 
the pure dimers Li2F2 and Na2F2. No attempt was 
made to modify the observed frequencies to take into 
account matrix frequency shifts, or to make corrections 
for anharmonic effects. An approximate valence force 
field, with six force constants corresponding to the po­
tential function 2 F =  JAxi +  r22) -+- / S(si2 +  s22) +  
R % a 2 +  +  R S fy (7 1 2 +  y22) +  fp w 2 was tried
in the initial analysis. This function was selected 
since it permitted some intelligent estimates to be made 
of the various force constants and had the advantage 
that some of the force constants were transferable to 
the dimers Li2F2 and Na2F2. After several trials the

Figure 4. Infrared spectrum of the vapor species over a 
mixture of 6LiF, 7LiF, and NaF in the molar ratios 1:1:2, 
respectively. Deposition time, 6 hr at 1030°. M atrix dilution 
approximately 8000:1. Absorption band designations: x, x', 
and x "  species containing 7LiF, 6LiF, and 6L iF  +  7LiF, 
respectively, y, species containing only NaF, z and z', species 
containing only NaF +  7LiF and NaF +  6LiF, respectively.

Figure 5. The planar C2v molecular model for L iN aF2. 
In-plane internal coordinates are indicated. One out-of-plane 
internal coordinate reads w  =  Xi +  Xi — x 3 — Xi in terms of 
the cartesian displacement. R  and S are used to denote the 
equilibrium N a -F  and L i-F  distances, respectively.

O
following values, in mdyne/A, were found for the force 
constants:/r =  0.53, /„ = 0.73, f a =  0.16, / 3 =  0.30, 
f y =  0.18, and/x =  0.1145. In Table IV the frequen-

Table I V : Calculated and Observed Frequencies (cm-1) 
for 6LiNaF2 and 7LiNaF2

^ L iN aF i----------- ,-----------7L iN aF 2
C alcd O bsd C alcd O bsd

A i 7 0 5 7 0 0 6 6 0 6 6 0
A , 3 7 6 3 7 7 3 7 6 3 7 6
A , 3 3 2 3 2 1
b 2 6 2 5 6 2 1 5 8 9 5 8 9
b 2 3 2 7 3 2 7 3 2 6 3 2 6
Bx 2 4 8 2 4 9 2 3 8 2 3 8

(5) J A N A F  T herm oeh em ica l T ables , T h e  D o w  C hem ica l C o ., M id ­
lan d , M ich .
(6) K . S . K ra sn ov , V . S. T im osh in in , T . G . D a n ilo v a , and  S. V . 
K h an d ozh k o , “ M olecu lar  C onstan ts o f  In organ ic  C o m p o u n d s ,”  Izd .
K h im iya , L eningrad , 1968.
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cies calculated using these force constants and those 
observed in the investigation are presented.

For the final analysis a harmonic force field was de­
rived in terms of the following complete set of symmetry 
coordinates.

SiCAO = 2 - ,/!(r1 +  r2),

'S2(A1) =  2  A(si +  s2), <S3(Ai) =  R a

&(B,) =  2_1/j(n -  n),

S i(B2) = 2-l/s(si -  Si), $ ( & )  =  w

Values for the symmetry force constants were obtained 
from the valence force constants derived above and 
then refined to give the best fit to the observed fre­
quencies. The resulting symmetry force constants 
are given in Table V. They reporduce the observed * 2

Table V : Final Symmetry Force Constants (mdyne/A) 
for LiNaF2 (3Ai -}- Bi -|- 2 H 2). 1.12F2, and NaaF2
(2A g +  B3C+  B3„ +  B2u +  Bi„)

LiNaF2 1.826 
-1 .4 5 0  

1.075 -
2.367
1.147 1.088

0.1145 0.675
0.115 0.812

LÍ2F 2 0.73
0.00 0.28

0.73 1.752 0.714 0.124

Na2F2 0.53
0.00 0.30

0.53 0.987 0.731 0.098

frequencies of 7LiNaF2, and those of ®LiNaF2 with 
deviations below 1%. According to the calculation, 
the experimentally unobserved Ai frequency lies very 
close to a B2 mode at about 326 cm-1. It is possible 
that a weak shoulder on the low-frequency side of the B2 
mode may be due to the Ai frequency. Although satis­
factory agreement between the observed and calculated 
frequencies has been obtained in the normal coordinate 
analysis, this cannot be taken as unequivocal evidence 
in favor of a planar structure for the molecule since it 
is probable that as good agreement could be obtained 
with a slightly nonplanar molecular configuration.

2. L ith ium  F luoride and Sodium  F luoride C yclic D i ­
m ers. A normal coordinate analysis for these types of 
molecules, assuming D2h symmetry, has been given 
elsewhere.7 The space coordinates were chosen so

that the z and y  axes were in the plane of the molecules 
as in LiNaF2 shown in Figure 5. The 7Li2F2, 6Li2F2 
and Na2F2 molecules were analyzed in a similar way to 
that described above for LiNaF2. The observed in­
frared active frequencies for 7Li2F2 and 6Li2F2 were ob­
tained from a matrix study8 and those for Na2F2 from 
data presented in this paper. Values for / l i f  and / n b f  

were assumed to 0.73 and 0.53 mdyne/A, respectively, 
the same as in LiNaF2. In Table V the symmetry 
force constants corresponding to the symmetry co­
ordinates7 are given, and the calculated and observed 
frequencies for the dimers are presented in Table VI.

Table V I: Calculated and Observed Frequencies (cm-1) 
for eLi2F2, 7Li2F2, and Na2F2

--------«Li2F2 ■ -> /■-------- 7Li2F2-------- •. ■■■■ -N a2F2—
Caled Obsd Caled Obsd Caled Obsd

K 594 551 320
K 342 342 287
B3„ 559 524 293
B i „ 679 678 641 641 380 380
b 2„ 586 585 553 553 363 363
B3u 304 303 287 287 178 <190

Since the out-of-plane bending frequency of Na2F2 has 
not been observed, the force constant for this mode 
given in Table V was estimated. Two methods were 
used: (1 ) the ratio of the stretching mode force con­
stants / uf and / nbf in the pure cyclic dimers was as­
sumed to be the same as the ratio for the out-of-plane 
bending mode force constants, and (2 ) the ratio of the 
out-of-plane bending force constant for Li2F2 and LiNaF 
was assumed to be the same as for LiNaF and Na2F2. 
Values of / x =  0,090 and 0.106 mdynes/A were ob­
tained, resulting in bending frequencies of 171 and 189 
cm-1, respectively. In Tables V and VI the average 
of these values is given.
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The dimethiodide of the title compound with zinc in degassed acetonitrile formed a stable cation radical whose 
esr spectrum was fully reconstituted. This radical underwent a slow zero-order subsequent reaction with rate 
constant ~2 X 10~8 mol/(l. hr). The monomethiodide, however, gave a diamagnetic species of the same 
color which remained stable indefinitely. The mechanism for the reduction is discussed.

The N-methyl iodides I and II of di(4-pyridyl) ketone

I n

are interesting not only because of their structure and 
functionality but also because of their striking resem­
blance to model compounds with known physiological 
activity. 2 The free radicals derived from compounds 
I and II are related, for example, to the cationic species 
obtained from viologens, 3'4 the neutral 1-alkvl-4-carbo- 
methoxypyridinyls,5 and the paramagnetic anion of di- 
(4-pyridyl) ketone.6 Zinc, magnesium, sodium amal­
gam, and dithionite reduction has been used by Kosower 
and coworkers6 to generate free radicals from pyridine 
derivatives. Here we report the analysis of the elec­
tron paramagnetic resonance spectrum of the cation 
radical obtained on zinc reduction of II and of the uv- 
visible absorption changes during the reactions of both 
I and II with the metal in degassed acetonitrile.

Results
Brick-red crystals of dimethiodide II and zinc dust 

were covered in a closed system with acetonitrile pre­
viously degassed by several freeze-thaw cycles under 
high vacuum. Although compound II is not very 
soluble in acetonitrile, in the presence of zinc it dis­
solved to produce a magenta solution which gives the 
uv-visible absorption shown in Figure 1 (curve 1). The 
other curves in Figure 1 represent changes in the visible 
absorption of such a sample in a sealed quartz cell, after 
the band at Xmax 524 nm reached maximum absorbance 
in curve 1 and no solid II remained. The initially 
formed compound with Amax at 524 nm changed pro­
gressively over several months into a new species with 
absorption maximum at 480 nm as the solution became 
red. Whereas the magenta solution was intensely 
paramagnetic and gave the esr spectrum shown in Fig­
ure 2 , the red component proved to be diamagnetic. 
The isosbestic point at 497 nm formed by the curves

reflecting the dark reaction testifies to the absence of 
consecutive or competitive processes. Both colored 
species were oxygen sensitive; on admission of air the 
solution became either brown (from magenta) or gold 
(from red).

When monomethiodide I and zinc dust were mixed 
with degassed acetonitrile under vacuum, a magenta of 
virtually the same color and visible absorption (Xmax 
523 nm) as that from II was formed. However, this 
solution did not show the presence of free radicals. 
Furthermore, the color of the sealed sample remained 
unchanged indefinitely, to change rapidly to yellow 
only upon admission of air.

Metal reduction of the parent dipyridyl ketone was 
not investigated, since the expected species, the corre­
sponding ketyl radical anion, was previously ex­
amined.6’7

Discussion
The paramagnetic species formed on reduction of di­

methiodide II with zinc in acetonitrile is III, a pre­
viously unreported radical. Its identity was verified

r o r¡i i _2

ch3- nQ ^ ^ n- ch3

in

by comparison of electron densities calculated from

(1) (a) T a k en  in  p art from  w ork  d on e  b y  C . L . T .  fo r  th e  P h .D . 
degree ; (b ) to  w h om  correspondence sh ould  be addressed.
(2) (a) P . B orger, C . C . B lack , an d  A . San P ietro , Biochemistry, 6 , 
80 (1 9 6 7 ); (b ) P . B orger and A . San P ietro , Arch. Biochem. Biophys., 
120, 379 (1 967); (c) O . R ogn e , Biochem. Pharmacol.., 16, 1853 (1 9 6 7 ).
(3) C . S . Johnson  and H . S . G u tow sk y , J. Chem. Phys., 39 , 58
(1 9 6 3 ) .
(4) A . H . C orw in, R . R . A rellano, and A . B . C h iw is , Biochim. 
Biophys. Acta, 162, 533 (1968).
(5) (a) E . M . K osow er  and E . J . P oziom ek , J. Amer. Chem. Soc., 86 , 
5515 (1 9 6 4 ); (b ) E . M . K osow er  and J. L . C otter, ibid., 86 , 5524
(1 9 6 4 ) ; (c) E . M . K osow er  and I .  Schw ager, ibid., 86 , 5528 (1 9 6 4 ).
(6) J. C . M . H enning, J. Chem. Phys., 44 , 2139 (1966).
(7) F . L . M in n , C . L . T rich ilo , C . R . H u rt, and N . F ilipescu , J. 
Amer. Chem. Soc., 92 , 3600 (1970).
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Figure 1. Changes in the uv-visible absorption spectrum of an 
^ lO -4 M  solution of I I  in degassed acetonitrile in the presence 
of zinc: 1, after the initial reaction of I I  with Zn was 
complete; 2-9, spectra after 364, 603, 874, 1684, 2451, 2607, 
3284, and 3837 hr, respectively, in the dark at 298 °K  following 
complete reaction of I I  (numerous intermediate curves were 
omitted for clarity); 10, after admission of air.

CALCULATED ESR SPECTRUM

Figure 2. Experimental and simulated esr spectra of 
di(4-pyridyl) ketone dimethiodide monocation radical I I I .

Hückel8 and the more refined McLachlan9 MO’s with 
those derived from the interpreted esr spectrum shown 
in Figure 2. The hyperfine splitting constants were 
found to be cm1 =  0.743 ±  0.005, aH2 = 0.629 ±  0.005, 
aN = 2.634 ±  0.020, and aCH3 =  2,514 ±  0.020 Oe. 
The excellent accuracy of these values was derived from 
fits with numerous computer simulations. Figure 2 
also displays a computer-reconstructed10 spectrum using 
these hfs constants, a Lorentzian line shape, and a line 
width of 65 mOe. Our HMO calculation for molecule 
III used « n =  occ +  hp, « c ? , = a c  +  0.1/i/3 for the carbon 
atoms adjacent to the nitrogens, 3 a 0 — a c  +  2/3, aco = 
a c  +  0.3(3 for the carbonyl carbon, /3cn = dec = P, and 
Pco =  1-41 p .s A plot of 7t spin densities pT calculated 
at the Ci, C2, and N sites for different values of the 
parameter h  gave reasonable agreement with experi­
mental values around h  = 1.4, a value comparable to 
that used for the viologen radicals. 3 Such plots also 
tended to verify the monocation nature of the radical, 
since other possibilities, species that may form either 
upon further reduction of III or upon fission of the 
molecule, give unacceptable correlation with experi­
mental pr values. For example, a reasonable possibil­
ity that had to be removed was anion radical IV, which

could be produced by three-electron reduction of dicat­

ion II. In this case the two types of aromatic hydro­
gens are theoretically expected to have widely different 
splitting constants within the range 0.5 < h <  1.5; this 
contradicts experimental findings.

From the spectral changes shown in Figure 1 we were 
able to examine the kinetics of the reaction in which 
radical III was slowly converted into a diamagnetic red 
product. Plots of the reciprocal of the absorbance and 
the logarithm of the absorbance vs. time gave curves far 
from straight lines. This ruled out both second- and 
first-order reaction in free radical, respectively. On 
the other hand, the graph of optical density vs. time was 
a nearly perfect straight line, which indicates that the 
radical-disappearance reaction is zero order with rate 
constant ~ 2  X 10-8  mol/(l. hr). Since virtually all 
zero-order transformations are heterogeneous, that is, 
surface reactions, the value of the rate constant may 
depend on the condition of the zinc surface. There are 
only three obvious reactions of III that may occur at 
the zinc-liquid interface to generate a diamagnetic 
product, namely, further reduction, disproportionation, 
or dimerization. Because dimerization is not expected 
to take place preferentially on the metal surface and 
disproportionation is essentially equivalent to the III

(8) A s suggested, fo r  exam ple, b y  A . S treitw ieser, Jr., “ M olecu la r  
O rbita l T h e o ry  fo r  O rganic C h em ists,”  W iley , N e w  Y o rk , N . Y ., 
1961, C hapter 5.
(9) A . D . M cL a ch la n , Mol. Phys., 3, 233 (1960).
(10) M od ifica tion s to  a program  b y  A . In zagh i an d  L . M ongin i, 
E uropean  A to m ic  E nergy  C om m ission— E u ratom , R e p o rt  E U R - 
4064e, 1968.
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-*■ V one-electron reduction, the latter is the most prob­
able pathway. Enolic zwitterion V is expected to be

V

oxygen sensitive and visible absorbing, as observed.
The magenta diamagnetic species formed from the 

monomethiodide I with zinc is very probably the anion 
VI formed by the disproportionation of a neutral radi-

V II

0 =̂0 - +1
V I

cal intermediate VII. This latter species, unlike the 
charged radical III from dimethiodide II, is expected to 
be too short-lived for detection by our methods. Ele­
mentary MO theory predicts, as observed, that radical

cation III and anion VI should have similar electronic 
spectra.

Experimental Section
Di(4-pyridyl) ketone and its methiodides were pre­

pared by methods described previously.7 Degassed 
solutions in spectrograde acetonitrile (Eastman) were 
prepared by repeated freeze-thaw cycles under vacuum 
in either silica absorption cells11 or 2 -mm i.d. esr tubes 
provided with side reservoirs and constrictions for flame 
sealing. Degassing was carried out with the solvent in 
the side bulb and the solids in the sample compartment; 
they were mixed only after oxygen removal was com­
plete. Uv-visible absorption spectra were recorded on 
Cary spectrophotometer Model 15 in double-beam mode. 
Esr spectra were recorded on a modified Varian V-4502 
spectrometer with 100-kHz modulation. The micro- 
wave bridge of the spectrometer consisted of a circula­
tor in the sample arm and a precision attenuator and 
phase shifter in the bucking arm. Computer simula­
tions were carried out on an IBM 360/91 computer and 
drawn by the Cal-Comp Associates plotter; other cal­
culations were performed on an IBM 360/50 computer.
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Intensities of the Optical Absorption Spectra of Octahedral 

Complexes of the Transition Metal Ions1

by A. S. Chakravarty
Saha Institute of Nuclear Physics, Calcutta-9, India, and Mellon Institute, Pittsburgh, Pennsylvania 15213 
(Received June 2, 1970)

An attempt has been made to explain the visible absorption bands of the octahedral complexes of the transition 
metal ions making use of the vibronic interaction mechanism. This work is an extension of the earlier work 
done by Liehr and Ballhausen. In calculating the oscillator strengths of the electric dipole transitions for the 
Mn systems, we have utilized the odd vibrations of the ligands which is responsible for a mixing of some 4p 
character with the kdu wave functions of the central metal ion. The necessary integrals have been computed 
using (1 ) the hydrogenic, (2) the Slater, and (3) the Richardson-Watson SCF wave functions. The expres­
sions for oscillator strengths involve fd-»P, the mean oscillator strength of an ordinary d -*■ p transition. Since 
it is difficult to obtain it experimentally, we have made a theoretical estimate of it using different amounts of 
charge delocalization (i.e., covalency). Finally, the oscillator strengths of a few transitions in 3dn hydrated 
octahedral complexes of the transition metal ions have been estimated assuming 10% charge delocalization, 
as an example. The agreement between the theory and experiment is good. Lastly, the possible sources of 
error in the vibronic model have been discussed.

1. Introduction
The origin of the optical absorption spectra of the 

octahedral complexes of the transition metal ions is not 
yet completely understood, though it is now generally 
conceded that the visible absorption bands of such inor­
ganic complexes are vibronically allowed electric dipole 
transitions among the various M* electronic configura­
tions24 (k  =  3, 4, 5). Since at the present time quite a 
large amount of experimental data on the optical 
absorption spectra of such complexes is available, it 
seems worthwhile to make an effort to put forward a 
suitable theory which explains qualitatively and also to 
some extent quantitatively the experimentally observed 
oscillator strengths of such complexes. It is well known 
that in the absence of symmetry destroying vibronic 
(vibrational electronic) perturbations, electric dipole 
transitions between the various d” electronic states of 
such complexes are rigorously forbidden24 (g -tf* g). 
Thus to compute the intensities of these electric dipole 
transitions, it is necessary to consider the mixing of 
kdn configurations, Tg(0)(d) with kdn~ l(k  +  l)p con­
figurations, T'u(0)(p), under vibrational perturbations.24 
Previous calculations of this mixing have confined them­
selves to Ti3+, V 3+, Ni2+, and Cu2+complexes and to the 
use of hydrogenic wave functions. 2a’b We have now 
extended our calculations in several directions. The 
algebraic structure of the oscillator strengths of the 
electric dipole transitions of fed” complexes has been 
derived. The oscillator strength of a transition i j 
has been given in terms of the vibronic part 0;_q mul­
tiplied by a factor X(s), where X(s) depends on a par­
ticular ion of the transition metal complex. It is very 
interesting to note that though the vibronic part in

the expressions of the oscillator strengths of different kd n 
complexes apparently look different, they can be shown 
to be ultimately related to that of k d 1 multiplied by dif­
ferent numerical constants in different cases. This 
happens due to the existing group-theoretical symmetry 
in the wave functions. The algebraic expressions for 
the oscillator strengths for both high as well as low spin- 
allowed transitions of 3d” systems and also the relations 
of the vibronic parts 0;_*j of kd n (n  =  2 , ..., 8) systems 
with that of k d 1 are listed in Appendexes A and B, re­
spectively. 20 We shall present here only the expressions 
of oscillator strengths of M 1 and fcd9 systems.

The vibronic coupling constants which occur in the 
algebra are ultimately related with the integrals Gkl and 
B kl (l =  1, 3; k =  3,4, 5) defined by3

G*' =  (” «*d(r) ~ r .  R(k+i>p(r) r 2dr (1 .1 ) 
J o r>

where r0 is the metal-ligand bond distance. 15 We have 
computed these integrals using (a) hydrogenic type 
wave functions with a variable effective nuclear charge,

(1) T h is  is a  jo in t  w ork  started  in  co lla b ora tion  w ith  D r . A n d rew  D . 
L ieh r b u t com p leted  b y  the  au th or.
(2) (a) A . D . L iehr and C . J . B allhausen , Phys. Rev., 106, 1161 
(1 967 ); (b ) C . J . B allhausen  and A . D . L iehr, Mol. Phys., 2 , 123 
(1959) ; (c) A p pen d ixes A  and B  h a ve  been  d eposited  as D ocu m en t 
N o . 01146 w ith  the  A D I  A u x ilia ry  P u b lica tion s P ro je c t , P h o to ­
d u p lica tion  S ervice, L ibrary  o f C ongress, W ash in gton , D . C . 20540. 
A  c o p y  m a y  be  secured  b y  c itin g  the d ocu m en t nu m ber and  rem ittin g  
$6.80 fo r  p h otop rin ts  o r  $2 .00  fo r  35 -m m  m icrofilm . A d va n ce  p a y ­
m ent is required . M a k e  ch eck s or  m on ey  orders p a y a b le  t o :  C hief, 
P h o to d u p lica tio n  S ervice, L ib ra ry  o f  C ongress.
(3) A . D . L iehr, Advan. Chem. Phys., 5 , 241 (1963).
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Z ett, (b) Slater type of wave functions with variable 
ZBff, and (c) Richardson, et al., type of SCF wave func­
tions,4-6 hereafter referred to as approximation a, b, and 
c, respectively. At the end in Table IX  we have calcu­
lated the oscillator strengths at 300 and 0°K of the 
optical absorption spectra of the hydrated complexes of 
a few transition metal ions using Richardson, et al., 
wave functions as an example. Later we shall work out 
many more examples of this sort for a wide variety of 
ligands as well as for 4d and 5d systems. In practice 
it is very difficult to find a reasonable estimate of A(s) 
which contains a number of unknown parameters; the 
reason for this will be clear shortly.

The above-mentioned Gkl and B kl integrals have been 
calculated by using electronic computers but will not be 
presented here due to lack of space. It is also impor­
tant to mention that the odd vibrational frequencies of 
the different type of ligands for the transition metal 
octahedral complexes which fall in the infrared as well 
as in the far-infrared regions of the spectrum are not yet 
known from experiments for all types of so-called ionic 
complexes we are interested in. We, therefore, have 
assumed a set of values for them in our calculations of 
the intensities of 3d” complexes. Later, we shall do 
detailed calculations for each ion in different environ­
ments taking into consideration the partial covalent 
model instead of the point charge model which we have 
used here. It is well known by now that the point 
charge model is not strictly valid even in these mag­
netically dilute complexes,7 and the more realistic model 
is a mixture of purely ionic and purely covalent model. 
In A (s) we have a parameter / d_̂ p, which is the mean 
oscillator strength of a d—<-p transition, and it is not 
known from experiments. We have, therefore, calcu­
lated this parameter assuming a charge delocalization 
onto the ligands and have used the molecular orbital 
wave functions715 the details of which will be presented 
later.

Here we would like to mention that from a formal 
point of view, the vibronic theory outlined here is sim­
ple and straightforward. The only difficulty is to make 
reasonable estimates of the quantities occurring in our 
final intensity expressions. Koide and Pryce70 made a 
similar attempt to explain the intensities of some op­
tical absorption lines in hydrated Mn2+ salts. Later 
Englman7d tried to explain the intensities of the crystal 
field bands by importing the idea of charge-transfer 
states, but they7o'd have used the matrix sum rule to 
evaluate the vibronic intensities which can be shown 
to be not only physically implausible but also mathe­
matically inconsistent.7e,f Besides this, it is very hard 
to understand the physical basis of the charge-transfer 
wave functions since they cannot even approximately 
be considered orbitals of isolated ligands. Under these 
circumstances, his7d approach to the problem as well as 
the results obtained by him are not very meaningful.

In our calculations, on the other hand, we have not

attempted any close agreement with experiments in 
view of the uncertainties involved in the parameters 
like /d—p, but nevertheless, we do a theoretical cal­
culation for it introducing the covalency effects in it. 
From the study of the magnetic susceptibilities of these 
complexes and also from paramagnetic resonance we 
have an approximate idea of the amount of covalency 
in these salts. We therefore have found the value of 
/d-*p for different percentage of covalency and finally 
have used the value of / d—p corresponding to 1 0 %  
covalency for our final oscillator strength calculations. 
It is fairly clear that we wanted to study the effect of 
3d" - 1  4p states in the intensities through a vibronic 
perturbation. This does not mean that other excited p 
states do not contribute to the intensity, but their 
contributions would perhaps be much smaller than that 
of 4p. Besides this there are no other serious assump­
tions involved in our calculation.

We now pass on to the formal development of the vi­
bronic theory of the electric dipole transitions.

2. The Electric Dipole Transitions
The general principles of symmetry and mechanics 

which govern the appearance of vibronically allowed 
bands were laid down by Herzberg and Teller8 in 1933. 
However, not until recent years has this theory been 
put on a concrete basis and applied in a semiquantitative 
fashion to problems of inorganic complexes. In dealing 
with the interpretation of the observed optical intensity 
distribution in the octahedral complexes of the transi­
tion metal ions, we shall adopt the same general compu­
tation scheme as in Liehr and Ballhausen’s paper,2a 
but for the sake of completeness, we shall attempt to 
give a general outline of the theory involved in such a 
calculation. The requisite wave functions for the fed" 
electronic systems under octahedral symmetry have 
been determined by standard techniques.9 In our cal­
culations we shall employ the first-order perturbation 
theory.

We now assume that the ligands can be approximated 
by point charges of a certain effective charge q} and 
mass m  associated with the jth ligand. The electrons

(4 ) J. W . R ich ard son , W . C . N ieu w p oort, R . R . P ow ell, and W . F . 
E d gell, J. Chem. Phys., 36, 1057 (1962).
(5) J . W . R ich ard son , R . R . P ow ell, and W . C . N ieu w p oort, ibid., 38 , 
796 (1963).
(6) J . W . R ichard son , p riva te  com m u n ica tion s (1964). W e  are 
than k fu l to  P rofessor R ich ard son  fo r  sen ding u s th e  4p  w ave  fu n c­
tion s o f the  d o u b ly  and trip ly  ion ized  3d  transition  m eta l ions before  
pu b lica tion .
(7) (a) J . O w en and J. H . M . T h orn ley , Rept. Progr. Phys., 29, 675
(1 9 6 6 ) ; (b ) C . A . C ou lson , p riva te  com m u n ica tion s (1 968 ). W e
express our sincere thanks for  his inva lu able  help  in  th is  p art o f  th e  
ca lcu la tion ; (c) S . K o id e  and M . H . L . P ry ce , Phil. Mag., 3, 607 
(1 9 5 8 ); (d ) R . E nglm an, Mol. Phys., 3 , 48  (1 9 6 0 ); (e) J . S. G riffith , 
ibid., 3, 477 (1 9 6 0 ); (f) W . E . H agston , Proc. Phys. Soc., 92, 1101
(1 9 6 7 ) .
(8 ) G . H erzberg  and E . T eller, Z. Phys. Chem. (Leipzig), 21 , 410 
(1933).
(9) J . S . G riffith , “ T h e  T h e o ry  o f T ra n sit ion -M eta l Io n s ,”  C am bridge  
U n iversity  Press, N ew  Y o rk , N . Y .,  1961.
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F ig u r e  1. M o le c u la r  g e o m e t r y  a s s u m e d  f o r  h e x a c o o rd in a te d  
in o r g a n ic  c o m p le x e s .2“

at radius vector r, will therefore be perturbed by the 
charge of the ligands (Figure 1).

From the figure we get for the fth electron

JL______________1________
|ß| \ft +  sm — Sj — an

(2 .1 )

Expanding this expression and keeping only linear 
terms in the nuclear displacements SM and Sj, we get

(n — 3í)(sm — Sí))
In ü j[

(2 .2 )

Taking our octahedral wave functions as our unper­
turbed wave functions, we thus have for the perturba­
tion term 3C(1) as a function of the normal oscillation
Qk

3cm (Q k )'=  -  sm) ■ Vo, Mr« — ai 1/
(2.3)

ri being the radius vector of electron number i  (of 
charge — e) and a} being the position vector of ligand 
number j ,  which carries a charge of (qse).

By first-order perturbation theory, we now have 
for the mixing coefficients r (i,P(K)

m (A) =  _1  d,p
<*uo(P)|æ<‘>(QÂ)|*go(d)>

E  p -  E  a
(2.4)

with the corresponding first-order wave functions

¥(d) = * g°(d) +  EEQ*rd,pW *u°(p) (2.5)
K  p

Now, since the ligands of the transition metal complex 
are taken to be octahedrally situated point masses and 
charges (Figure 1), we have the electronic potential 
energy V , as

V  (TiiCLj)
•y i Qfi2

è  \RÀi)\
^2 w 2
i,j ITi a j\

(2 .6)

In this approximation, the mixing coefficient r d,p* is 
defined by the following relation

EQxrd.p^ = (E p — Ed)- 1E E (s i  ~  Sm) x
K i  j  =  0

Va, f-Fu0 (p) tt Qi6\  . 4rg°(d)dr (2.7) 
J \rt — aj\

the summations being performed over the i  different 
orbitals, the several point charges, and the K  different 
odd normal oscillations.

Since the potential of the ligand oscillations com­
posing the normal oscillation of the entire system will 
be taken to be harmonic, the intensity in terms of the 
oscillator strength /, is given by10

/ ( d V *  — ^  d 'n,vK =  1 ) =

1.085 X lO u ( N J N ) A E in X

|('F(d),r*|r|*(d'))rx ±  1 ) |2 (2 .8)

where N ¥K is the molar population in the ground elec­
tronic state ^(d), of the (vK +  l)th harmonic of the 
normal mode QK (frequency vK). N  is the Avogadro 
number. We therefore have11

f ( d n — >- d,B) =

d ,n,vK — i) =
K  vK

1.085 X IO11 E  coth ( ^ A \ E in X 
k  \2 kTJ

|E<0 |Q*|l>rd,P*<d'|r|p> + r d-,pK(d|r|p) |2 (2.9)

First we evaluate the electronic integrals, using the 
antisymmetrized products contained in 4rg0(d) and 
4'u°(p) wave functions. Since 3C(1) is a sum of one- 
electron perturbations, we need only consider the 
matrix elements between individual d and p wave 
functions. By summing over the six ligands, we obtain

3C(1) = q¡e2 E  (h  — s m ) • 
l=o

00  ̂ d 'ir  T  1
V  V  V  _____ —

a> t - “ 9/ _L 1 r l+ l
1 =  0  m =  - I « T  i r >

Y lm*(e j ,<t>j)-Ylm(e,4>) (2 .10 )

We now find the matrix elements

r(l, = i ( k  + i)Pi|aeitt«?JC)|fcd<> (2.11)
where i  =  xy , xz, yz, x 2 — y 2, z 2; j  — x , y , z ;  k =  
3, 4, 5, and K  =  3a, b, c; 4a, b, c; 6a, b, c. The general 
form of the matrix elements given in expression (2 .1 1 ) 
can be determined by investigating the symmetry 
properties under reflections in the six a; = 0 , y  =  0 , 
z =  0, x  =  z, y  =  z, and x  =  y  planes.3 We shall not 
enter into a discussion of this here since they are given

(10) R . S. M u llik en  and  C . A . R iek e, Kept. Progr. Phys., 8 , 231 
(1941).
(11) C . J . B allhausen , “ In tro d u ctio n  to  L iga n d  F ield  T h e o ry ,”  
M cG ra w -H ill, N ew  Y o rk , N . Y .,  1962.
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by Liehr in detail.3 We quote his final expressions obtain the following relations connecting the S jt syin­
here. metry coordinates to Qjt normal coordinates2“’12

TXy,x =  Y* ,« b * * $ lb  +  y xAhXVSib +  yx,GbXyS&b 

r x v , v  =  y y,3oxvSsc +  y VAoxvSic +  y VMXVSte

Txv,z =  0 (2 .1 2 )

Tc2-»2,* =  71,30* V Szo +
x2—y2ci I _ x2—y2a

Ta; »4c Â 4c "I Ta:,6o ^6<

Tx^ , y =  y v,3bX v Ssb +

7i,,4b* V Sib +  y  y ,6b* V Seb
■n __ . .  x2 — y2a
*-x2—y2,z Tz»6a ^6a

S3i =  — 7=(LnQu +  LuQ it)
v 2 (2.14)

Sit — LnQzt +  LuQ it (t =  a, b, c)

where, taking the even vibrational frequencies v\, v2, 
and Vi equal to 300, 275, and 150 cm-1, respectively, 
we obtain the odd frequencies2“'13 V3 =  137 cm-1, v4 = 
356 cm-1, and v6 =  106 cm- 1  and hence it can be shown 
that14

L 33 =  0.295816V2 L34 =  0.186319>/2
(2.15)

L a  =  -0.027619 L u  = 0.296860

The remaining vibronic perturbation terms are readily 
obtained from the above expressions by applying a 
counterclockwise rotation of 1 2 0 ° about the (1 1 1 ) 
direction.3 To get the expressions 2 . 1 2  from 2 .1 1 , we 
have expressed the nuclear displacements in terms of 
the symmetry coordinates after evaluating the elec­
tronic integrals. In the octahedral point group O h , 

only perturbing nuclear displacements of symmetry 
Tin and t2u yield nonzero mixing coefficients. 2“'12 The 
algebraic forms of the vibronic coupling constants 
yz,3bxv, etc., appearing in eq 2 .1 2 , computed on the 
basis of a point charge model,2b are given by

26 .-]

y XAbxv =  y VAcxv =  +  5*1]

/v T,y_ xv _  ^s/5 qe 8
Ya;»6b Yî/»6c n

7 r„
x2~y2 2;2_jj2

yx,sc =  - y v, 3b * =
(2.13)

X2 — y2 _ _ _  X2-V 2 _
yx,4c  TV ,4b —-VHf4B*,+s*1]

x 2 — y 2  _  X 2 ~ y 2 _ _Yx,6c Yy.6b —
3\/5 qe1

14 r0
Gk

where Gkl and B kl are given by eq 1.1.
In the electronic integrals given by eq 2.12 we now 

replace the symmetry coordinates (S K) with suitable 
linear combinations of the normal coordinates (QK). It 
is important to note that the n u symmetry coordinates 
Sjt, ( j  =  3, 4; t =  a, b, c) are, however, not normal 
coordinates. 12 The normal coordinates of symmetry 
Tin can only be determined after assumptions have 
been made as to the potential energy of the system. 
If we assume Wilson’s valence force potential, we

Substituting these results in eq 2.9, the final expressions 
for the oscillator strengths are derived for kdn octahe­
dral complexes using the approximations a, b, and c 
mentioned earlier.

We have already seen that the oscillator strengths 
depend on the evaluation of the vibronic coupling con­
stants, 7 ’s, given by eq 2.13, which are ultimately re­
lated with the integrals Gkl and B k . Using approxima­
tion a, Ballhausen and Ancmon16 have derived the ex­
pressions for Gk and B k for k =  3 and have computed 
the integrals for a great range of values of Z it Z p, and 
r =  To/ao (r0 is the metal-ligand bond distance and a0 
the Bohr radius). We have similarly derived expres­
sions of Gkl and B kl, for k =  4 and 5 in the approxima­
tion a, and for fc = 3, 4, and 5 in the approximation b, 
and only for fc =  3 in the approximation c. 16 Suffice it 
to say that we have computed these integrals by elec­
tronic computer for a great range of values of Z,j, Z p, 
and r (Z d is the effective charge on 3d, 4d, or 5d wave 
functions and Z p is the effective charge on 4p, 5p, and 
6p wave functions). When we go through all the steps 
mentioned so far we get the oscillator strength for transi­
tion between two crystal field states i  and j  as

fi-*j 0yA(s)

where 0« involves temperature factor (3.2) and vibronic 
coupling constants (ra3x) (see Appendixes) and \(s) is 
given by2“'17

(12) A . D . L iehr and  C . J . B allhausen , Ann. Phyu. (N . Y . ) ,  3 , 304 
(1958).
(13) I n  our in tensity  ca lcu lations w e  h a ve  used th e a b o v e  values 
o f  the  od d  frequ encies through ou t, th ou gh  it is tru e th at these va lues 
w ill chan ge ap p reciab ly  d epen din g  on  th e  io n  and th e  associa ted  
ligands, b u t  s in ce  these frequencies fa ll in  th e  fa r-in frared  region , 
the  experim ental d a ta  are very  scarce . T h u s it  can  b e  said  th a t  a 
great deal o f  experim ental w ork  is needed  to  ob ta in  a reliable fo rce  
poten tia l and  hen ce  th e  norm al v ib ra tion a l frequ en cies fo r  these 
com plexes.
(14) C . J . B allhausen , “ E lectron  States in  C om p lexes o f  th e  F irst 
T ra n sition  G ro u p ,”  T hesis, C openhagen , 1958, p  52.
(15) C . J. B allhausen  and E . Jvl. A n cm on , Kgl. Danske Videnskab. 
Selskab, Mat.-Fys. Medd., 31 , N o . 9 (1958).
(16) T h is  is because th e  S C F  w ave  fu n ction s  are n o t  y e t  ava ilab le  
fo r  4d  and 5d  ions.

(17) N o te  th a t  th e  n u m erical fa cto r  in  th e  expression  fo r  \(s) is 
Vs and  n o t  8/s  as g iven  in  ref 2a.
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A ffid  n

A£dp3_ Id -+P (2.16)

where s stands for a particular ion of the transition 
metals i.e., Ti3+, Cu2+, etc., g2(s) represents the square 
of the effective charge associated with the crystal field 
of the ligands, R  the Rydberg constant, A/fdn is the 
energy difference (in cm -1) between the two electronic 
levels between which the transition is taking place, 
AAdp18 is the mean energy separation of the d and p 
orbitals, and /a—p is the mean oscillator strength of an 
ordinary d-*-p transition.

The Calculation o f  q (s) Occurring in  E q 2.16. The re­
lation between D q 19 and q(s) is given by 20

then one would imagine a concentrated 5-function wave 
function, with y  strength at the ligand nucleus. It 
would then be a simple matter to see what change this 
made in the matric component (kgr|r|kEx). Of course, 
one has to be careful when taking account of more than 
one ligand atom, since the phases of the 5 functions would 
have to fit with the symmetry of the excited orbital at 
each ligand center.

Let us suppose that we deal with a central atom A and 
one ligand B and also suppose that the atomic orbital 
<Pa is slightly delocalized onto B. Then the molecular 
orbital wave function can be written in the form

4'Ez =  Clip A — C'ilfB

D q  =   ̂ q (s )G ikd,ki(Z d ,r0) (2.17)

where

G \ d.*d =  f ” Rnd2(r) —y^-r2dr (2.18)
Jo r> ,+1

In approximation a, Ballhausen has computed (?3d,3d4 
and has mentioned a few values in his thesis. 14 We 
have computed Gkd.kd4 for k  =  3, 4, and 5 and for a 
great range of values of Z A and r, using approximations 
a, b, and c but, due to lack of space, will not be pre­
sented here. In principle, therefore, q(s) can be found 
out using eq 2.17 when D q  is known from the spectra.

The Calculation o f  / d̂ p Occurring in  E q 2 .16. We 
now concentrate our attention on / d_»p, the mean oscil­
lator strength of an ordinary d p transition occurring 
in eq 2.16. In performing such calculations for the os­
cillator strength, it is essential to use the best wave func­
tions which can possibly be found.

From the experiments on the ligand hyperfine inter­
actions, magnetic susceptibilities, and optical spectra 
we have the most striking demonstration of the exis­
tence of covalency in transition metal complexes.7“ 
Therefore, strictly speaking, one has to use the molecu­
lar orbital approach in the intensity calculations because 
if there is charge delocalized from the central atom onto 
the ligands, this will contribute rather a lot to the transi­
tion moment integral. The main difficulty is that we 
do not know the amount of covalency. Different 
methods of estimating it give different values, but 
if an approximate value could be estimated by some 
means, there are two ways in which we could use this 
information.7b The simplest way would be to say that 
if x  per cent of the excited charge cloud is on the ligands 
and not on the central atom, then the matrix element 
would be reduced by s / x . This is because the matrix 
component is proportional to k and not k 2, but the 
intensity, which depends on the square of the matrix 
element, will be reduced by the full x  per cent. A bet­
ter way, suggested by Coulson, would be to say that if 
on one of the ligand atoms there is a percentage y  of the 
excited electron (taken to be zero in the ground state),

where pb  is some atomic orbital on B. The negative 
sign indicates an antibonding orbital. If we neglect 
overlap integrals which will be a reasonable approximar 
tion in this type of problem, then

CV  +  C22 =  1

and the fraction of the electron to be found on atom B 
is CV. This orbital k  is the upper state involved in an 
electronic transition. For the lower state we assume 
another atomic orbital on A, which we will call xa and 
which we shall assume to be completely localized on 
atom A. We are now interested in the matric com­
ponent

(kEx|r|xGr>

The intensity of the absorption will be proportional to 
the square of this matrix component. If we now ex­
pand kEx in terms of C, and C2, we obtain two terms for 
the matrix conponent. The one with Ci as a factor is an 
integral centered at the ion site and involves the 4p wave 
functions of the central paramagnetic ion. The second 
term having the factor C2 involves the two-center inte­
grals and is fairly tedious to evaluate.

If we are to make proper calculation of this, we shall 
need to know the detailed form of <pn. Even if we knew 
it, there would result the two-center integrals. We 
therefore simplify this integral by treating the atomic 
orbital <pb as if it were a concentrated point charge at 
the nucleus B. This is what is meant by calling it 5- 
function charge. The value of this integral is then 
given by

c2 • xa (at B) -r (at B)

The result of compressing the atomic orbital <pb into a 
point is to take away the necessity to make a detailed 
integration. The main advantage in adopting this

(18) .Edp ~  R for  free ion s bu t in  com p lexes this va lu e  w ill be som e­
w h at redu ced  fro m  th e  free ion  va lu e . F o r  a d iscussion  a b ou t this 
see ref 7.
(19) 10-Dg, b y  con ven tion , is assum ed to  b e  th e  energy  separation  
o f  a  single d  e lectron  un der th e  cu b ic  crysta llin e  e lectric  field  p ro ­
d uced  b y  the  ligands.
(20) C . J . B allhausen , Dan. Mai. Rys. Medd., 29 , N o . 4  (1954).
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procedure is that we are not required to bother our­
selves with the precise form of vb-

This is all about a two-atom system for which the 
calculation is much simpler, but in our case of octa­
hedral symmetry Oh, we have to use the molecular or­
bitals for our calculation. We assume that the d elec­
trons in the ground state are completely localized on the 
metal ion but the excited p orbitals form molecular orbi­
tals. One can write, therefore

* ar =  tf(d)

4 rExa) =  Ci4>m (4px) — — ^ i / 2 p zi — 2 p z4) —

^ l (2 p * 8 +  2 pj, 2 -  2 p * 5 -  2 p„e) 

C2
’i 'E * ™  =  Ci<t>u(^Vv) ~  -  2 Prf) -

^<fc,(2 P*i +  2 p „ 3 -  2 p l 6  -  2 p l4)

4 rEx(3) =  Ci4>si(4pz) — ^7|</>L(2pZ3 — 2 pzfi) —

—<l>l (2 Pz2  +  2 p„i — 2 p l 4  — 2  p„6)

The 4p orbitals are simultaneously a- and 7r-anti- 
bonding orbitals. The coefficients ci, c2, c3 are difficult 
to obtain, and there is no absolutely reliable way of 
getting them. They cannot be gotten by comparison 
with experimental hyperfine coupling constants,7 since 
the results obtained by various methods do not agree 
mutually. In principle, these coefficients can be rough­
ly obtained by variational methods.21 We do not cal­
culate these coefficients here but assume certain val­
ues for them such that the relation C12 +  c22 +  c32 =  1 
is satisfied (neglecting overlap). We have assumed, for 
simplicity, coefficients are the same for both a and t  
bonding, i.e ., c2 =  c3. The following three sets of 
values of ci and c2 are assumed in our calculations 
which are given in Table I. It is evident from Table I

Table I

Coef-
iicient Set 1 Set 2 Set 3 Set 4

Ci 1 .0 0 .9 0 .8 0 .7
C2 0 .0 0.3082 0.4243 0.5050

that we assume a maximum of 30% of charge delocaliza­
tion on the ligands, and we believe that this is a very rea­
sonable range within which to work.

For the ground electronic states we take the strong 
field wave functions for the 3d" metal ions denoted by

x m - We have to calculate now the following matrix 
element

<XM|r|*Ex>

This matrix element has to be inserted into the usual 
expression for the oscillator strength, given by

/ d̂ p = 1.085 X 10“ (^p ~  E i )  X

|E<XM|?|̂ Exi ) |2 (2.20)
i

where i  denotes the three components of the excited 
state wave function. We have calculated the oscillator 
strengths for a d -*■ p transition given by the above ex­
pression by using Richardson, et al., type of SCF wave 
functions.4-7 It is easy to show that the metal orbitals 
of the type 3d3z, _ r2 and 3dl ! _ y4 form only <j bonds with 
the ligands and 3dJV, 3d„z, 3dzx form ir bonds in Oh 
symmetry.

We pointed out earlier that we assume a 8 function 
type of wave function at the ligand sites and we consider 
only the 2 p wave functions on the ligand sites. Re­
garding the use of 8 function approximation, the follow­
ing should be noted. When, for example 2p, orbitals 
are approximated by a 8 function, it is not correct to 
put an equivalent charge at ligand site when we know 
from basic symmetry argument that there must be a 
node there. Since there are two regions (also called 
lobes) where the charge is concentrated, we should re­
place the total charge-cloud by two point charges, each 
equal to e/2 (one-half the electronic charge) at the cen­
ters of the two lobes. This incidentally also takes care 
of normalization problem associated with 8 function. 
Now the question is where the two points are located? 
It would seem that they are at radial maxima of 2pr or­
bitals. This, however, is not true. We place them at 
half the atomic radius for covalent bonding since this 
represents quite closely the distance at which most of 
the charge is located. Since we are interested in the so- 
called ionic complexes, we use the value for the cova­
lent radius of fluorine22 (r ~  0.72 A) in our calculations. 
It is, however, important to note that this procedure is 
bound to be only an approximation, but our intention is 
to see how important the delocalization process is and 
for this purpose the above procedure is good enough. 
Po- orbitals are treated in the same way. Explicit use 
of 2 p orbitals on ligands and inclusion of overlap inte­
grals would bring in specific dependence on the ligand 
nature, and hence the calculations would be very te­
dious.

Following the above procedure we have calculated the 
mean oscillator strength for the d — p transition the 
expression of which has been given in eq 2.20. It is 
also to be noted that we need the magnitude of

(21) C . J . BaH hausen and H . B . G ray , “ M olecu la r  O rbita l T h e o r y ,”  
W . A . B en jam in , N ew  Y o rk , N . Y .,  1965.
(22) C . A . C ou lson , “ V a len ce ,”  O x ford  U n iversity  Press, L on d on , 
1961.
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E d — E p for which we use 12 eV, which has been roughly 
estimated from ionization data with corrections.7 Ta­
ble II gives the / d̂ p for the 3d™ transition metal com­
plexes. We use these values in finding the final inten­
sities of the above mentioned hydrated complexes (see 
Table X).

Table I I : /d->-p for 3d Complexes of the Transition M etal Ions 
for Different Sets of Values of c, and c2 Mentioned in Table 
I .  Er, — E d Has Been Assumed To Be 12 eV

Con­
figura- /d_>p

tion Ion (for set 1)

3d1 T i3+ 0.2833
3d2 V 8+ 0.2510

ÎV 2 + 0.2508
1 Cr3+ 0.0887
J Cr2+ 0.3237
|M n '+  0.1900

,6 jM n 2+ 0.2673 
M  \F e 3+ 0.1624

Fe2+ 0.2248
Co3+ 0.1418

3d7 Co2 + 0.1895
3d8 N i2+ 0.1651
3d9 Cu2+ 0.1454

1a—>p Id—* p 1i-►[)
(for set 2) (for set 3) (for set 4)

0.2280 0.1884 0.1556
0.1922 0.1474 0.1095
0.1940 0.1496 0.1118
0.0677 0.0518 0.0385
0.2459 0.1876 0.1387
0.1495 0.1164 0.0878
0.2070 0.1598 0.1195
0.1278 0.0994 0.0749
0.1751 0.1355 0.1016
0.1135 0.0891 0.0678
0.1484 0.1151 0.0866
0.1298 0.1010 0.0761
0.1149 0.0896 0.0677

Following the procedure outlined earlier we now list 
the algebraic expressions for oscillator strengths for 
fcd1 and fed9 systems only. The rest are listed in Ap­
pendix A.2C

k d 1. T ransition  2T2g 2E g.

/(a — >  b) =  A(xy)y\x\  £  { [ ( x y ,x ;K )  +
K

(a:2 -  y 2,y ;K ) ] 2 +  [(a:2 -  y 2,x ;K )  -  ( x y ,y ;K ) ] 2} 

/ ( b — > b) =  A(xz)z\x\Y<{ [{xz ,x ;K )  +
K

(x 2 -  y 2,z ;K ) ]2 +  [ (x 2 -  y 2,x ;K )  ]2} 

/ ( c — >  b) = A (yz)y\ z\ 'Z { [(a:2 -  y 2,z ;K )  -
K

(:y z ,y ;K ) ] 2 +  [ (x 2 -  y 2, y ; K ) ] 2} 

/(a — > a) =  A(xy)y\x\J2{ l(z2,y ;K )  -
K

(3 ~ 1/l) ( x y ,x ;K ) ] 2 +  [(z2,x ;K )  -  (3~ l/l) { x y ,y ;K ) ] 2} 

/ ( b — > a) =  A{xz)z\x\Y<{ [{z2,z ;K )  -
K

(3 ~ l/t) ( x z ,x ;K ) ] 2 +  [(z2,x ;K )  +  2(3- ' h ) i x z ,z ;K ) ] 2) 

/ ( c — > a) =  A (yz)z\y\Y ,{ [(z2,z ;K )  -
K

(3 - x/') {y z ,z ;K ) }2 +  [(z2,y ;K )  +  2(3 - l/') ( y z ,z ;K ) }2)

/ ' ( b — > a) =  2/(a  — b) 

/ ' ( b — > b) =  2/(b b) 

/'(b  — >  c) =  2/(c — > b) 

/'(a  — a) = 2/(a  — ■> a) 

/'(a  b) = 2/(b  — >  a) 

/'(a  — > c) = 2/(c — >  a)

where

AEdn
A = —=—

AFdp

(xy)y\x\ =  \x\ =  (j>v\x\dxv)

(x y ,x ,K )  YXVtX etc.

For other k d n ions see Appendix A . 20

In the above expressions for the oscillator strengths, 
A E dn is the energy difference (in cm-1) between the 
ground and the excited state in which the transition 
takes place. A E dn is usually taken from the experi­
ments on the optical absorption spectra (see Tables 
VIII and IX).

AFdp =  E d — Ep =  12 eV

r's are the vibronic coupling constants given by eq 
2 .12.

It can be shown from the above expressions for the 
oscillator strengths that the electron-hole equivalence 
is not directly applicable here. There is a direct corre­
spondence between k d n and k d 5+n systems and numer­
ous indirect relationships between these and other sys­
tems. The above observations are also true in the opti­
cal rotatory power calculations. 23

The oscillator strengths are given in terms of the 
vibronic part (0j—j) multiplied by a factor X(s) de­
fined by eq 3.1 in section 3. By correspondence and 
indirect relationships between the different k d n (n =

2, 3, 4, 5, 6, 7, 8 , 9) systems among themselves as well as 
with fed1, we mean the correspondence and the indirect 
relationships between the vibronic parts ( 0 ^ ¡) of the 
different systems only. In most of the cases these rela­
tions can be found out by carefully looking at the ex­
pressions, whereas, in some cases, one has to apply the 
symmetry operators on the vibronic coupling constants 
r ’s in order to derive the relations.3 The various inter­
esting relations existing between the 0,—j’s of the 
different fed® systems with those of k d 1 are presented in 
Appendix B.2°

3. Algebraic Formulations of the Oscillator Strengths
The algebraic formulations of the oscillator strengths 

for different possible transitions (i->  j) for fed® systems 
are given in this section. The final oscillator strengths 
/¡_*j can be expressed as

k d 9. T ransition 2E g —► 2TV (23) A . D . L iehr, J. Phys. Chem., 68, 665, 3629 (1964).
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Table I I I :  Experimental Odd Vibrational Frequencies (v3, vt, and in cm “ 1) of the X Y 6 Complexes of the Transition M etal Ions

Con- Refer-
figuration Ion Complex V3 V4 V6 enoes

3d3 Cr3 + C r(N H s)«8+ 475 a
C r(C N )68- 124 457 95 b
C r (C O y + 436 661 570 c

3d6 M n 2+ M n (H 20 ) 62+ 170 320-400 85 d
Fe3+ F e(C N )68- 387 511 381 e

3d6 Co8+ C o (N H 3)e8 + 325 464 261 f
C o (C N ),8- 414 365 395 e
CoF63~ 475 310 g

Fe2+ F e(C N )64- 414 585 402 e
3d3 C o2+ C oS 0 4-7H 20 252 384 147 h

K 2C o(S 0 4)2-6H20 281 391 147 h
(N H 4)2C o (S 0 4)2 • 6H 20 252 264 240 h
C o(H 2o y + 170 320 85 d

3d8 N i2+ N iS 0 4 • 7H 20 297 393 134 h
K 2N i(S 0 4)2-6H 20 299 398 134 h
(N H 4)2N i (S 0 4)2 • 6H 20 293 385 134 h
N i(N H 3)62+ 334 a

4d3 M o 8 + M oF«8 - 741 264 190 i
M o(C O )68- 595 368 517 c

4d4 T c8+ TcF«8“ 748 265 a
4d6 R u8+ R u(C l)68- 188 346 j

RuF«3- 735 275 188 k
4d6 R h8+ RhFe8- 724 283 192 l
5d2 Os6+ OsF63_ 720 268 230 m
5d3 w»+ W F 68_ 712 256 216 n

R e4+ ReCU2- 172 313 0
ReBr62_ 118 217 0

5d4 Os4+ OsCle2" 117 314 0
Re>+ ReFj3 ~ 715 257 193 P
Pt« + PtFe3 - 705 273 211 m

5d8 Ir6+ IrFe8- 718 276 205 g
5d6 Ir‘ + KJrCle8- 184 333 ?

(N IR idrC l,8- 192 327 g
5d6 Ir« + K JrCU 8- 200 296 j

P t4+ K jP tC l,8- 186 344 j
KiPtBre8 - 78 240 j
KiPtle8 ~ 46 186 j

“ K . Nakamoto, “ Infrared Spectra of Inorganic and Coordination Compounds,”  W iley, New York, N . Y ., 1963. 6 H . Hartmann 
and E. Konig, Z. Phys. Chem. (Frankfurt am Main), 30, 215 (1961). 4 C. W . F. T . Pistorius and P. C. Haarhoff, J. Mol. Spectrosc., 
3, 621 (1959). d S. Koide and M . H . L . Pryce, Phil. Mag., 3, 607 (1958). '  I. Nakagawa and T . Shimanouchi, Spectrochim. Acta, 
18, 101 (1962). '  T . Shimanouchi and I. Nakagawa, ibid., 18, 89 (1962). " M . D . Meyers and F . A . Cotton, J. Amer. Chem. Soc., 
82, 5023 (1960). k V . Ananthanarayanan, Z. Phys. Chem. {Leipzig), 222, 102 (1963). ’  H . H . Claassen, H . Selig, and J. G . Malur, 
J.Chem. Phys., 36,2888  (1962). ’ D . M . Adams and H . A . Gebbie, Spectrochim. Acta, 19,925 (1963). *G . Nagarajan, Indian J. Pure A ppl. 
Phys., 2, 86 (1964). ‘ B . Weinstock, H . H . Claassen, and C. L. Chernick, J. Chem. Phys., 38, 1470 (1963). ”* B. Weinstock, H . H . 
Claassen, and J. G . M alm , ibid., 32, 181 (1960). n T . G . Burke, D . F . Smith, and A . H . Nielsen, ibid., 20, 447 (1952). 0 L. A . W ood­
ward and M . J. Ware, Spectrochim. Acta, 20, 711 (1964). p H . H . Claassen, J. G . M alm , and H. Selig, J. Chem. Phys., 36 ,2890  (1962). 
5 H . C. Mattraw, N . J. Howkins, D . R . Carpenter, and W . W . Sabol, ibid., 23, 985 (1955).

/i-*j = ^jX(s) (3.1)
where 0^  involves the vibronic coupling constants 
(F«/*) and represent that part of the formulas given in 
section 2  which is within the summation sign. This 
part involves the odd vibrational frequencies vK (K  =  
3, 4, 6) of irreducible representations of symmetries Tlu 
and T2u and also the temperature factor11 (T.F.)

T.F. =  3E K 0 |Qx|l>|’ c o th (| | ) (3.2)

and

/ n—p (3.3)

where N and V are the two vibronically perturbed states 
and p is the odd perturbing state. If we, however, 
assume An — E v «  E ?  — E y  then eq 3.3 is the same as 
eq 2.16. It is important to mention that it is impossi­
ble to tabulate 0i_*j as 'a function of Z kd^k+i)p(k  =  
3, 4, 5) for each vibrational frequency p3,4,5 leaving that 
frequency unspecified because to calculate the ra/ K 
one must transform the symmetry coordinates (S Kt, t =
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a, b, c) to the corresponding normal coordinates (Q Kt) by 
using eq 2.14. This involves the explicit use of the L 
matrix. The numerical values of the L matrix cannot 
be obtained unless the vibrational frequencies va, r4, 
and v6 are explicitly specified. 14 Throughout our cal­
culations we have used v?, =  137 cm-1, v.t =  356 cm-1, 
and ve, =  106 cm- 1  to calculate the variation of oscilla­
tor strength with the effective nuclear charge. 13 The 
above-mentioned magnitudes for the vibrational fre­
quencies, we believe, are more or less typical for the 
3dm octahedral complexes under consideration. 11 In 
Table III we present the magnitudes of the odd vibra­
tional frequencies obtained from experiments on the 
various types of complexes of the M n ions. A glance at 
Table III would be sufficient to realize that the odd 
vibrational frequencies which are responsible for mixing 
the 4p wave functions with the central 3d wave func­
tions through the vibronic perturbation vary widely 
in magnitude from complex to complex and from ion to 
ion. No possible explanation as to why these frequen­
cies differ so much from one another has been put for­
ward by the infrared spectroscopists as yet. Here we 
should like to make a few remarks about these fre­
quencies. We would like to remark that these frequen­
cies should be a reflection of the bond strengths between 
the metal and the ligand, or, in other words, the weaker 
the bond is, less would be the magnitude of the stretch­
ing frequency r.4(Tiu). From the electronegative char­
acter of the ligands it is fairly well known that fluorine 
is the most electronegative; therefore the bond strength 
between fluorine and the central ion must be very weak, 
and thus r4 would be lowest in magnitude among the 
three. Then comes the aquocoordination and lastly 
the CN ligand. CN is least electronegative; therefore 
the bond between the metal and the ligand should be 
very strong, and hence r4 should have the greatest mag­
nitude. This picture agrees with the experimental 
values quoted in Table III. As regards the variation 
of vz and r6, which are the bending frequencies, we also 
can give a crude explanation from the electronegativity 
of the ligand complexes. Since fluorine is most elec­
tronegative, the bond strength between the metal and 
fluorine is consequently weak. Therefore, for the bend­
ing of the type Y X Y  (where X  is the metal and Y is the 
ligand) the greater electrostatic repulsion will increase 
the vibrational frequencies because, due to bending, the 
metal-ligand bond being weaker, the ligands will be 
drawn closer and hence the electrostatic repulsion would 
probably be greater. Thus va and va would have much 
greater magnitudes compared to r4 for the fluoride com­
plexes, whereas they would be least in the covalent cya­
nide complexes and in between for the aquo complexes.

To show the variation of the oscillator strengths with 
the effective nuclear charge, we have already seen earlier 
that the vibrational frequencies must be specified at the 
onset of calculations. Since the frequencies vary con­
siderably from one complex to the other, the best possi­

ble thing is to treat every case separately. This is im­
possible at present since it involves too much labor. In 
connection with calculation of the L matrix (eq 2.15) 
we have chosen a representative set of values for 3dB 
systems, 28 whereas the work on the 4dB and 5d” systems 
will be done shortly.

It is clear from eq 3.3 that X(s) contains a number of 
unknown parameters lumped together, and it is very 
difficult to get an exact estimate of it. In the point 
charge model q2(s) can be obtained using eq 2.17 pro­
vided D q  is known from experiments. E N — E y  is, 
of course, known from the absorption spectra, but there 
is no way of knowing 2?N — E P, E ?  — E y , or / N_*P, 
and, therefore, we have made a theoretical estimate of 
/ d—p given in Table II. These values have been used 
to estimate X(s) which have been utilized in finding the 
magnitudes of the oscillator strengths of the optical 
absorption spectra of some of the aquo complexes of the 
3d" transition metal ions mentioned in Table X.

Table IV gives the variation of 0j_*j with the effec­
tive nuclear charge for the 3d1 system at temperature 
300 and 0°K (the values for 0°K are given in paren­
theses) in the approximations a, i.e., using hydrogenie

Table IV  : T i3+ (3d1), Transition 2T 2k —► 2E g, Variation of 
0i_*j with Z eff (3d) at 300 and 0°K° in Approximation a or b

Zeff (3d) «!T2î ->!Es
(Z ,p = 5.5) (10-0

3.5 271.7300
(91.2070)

4.0 86.4305
(28.8385)

5.0 41.1130
(14.5335)

6.5 6.7570
(2.6345)

7.5 7.0635
(2.6840)

8.5 6.8230
(2.5635)

“ The values in parentheses are at 0°K.

functions, Z v is kep~ constant at 5.5 and the metal- 
ligand distance r0 =  2 A. q (s) for X(s), assuming the 
point charge model, can be obtained by using eq 2.17 
when G ikd,kd (k  =  3, 4, 5) is evaluated. We have also 
evaluated the integrals G\d,kd (k  — 3, 4, 5) which will be 
published elsewhere shortly. Table V gives the varia­
tion of 0i_*j for 3d1 system in the approximation c. 
Table VI gives the variations of 0;_*j with Z etf for the 
(Id1) system in the approximations a and b. Similarly 
Table VII gives the 0 ^  for the Sd1 system. The 
0;_*i parts for the systems fed” can be readily found out 
from k d 1 (k  =  3, 4, 5) system by using the relations 
given in Appendix B.2e
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Table V : 0i_.j Using Richardson Wave Functions 
at 300 and 0°K  (See Text)

Table V I:  (4d1) System, Transition 2T 2g —*• 2E g, 
Variation of 0i-»j with Z m  (4d) at 300 and 0°K “ in 
Approximations a and b)

OXTas -*)----------- -
Configli- Transition At At

ration (g g) 300° K 0°K

3d1 2T 2 ->- 2E 99.6675 41.6115
(Ti*+)
3d2 3T i ->- 3T i 94.0900 36.2390
(V 3+ ) -»  3T 2 79.3330 36.3660
3d3 4A2 —  4T X 207.1035 72.0720
(V 2+) —  4T 2 175.7520 84.7410
(Cr3+) 4A2 —  *Ti 141.1035 50.6235

- * 4T 2 82.5345 42.5385
3d4 3T , —  3 Ai 91.8150 45.2980
(Cr2+) - >  3A2 123.9410 43.6310

-  3E(1) 71.9180 29.6425
— 3E(2) 56.9180 29.6425
—  3T ,(1 ) 49.9230 22.4400
—  sTi(2) 57.9540 22.0240
—  3T 2(1) 57.9540 22.0240
—  3T 2(2) 49.9230 22.4400

6E ->- 5T 2 161.8165 66.6965
(M n 3+) 3T t -»  3 Ax 41.9150 21.7490

—  3A2 81.2790 29.1960
-  8E(1) 41.0635 16.9810
—  3E(2) 41.0635 16.9810
—  8Tx(l) 25.8780 11.8050
—  3T i (2) 35.7190 13.6670
—  3T 2(1) 35.7190 13.6670
— 3T 2(2) 25.8780 11.8050

6E —  6T 2 92.3955 38.2085
3d6 2T 2 - »  2 Aj 17.7155 6.2780
(M n2+) —  2A2 11.6480 5.8330

-  2E(1) 29.3630 12.1105
—  2E(2) 29.3630 12.1105
—  2Tx(l) 97.1920 37.0010
—  2Ti(2) 78.9890 35.6660
—  2T 2(1) 78.9890 35.6660
—  2T 2(2) 97.1920 37.0010

3d6 2T 2 — 2 Ax 11.7205 4.2125
(Fe3+) —  2A2 5.3190 2.7765

2E(1) 17.0395 6.9890
2E(2) 17.0395 6.9890

—  2Tx(l) 60.7210 23.1210
—  2T x(2) 41.5170 18.8130
—  2T 2(1) 41.5170 18.8130
—  2T 2(2) 60.7210 23.1210

3d« 'A, —  >Tx 321.9420 163.2420
(Fe2+) —  'T 2 552.3960 196.6920

6T 2 ->- 6E 145.7230 59.9890
3d6 'A, —  iT, 146.8560 77.1000
(Co3+) —  lT t 372.8400 134.0220

6T 2 3E2 86.6160 35.1870
3d7 2E —  2Tx(l) 90.3560 37.0460
(Co2+) —  2Tx(2) 90.3560 37.0460

—  2T 2(1) 90.3560 37.0460
—  2T 2(2) 90.3560 37.0460

4T , —  4T 2 101.1100 45.6500
- *  «T, 139.7900 53.1400

3d8 3A2 2T, 211.9920 75.9180
(N i2+) —  3T 2 95.2230 49.2810
3d9 2E ->  2T 2 132.0340 53.4020
(Cu2+)

Z .tf (Id) 
(Z 6ff (5p)

'— 02T2g—*2Eg
Approx, a Approx, b

=  6.0) (X  10-*) (X  10- 5)

4.0 50.8970 82.4410
(26.0480) (29.9330)

5.0 48.1480 92.4490
(31.8450) (35.0655)

6 .0 103.8345 81.6480
(54.0840) (32.0205)

7.0 132.0045 62.4900
(62.4785) (25.0325)

8 .0 112.6065 43.8695
(51.7235) (17.7495)

9.0 72.6895 29.2970
(33.3415) (11.8640)

The values in parentheses are at 0°K .

Table V II:  (öd1) System, Transition 2T 2g —► 2E
Variation of 0i->j with Z e« (5d) at 300 and 0°K “ in
Approximations a and b

02t2,_»2e, -------.—------,
Z e f [  (5d) Approx, a Approx, b

( Z i p  = 6 . 0 ) ( X  1 0 - < ) ( X  1 0 - 5 )

5.00 11.8335 74.3345
(6.4350) (25.6945)

6.0 34.2115 95.7445
(11.4195) (34.5480)

7.0 39.8020 94.5780
(13.6115) (35.5725)

8.0 25.8665 79.2160
(11.7670) (30.8205)

9.0 21.3870 59.6730
(14.4750) (23.7800)

10.0 35.0750 41.9935
(22.3300) (16.9725)

“ The values in parentheses are at 0°K.

In Tables VIII and IX  we mention the experimental 
oscillator strengths for the different transitions in fed" 
systems, the D q  values, and the energy separations of 
the energy levels between which the transition is taking 
place. It is important to note that we are dealing with 
the spin-allowed transitions only. The spin-forbidden 
transitions are usually much weaker in intensity, and we 
shall treat these cases in the future. The experimental 
values of the oscillator strengths have been found out by 
us from the relevant absorption spectra found by several 
workers in this field (see the references) assuming Gaus­
sian distribution and using the formula

/  =  4 .6  X  1 0 _ 9 i maxr i /2 ( 3 . 4 )

However, it is important to note that this way of finding 
the oscillator strengths may introduce a very high per­
centage of error; the error maybe as high as 10 0 %  when-
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Table V I I I :  The Experimental Oscillator Strengths, D q  Values, and the Energy Differences of 
the Complexes of the Transition Metal Ions with Their References

E nergy O scillator
C onfig­ D q, T ransition diff, strength, R efer-
uration Ion C om plex c m “ 1 g -► g cm  -1 /  ( X  1 0 - ) enee

CO p- T i3 + T i(H 20 )63 + 2030 2T 2 2E 20,300 1.0 a
Ti(urea)63 + 1600 2T 2 — 2E 16,000 4.71 b

3d2 ys+ V (H 20 ) 63 + 1840 3Tig -  3T 2g 17,100 0.93'
—  3T ig 25,200 J ..8

v C

V 3 + in A120 3 1860 3T 18 —  3T 2g 17,400 1.88
d-  3T ig 25,200 4.29

V(urea)s3 + 1740 3T ig —  3T 2g 16,250 1 . 9 1<
—  3T ig 24,200 3.09 y c

3d3 y 2+ V (H 20 ) 62 + 1180 4A2g -*■ 4T 2g 11,800 0.1 '
—  4T ig 17,500 0.2 e

Cr3 + Cr(H20 ) 63 + 1740 4A2g —»■ 4T 2g 17,400 1 , 9 8
f—  4T lg 24,500 3.02

K C r(S 04)2-12H20 1760 4A2g -*■ 4T 2g 17,600 1.6 '
—  4Tig 24,700 2.2 e

Cr(O X)33- 1739 4A2g —► 4T 2g 17,390 12.27
- ‘Tig 23,980 24.98

gCr(en)33 + 2188 4A2g —► 4T 2g 21,880 10.00
- ‘Tig 28,570 8.33

C r(N H 3)63 + 2150 ‘A2g -► 4T 2g 21,500 6.42
h- ‘Tig 28,500 6.64

3d4 Cr2+ Cr(H20 )62 + 1400 6E — 6T 2 14,000 1.8 e
M n 3 + CsMn(S04)2-12H20 2100 6E — 6T 2 21,000 1.17 i

3d6 Fe2 + Fe(H20 )62+ 1040 3T 2 —  6E 10,400 0.25 j
Co3 + Co(en)33 + 2320 ‘Ai —  ‘T i 21,400 13.84Ì

k-  ‘T 2 29,600 14.35
Co(OX)33- 1800 ‘Ai ->- ‘T , 16,500 23.59

l—  ‘T 2 23,810 35.20
Co(N H 3)63+ 2290 ‘Ai —  ‘T i 21,070 15.411

• m- ‘T 2 29,600 12.24
3d7 Co2+ Co(H20)e2 + 930 4T i 4T 2 8,200 0.27 n

—  4Ti 20,000 0.75 k

CoS04-7H20 1000 4T i - *  4T 2 8,350 0.3
—  4Ti 19,800 0.9

Co(N H 3)62+ 1010 ‘T i —  4T 2 9,000 0.26 0
- ‘T i 21,100 1.38 0

Co(en)32 + 1100 4T i —  4T 2 9,800 0.53 0
- ‘T i 21,700 2.81 0

3d8 N i2 + N i(H 20 ) 62 + 850 3A2 —■ 3T 2 8,500 0.22 V
—  3Ti 14,700 0.35 V

N i(N H 3)62+ 1075 3A2 —  3T 2 10,750 0.53 V
->- 3Ti 17,500 0.70 V

Ni(en)32 + 1120 3A2 3T 2 11,200 1.03 V
— 3Ti 18,350 1.02 p

3d9 o Ho + Cu (H 20 )62+ 1260 2E - *  2T 2 12,600 2.9 g
CuS04 • 5H20 1300 2E —  2T 2 13,000 1.4 e

CuSiF6-6H20 1250 2E -*■ 2T 2 12,500 1.8 l
CuSiF6-6H20 1333 2E —  2T 2 13,330 0.66 i

(78 °K )
4d‘ N b4+ N b 4+(C1)6 2090 2T 2 —  2E 20,900 27.26 5

(13 M  HC1)
4d2 N b3+ N b (C iy + ~1980 3T i -► 3T 2 18,900 30.64 S

-*• 3T i 22.500 56.15 S
4d3 N b 2+ Nb(Cl)62+ (strong 2270 4A 2 —  4T 2 22,700 25.25 s

HC1)
-  *Ti Not observed

M o3+ M o(C l)63“ 1900 4A2 —  4T 2 19,000 7.27'
- ‘T i 24,000 16.17

4d6 Ru3 + R u (C1)63 2400 2T 2 -► 2A2 19,200 7.0 u

(only this transition is believed 
to be of crystal field origin)

T a b le  V I I I  con tin u ed  on  n ex t  page
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Table V i l i  (C on tin u ed )

Energy Oscillator
Config­ Dq, Transition diff, strength, Refer­
uration Ion Complex cm -1 g “ ► g cm _1 / ( X  10- ‘ ) ence

Ru(Br)63~ ~2030 2T 2 - »  2A2 15,300 18.0 U
4ds Rh3 + Rh(H20 )63+ 2700 *Ai —  1T 1 25,500 11.o'

—  ‘T 2 32,800 14.0
Rh(O X)33~ 2640 ‘A i  -  ‘T , 25,100 54.0
R h (N H 3y + 3410 ‘Ai —  ‘T i 32,700 30.0

—  ‘T 2 39,100 25.0
Rh(en)33 + 3460 ‘Ai —  ‘T i 33,200 48.0

—  ‘T j 39,600 46.0
R h (C iy - 2160 ‘Ai —  ‘T i 19,300 14.0

- * ‘T 2 24,300 13.0
Rh(Br),3- 2000 ‘A i —  ‘T i 18,100 25.0 .

—  ‘T 2 22,200 25.0
5d8 I r 3 + Ir(Cl)e3- 2800 ‘A i —  ‘T i 24,100 12.5

—  ‘T 2 28,100 12.0
5d6 I r 3+ Ir(B r)63~ 2500 ‘A i -*■ ‘T i 22,400 37.0

-  ‘T 2 25,800 32.0
Ir(en)33+ 4140 ‘At -  ‘T i 40,200 40.0

—► ‘T 2
(not observed)

P t4 + pt(ciy- 3000 ‘A  —  ‘Ti 28,300 70.0

a H . Hartman, et a l., Z .  A n o rg . A llg . C h em ., 284, 153 (1956). h H . Hartmann, et a l., ib id ., 289, 40 (1957). c H . Hartmann and C. 
Furlani, Z . P h y s . C hem . (F ra n k fu rt am  M a in ) , 9, 162 (1956). d W. Low, ib id ., 13, 107 (1957). e 0 . G. Holmes and D . S. McClure, 
J . C hem . P h y s ., 26, 1688 (1956). f  C. K . Jorgensen, A c ta  C hem . S ca nd ., 8, 1496 (1954). 9 A. Mead, T ra n s . F a ra d a y  S oc ., 30, 1052 
(1934). h M .Linhard , Z .  E lec troch em ., 50,224 (1944). ’ H . Hartmann and H . L. Schlafer, Z . N a tu rforsch ., 64, 762 (1951). ’  C. K.
Jorgensen, A c ta  C hem . S ca n d ., 8, 1507 (1954). k C. K . Jorgensen, ib id ., 8, 1495 (1954). 1 A. Mead, T ran s. F a ra d a y  S oc ., 30, 1054 
(1934). m H . Kuroya and R. Tsuchida, B u ll. C hem . S oc . J a y ., 15 , 429 (1940). n T . Dreisch and W . Trommer, Z .  P h y s .  
C hem . B  {L e ip z ig ) , 37, 40 (1937). ° C. J. Ballhausen and C. K . Jorgensen, A c ta  C h em . S ca n d ., 9, 397 (1955). v C. K . Jorgensen, 
ib id ., 1362 (1955). 5 J. Bjerrum, C. J. Ballhausen, and C. K . Jorgensen, ib id ., 8, 1281 (1954). r R. Pappalardo, J .  M o l.  S p e c -
trosc., 6, 554 (1961). * D . Cozzi and S. Vivarelli, Z . A n o r g . A llg . C h em ., 279, 165 (1955). ‘ H . Hartmann and H. J. Schmidt,
Z .  P h y s . C hem . {F ra n k fu rt  am  M a in ) , 11, 234 (1957). “ C. K . Jorgensen, A c ta  C hem . S ca n d ., 10, 518 (1956). ” C. K . Jorgensen,
ib id ., 10, 500 (1956); 11, 151 (1957).

Table IX  : The Experimental Results on the Melts

Config­
uration Ion Complex0’®

Pmax»
c m “ 1 Transition Dq

Refer­
ence

3d‘ T i3+ TiCh3- 10,000 2T 2g -  2E g ~ 1 0 - 46 1150' d

3d1 ya + v c y -
13.000
11.000 3T ig 3T 2g 2.0  X  10 -4 1275 e

3d3 ya+ v c y -
18,020
7,200

3T lg -  3T lg 
4A2g 4T 2g

6.4  X  10~4 
~ 1 .3 4  X  10 -4 720

d
d

Cr3 + CrCle3-

12,020
19,050
12,500

4A2g —► 4T ig 
4A2g —► 4T ig 
4A2g —► 4T 2g

~ 2 . 06 X  10 -4 
~ 3 .2 1  X  10 -4 
~  8.4 X  10 -4 1250 d , f

Cr3+ CrF,3-
18,500
14,600

4A2g -*• 4T jg 
4A2g —> 4T 2g

~ 1 4 .0  X  10~4
1460 g

3dJ ya + V (C N ),3-
22,300
22,200

4A2g —► 4T jg 
3T ig -  3T 2g 6.1 X  IO“4 2340 h

28,600 sT lg —  3T Ig 12.6 X  1 0 -4

° Chloride complexes in L iC l-K C l eutectic at 400° and the fluoride complex in L iF -N a F -K F  eutectic at 650°. b Combined oscil­
lator strength. c Average D q . d D . M . Gruen and R. L. McBeth in the “Coordination Chemistry of 3d Transition M etal Ions in 
Fused Salt Solution,” Plenary Lectures at V I I  I.C .C.C., Stockholm, Sweden, 1962. * D . M . Gruen and R. L. McBeth, J . P h y s . C h em ., 
66, 57 (1962). {  G. Harrington and B. R. Sundheim, A n n . N .  Y . A ca d . S c i ., 79, 950 (1960). 9 J. P. Young and J. C. White, A n a l.  
C hem ., 32, 799 (1960). h J. R. Perumareddi, A. D . Liehr, and A. W. Adamson, J . A m e r . C hem . S oc., 85, 249 (1963).

ever a crystal field band falls near the edge of a charge- 
transfer band. Also, if the bands are not symmetric, 
the Gaussian distribution should not be valid in such

cases; thus, estimating the oscillator strengths may 
be extremely difficult.

A  F ew  E xam ples. In Table X  we present the theoret-
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Table X : Comparison of Theoretical and Experimental/’s in Approximation c (See the Text)

Config­ Transition (approx. c )a
uration Ion (g“ *g) (X  10 -<)

3d1 T i3+ ^ 2 —  2E 99.6675
(41.6115)

3d2 y 3 + 3T i - *  3T! 94.0900
(36.3660)

3T 2 79.3330
(36.3660)

3d3 Cr3 + 4A2 —  4T, 141.1035
(50.6235)

—  4T 2 82.5345
(42.5385)

3d6 Fe2+ 6T 2 —  6E 145.7230
(59.9890)

3d7 Q o + 4T i 4T 2 101.1100
(45.6500)

-*■ 4Ti 139.7900
(53.1400)

3d8 N ia+ 3A2 —  3T, 211.992

—  3T 2 95.2230
(49.2810)

3d9 Cu2+ 2E  -*■ 2T 2 132.0340
(53.4020)

F i -  Ej,b M s)' T heoretica l E xperim ental8
c m -1 (X  10-=) /  X  10< f  X 10‘

2 0 , 3 0 0 3 . 4 2 3 .7 5 7 7
( 1 .5 6 8 8 )

1 .0

2 5 , 2 0 0 4 . 8 5 5 .2 9 2 9
( 2 .0 4 5 7 )

1.8

1 7 , 1 0 0 3 .2 9 3 .0 2 8 3
( 1 . 3 8 8 2 )

1 .9 3

2 4 , 5 0 0 2 . 3 7 8 .0 2 1 8
( 2 . 8 7 8 0 )

1 .9 8

1 7 , 4 0 0 1.68 3 .3 3 2 9
( 1 .7 1 7 4 )

3 . 0 2

1 0 , 4 0 0 0 . 9 8 1 .5 7 9 4

( 0 . 6 5 1 9 )
0 . 2 5

8,200 0 . 8 3 0 .9 1 0 7
( 0 .4 1 1 2 )

0 . 3

20,000 2.02 3 .0 7 1 0
( 1 .1 6 7 4 )

0 . 7 5

■ 1 4 ,7 0 0 1 .6 4 3 .7 3 4 3
( 1 . 3 7 4 0 )

0 . 3 5

8 , 5 0 0 0 . 9 5 0 . 9 7 0 0
( 0 . 5 0 2 0 )

0.22

1 2 , 6 0 0 4 . 0 3 5 .6 4 3 3
( 2 .2 8 2 5 )

2 . 9

“ See Table V. 8 See Tables V I I I  and IX ;  the experimental f ’ s  are at about 20°K for most of the cases. c \(s ) has been calculated 
using the value of /d->-p assuming 10% covalency from Table I I .

ical oscillator strengths calculated in the approxima­
tion c, i.e ., by using Richardson-Watson’s SCF wave 
functions for the hydrated complexes of the 3dre transi­
tion metals and compare these with the experiment. 
Here we have used / d_ p from Table II (corresponding 
to set 2 of Table I) and E p — E d «  12 eV.

From Table X  we see that the calculated and ob­
served oscillator strengths are in very reasonable agree­
ment. Our main aim was to see whether the semipoint 
charge model and the vibronic mechanism are capable 
of explaining at least qualitatively the observed oscilla­
tor strengths of the crystal field bands of the 3dK octa­
hedral complexes. We can say that within the limits of 
our approximations involved we are successful in get­
ting a semiquantitative understanding of the observed 
crystal field spectra. One of the sources of error, and 
probably one of the main sources, is the odd vibrational 
frequencies which vary widely for different complexes 
(Table III). Moreover, the vibrational frequencies 
quoted in Table III are for the X Y 6 complex and not for 
the crystal. Hence the contribution from the optical 
and acoustical mode in the vibrational frequencies, and 
hence in the oscillator strengths, cannot be ascertained 
until and unless experiments are done with crystalline 
complexes. Therefore, appreciable experimental work 
is highly desirable in this direction. To the best of our 
knowledge we do not know of any experiment done in 
this direction up to the present day.

Considering these approximations mentioned above,

we think the agreement with experiment is good. In 
our later work we plan to work out the oscillator 
strengths for specific cases using the experimentally 
observed values for the semiempirical parameters if and 
when they are available. The vibronic theory outlined 
in this paper for the fed" electronic configurations of the 
transition metal complexes applies equally well to the 
f n configurations of the rare earth complexes. A large 
amount of experimental data on the absorption spectra 
of the rare earth complexes is now available so that 
this type of calculations is very desirable. It is well 
known that the absorption spectra of the rare earths 
are very sharp compared to those of the transition metal 
ions, and therefore the oscillator strengths can be found 
out very precisely from experiments unlike the transi­
tion metal spectra. The dipolar and covalent model 
should be a much more realistic model in calculating the 
necessary integrals involved in our calculations, and we 
hope we shall be able to do some work in this model in 
near future.
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Figure 2. The effect of temperature on an isolated absorption 
band of a solution of structureless water in CHC13. The solid line 
is the spectrum of a saturated solution of water in CHCI3 at 57 
± 3 °  measured v s . CHCI3 at the same temperature. The dotted 
line is the absorption spectrum of the same system after cooling to 
22°; 0.5-cm path length cylindrical cells were used. The arrow 
in the upper right-hand corner of the figure shows for comparison 
the spectral shift of liquid water on heating from 20 to 80°.

cm-1). The absorption spectrum of pure water demon­
strates a peak shift of 0.030 p (150 cm-1) for a 60° 
change. Clearly, the temperature difference alone 
could not have produced such a shift by a purely spec­
troscopic effect; it must, then, have produced some 
alteration in the system which is responsible for the 
spectral shift. In other words, the effect of temperature 
change is to produce a structural change in water. The 
specific explanation for the absence of a significant 
temperature effect on the spectrum of water in CHCI3 

is apparent. The spectrum of water at its critical tem­
perature (374.5°) exhibits a peak with a maximum at 
1.40^ (see Figure 11). There can be no question that 
water at its critical temperature must be totally lacking 
in structure. If water dissolved in CHCI3 were to exist 
largely as monomer, it should also absorb at 1.40 p and 
this peak should be invariant with temperature. This 
is precisely what we have observed.

B . The Tem perature D ifference Spectra. Having 
established that the spectral change, caused by temper­
ature change, is a sequel to structure change, we proceed 
to analyze the characteristics of the temperature differ­
ence spectra (Figure 3). Each of the temperature dif­
ference spectra, “A” curves, in Figure 3 can be resolved

W . C. M cCab e , S. Subramanian , and H. F. F isher

WAVELENGTH ( /a)
1.40 1.50 1.60

Figure 3. The near-infrared temperature difference spectra of 
water at temperature differentials of 10, 20, 30, 40, 50, and 60°. 
Curves 10,20, 30, 40, 50, and 60° are the difference spectra for 
water at 30, 40,50, 60, 70, and 80 measured v s . water at 20° (the 
“A” curves) ; each spectrum was corrected for the difference in 
density between the sample and reference absorption cells. The 
absorption cell path lengths were 0.1 cm.

WAVELENGTH Ip.)

Figure 4. Resolution of a temperature difference spectrum 
into its component curves. The “A ” curve is the temperature 
difference spectrum for water measured vs . water with a 
temperature differential of 40°; it is the same as the 40° “A ” 
curve presented in Figure 3. The “B” curve represents the 
Gaussian distribution of absorption which corresponds to the 
high-frequency portion of the “A” curve. The “C” curve is the 
algebraic difference between the “A” and “B” curves plotted in 
the positive sense.

into two component curves, “B” and “C.” For the 
purpose of illustration, the 40° “A” curve has been 
resolved into its component “B” and “C” curves in 
Figure 4. Both “B” and “C” curves are plotted in the
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Table I :  Summary of the Variation in the Absorption Parameters of the “A” Curves with Temperature

-Temperature differential (AT)-
Property 10° 20° 30° 40° 50° 60°

(̂ (Omax i  5 CIÏ1 * 7080 7080 7080 7081 7083 7085
(po)min —I— 10 CHI ^ 6710 6710 6710 6710 6710 6710
(AAp0)max 0.0738 0.1500 0.2135 0.278 0.369 0.406
(AAp0)min 0.0560 0.1105 0.1465 0.190 0.229 0.267
(A pi/ 2) b  ±  10 cm-1 214 218 218 216 214 216
[ (î'o)max] av 7081 ±  5 cm-1
[ (Api/ 2)b} av 216 ±  10 cm“1
[(AAj/0)max/(AA ï'q )m.in] 1.318 1.357 1.457 1.463 1.615 1.519
(AA /AT)max 0.0074 0.0075 0.0072 0.0070 0.0074 0.0068
(AA/AT)min 0.0056 0.0055 0.0049 0.0048 0.0047 0.0045
(A v) H 20 0.9630 0.9590 0.9550 0.9510 0.9460 0.9400
[ (AAp0)max/(A „)h2o] 0.077 0.156 0.224 0.292 0.391 0.431

“ These values have been adjusted to represent the concentration of water in the sample absorption cell. The excess water in the 
reference absorption cell has been canceled and does not contribute to the spectra presented in Figure 3.

positive sense. All of the “B” and “C” curves are 
similar in shape.

The “B” curve in Figure 4 represents a Gaussian dis­
tribution of absorption, obtained from the “ A ”  curve. 
The absorption parameters of a Gaussian distribution, 
namely v0, the frequency of absorption maximum, A Vo, 
the absorbance at v0, and An/,, the half band width, for 
each of the differential spectra (“A” curve) are listed21’22 
in Table I. The values for v0, A „0, and A v i/2 for each of 
the “A” curves are presented under the headings Go)max, 
(AA,,0)max, and Go)b- These represent the high-fre­
quency limb of the “A” curves. For the 40° “A” 
curve Oo)max is 7081 ±  5 cm“ 1, (AAyo)max is 0.278, and 
(A vi/2) b is 216 ±  10 cm-1. The “C” curve (Figure 4) 
is simply the algebraic difference between the “ A ”  and 
the “B” curves and plotted (in Figure 4) in the positive 
sense.

The frequencies at the maxima and minima (r0)max 
and (¡'o)min for the “ A ”  curves are invariant with ten#* 
perature within experimental error (see Table I). The 
average values for (r0)max and (vo)min are 7081 ±  5 cm- 1  
(~1.412 ju) and 6710 ±  10 cm- 1  (~1.49 p), respectively. 
The half band widths of the “B” curves are also invar­
iant with temperature within experimental error. The 
ratio of the absorbance at the maxima to that at the 
minima for the “A” curves (AAyi)max/(AA^0)min, how­
ever, show a significant temperature dependence. 
There appears to be a discontinuity at 70° (A T  — 50°). 
This temperature dependence is too small, however, to 
be more than a secondary effect of temperature on the 
structure of water. Therefore, all the data contained 
in Table I are consistent with the conclusion that water 
is composed of at least two components. The absorp­
tion properties of these two components are represented 
by the “B” and “C” curves (Figure 4). The total 
absorption band in the 1.45-p region (Figure 1) cannot 
be fitted by a summation of “B” and “C” curves repre­
senting the temperature-sensitive components.23 These

two components, then, cannot be the sole species com­
prising water structure; there must be some other com­
ponent which does not show up in the temperature dif­
ference spectra. This third component, with an ab­
sorption centered around 1.46 /x, contributes about 15% 
to the total absorption and this contribution is appar­
ently invariant with temperature in the range (20-80°) 
studied here.

C. Identification  o f  “ B ”  Curve with W ater-in -A ceton e
S-pectrum. In order to prove that the resolution of the 
“ A ”  curves is not arbitrary and that the “B” and “C” 
curves represent real species, and also to provide mean­
ingful identities for the “B” and “C” curves, it is neces­
sary to equate the resolved curves to physically obtain­
able species. If one of the curves (“B” curve, for 
example) is identified with some isolable species of 
water, the other will also be proved to correspond to 
another species, through a complementary process.

The absorption spectra for two different concentra­
tions of water in acetone vs. CC14 in acetone are pre­
sented in Figure 5 (curves A and B). These spectra rep­
resent the absorption by water in acetone in the 1.45-/X 
region of absorption by water. The solvent balance 
between the sample and reference cells was obtained 
using the nonabsorbing CGI., as a diluent for acetone m 
the reference cell.24

(21) T h e  G aussian error fu n ction ,22 A v =  A „0 ex p ( — [In 2 ] [2(y0 — v)/ 
(A vi/fY), w as used to  ca lcu late  the absorbance at a g iven  fre q u e n cy , 
Av, fo r  an absorption  peak  w ith  its freq u en cy  o f m axim u m  absorb­
ance at r0, and w ith  h a lf band w id th  equ al to  A r ,^ .

(22) R . D . B . Fraser, “ A  L a b ora tory  M an u a l o f A n a ly tica l M eth od s  
o f  P rotein  C hem istry  (In clu d in g  P o ly p e p tid e s ),”  P . A lexan d er and 
R . J . B lock , E d ., P ergam on  Press, N e w  Y o rk , N . Y ., 1960, p  291.
(23) S tu d yin g  different overton e  ^bands o f  H 2O, D 2O , an d  H O D , 
L u ck  also arrives at the con clu sion  th a t  the “ free”  O H  and “ b o n d e d ”  
O H , in  h is tw o-species m odel, d o  n o t  ad d  u p  t o  10 0%  [see also 
W . A . P . L uck , Discuss. Faraday Soc., 4 1 , 141 (1 9 6 7 ).] L u c k 17 
further suggests th a t  there m ay  be a species w ith  energetica lly  un­
fa vorab le  H  bon ds w h ich  corresponds ap p rox im ately  w ith  our third 
com p on en t.
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WAVELENGTH (p )
1.35 1.40 1.45 1.50 1.55

F ig u re  5 . T h e  sp e c tr a  o f  w a te r  d is s o lv e d  in  a c e to n e . C u r v e  
A  is  th e  d iffe r e n ce  s p e c tr u m  o f  25  p i o f  H 20  in  3 m l o f  a ce to n e  
m e a su re d  vs. 25  p i o f  C C h  d is s o lv e d  in  3 m l o f  a c e to n e ; th e  
c o n c e n tr a t io n  o f  w a te r  w a s  0 .4 6 2  M . T h e  a b s o r p t io n  ce ll p a th  
le n g th s  w e re  1 cm . T h e  a b s o rp t io n  ce lls  w e re  th e rm o s ta te d  
a t  1 7 ° . C u r v e  B  is  s im ila r  t o  c u r v e  A ;  10 p i o f  H 20  w a s  u sed . 
T h e  c o n c e n tr a t io n  o f  w a te r  w a s  0 .1 8 4  M . C u r v e s  A '  a n d  B '  
a re  th e  G a u ss ia n  d is tr ib u t io n  o f  a b s o rp t io n  co rr e s p o n d in g  t o  
th e  m a jo r  p e a k s  in  cu rv e s  A  a n d  B , r e s p e c t iv e ly .

The Gaussian distributions of absorption representing 
the major peak in the 1.45-p region of water in acetone 
(curves A' and B') are indicated in Figure 5. The 
corresponding absorption distribution parameters are 
vo =  7075 cm- 1  (1.413 p), An/, = 200 cm-1, and A v 0 
equal to 0.0544 and 0.132. These can be compared 
with the average values of v0 =  7081 ±  5 cm- 1  and 
Api/, =  216 ±  10 cm- 1  of the “B” curves (Table I). 
Thus, within experimental error, the absorption repre­
sented by the “B” curves and the major peak in the 
water in acetone absorption spectrum can both be fitted 
by the same Gaussian distribution of absorption. This 
indicates that the corresponding water species are equiv­
alent, i.e ., they have the same average distribution of 
kinds and numbers of hydrogen bonds. Lin, et a l,,25 
studied the environment of water in the system water- 
acetone-1 ,2 -dichloroethane by solubility, nmr, and 
dielectric measurements of different water-acetone 
mixtures and concluded that acetone forms primarily a 
monohydrate with water by forming an H bond be­
tween a hydrogen of water and the carbonyl oxygen.26

In Figure 6 two experimental parameters for water- 
acetone mixtures are plotted vs. mole fraction of water: 
(1) the peak position for the 1.45-p band and (2) the 
change in refractive index, An.27 A critical point 
occurs in both plots at approximately 0.5 mole fraction 
of water, where a rapid change in slope occurs. This 
indicates that nonsolvent-bound water increases at 
higher mole fractions of water. The common feature in 
both measurements is the stoichiometry of a one-to-one 
complex between water and acetone. The 1:1 com-

W. C. M cCabe , S. Subeamanian, and H. F. F ishee

F ig u re  6 . T h e  v a r ia t io n  o f  r e fr a c t iv e  in d e x  a n d  p o s it io n  o f  th e  
1 .4 5 -p  a b s o rp t io n  p e a k  w ith  m o le  fr a c t io n  o f  w a te r  in  a c e to n e . 
T h e  u p p e r  c u r v e  is  a  p lo t  o f  th e  ch a n g e  in  r e fr a c t iv e  in d e x , An, 
o f  w a t e r -a c e t o n e  s o lu tio n s  vs. m o le  fr a c t io n  o f  w a te r . T h e  
lo w e r  c u rv e  is  a  p lo t  o f  th e  p e a k  p o s it io n  fo r  th e  1 .4 5 -p  w a te r  
p e a k  in  th e  sp e c tr a  o f  d iffe re n t w a t e r -a c e t o n e  s o lu t io n s  vs. 
m o le  fr a c t io n  o f  w a te r .

plex, although favored by the studies listed above, can­
not be completely established. However, all data are 
consistent with a 1 : 1  complex between acetone and 
water. If the relationship between absorption proper­
ties and bonding assumed above is true, then the water 
species whose absorption is represented by the “B” 
curve in Figure 4 and the water-acetone complex whose 
absorption is represented by curves A' and B' in Figure 
5 are equivalent. If the water-acetone complex is a 
t  : 1 complex, then the water species equivalent to this 
must be singly hydrogen-bonded molecules of the type 
D 1A1 and DiA2.2S

In addition to the major peak at 1.413 p, the spectrum 
of water in acetone has other minor peaks at 1.46 and 
1.54 p (Figure 5). These peaks may arise from other 
combinations or overtones characteristic of the water-

(24) W h ile  it  is n o t  possib le to  determ ine if  all o f  th e  ab sorp tion  by  
the  organic so lvents  was canceled  b y  this ba lancing  procedure, th is 
con trib u tion  is sm all in  re lation  to  that o f  th e  ab sorp tion  b y  w ater.
(25) T . F . L in, S . D . Christian, and H . E . A ffsprung, J. Phys. Chem., 
69, 2980 (1 9 6 5 ); T .  F . L in, S . D . C hristian, an d  H . E . A ffsprun g , 
ibid., 71, 1133 (1 967).
(26) W . H . de Jeu, ibid., 74 , 822 (1 970).
(27) R e fra ctiv e  index  d ata  fo r  w a ter -a ce ton e  solu tions are a lso ava il­
able in  th e  In ternationa l C ritica l T ab les .
(28) S teven son 11 described  th e  d ifferent w ater species in  term s o f 
a  D -d o n o r  and A -a cce p to r  n o ta tion . D  represents th e  d on or (the 
H  atom s o f  the  w ater m olecu le  are d on ated  fo r  H  bon d in g ) and A  
represents the acceptor  (the oxygen  atom  accepts  on e  or  tw o  H  atom s 
fo r  H  b o n d in g ). In  a Ay represen tation  the  su bscrip ts  i  and j  can 
tak e the va lues 0, 1, and 2 in d ep en d ently  o f  each  oth er.
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acetone complex. In the absence of any evidence for 
specific assignments of these peaks we prefer to leave 
these peaks unanalyzed. A case for a 1:2 water- 
acetone complex may be put forth to account for the 
minor peaks at 1.46 and 1.54 //. However, these peaks 
may not have any bearing to argue for related water 
species in liquid water, since a water-acetone 1 : 2  com­
plex is very much different from extensively doubly H- 
bonded three-dimensional network molecules of water.

D . W ater in  A queou s Perchlorate Solution. Buijs 
and Choppin29 resolved the 1.2-// band of H20, on the 
basis of its temperature dependence, into three com­
ponents representing water molecules with zero, one, 
and both OH groups H-bonded with other water mole­
cules. Hornig30 disputed the basic assumption of this 
work: that the temperature dependence of the band 
shape around 1 .2  // is due to changing concentrations 
of different species of water molecules. Hornig argued 
that if the presence of distinct species could cause struc­
ture in a combination band, then their presence must 
also cause a similar structure in the uncoupled funda­
mental stretching bands. Since no such structure is 
exhibited in the fundamental, the temperature depen­
dence of 1 .2 -// band shape, he said, must have some 
other cause. Kauzmann5 contends that heating shifts 
the frequencies of the fundamental modes and these 
shifts alter Fermi resonance between overlapping over­
tones and combination bands in this region.

Fermi resonance may also be cited for the temperature 
lependence of the 1.45-^ band of water. The effect of 
'iaCICh on the 1.45-// band, however, demonstrates that 
?ermi resonance is not the cause for spectral change with 
emperature. Addition of NaC104 to water is in effect 

equivalent to increasing the temperature. The simi­
larity of the effect of NaC104 on the 1.45-// band of H20  
and on the infrared spectrum of uncoupled OD stretch 
(HDO in H20) described below argues against the in­
fluence of Fermi resonance on the 1.45-// band. The 
absence of structure in the fundamental water spectrum 
must be traced to some other reason. 19

The effect of NaC104 on the 1.45-// band of water is 
to shift the band toward shorter wavelength (higher 
frequency) besides producing a shoulder on the longer 
wavelength side (Figure 7). The position of the high- 
frequency peak is independent of the concentration of 
perchlorate. To determine the exact position of the 
high-frequency component, difference spectra of aque­
ous solutions of NaCl04 vs. water at the same tempera­
ture were obtained and these are shown in Figure 8 . 
A sharp peak at 1.415 // (7067 ±  5 cm-1) was obtained 
whose intensity, but not position, depended on the 
concentration of perchlorate. The position of “B” 
curves in the temperature difference spectra (Figure 2 
and Table I) is almost the same frequency (7081 ±  5 
cm-1). McCabe and Fisher31 studied the difference 
spectra of aqueous solutions of several alkali halides. 
The “hydration” spectra for the alkali halides were re-

WAVELENGTH (//)

FREQUENCY (CM-1)

Figure 7. Absorption spectra of water and aqueous solution of 
NaClOi in the 1.45-// region at 20Q- measured vs. absorption cell. 
The cell path lengths were 0.05 cm.

solved to correspond to cation and anion “hydrates.” 
The species corresponding to anion hydrate has a fre­
quency of maximum absorption 6997 cm- 1  (1.429 //). 
This would correspond to a water molecule H-bonded 
to the halide anions. However, in aqueous perchlorate, 
the difference spectrum has a positive peak at 7067 cm- 1  
(1.415 //) corresponding to an increase in concentration 
of some water species already present in water at that 
temperature. The difference in the frequencies indi­
cates that the water species corresponding to 1.429-// 
peak is H-bonded to the anion while that corresponding 
to 1.415 // (in aqueous perchlorate) is not H-bonded to 
the anion. This could be a water molecule H-bonded 
to another water molecule as correlated by the water in 
acetone peak at 1.413 //. This conclusion is supported 
by the recent Raman spectral studies of aqueous per­
chlorate solutions by Walrafen.32 He concludes that 
while halide anions are hydrated in aqueous solutions, 
the perchlorate anion does not hydrate to any significant 
extent.

Kecki, et a l.,33 observed that the v o -n  peak of HDO 
in H20  was split into two peaks on addition of NaC104. 
The high-frequency peak did not change in position but 
its intensity increased with concentration of NaC104,

(29) K . B u ijs  and G . R . C h opp in , J. Chem. Phys., 39 , 2035 (1963).
(30) D . F . H orn ig , ibid., 40, 3119 (1964).
(31) W . C . M cC a b e  and H . F . F isher, J. Phys. Chem., 74 , 2990 
(1970).
(32) G . E . W alra fen , J. Chem. Phys., 52, 4176 (1970).
(33) Z . K eck i, P . D ry jan sk i, and E . K oz low sk a , Rocz. Chem., 42, 
1749 (1968).
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WAVELENGTH (p)

Figure 8. Difference spectra of aqueous solutions of NaClOi 
(vs. water) at 20°. Cell path lengths were 0.05 cm.

at the expense of that of the low frequency peak. The 
splitting was attributed to the structure-breaking action 
of perchlorate ion. (This splitting is not observed with 
other anions.) Senior and Verrall34 obtained an isos- 
bestic point at 2575 cm- 1  while studying the tempera­
ture dependence of the infrared v0- d band of HDO in 
H20. They resolved the peaks (at various tempera­
tures) into two components, one with a rmax =  2525 
cm- 1  (bonded O-D) and the other with rmax = 2650 
cm- 1  (nonbonded O-D). These peak positions con­
curred with the peak positions of water-in-perchlorate 
spectra33 within experimental error thereby implying an 
analogous situation with addition of perchlorate and 
increase of temperature.

If it is assumed that the effect of NaC104 as well as 
that of temperature is to rupture the “icelike” clusters 
in water, producing water molecules with only one OH 
group bonded at the expense of those with both OH 
groups bonded, then the identity of the species absorb­
ing at 1.415 n can be established. It is known36 from 
infrared studies of dilute solutions of water in CC14, 
acetone, and various cyclic ethers that water exists as a 
single type of species in these solvents and is H-bonded 
to the oxygen of the ethers or acetone. The high- 
frequency peak of H20  in perchlorate solution, the 
major peak of water-in-acetone, and the high-frequency 
component of H20  in the temperature difference spectra 
(all in the 1.45-/a region) occur at the same frequency

(7075 ±  10 cm-1), indicating that the water species 
absorbing at this frequency may be singly bonded 
water. That perchlorate ion produces an excess of 
singly bonded water from doubly bonded water and 
that it does not produce unbonded water in excess as 
assumed by Buijs and Choppin29 is borne out by the 
fact that water-in-CCl4 (monomer) absorbs10 at 1.395 p 
(7167 cm-1) while water-in-perchlorate has a peak at 
4.415 n (and not at 1.395 n). The infrared studies of 
Hartman36 and Glew, et al. ,36 suggest that monomeric 
water in liquid water should absorb at almost the same 
frequency37 as it does in CC14 or in liquid water above 
200°. Our conclusion as to the effect of perchlorate 
is also in agreement with the observation of Kecki, 
et a l.,33 viz., the high-frequency peak of j>o - d  of HOD in 
water “has a frequency too low to represent free mono­
meric water molecules.”

The correspondence between the water-in-acetone 
peak (Figure 5) and the high-frequency peaks in water- 
NaC104 and temperature difference spectra (Figure 3) 
is also maintained in the v\ +  r2 +  vz band (ca. 1 .2  ju). 
A temperature increase produces an increase of in­
tensity of the 1.155-/t peak. 17 Water-in-acetone has its 
major peak at 1.157 p and addition of perchlorate pro­
duces an increase of intensity at 1.157 p at the expense 
of the low-frequency envelope of the 1.2-p band. The 
monomer peak10 of water-in-CCl4 is at 1.147 p and in 
liquid water above 200° is at 1.148 p .

All of the foregoing arguments, in effect, give credence 
to our conclusion that liquid water is composed of at 
least two components, the high-frequency spectral com­
ponent being identified as singly bonded water.

E . Identification  o f “ C ”  Curve W ith  Ic e  Spectrum . 
There is a striking similarity in both the peak maxima 
and overall shapes of the absorption represented by the 
“C” curve in Figure 4 and the absorption of ice at 0° 
The near-infrared spectrum of ice38 is reproduced, in 
part, in Figure 9. Yamatera, et al. ,20 listed the absorp­
tion maximum for ice at 6700 cm- 1  (1.493 p ). The ab­
sorption maximum for the “C” curve in Figure 4 is at 
6700 ±  10 cm-1. It is interesting to note that while 
curve “B” is Gaussian, curve “C” is not, although it is 
possible to resolve this curve into Gaussian components. 
The near-infrared spectrum of ice in the 1A 5 -p  region, 39

(34) W . A . Senior and R . E . V errall, J. Phys. Chem., 73, 4242 
(1969).
(35) D . N . G lew , H . D . M ak , and N . S. R ath , “ H y d rog en -B on d ed  
S o lven t S ystem s,“  A . K . C ov in g ton  and P . Jones, E d ., T a y lo r  and 
F rancis, L on d on , 1968, p 195.
(36) K . A . H artm an, Jr., J. Phys. Chem., 70, 270 (1966).
(37) T h e  equ iva lence  o f u n bon ded  w ater in  liqu id  w ater (D oA i and 
D 0A 2) and w a ter -in -C C lj in term s o f  stretch ing  ab sorp tion  fre­
quencies has also been p oin ted  ou t b y  S teven son  (ref 11, p  495) in 
an alogy  w ith  studies o f N H 3 in  w ater and C C I 4 .  S o in th e  s tu d y  o f 
the  1.45-ji band  (»1 +  vi) the un bon ded  w ater m olecu les (in  B u ijs  
and C h op p in  classification) sh ou ld  absorb  at the sam e freq u en cy  as 
w ater-in -C C L  (m onom er) does.
(38) W . A . P . L uck , Ber. Bunsenges. Phys. Chem., 69, 626 (1965).
(39) W . A. P. L u ck  and W . D itter , Z. Naturforsch., 24b, 482 (1969).
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Figure 9. The near-infrared spectra of ice and water at its 
critical temperature (374.5°). These data have been reproduced, 
in part, from a paper by W . A. P. Luck, B er . B u n sen ges . P h y s ik  
C hem ., 69, 626 (1965).

however, has the same band shape and asymmetry as 
that of curve “C.” So the species corresponding to 
curve “C” can be termed “icelike.” Insofar as the ice 
spectrum can be resolved into Gaussian components, it 
is possible that either ordinary ice contains more than a 
single species or that a single species gives more than one 
peak. The “icelike” species in water is also subject to 
the same limitation.

Thus, the “B” and “C” curves in Figure 4 appear to 
represent the absorption by singly hydrogen-bonded 
water (DiA.,) and icelike water (D2A.,), respectively.

If this interpretation is correct, the data indicate that 
when the temperature of water is raised, a component of 
water with an icelike structure is converted into singly 
hydrogen-bonded water (possibly by way of an invar­
iant intermediate component). This conclusion can be 
compared to those of Walrafen18 as follows. (1) Our 
conclusion that the effect of temperature on the struc­
ture of water is represented by the interconversion of 
two components is in agreement with Walrafen’s. (2) 
Our conclusion that the temperature-vulnerable com­
ponent is similar to ice agrees well with Walrafen’s con­
clusion that this is “lattice” water. (3) Our conclu­
sion that the temperature-stable component (in this 
temperature range) is singly bonded water, differs from 
Walrafen’s contention that this component is monomer 
(nonbonded) water.

Regarding the disagreement in point 3, it can be 
stated in support of our conclusion that Stevenson11 
and Luck38 have obtained absorption data indicating 
very little monomer water in the temperature range 
from 20 to 80°. The near-infrared absorption peak for 
water-in-CCl4 at 7167 cm- 1  (1.395 u) which Stevenson10 
interpreted as due to absorption by monomer water is 
certainly different from the absorption peak which has 
been correlated with singly hydrogen bonded water in 
this paper. The near-infrared absorption peaks for 
water in CC1440 and for water at its critical temperature, 
374.5° 38 are both at 7148 ±  5 cm- 1  (~1.40 ¿i) for the
1.45 n (vi +  vz) absorption band. This indicates that

WAVELENGTH (¿a)
1.35 ! .40 1.45 1.50 1.55 1.60 1.65

Figure 10. Comparison of the temperature difference spectrum 
with the spectrum of water at a given temperature. Curves A 
and B represent plots of the differential absorbance, A A ,  at each 
frequency, v, for the 40° “A” curve (Figure 4) divided by the 
absorbance, A ,  at each frequency for water 
at 20 and 80°, respectively.

the major species in equilibrium in liquid water are 
singly bonded and icelike water.41 Monomer water 
may be found in small amounts.

F . Further Justification fo r  a M ixtu re M odel. Ste­
venson11 obtained the infrared spectra of HDO in D20  
for the O-D absorption at 23 and 60°. He plotted the 
data as (AA / A if)v vs. v and pointed out that if a given 
absorption band represents the summation of two com­
ponent absorption peaks which are interconvertible 
with changes in temperature, then this plot should be 
invariant at the two extremes of the absorption band. 
The data in Figure 4 are replotted according to Steven­
son11 in Figure 10 as (AA/A,)„ vs. v for t equal to 20 and 
80°. If the absorbance minimum (1.67-1.69 p) be­
tween the {vi +  vf), 1.45-p and the (v2 +  vs), 1.93-p 
absorption bands is taken as the low-frequency limit of 
the (vi +  vs) band, then the criterion imposed by Steven-

(40) T h e  spectrum  fo r  w ater in CCU  (plus a sm all am ou n t o f  acetone) 
m easured vs. CCU  (plus a sm all am ou n t o f  aceton e) in  the vi - f  n 
(1 .45  n) and vi +  vz (1 .93 ab sorp tion  band  regions is an unpublished  
observation  b y  the  authors. S teven son 11 listed  th e  m axim a  for  
w ater-in -C C U  in the  1.45-ju and 1.93-/« regions as 7165 c m -1 (1 .890 m) 
and 5285 c m -1 (1 .892 n), resp ective ly . L u ck ’s results fo r  w ater at 
its  critica l tem p eratu re  are 7153 c m -1 (1 .398 ¡1) and  5291 c m -1 (1 .890 
/x), resp ective ly . W e  ob ta in ed  th e  va lu es 7143 c m -1 (1 .400 ±  
0.001 n) and 5283 c m -1 (1 .893 ±  0.001 /«)» resp ective ly , fo r  the  posi­
t io n  o f  these peaks.
(41) A s stated  under section  B , there is a  th ird  sp ectra l com p on en t 
(w h ich  is tem perature independent) w h ich  w e ca n n ot assign specifi­
ca lly  to  any structural species in  \yater, fo r  w an t o f  available  ev iden ce . 
T h e  em phasis m ade in  th is paper is  not th a t w ater consists o f  on ly  
tw o  species bu t th a t  i t  consists o f  d iscrete species w h ich  can  be 
sp ectroscop ica lly  identified . A ltern ate  in terpretation s can  b e  given 
fo r  the  in tercon version  o f “ B ”  and “ C ”  com p on en t species w ith  tem ­
perature in v o lv in g  the  invarien t com p on en t b u t th e  b roa d  features 
ou tlin ed  b y  our classification  o f “ s in g ly  b o n d e d ’ ’ and  “ ice lik e”  w ater 
m a y  still be va lid .
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son that A A / A , be constant at the extremes is satisfied 
to a close approximation for the low-frequency region of 
the ( vi +  vs) band. There is, however, a significant 
slope in the region of the absorption band limit (1.67- 
1.69 y) .  It is further significant that the agreement 
holds for 20 and 80° as well. Therefore, the “C” curve 
in Figure 4 does appear to represent the water compo­
nent whose absorption corresponds to the low-frequency 
limb of the (n +  v3) band. The data presented for the 
high-frequency extreme of the vi +  v3 band appears to 
be sufficient to rule out any significant overlap between 
the “B” and “C” curves in this region since (A /l/A80)„ 
is constant over a significant region (150 cm-1). The 
fact that both ( A A / A 2o)„  and (AA/A8<>) v s . v plots have 
a significant slope in the region above 7250 cm- 1  sug­
gests that there is an additional absorption peak in this 
region. It should be emphasized that most of this 
absorption is at higher frequencies (-—-1.33 y ) than the 
absorption by water vapor (-~1.38 y ) . In any case, it 
appears that as the contribution from the “B” curve 
increases, the value for (AA / A t) p becomes constant 
over a wider range of frequencies. Based on these 
considerations, it is concluded that the results of this 
treatment of the data are consistent with the concept 
of a mixture model for water. We suggest, however, 
that part of the lack of invariance in the term (AA / A t) y 
for the high-frequency extreme (ca . 1.38 y)  may be due 
to an almost constant concentration of nonbonded 
water.

The data in Figure 3 and Table I indicate the con­
version of one component into another at the instance 
of a change in temperature. The isosbestic point which 
is essential to this conclusion occurs at 6933 cm- 1  
(1.442 y ) . This apparent isosbestic point, while neces­
sary, cannot be considered as proof of a one to one 
conversion. Worley and Klotz42 observed an isosbestic 
point at 6512 cm- 1  (1.468 y ) in their study of the effect 
of temperature and salts on the near-infrared spectrum 
of HDO in H20. While the differences between O-H 
absorption in H20  and HDO could be significant in this 
region, their intermolecular structures must be quite 
similar. Thus, the associaiton of the isosbestic point 
with an intermolecular structural transition seems 
valid. Isosbestic points have also been observed by 
Walrafen18 and Hartman36 in their studies on the effect 
of temperature on the Raman and infrared spectra of 
HDO and H20.

Worley and Klotz42 obtained a value of 2.37 kcal/ 
mol for the enthalpy of conversion of one component 
to the other (bonded OH to nonbonded OH). Walra­
fen18 obtained an enthalpy of 2.5 ±  0.6 kcal/mol for 
the same process (bonded OD to nonbonded OD) from 
his studies on the effect of temperature on the Raman 
spectra of HOD in H20. The data on the effect of 
temperature on the 1.45-p. band of H20  were plotted 
according to Worley and Klotz42 in Figure 11. A value 
for AH °  =  2.18 kcal/mol was obtained from this plot.
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Figure 11. The logarithm of the absorbance ratio A i ,m /
A i aì ì  (denoACosi) plotted vs. 1/ T . The values for A \  were 
determined from the values for ( A A ) „ 0 given in Table I  and the 
values for A i.tu  and A m m  for water at 20° (Figure 1). For 
0.1 cm path length of water at 20°, A 1.412 =  0.987 and A 1.490 =  
1.076. The solid circles, • ,  represent experimental points.

As indicated by Walrafen, 18 this agreement is signifi­
cant; it supports the concept of a temperature-sensi­
tive equilibrium between two structural species in 
water.

Conclusion

It appears that liquid water consists of close-packed 
discrete “icelike” clusters of varying numbers of water 
molecules in equilibrium with each other as envisaged 
by the “flickering cluster” model12 except for the fact 
that the fraction of monomeric water is very small. 
The bulk of water molecules in liquid water must be 
engaged in H bonding involving one or both OH groups. 
Water molecules with both OH groups bonded will be 
found in the interior of clusters while those with only one 
OH group bonded will be at the periphery. Even though 
they may be parts of a single entity, they constitute 
spectroscopically distinct species (at least in the near- 
infrared region). The surface molecules (with one OH 
bonded) absorb at a higher frequency than the interior 
ones (both OH groups bonded). The effect of per­
chlorate or temperature rise would be to break up the 
clusters, thereby decreasing the ratio of low-frequency

(42) J . D . W o rle y  and I . M . K lo tz , J. Chem. Phys., 4 5 , 2868 (1966).
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species to the high-frequency species. This causes 
the cluster size to decrease with temperature. The 
production of more surface molecules at the expense of

interior ones with temperature appears to proceed 
through an intermediate species which has a constant 
spectral contribution in the temperature range 20-80°.

Copper Nuclear Magnetic Resonance Study of Cyanocuprate(I) 

Ions in Solution. Formation of Polynuclear Species 

and of Mixed Complexes

by Takeo Yamamoto,* Hiroki Haraguchi,1 and Shizuo Fujiwara
Department of Chemistry, Faculty of Science, University of Tokyo, Hongo, Tokyo 113, Japan (Received February 35, 1970)

Aqueous solutions of copper(I) cyanide with an excess of alkali cyanide were studied by means of copper-63 
and -65 nmr. Copper nmr signals were detected when the cyanide to copper ratio was larger than 4. The 
nmr line width decreased with an increase in the above ratio. It was concluded that (1) the dominant species 
Cu(CN)43- retains the tetrahedral symmetry in solution, (2 ) Cu(CN)32~, or Cu2(CN)e4-, has a distorted tetra­
hedral structure and therefore makes little contribution to the nmr line width even though it is the largest in 
amount among the minor species, and (3) polynuclear species such as Cu2(CN)63_ largely determine the nmr 
line width. The formation of mixed complexes of Cu(I) with the cyanide ligand and several other ligands was 
also found to increase the nmr line width. It was indicated that the values of = [Cu(CN)3L(2+n)-] [CN- ]/ 
[Cu(CN)43-][L»-] are in the order (NH2)2CS > SON-  >  1“ > NH3 >  Br~ > Cl- > (NH2)2CO, where K m 
for SCN-  was estimated to be about 1 X 10-3.

Introduction
Copper-63 and -65 nmr of solid Cu(I) compounds has 

been reported in copper(I) halides2’3 and in potassium 
tetracyanocuprate(I) . 4 However, there have been few 
nmr studies on aqueous solutions of copper(I) salts.6 
In the present work, the copper nmr is studied in aque­
ous solutions of copper (I) cyanide in the presence of an 
excess of alkali cyanide. The line width, which strongly 
depends on the concentrations of cyanide and of cop- 
peril) ions, is discussed in terms of the composition and 
the ligand exchange of the complexes in the solution.

The line width is also observed to increase in the pres­
ence of other potential ligands such as thiourea, thio- 
cyanide, iodide, ammonia, bromide, chloride, or urea. 
The effect can be explained in terms of the formation of 
weak mixed complexes Cu(CN)3LM-.

Experimental Section
Commercial reagent grade chemicals were used 

throughout the experiment. The concentrations (in 
molar units) of copper and cyanide ions are denoted by 
to and l, respectively. The estimated error in the ratio 
l/m  was ±0.05. This value will be used in Figure 3.

Nmr signals were measured by using two bridge-type

spectrometers operating at 6.1403 MHz and 15.086 
MHz, respectively. The narrower signals were mea­
sured by the side band method at either 500- or 1000- 
Hz field modulation frequency. The broader signals 
were recorded as the first derivative lines with 35.5-Hz 
modulation. For weak signals, the modulation ampli­
tude was varied by 5-db increments and the peak-to- 
peak intensity and line width were measured for each 
modulation amplitude. The intensity vs. modulation 
amplitude and the line width vs. amplitude curves were 
compared with the theoretical curves calculated for the 
Gaussian and the Lorentzian lines,6 and the line width 
extrapolated to zero modulation amplitude was ob­
tained graphically. Most of the observed line shapes

* T o  w h om  corresponden ce should  be addressed.
(1) D ep a rtm en t o f  A gricu ltu ra l C hem istry , F a cu lty  o f  A gricu lture , 
U n iversity  o f  T o k y o , Y a y o i, T o k y o  113, Japan.
(2) (a) S . D om n g a n g  and J. W u ch er, C. R. Acad. Sci. Paris, Ser. B,
268, 1608 (1 9 6 9 ); (b ) P . K . B u rk ert and H . P . F ritz, Z. Naturforsch.,
B 23, 1312 (1968).
(3) P . K . B urkert and H . P . F ritz, ibid,., B 24 , 253 (1969).
(4) G . B ecker, Z. Phys., 130, 415 (1951).
(5) H . M . M cC o n n e ll and H . E . W eaver, J. Chem. Phys., 25 , 307 
(1956).
(6) G . V . H . W ilson , J. Appl. Phys., 34 , 3276 (1963).
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are Lorentzian within experimental error, though some 
of the narrower lines have shapes between Gaussian and 
the Lorentzian. Therefore, all the experimental lines 
were assumed to have the Lorentzian line shape in the 
following discussion. The error due to the discrepancy 
was included in the estimation of errors shown in Fig­
ures 1,2, and 3.

The peak-to-peak separation of the first derivative 
fines will be referred to as the fine width in the following 
discussion. The magnitude of the inhomogeneity of 
the magnetic field was estimated from the fine width of 
23Na signals and was subtracted from the observed fine 
width. The inverse of the transverse relaxation time 
1/Tt is given by multiplying the fine width obtained 
above with V 3  x.

Powdered copper(I) chloride was used as an external 
reference in the chemical shift measurements.

The viscosities of sample solutions were measured 
with an Ostwald viscometer at 20°.

The copper nmr signal was too broad to be detected 
(fine width >  5000 Hz) with the spectrometers used in 
the present study, when either potassium tetracyano- 
cuprate(I) or sodium tetracyanocuprate(I) was dis­
solved in water. As alkali cyanide was added to the 
solution, the signal became observable at a field (8.20 
±  0.08) X 102 ppm lower than that of powdered cop­
per® chloride.

For a quantitative study, three stock solutions were 
made dissolving 3, 4.5, and 6 mol each of potassium 
cyanide, 1.5 mol each of sodium cyanide, and 1.5 mol 
each of copper® cyanide in water and diluting to 1  1. 
Sample solutions with different l values and/or different 
m  values from the above solutions were made by mixing 
aliquots of the stock solutions with each other and/or 
with water. Chemical shifts were identical for all the 
samples within experimental error.

In Figure 1, examples of the spectra are shown for 
samples with m  =  1.5 M . When l/m  is equal to or 
smaller than 4, no signal is observed. At l/m  = 4.1, a 
broad signal becomes observable. The fine becomes 
considerably narrow at l/m — 4.2. The fine width at 
l/m  =  6 is about 85 Hz.

In Figure 2 , the inverse of the 63Cu nmr relaxation 
time, 1/Tt, obtained from the fine width after applying 
the correction for the inhomogeneity of the field, is 
plotted against the ratio of the total concentration of 
cyanide to that of copper, l/m. It is seen there that 
I /T 2 increases rapidly as l/m  decreases toward 4.

The dependence of the fine width on the observing 
radiofrequency was studied by measuring several sam­
ples both at 6.1403 MHz and at 15.086 MHz. When 
the correction for the inhomogeneity of the magnetic 
field was applied, the fine widths (in frequency units) 
were identical at the two frequencies within experi­
mental error.

The fine width was found to increase with increasing 
temperature for all the samples studied. For example,

¿ /Æ M .2

200Hz

/ m = e

Figure 1. Copper-63 nmr spectra of aqueous solutions of 
cyanocuprate(I) ions: m , the total concentration of copper(I);
l, the total concentration of cyanide.

OOif)

h?
oom

o

Figure 2. The inverse of the relaxation time of copper-63 vs. 
the ligand to metal ratio in cyanocuprate(I) solutions. The 
perpendicular bars are the estimated errors.

the fine width for a sample with m =  1.5 M , l/m  =  4.1, 
was 230 Hz at 0° and 420 Hz at 20°.

The effect of the viscosity of the solution was studied 
by changing the ratio of the concentration of sodium 
cyanide to that of potassium cyanide, keeping the total 
cyanide concentration constant. For m  =  1 M , l/m  
=  4.2, for m  =  1.5 M , l/m  =  4.5, and for m  = 2  M ,

The Journal o f  P h ysica l Chem istry, V ol. 74, N o . 25, 1970



Copper N uclear M agnetic R esonance Study of C yanocuprate(I) Ions 4371

l/m  =  5.0, the line width increased linearly with the 
viscosity.

In order to find the dependence of the relaxation time 
on the nuclide, the relative intensities of the first deriva­
tive lines, I ,>5 and I® , were measured for 66Cu and 63Cu at 
the same frequency of 6.1403 MHz. The same experi­
mental condition was maintained except for changing 
the magnitude of the static magnetic field. The ratio 
of the two intensities, Iw/I&, was measured as it is much 
more sensitive to the change in the relaxation time than 
the ratio of the line widths themselves. The observed 
ratio and the estimated error were

Iu / Iu  =  0.71 ±  0.08

The effect of other potential ligands on the line width 
was measured by mixing equal aliquots of an aqueous 
solution of 2 M  cuprous cyanide and 8 M  potassium 
cyanide and the aqueous solution of one of the following 
substances of concentration 2L  M :  lithium chloride, 
sodium bromide, sodium iodide, sodium thiocyanide, 
ammonia, urea, and thiourea. The concentration of 
the resulting solution was assumed to be L  M  in the 
potential ligand, m  =  1 M  and l/m =  5, neglecting the 
small change in the liquid volume. For all the poten­
tial ligands, the line width increased with L . The re­
sults will be discussed below.

Discussion
M echanism  o f  the B roadening. The copper chemical 

shift observed here agrees with the shift reported for 
solid potassium tetracyanocuprate(I) .4 It is evident 
that the sharp absorption in samples with large values 
of l/m  is the signal from the dominant species, Cu- 
(CN)43-. From the rapid increase in the line width as 
l/m  decreases toward 4, it is also clear that the broad­
ening is associated with chemical exchange of Cu(CN)43~ 
with other species whose presence in the solution in­
creases as the amount of CN~ decreases.

When the jth species has a quadrupole coupling con­
stant e2Qqj/h, an asymmetry factor r̂ , and a correlation 
time of the rotational Brownian motion rcj, the intrinsic 
relaxation time of the species, T i}, due to the quadrupole 
coupling is given by7

1 / T v  =  3 .9 5 (e W /i)2[l +  fe2/3  )]r„ (1)

provided that the correlation time is sufficiently short 
so that (C Q qJK ) tc] <5C 1.

When there is fast chemical exchange between Cu- 
(CN)43-  and the other minor species j ,  j  =  1 , . . . « ,  the 
apparent relaxation time T2 obtained from the observed 
line width of the main part of the spectrum is related to 
the chemical shifts and the intrinsic relaxation times of 
the minor species, as8

i / r .  = l/r* . +  E  ( l /r „ )  X

(X / T t,)' +  P , / ( ? W  +  (Ai) 2 (2)
(1 / T v  +  P j / r ajy  +  (A ,)2

where T 2a and T 2j are the intrinsic relaxation times of 
copper atoms in Cu(CN)43~ and in the jth minor 
species, respectively, rai is the average time before one 
copper atom goes from the main species into the jth 
species, pj is the small population of copper nuclei 
present in the jth species, and A, is the copper chemical 
shift of the jth. species from Cu(CN)43_.

If the chemical exchange is sufficiently fast and the 
chemical shift terms in eq 2  are negligible, the equation 
is simplified to

1 /T* =  1/ T u  +  E  (p ,/ T v ) (3)

Equations 1 and 3, together with the values of the 
natural abundance of 65Cu and 63Cu, give the ratio of 
the intensities of first derivative lines for the two nu­
clides

{Im/Ivs)<M\cd. =  0.751

The above value agrees with the observed one, sug­
gesting the validity of the mechanism assumed above. 
Equations 1 and 3 are also in agreement with the ob­
served linear dependence of the line width on viscosity 
and its independence from the observing radiofrequency. 
Furthermore, as the equilibrium of eq 4 shown below is 
endothermic,9 an increase in temperature results in an 
increase in the calculated line width according to eq 1 
and 3, in agreement with the observed result.

In conclusion, the broadening of the copper nmr line 
is caused by the presence of some minor species with 
large intrinsic line widths, which undergo fast chemical 
exchange with the dominant species Cu(CN)43_. The 
broad line widths of the minor species are determined 
by the quadrupole interaction of the nuclei with the 
surrounding electric field gradients.

Structure o f  the C yanide Com plexes. The dissociation 
of Cu(CN)43~ ion into the lower cyanides

Cu(CN)43~ Cu(CN)32-  +  C N - (4)

Cu(CN)32~ ^  Cu(CN)2-  +  CN~ (5)

has been studied expensively. 10 In the present study, 
the results of Penneman and Jones9 are used because 
they have studied solutions with higher total copper 
concentrations than most of the others. An extended 
Debye-Hiickel formula for the activity coefficients is 
used together with the equilibrium constants and the 
enthalpies of formation to calculate the concentration 
constants for the solutions used in the present study. 
The results at 20° are

(7) A . A bragam , “ T h e  P r in c ip le s ,o f N uclear M a gn etism ,”  O xford , 
E ngland, 1961, p  314.
(8) T . J . S w ift and R . E . C on n ick , J. Chern. Phys., 37, 307 (1962).
(9) R . A . P ennem an and L . H . Jones, ibid., 24, 293 (1956).
(10) L . G . Sill6n and A . E . M artell, E d ., “ S ta b ility  C onstants o f 
M eta l-ion  C om p lexes,”  T h e  C hem ical S ociety , L on d on , England, 
1964, p  110.

The Journal o f  P h ysica l Chem istry, V ol. 74, N o . 25, 1970



4372 T. Y amamoto, H. Haraguchi, and S. Ftjjiwara

[Cu(CN)43~]
[Cu(CN)32-][C N -]

102-46. . ,102-63

[Cu(CN)32-]
[Cu(CN)2-][C N -]

105.1° .106.13

Approximate values, A 4 =  3 X 102 and Kt =  1 X 105, 
will be used in the following discussion.

Brigando11 has suggested that Cu(I)-Cu(I) poly­
nuclear complexes are formed at low temperatures in 
solutions of low concentrations of free cyanide ions. 
However, Penneman and Jones9 have not observed the 
formation of polynuclear ions. As the system we 
studied has higher concentrations of the metal ions 
than in the above two cases, it is probable that poly­
nuclear species exist in the solutions.

In the present system where l/m > 4 ,  the concen­
trations of all the minor species are small compared to 
m. Therefore, the population ptj of a minor species 
C u j(C N )/-3 may be written as follows

P a  =  (6)

where K v is a concentration equilibrium constant

=  [C u ,(C N )/-2][C N -]4̂  
v [CuCCN)^-]'

and x =  (l/m) — 4.
If it is assumed that rcj is proportional to the bulk 

viscosity of the sample solution, rjbuik, the inverse of 
the relaxation time for each species divided by j?buik, 
l / (7 12jr?buik), should be independent of the composition 
of the solution. The above quantity for Cu(CN)43~ 
ion is obtained by assuming that the contribution of 
the minor species to the observed line width is neg­
ligible when to =  1.5 M  and x >  1.5. It is

l/(7V?buik) = (65 ±  15) sec-1 cP“ 1

for 63Cu. When the ionic radius is taken as 4.6 A 12 and 
the Stokes model is used to calculate the rotational 
correlation time for the ion, the quadrupole coupling 
constant including the asymmetric contribution is cal­
culated from the above value

(e2Qq*/h)[l +  (V /3 ) ]v* =  0.4 MHz

The above value of the coupling constant shows that 
the tetrahedral symmetry of Cu(CN)43~ ions in the 
solid13 is well retained in solution.

By using the above value for l / (T 2aï?buik), the con­
tribution of the minor species to the broadening may be 
evaluated

( 1 / ^ 2  ~  l / P 2 a ) / j ? b u l k  =  2  [ V s / i T i j t ) b u l k ) ]
i

The above quantity will be called the reduced broaden­
ing in the following discussion. In Figure 3, the reduced 
broadening for 63Cu is plotted against x = (l/m) —4. 
It is seen from Figure 3 that the values for m = 1.5,

Figure 3. The reduced broadening vs. the ligand to metal ratio 
in cyanocuprate(I) solutions. The perpendicular and the 
horizontal bars are the estimated errors. The solid straight 
lines are (l/Ti — l/IYl/ijbuik = 57.0 X to-2-6 x~20.

1.5/2 and 1.5/4 M  make approximately three parallel 
lines,

(1 ./Tt -  l/TWAbuik =  57-(m r “  ■<*)**•
where

Mobsd =  —2.5 ±  0.5; Xobsd = —2.0 ±  0.5

The minor species which largely determine the mag­
nitude of the reduced broadening are likely to be poly­
nuclear species with low j/i ratios such as Cu2(CN)63~. 
This ion would give pcai,.d = —2 and Xeaicd = —3. 
These values are not in quantitative agreement with 
the observed data. The disagreement may be ex­
plained in the following way. The contribution from 
Cu(CN)s2~ relative to the one from Cu2(CN)53~ be­
comes important at low to and high x values, whereas 
the effect of higher polymers such as Cu^CN)?4- as 
well as the breakdown of the approximation used in 
deriving eq 6 becomes appreciable at low x values.

The concentration of Cu(CN)2-  estimated from the 
equilibrium constants A 4 and K-, is too small to give the 
observed broadening, if we assume reasonable values of 
Tcj and (e2Qqj/h) for this species.

According to eq 3 and 6, Cu(CN)32~ and Cu2(CN)64-
g i v e  S ca led  1 ; X ca led  —  1 a n d  /¿ealed  =  1 ,  X ca lcd  =

—2, respectively. The disagreements between these 
sets of values and the observed set of values are large 
enough to disqualify Cu(CN)32- and Cu2(CN)64̂  as 
species which contribute significantly to the reduced 
broadening. This, in turn, means that a Cu(CN)32_ 
ion does not have a planar triangle coordination of the

(11) J. Brigando, Bull. Soc. Chim. Fr., 503 (1957).
(12) C u-C -N  = 3.1 A ,13 van der Waals radius of Ar =  1.5 A.
(13) R. B. Roof, Jr., A. C. Larson, and D. T . Cromer, Acta Crystal- 
logr., Sect. B, 24, 269 (1968).
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Ligand Conen., M

Figure 4. The reduced broadening vs. the concentration of 
ionic potential ligands in a solution with l/m = 5, m = 1 M.

ligands as in the case of solid potassium dicyanocuprate- 
(I).12 In fact, if we assume r} =  4.6 A, i f 4 =  3 X  102, 
and (e2Qqi/h)[l +  (V /3 ) ]1' 2 =  60 M Hz14 for the 
fictitious planar ion Cu(CN)32-  in solution, the con­
tribution from this species to the reduced broadening 
at m = 1.5 M  and x =  0.5 would be 6.4 X  10s sec-1 
c P -1, which is more than 50 times as large as the ob­
served. value.

The Effect of Mixed Complex Formation. The above 
conclusion is supported by the effect of other potential 
ligands on the line width. The reduced broadening 
(1/72 ~  l / 7 2a)Abuik due to several potential ligands 
is plotted against the ligand concentration in Figure 4 
and Figure 5. In all the experiments, the total copper 
and the cyanide concentrations were 1 M  and 5 M, 
respectively. It is seen that for each ligand the reduced 
broadening is approximately proportional to the con­
centration of the ligand. This may be explained by 
assuming a formation of mixed complexes

Cu(CN)43~ +  L "- ^  Cu(CN)3L(2+n)_ +  C N - (7)

where n =  0 or 1. Then, the gradient of a line in 
Figure 4 or Figure 5 is K m/(T2mr]huik) where

= [Cu(CN)3L(2+”)~][CN~] 
m [Cu(CN)43-][L b-]

and T2m is the intrinsic relaxation time of copper in the 
mixed complex species.

The values of K m/(T/m^buik) obtained by a least- 
squares fitting of the experimental data are shown in 
Table I, together with the reported values of

[C u W -2*]
P2 [Cu+HL” - ] 2

There is a strong correlation between the two values 
for the ligands studied. This suggests that the values 
of K m have the same order as the values of ffi and of 
Nm/(72m1?buik), namely

(NH2)2CS >  SC N - >  I -  >

NH3 >  B r- >  C l- >  (NH2)2CO

Figure 5. The reduced broadening vs. the concentration of 
nonionic potential ligands in a solution with l/m = 5, l = 1 M.

Table I : Relative Efficiency of Mixed Ligands in Broadening
the Copper Nmr Line Width, Km/(Timi]ba\y)

Ligand K m / (TVn^bulk) log  ß i

CN- 16-20.78
(NH2)2CS 282
SCN- 75 1 2 .1 1

n h 3 71 8.85
I - 69 8.72-11.2
Br- 37 5.92
c i - 2 0 4.60-5.52
(NH2)2CO 19

Cooper and Plane16 have suggested that Cu(CN)32_ 
has a planar triangle coordination, on the basis of the 
absence of distinct Raman lines corresponding to mixed 
complexes in solutions which contain Cu(CN)32_ and 
one of several potential ligands, including thiocyanate, 
as the dominant species. However, the present result 
indicates that mixed complexes are formed, though in 
rather low concentrations, in the solutions. In fact, if 
we assume a reasonable value of T 2m??buik =  1 X 10-5 
sec cP for the thiocyanate ligand

[Cu(CN)3SCN3~]
[Cu(CN)32-][S C N -]

Ki-Km — 0.2, or Km ~  KR3

which may be too small for the observation of the 
mixed complex species by the Raman method.

(14) G. L. McKown and J. D. Graybeal, J. Chem. Phys., 44, 610 
(1966).
(15) D. Cooper and R. A. Plane, Inorg. Chem., 5, 16 (1966).
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Aqueous Dissociation of Squaric Acid

by Lowell M . Schwartz* and Leland O. Howard

Department of Chemistry, University of Massachusetts, Boston, Massachusetts 0 2116  (Received August 10, 1970)

The dissociation constants of squaric acid in aqueous solution have been measured by potentiometric titration. 
The values found at 25° were about 0.6 for p2L and 3.480 ±  0.023 for pX2. The latter value corresponds to 
a AG° of 4.748 ±  0.031 kcal/mol. The dissociation constants were also measured as functions of temperature 
in order to determine the standard molar enthalpies and entropies of dissociation. The values found for the 
second dissociation were Aif° = —3.028 kcal/mol and AS° = —26.08 cal/mol. Since p/L was found to be 
significantly less than previous reported values, it appears that squaric acid is even stronger than previously 
thought.

Introduction

The unusual strength of the dibasic acid 1,2-dihy^ 
droxycyclobutenedione, commonly known as “ squaric 
acid,”  has stimulated a number of investigations of its 
aqueous ionization equilibria.1-4 p if2 values at 25° are 
reported variously as 2.2,1 2.89 ±  0.02,2 3.21 ±  0.03,3 
and 3.48 ±  .02,4 but these differences to some extent 
reflect differences in ionic strength of the aqueous media 
used. However, a pA2 value in this range should be 
readily measurable by pH potentiometric titration and 
agreement should be expected. On the other hand, the 
first dissociation, reported as pKi =  1.7 ±  0.033 and
1.2 ±  0.2,4 is more difficult to determine by this tech­
nique. Accuracy in pAd requires a significant concen­
tration of undissociated squaric acid which in turn re­
quires highly concentrated solutions. Even near the 
solubility limit of about 0.17 M  the acid is largely disso­
ciated and impurities and small errors in pH measure­
ment propagate as large errors in the calculated pAi 
values. Also activity coefficients are unknown at these 
ionic strengths and may be estimated only from semiem- 
pirical correlations.

In this work we attempt to verify the thermodynamic 
pK 2 value and, in spite of the difficulties just mentioned, 
to establish pAi to whatever accuracy that pH potenti­
ometric titration affords. MacDonald4 attempts to 
analyze the energetics of the aqueous dissociation reac­
tions by comparing pX values of squaric acid with those 
of oxalic acid. The analysis is highly conjectural and 
would benefit from additional experimental information. 
In particular we measure the dissociation constants as 
functions of temperature and thereby can determine the 
standard molar enthalpies and entropies of dissociation 
via the thermodynamic relations

d in  A  _  AIP
dT ~ RT2 (1)

AG° = —RT In K  (2)

AG° =  AH° -  TAS° (3)

Experimental Section
Squaric acid was purchased from Aldrich Chemical 

Co. in several lots. After drying at 100° under vac­
uum, each was titrated with carbonate-free 0.1 M 
NaOH standardized in the usual way with potassium 
acid phthalate. Squaric acid samples whose molecular 
weight analyzed to within 0.4% of the value 114.06 were 
accepted as sufficiently pure and used in the pK  deter­
minations. Samples of acid were dissolved in conduc­
tivity water from a calibrated pipet to make solutions 
varying in concentration from 0.12 to 0.17 M. Each 
solution was kept under nitrogen atmosphere from the 
time of its preparation to the completion of the titration. 
The titrations were done with 0.2226 M  carbonate-free 
NaOH and pH readings were recorded after each addi­
tion of base only when the temperature returned to 
within 0.05° of the desired value. The pH meter was a 
Beckman model 76 with Beckman 39303 or Corning 
476022 glass electrode and Corning 476002 calomel ref­
erence electrode. Since critical pH values for pKi de­
termination are in the range 1 to 2, the pH meter was 
standardized with 0.1000 M HC1 whose pH is 1.10s at 
all temperatures covered in this study. In addition we 
checked the pH meter calibration near 4.0 with 0.05 M 
potassium acid phthalate6 and between pH 1.1 and 2.5 
by measuring the pH of the 0.1000 M  HC1 titrated with 
standardized NaOH. pH values of the HCl-NaCl solu­
tions were calculated using activity coefficients for HC1 
from the Debye-Huckel equation with the “ ion size 
parameter”  a; interpolated from the data given by 
Bates5 on page 55. These values generally agreed with

* To whom correspondence should be addressed.
(1) J. D. Park, S. Cohen, and J. R. Lacher, J .  Amer. Chem. Soc., 84, 
2919 (1962).
(2) P. H. Tedesco and H. F. Walton, Inorg. Chem., 8, 932 (1969).
(3) D. T. Ireland and H. F. Walton, J .  Phys. Chem., 71, 751 (1967).
(4) D. J. MacDonald, J .  Org. Chem., 33, 4559 (1968). In a private 
communication D. J. MacDonald states that his reported pKi = 
1.2 ±  0.2 is in error due to a miscalculation and that valid pK\ values 
cannot be obtained from his experiments.
(5) R. G. Bates, “ Electrometric pH Determinations,”  Wiley, New 
York, N. Y „  1954.
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the pH meter readings to within 0.01 pH unit and since 
this degree of accuracy was all we could expect with the 
apparatus, no corrections were made.

We experienced sporadic trouble with the pH measur­
ing system in squaric acid solutions of pH 1.5 or less, but 
not in HCl-NaCl solutions of similar acidity. The pH 
reading suddenly began to drop and fluctuate with the 
rate of stirring. The effect occurred frequently below 
room temperature and less so above. We localized the 
trouble in the calomel reference electrode and suspect 
that undissociated squaric acid was adsorbing into the 
fiber junction. Since upon washing the tip of the cal­
omel electrode in distilled water the pH system re­
covered, we adopted the procedure of pipetting 2-ml 
samples of water onto the electrode tip whenever the 
trouble occurred, pausing a few minutes, and proceeding 
with the titration. The calculation method accommo­
dated the solution volume changes due to these small 
water additions.

Calculations
The method of computing the equilibrium constants 

is basically the same as that used by MacDonald.4 The 
thermodynamic constants K x and K 2 are defined by

and

T±2[H+][HSq~]
Yo[H2Sq] (4)

7±[H+]y= [Sq°]
Y± [HSq- ] (5)

where [H2Sq], [HSq- ], and [Sq=] represent the molar 
concentrations of the undissociated squaric acid, bi- 
squarate ion, and squarate ion, respectively, y± the mean 
activity coefficient of the singly charged species, = 
7±4 the activity coefficient for the squarate ion, 70 = 
10°17 the activity coefficient6 for undissociated squaric 
acid, and I  the ionic strength. The ionic activity co­
efficients were estimated by the semiempirical correla­
tion

log 7± =  - ^ ( ^ 7 7 ,  -  0.37) (6)

developed by Davies7 and reported to represent the 
activity coefficients of fifty 1:1 electrolytes at 25° and 
0.1 M  with an average deviation of 1.6%. The temper­
ature variation of ionic activity coefficients was assumed 
to be included in the temperature variation of the 
Debye-Hiickel coefficient D, whose values were taken 
from Robinson and Stokes’8 Appendix 7.1.

After incorporating the usual mass and charge bal­
ance relationships, the system of equations is soluble 
when applied to two solutions, one from before the first 
equivalence point in the titration (denoted by subscript 
b), and one from after (denoted by subscript a). In this 
form the dissociation constants are computed from

_  Ct>Aa — C'a Ab
1 AhB& — AJ3 b

and

_  BhCa -  BaCb
2 CbAa -  C*Ab

where (excluding subscripts b or a)

A = 2C° — [Na+] -  [H+]

B =  (C° — [Na+] -  [H+])y=[H+] 

C =  — ([Na+] +  [H+])7±2[H+]27= /yo

(7)

(8)

C° =  stoichiometric molar concentration of squaric acid
[H+] =  10-pH/y ±

A digital computer program was written to carry out 
the calculations. The sodium ion and stoichiometric 
acid concentrations were calculated at each recorded 
point in the titration. The volumes of the solutions 
were assumed additive and to vary with temperature in 
the same manner as pure water. Calculations were 
made of K x and K2 by pairing each reading before with 
each reading after the first equivalence point. For each 
pair of readings estimated solution ionic strengths led 
to values of K x and K 2 calculated according to eq 7 or 
8. These equilibrium constants were then used to cal­
culate [HSq- ] and [Sq"] in each of the two solutions 
which permitted more accurate estimates of ionic 
strength. This iteration continued until pAi and pK2 
were each invariant to within 5 X 10-4.

In the course of the computer calculation, it is pos­
sible that differences between nearly equal quantities 
could produce some pK  values of questionable validity. 
These derive from solutions in the immediate vicinity 
of the first equivalence point and the end point where 
[H2Sq] and [HSq- ] are small. Consequently, pK  
values were rejected if derived from titration volumes 
within 10% of these points.

We have tested the experimental and calculational 
techniques by titrating Matheson Coleman and Bell 
reagent ACS grade oxalic acid and found pKx = 
1.31 ±  0.06 and pfy2 = 4.24 ±  0.01, which compare 
favorably with literature values pKx =  1.289 and pK2 =
4.266.10

Results
Little variation was observed in the several pK x 

values calculated by pairing a single reading before the 
first equivalence point with all the readings after. Sim-

(6) J . N . B utler, “ Io n ic  E qu ilib riu m ,”  A d d ison -W esley , R eading, 
M ass., 1964.
(7) C . W . D avies, “ Io n  A ssocia tion ,”  B u tterw orth s, L on d on , 1962.
(8) R . A . R o b in so n  and R . H . Stokes, “ E lectro ly te  S o lu tion s,”  2nd 
ed (revised ), B utterw orth s, L on d on , 1959.
(9) L . S . D arken , J. Amer. Chern. Soc., 63 , 1007 (1941).
(10) G . D . P inch in g  and R . G . B ates, J. Res. Nat. Bur. Stand., 
Sect. A, 40, 405 (1948).
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Temp, °C

5 0  4 0  3 0  25  20  10

Figure 1. Results of squaric acid titrations plotted as p K \  
and p K t  vs. 1 / T ° K .  The curve through the pK 2 values is 
pK 2 =  - 1 9 3 7 / T  +  14.25 -  0.014347T

ilarly, the several pKi values corresponding to a given 
solution late in the titration were insensitive to points 
early in the titration. This reflects the fact that the 
two dissociation constants are sufficiently separated 
that readings before the first equivalence point largely 
determine pKi and readings after determine pK 2. Con­
sequently, the several pK  values calculated from a single 
reading were averaged and then treated statistically as 
follows: (a) averages pKi and pK 2 were calculated
from the above set of averages (included were data from 
other titrations at a single temperature if duplicate ti­
trations were done) ; (b) the standard deviation

£ ( pk , -  PK ) n I/2

‘ V - l  J

was calculated ; (c) any pK  value whose deviation from 
pK  exceeded 2s was rejected (a total of 2 pKi and 3 pK 2 
values were rejected in this way) ; (d) in the case of re­
jection in (c) a new average and standard deviation were 
calculated.

The results are summarized in Table I and plotted in 
Figure 1. In the table, Nb is the number of readings 
before the first equivalence point utilized in the final 
calculation of pAt ±  s and Na related similarly to pK-i 
±  s. The pKi values show a clear temperature depen­
dence and can be fitted by the three-parameter function

—1937pK 2 = — —  +  14.25 -  0.01434T  (9)

which is the curve in Figure 1. The temperature de­
pendency of pKi is uncertain. It appears, however,

Table I : Results of Squaric Acid Titrations at Temperatures 
from 10 to 50°. N b  and Ara are the Total Number of 
Titration Solutions Contributing to the Averages 
p K i  and p¿G>, Respectively

T em p ,
°C P - K l 5 N b P Ü l2 ±  S Ns

N u m ­
ber o f  
titra ­
tions

10 0 .4 8  ± 0 . 0 6 2 3 .3 5 1  ±  0 .0 1 9 6 i
20 0 .6 1  ±  0 .1 0 3 3 .4 4 4  ± 0 . 0 1 9 14 2
25 0 .5 9  ±  0 .0 9 11 3 .4 8 0  ± 0 . 0 2 3 13 2
30 0 .5 1  ±  0 .0 7 13 3 .5 1 1  ±  0 .0 1 0 19 3
40 0 .6 1  ±  0 .0 6 7 3 .5 7 5  ± 0 . 0 1 3 7 1
50 0 .4 1  ±  0 .0 1 6 3 .6 2 4  ±  0 .0 0 9 6 1

that p2?i in the vicinity of room temperature is about 
0.55 ±  0.15, which is significantly less than other esti­
mated values3’4 indicating that squaric acid is even 
stronger than previously thought.

The availability of the digital computer program 
makes it convenient to test the sensitivity of the pK  
values to various uncertainties in the experimental mea­
surements and the calculating equations. The uncer­
tainties which we estimate in this study and the result­
ing effect on pAi and pKi are shown on Table II. A

Table II : Computed Effects of Uncertainties on pK  Results

A p prox im ate  effect on
E stim ated  un certa in ty pKi P-K,

pH value 0.02 unit 0 .12 0.02
Solution volumes 0.02 ml 0 .0 1 0 .0 1
Reagent purity 

(assuming inert 
impurities)

0 .4% 0 .13 0.02

Temperature 0.05° Nil Nil
Ionic activity coeff 2% 0.04 0.03

correlation eq 6

comparison of these results with the standard deviations 
in Table I shows that the statistical treatment of the 
data generates uncertainty values that are well within 
the limits based on our estimates of propagated errors. 
However, little can be said about inaccuracy in these re­
ported pK values resulting from deviations of the activ­
ity coefficients of squaric acid ionic species from Davies’ 
correlation, eq 6.

The fitted eq 9 was used to calculate standard molar 
Gibbs free energy, enthalpy, and entropy of the second 
dissociation using eq 1, 2, and 3. At 25° these are

AG° = 4.748 ±  0.031 kcal/mol 

AH° =  —3.028 kcal/mol 

AS° - —26.08 cal/mol-deg
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On the basis of estimated limiting slopes through the 
25° pKi value, we conclude that AH° is uncertain to 
about 15% and AS° to about 6%. The unusual 
strength of squaric acid, however, is in the first disso­
ciation, and a clearer understanding of this phenomenon 
awaits more accurate measurements probably by some

T h e r m o d y n a m ic s  op  B in a r y  L iq u id  M ix t u r e s

other technique. In this laboratory we are attem p tin g  
to measure the first ionization conductometrically.
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Thermodynamics of Binary Liquid Mixtures by Total Intensity 

Rayleigh Light Scattering. II

by Harvie H. Lewis, Raymond L. Schmidt, and H. Lawrence Clever*
Chemistry Department, Emory University, Atlanta, Georgia 80322 (.Received March 26, 1970)

Rayleigh scattering and depolarization were measured for benzene-methanol, benzene-propanol-2, and ben- 
zene-n-dodecane solutions. The gradient of the concentration dependence of refractive index, An/AX, was 
directly measured as a function of composition for the solutions by differential refractometry. The measure­
ments were combined with total intensity light scattering and depolarization data to obtain activity  coefficients 
and excess Gibbs free energies of mixing which were compared with results from vapor pressure measurements 
for the alcohol-containing solutions. The excess free energy of mixing from light scattering at 0.5 mole fraction 
was 4 %  below the accepted vapor pressure value for benzene-methanol and 16 %  below for benzene-propanol-2. 
The benzene-n-dodecane solutions appear to have a negative excess free energy of mixing over part of the 
composition range. The light scattering method, a t best, can give only approximate thermodynamic values 
for solutions with a negative excess free energy of mixing.

Rayleigh scattering from liquids and liquid solutions 
is an active field of study with a constant réévaluation 
of the theoretical equations as they apply to liquids.1-4 
Over the past several years there have been several 
studies of Rayleigh scattering from binary nonelectro­
lyte solutions of small molecules. In these studies 
either the Rayleigh scattering and depolarization mea­
sured for the solution were treated to obtain activity 
coefficients of the components and excess Gibbs free 
energy of mixing8-7 or properties of the solutions were 
used to calculate a predicted Rayleigh scattering which 
was compared with experiment.8'9 Studies of the 
second type have also been carried out on aqueous 
electrolyte solutions.10

This work is a further study of the relationship be­
tween Rayleigh scattering and the thermodynamic 
properties of binary nonelectrolyte solutions, with 
particular attention to the contribution of the gradient 
of the concentration dependence of refractive index to 
the relationship.

The total Rayleigh scattering, 7l90, can be separated 
into an isotropic contribution, R i S, and an anisotropic 
contribution, R an, by the Cabannes relation. In pure 
liquids the isotropic scattering is due to density fluctua­

tions, R d . In solutions two further terms contribute 
to the isotropic scattering, a concentration fluctuation, 
R c , and a density-concentration fluctuation cross term, 
R * .  The total isotropic Rayleigh scattering from a 
solution is the sum R u  = R ,i  +  R < -.Jr R t  with

R d  = (ir2/2'Koi)kTKi[N(òe/òN)t]2 (1)

* T o  w hom  correspondence sh ou ld  be  addressed.
(1) D . J . C oum ou , E . L . M a ck or, and J. H ijm ans, Trans. Faraday 
Soc.} 60 , 1539 (1964).
(2) A . L itan , J. Chem. Phys., 48 , 1052, 1058 (1968).
(3) M . K erker, “ T h e  S catterin g  o f  L igh t and O ther E lectrom a gn etic  
R a d ia tio n ,”  A ca d em ic  Press, N ew  Y o rk , N . Y ., 1969.
(4) D . M cIn ty re  and J. V . Sengers in  “ P h ysics  o f  S im ple  L iq u id s ,”  
H . N . V . T em p erley , J . S. R ow linson , and G . S . R u sh brook e , E d ., 
N orth -H o lla n d  P ublish ing  C o ., A m sterd am , 1968, C hapter 11.
(5 ) D . J . C ou m ou  and E . L . M a ck o r, Trans. Faraday Soc., 60, 1726 
(1964).
(6) R . L . S ch m idt and H . L . C lever, J. Phys. Chem., 72 , 1529 (1968).
(7) R . S . M y e rs  and H . L . C lever, J. Chem. Thermodynamics, 2 , 53 
(1970).
(8) G . D . P arfitt and J . A . W o o d , Trans. Faraday Soc., 64 , 805 
2081 (1968).
(9) M . S . M a lm b erg  and E . R . L ip p in co tt, J. Colloid Interface Sci., 
27, 591 (1968).
(10) B . A . P eth ica  and C . Sm art, Trans. Faraday Soc., 62 , 1890 
(1966).
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Rc = (TV2Xo4)fcTFZ1(d£/d Z 2)V(dM2/dX2) (2)

R *  = (7rVXo4)fcTZt[Z(de/diV)t][C2(de/dC2)] (3)

where X0 is the wavelength of the incident light in a 
vacuum, V is the molar volume, Z i  and Z 2 are the 
mole fractions of components 1 and 2, respectively, 
ii2 is the chemical potential of component 2, e is the 
optical dielectric constant (« =  n2, where n is the re­
fractive index at wavelength X0), Kt is the isothermal 
compressibihty, C2 is the concentration of component 
2 in g/cc, N is the number density, k is the Boltzmann 
constant, and T  is the absolute temperature.

In an ideal solution, by definition, dju2/d Z 2 = R T / X 2 

and R<- becomes the ideal concentration scattering, R i d ,  

where

Rid = (^V2X04) 7 Z 1Z 2(6d/bZ2)V Z a

=  (21r2/X04)F Z iZ 2(nbn/dZ2)ViVa (4)

where Z a is Avogadro’s number.
For a real solution the ratio of ideal to real concen­

tration scattering is

R n / R e  = ( X ^ / R T )  (5m2/ c)Z 2)

= ( X 2/ R T ) ( R T / X 2 +  e/ c>Z2) (5)

where = R T  d ln /2 with ¿¿2E and/2 being the excess 
chemical potential and activity coefficient, respectively, 
due to component 2 in the solvent reference state. 
Rearrangement and integration of eq 5 gives

f * X  2

ln /2 = J1 ( l / z 2)(l -  Rid/Rc)dX2 (6)

The activity coefficient of component 1 is obtained 
from a similar set of equations and the excess Gibbs 
free energy is calculated from

AGE =  RT (Xi In f L +  Z 2 In / 2) (7)

The relationship between the concentration fluctua­
tion contribution to isotropic scattering, Rc, and 
chemical potential is clear and direct, but converting 
Rayleigh scattering data into activity coefficients of the 
solution components is a multistepped process with 
potential errors in every step. If one accepts the theo­
retical equations some of the possible sources of error 
include (1) both the reliability of the Cabannes relation 
and the experimental uncertainty in the solution depo­
larization values used to partition R90 into R i a and Ran; 
(2) uncertainties in the calculated values of Ra and R* 
which are required to obtain Rc from the difference 
function R0 =  Ris — Rd — Rf; (a) uncertainties in the 
calculated values of Rd came from uncertainties in the 
values of solution isothermal compressibilities and in 
values of the function N(de/dN)t and (b) uncertainties 
in the calculated values of R* include the same terms 
important to R d  plus uncertainties in the solution re­
fractive index and the gradient of the composition 
dependence of refractive index; (3) uncertainties in the

calculated values of Rid, used to form the Rid/Rc ratio, 
which came from uncertainties in values of the solution 
refractive index and values of the refractive index- 
composition slope in the term ndn/dZ2.

To obtain activity coefficients of binary solutions 
from Rayleigh light scattering data one should measure 
or have available, in addition to the solution Rayleigh 
scattering and depolarization, the solution isothermal 
compressibilities, the optical dielectric constant-number 
density slope, the solution refractive indices, the re­
fractive index-composition slope, and the solution 
densities. Neither we nor others have measured all 
these solution properties. Many of them have been 
approximated from theoretical or semiempirical rela­
tions. For example, (1) the pure liquid isothermal 
compressibilities, when not available in the literature, 
are found from the pure liquid Rayleigh scattering.11 
The solution isothermal compressibilities are then as­
sumed to be additive in volume fraction. (2) The num­
ber density dependence of the optical dielectric constant 
is calculated from the Clausius-Mosotti equation multi­
plied by an empirical dense media correction factor.6'11 
Recently a somewhat improved correction factor has 
been suggested.12 (3) The solution refractive indices 
have been estimated from the Lorentz-Lorenz equation. 
The dn/dx and dn/dc values were obtained either by 
differentiation of a quadratic fit to the calculated re­
fractive indices as a function of composition or alter­
natively dn/dx was calculated directly from a differ­
entiated form of the Lorentz-Lorenz equation, which 
required an accurate density gradient of the solution.

In this work a direct experimental determination of 
An/Ax was made, and the resulting values were used 
in the calculation of activity coefficients and excess 
free energies of mixing from the Rayleigh scattering and 
depolarization values.
Experimental Section

Materials. Benzene, Mallinckrodt, was distilled on a 
20-plate stainless steel helices packed column, n- 
Dodecane, Phillips, 99 mol % , was shaken with concen­
trated H2S04, washed until neutral to litmus, and dis­
tilled at 63 ±  2 mm pressure, 130°. A freezing point 
curve indicated liquid-soluble, solid-insoluble impurity 
at 0.12 mol % . Methanol, Fisher reagent grade, was 
distilled from over CaO before use. Propanol-2, Fisher 
99 mol % , was distilled twice from over CaO.

Solution Preparation. Solutions for the measure­
ment of An/Ax were prepared by weight in special 
weighing bottles13 with care taken to correct for any 
vapor loss. Ax varied from 0.005 to 0.1 with most 
values falling near 0.02.

Light scattering measurements were as described in 
earlier work.6’11

(11) R. L. Schmidt, J. Colloid Interface Sci., 27, 516 (1968).
(12) G. H. Meeten, Nature, 218, 761 (1968).
(13) R . Battino, J. Phys. Chem., 70, 3408 (1966).
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Figure 1. Experimental Ara/Ax vs. mole fraction, 25°, 546 my.

Differential Refractometer. Direct determination of 
values of An/Ax were made on a Brice-Phoenix Model 
BP-2000-U differential refractometer. The instru­
ment was calibrated with KC1 solutions,14 and temper­
ature was controlled to 25.0 ±  0.1°.

Results and Discussion
Values of An/Ax determined experimentally are 

shown in Figure 1. Values.from the smoothed curve 
are in Table I where a refractive index-composition 
table is constructed using the 546-m/x refractive index 
of benzene at 25° of 1.5020.16 The values appear 
reasonable, and the benzene-methanol results are in 
good agreement with literature values.16

The Lorentz-Lorenz (L-L) equation is generally 
accepted for the calculation of solution refractive in­
dices.17 However, to obtain the refractive index- 
composition gradient, An/Ax, the use of the L -L  equa­
tion is found to be unsatisfactory. The direct differ­
entiation of the L -L  equation yields an expression which 
is unduly sensitive to values of the density-composition 
gradient. The per cent deviation, [(An/AFhxpti — 
(An/Az)caicdL-L]100/(Aft/Aa;)expti, is shown in Figure 2. 
With the exception of the benzene-methanol solutions 
the errors are quite large, rising to 16% at the composi­
tion extremes.

Values of the refractive index16 at 546 m/x and An/Ax 
calculated from the Lorentz-Lorenz equation agree well 
with experiment for the methanol-benzene solutions. 
The refractive index is in error 0.091 and 0.074% at 0.5

Figure 2. Per cent difference [(Ara/Ax)e*pti —
(Ara/Azhaicd L-L]100/(Ara/Ax)expti vs. mole fraction.

and 0.25/0.75 mole fractions, respectively. The addi­
tion of a term ax 1X2 to the Lorentz-Lorenz equation with 
a = 5.5 X  10-3 makes the agreements with experiment 
almost quantitative 'average deviation 0.005%). Both 
the L -L  and the modified L -L  equation reproduced An/ 
Ax to 1-3%.

The Lorentz-Lorenz equation is not strictly applic­
able to the liquid phase. The regular pattern of the 
deviations of the experimental data from the Lorentz- 
Lorenz equation suggests we use an equation with cor­
rections for the closeness of approach of the molecules 
found in the liquid state. Bottcher18 suggested that 
the induced dipole in the molecule would also induce a 
dipole in its surroundings producing what he called the 
reaction field which enhances the polarizability of the 
molecule. The reaction field is a function of the radius 
of the cavity occupied by the molecule and of the re­
fractive index. A computer program was written to 
calculate the refractive index of a binary solution from 
Bottcher’s total molar polarization equation and an 
assigned value of the cavity radius for the reaction field 
calculation. The L -L  equation was used to approxi­
mate the value of the refractive index for the reaction 
field, and the cavity radius was calculated assuming the 
molecules were spheres occupying the total molar vol­
ume. The effective polarizabilities of benzene and 
methanol were increased 10 and 6%, respectively, by 
the reaction field. The refractive indices calculated

(14) A. Krais, Z. Phys. Chem. {Leipzig), 34B, 1 (1936).
(15) A. F. Forziati, J. Bes. Nat. Bur. Stand., 44, 373 (1950).
(16) S. E. Wood, S. Langer, anâ R. Battino, J. Chem. Phys., 32, 1389 
(1960).
(17) W. Heller, / .  Phys. Chem., 69, 1123 (1965).
(18) C. J. F. Bottcher, “ Theory of Electric Polarization,”  Elsevier, 
Amsterdam, 1952, Chapter VI.
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Table I: Smoothed Values of An/AX and Calculated Refractive Indices of 546 m/j and 25°

B enzene
m ole

fraction ------ Propanol-2 - -benzene-------- * ,---- —•— -M ethanol-benzene--------- > ,--------- n -D od eca n e -b e nzene— — -— —
X* An/ A X 715461 A n /  A X 715461 An/ A X 715461

(0.1246)' (1.3774)1 (0.1741y (1.3279)6 (O.OgOÜ)'1 (1.4215)«
0.00 1.3767 1.3278 1.4226 '
0.05 0.138 0.340 0.026
0.10 1.3905 1.3618 1.4252
0.15 0.132 0.268 0.031 . . .
0.20 1.4037 . . . 1.3886 1.4283
0.25 0.128 0.219 0.037
0.30 1.4165 1.4105 1.4320
0.35 0.125 0.187 0.044
0.40 1.4290 1.4292 1.4364
0.45 0.122 0.162 0.052
0.50 1.4412 1.4454 1.4416
0.55 0.121 0.141 0.065
0.60 1.4533 1.4595 1.4481
0.65 0.120 0.123 0.085
0.70 1.4653 1.4718 1.4566
0.75 0.121 0.109 0.110
0.80 1.4774 1.4827 1.4676
0.85 0.122 0.099 0.146
0.90 1.4896 1.4926 1.4822
0.95 0.124 0.094 0.198
1.00 1.5020e 1.5020e 1.5020'

° Pure liquid refractive index at 5461 A calculated from n-X and dn/dt data in Timmermans. b Reference 16. c Refractive index 
of benzene at 25° and 5461 A from ref 15. d Slope if refractive index is linear in mole fraction.

from Bottcher’s total molar polarization equation 
agreed with experiment within 0.035%, which is a sub­
stantial improvement over the L -L  equation agreement. 
However, the Bottcher equation was very sensitive to 
small changes in the cavity radius. Although promis­
ing, the Bottcher approach was pursued no further at 
this time.

The light scattering measurements are reported in 
Table II. Values of Ra were calculated using smoothed 
values of the experimental An/Ax values. Thermody­
namic results for benzene-methanol are given in Table 
III where the excess free energies are compared with 
the accepted literature values19 and with values ob­
tained using An/Ax values approximated from the Lo- 
rentz-Lorenz refractive indices of the solution. The 
use of the experimental An/Ax values did not alter 
appreciably the free energy of mixing of benzene- 
methanol at 0.5 mole fraction. However, the overall 
shape of the free energy-composition curve was im­
proved with values being consistently 4%  low except 
in the dilute solutions where differences approached 
10%.

Measurements on benzene-propanol-2 solutions were 
made at temperatures of 25 and 43.7°. Activity coeffi­
cients and excess free energies of mixing are given in 
Table IV. The free-energy results parallel but are 16% 
below values obtained in a careful vapor pressure 
study.20

Figure 3. Propanol-2-benzene solutions; a comparison of 
excess free energy of mixing vs. mole fraction: upper curve, 45° 
from vapor pressure measurements, ref 20; lower curves,
25 and 43.7° from light scattering measurements.
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Table II : Total Intensity Rayleigh Scattering and Depolarization

M ole 436 m/x 546 m/x M o le 436 m/x 546 m/x
fraction R m  X 10®, Ä90 X IO “ ®, fra ction Rm  X 10®, R m  X IO“ 8,

X 1 c m “ 1 Pn c m " 1 PH X i cm -1 PP cm “ 1 PP

Methanol (l)-benzene (2), 25° Propanol-2 (l)-benzene (2), 43.7°
0.0000 8.60 3.10 0.047» 0.000 10.95 0.06 3.90 0.05
0.0275 12.85 0.093» 4.50 0.093» 0.026 11.4 0.10
0.0585 18.20 0.119» 6.45 0.119» 0.038 4.4 0.08
0.2235 47.95 0.131» 16.30 0.131“ 0.043 4.9 0.10
0.2905 59.70 0.125» 21.00 0.125» 0.155 21.7 0.145 7.5 0.13
0.4400 84.50 0.124 28.90 0.120 0.218 25.8 0.185
0.5740 95.85 0.133 32.55 0.134 0.319 35.3 0.185 11.6 0.18
0.8250 62.15 0.277 21.10 0.271 0.395 41.2 0.185 13.3 0.18
0.9155 49.70 0.385 16.85 0.377 0.461 46.8 0.185 15.4 0.185
0.9500 47.75 0.393 16.15 0.393 0.477 46.6 0.185 15.2 0.175
1.000 46.50 0.420 16.10 0.410 0.645 55.3 0.21 18.1 0.20

0.681 56.5 0.235 19.1 0.235Propanol-2 (l)-benzene (2), 25 0.834 54.5 0.305 18.4 0.295
0.000 9.75 0.06 3.51 0.05 0.912 51.1 0.365 17.5 0.35
0.043 4.63 0.10 0.935 50.9 0.39 17.6 0.385
0.155 20.9 0.17 7.1 0.17 0.971 17.5 0.405
0.157 23.3 0.19 8.1 0.16 1.000 50.1 0.43 17.5 0.425
0.218 26.7 0.185 9.1 0.16 n-Dodecane (l)-benzene (2), 30°
0.319 37.0 0.175 12.0 0.165
0.395 44.0 0.185 14.9 0.18 0.000 18.0 0.24 5.75 0.175
0.461 51.0 0.175 16.6 0.17 0.040 18.7 0.27 5.95 0.23
0.477 51.0 0.185 16.8 0.175 0.397 28.1 0.315 9.05 0.28
0.645 59.3 0.21 19.7 0.20 0.419 29.1 0.31 9.35 0.275
0.681 61.4 0.21 20.3 0.215 0.592 35.3 0.30 11.5 0.32
0.834 55.6 0.295 18.6 0.29 0.708 42.0 0.315 13.9 0.305
0.912 49.5 0.365 16.7 0.35 0.831 49.2 0.32 16.4 0.315
0.935 49.9 0.385 •17.3 0.39 0.884 50.0 0.325 16.7 0.30
0.971 16.7 0.425 0.920 50.3 0.34 16.9 0.315
1.000 46.5 0.42 16.1 0.41 0.964 50.0 0.38 16.8 0.34

0.990 48.3 0.40 16.5 0.375
1.000 49.5 0.415 16.8 0.41

“  From data reported in ref 5.

Table III : Excess Free Energy of Mixing and Activity 
Coefficients of Methanol (l)-Benzene (2) Solutions at 25°

X2 In f i In f j
,------- AG , eal/molfl

(1) (2)
i

(3)

0 .0 0 .0 0 0 0
0 .1 0.0174 1.502 98 106 108
0.2 0.0698 1.205 176 197 188
0.3 0.1545 0.950 233 238 246
0.4 0.269 0.738 270 274 283
0.5 0.414 0.560 289 293 301
0.6 0.603 0.406 287 289 299
0.7 0.864 0.266 264 267 274
0.8 1.24 0.142 214 220 223
0.9 1.81 0.0431 130 140 137
1 .0 0 .0 0 0 0

° (1), Ra calculated using experimental An/AX values; (2), 
Ra calculated using An/AX values approximated from Lorentz- 
Lorenz equation; (3), ref 19.

It was disappointing to find that use of the smoothed 
experimental An/Air values actually made the agree-

Figure 4. n-Dodecane-benzene solutions, 30°; excess free 
energy and activity coefficients vs. composition.

ment 3% poorer than use of An/Air values approxi­
mated from the Lorentz-Lorenz equation.

(19) G. Scatchard and L. B. Ticknor, J. Amer. Chem. Soc., 74, 3724 
(1952).
(20) 1. Brown, W. Fock, and F. Smith, Aust. J. Chem., 9, 364 
(1956).
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Table IV : Activity Coefficients and Excess Free Energies of 
Mixing for Propanol-2-Benzene, and n-Dodecane-Benzene 
Solutions by Rayleigh Light Scattering

M ole
fraction
benzene a g e ,

X i A A k ca l/m o l

Propanol-2 (l)-benzene (2), 25°

0.1 1.00 2.51 0.05
0.2 1.01 2.38 • 0.11
0.3 1.05 2.13 0.15
0.4 1.13 1.86 0.19
0.5 1.28 1.59 0.21
0.6 1.53 1.38 0.22
0.7 1.96 1.21 0.20
0.8 2.56 1.09 0.16
0.9 3.86 1.02 0.09

Propanol-2 (l)-benzene (2), 43.7°

0.1 1.01 2.95 0.08
0.2 1.04 2.27 0.13
0.3 1.10 1.88 0.16
0.4 1.18 1.65 0.19
0.5 1.29 1.47 0.20
0.6 1.50 1.32 0.205
0.7 1.85 1.18 0.19
0.8 2.46 1.08 0.15
0.9 3.46 1.01 0.08

n-Dodecane (l)-benzene (2)
0.1 0.98 0.52 -0 .05
0.2 0.92 0.74 -0 .08
0.3 0.85 0.94 -0 .08
0.4 0.79 1.07 -0.07
0.5 0.75 1.14 -0 .05
0.6 0.75 1.15 -0.02
0.7 0.79 1.12 0.005
0.8 0.92 1.06 0.02
0.9 1.18 1.02 0.02

The temperature coefficient of the excess free energy 
gave values of TA<SE and A77m which agreed well with 
literature values at 0.3, 0.4, 0.5, and 0.6 mole fraction 
alcohol. For example, at 0.5 mole fraction AHm and 
TASE are 370 and 170, respectively, from our data and 
393 and 152, respectively, from the literature.20 How­
ever, at high alcohol mole fraction the temperature 
coefficient of AGE goes negative (Figure 3) while the 
literature TASE values indicate a positive temperature 
coefficient of AGE at all compositions at 45°. There 
is ample evidence in the literature of a change in sign 
of TASE with composition going to all negative values 
as temperatures decrease for benzene-ethanol18’19 
toluene-ethanol,20'22 and methylcyclohexane-etha- 
nol21'22 solutions. Thus this change in the temperature 
AGE may be real for the benzene-propanol-2 solutions, 
but the uncertainty in our AGE values at high alcohol 
concentration allows no reliable calculation.

Activity coefficients and excess free energies of mixing 
of the n-dodecane-benzene solutions are given in Table 
rV and Figure 4. Over much of the composition range 
72c <  Rid- When this occurs uncertainties in the Ra/ 
72,. ratio become large and the activity coefficients of 
less than unity that are obtained are not as reliable as 
the activity coefficients greater than unity. Thus the 
thermodynamic values by light scattering are at best 
only an indication of what may be happening in the n- 
dodecane-benzene system. The negative free energy 
is contrary to what is found in most aromatic-aliphatic 
hydrocarbon solutions,23 although other hydrocarbon 
solutions, e.g., n-dodecane-cyclohexane solutions, do 
show a negative excess free energy.24

It is apparent that the use of experimental An/Ax 
values does not lead to particularly improved values of 
activity coefficients and excess free energies of mixing 
from light scattering measurements. Thus, other ap­
proaches must be sought to improve our understanding 
of the light scattering technique. An obvious place to 
attack is the de/dN term and to a lesser extent the solu­
tion isothermal compressibility. Both terms contribute 
to the density fluctuation part of the isotropic scat­
tering. An experimental approach is to measure the 
pressure dependence of refractive index and use equa­
tions with N and p as independent variables

72d S  (7r2/2X04(fcT/At)(d€/dp)t2

A theoretical approach26 would be the use of Onsager’s 
equation for the internal field for the calculation of the 
density dependence of refractive index

p(de/dp) =  (e  -  l ) ( 2e2 +  e)/'(2e2 +  1)

which would result in larger values for 720 and improve 
results for solutions in which the light scattering tech­
nique gives low experimental values. The measure­
ment of depolarization needs improvement. The use 
of laser sources26 may be the answer to improved depo­
larization measurements.
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3176 (1949).
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Chemical Potential Interaction Parameters in Charge-Unsymmetric 

Mixtures of Molten Salts1

by J. Braunstein,* K. A. Romberger, and R. Ezell2
Reactor Chemistry Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 378S0 (Received April 20, 1970)

The applicability of conformal ionic solution theory to the interaction parameters for chemical potential in 
charge-unsymmetric molten salt mixtures is demonstrated. The experimental interaction parameter, 
lim (/¿aikaii halide15/* 2) i evaluated for mixtures of alkali fluoride with alkaline earth fluoride or of alkali chloride
x—►O
with alkaline earth chloride, is shown to vary linearly, as predicted by theory, with the ion size parameter 6 = 
(di — d^/djk, where di and d2 are the sums of cation and anion radii of the univalent and divalent salts, respec­
tively. Mixing enthalpy dependence on d is rationalized by a simple physical model.

Introduction

Kleppa, et al.,SA have demonstrated the utility of the 
interionic distance parameter S =  (di — d2) /did2 in cor­
relating enthalpies of mixing in charge-unsymmetric 
molten salt mixtures, e.g., mixtures of alkali and alka­
line earth salts with a common anion, di and d2 are the 
sums of cation and anion radii in the pure univalent 
and divalent salts, respectively. The correlation has a 
theoretical basis in the conformal ionic solution theory 
(CIS), extended to charge-unsymmetric mixtures by 
Davis,6 predicting that the limiting molar excess free 
energy or enthalpy, A, should have the form

A AE
lim — --------- =  A 2e(* =  0) =  [0]5 +  U (1)
X —«-0 *(.-!•  X )

where x is the mole fraction of divalent salt; fi and U 
are combinations of unevaluated integrals occurring in 
the configurational partition function and its deriva­
tives and contain the temperature and pressure depen­
dence (and are different for free energy or enthalpy). 
For charge-symmetric salt mixtures, the first-order term 
in 5 vanishes, and CIS predicts that the molar excess 
thermodynamic quantities are proportional to the 
square of 5.6

lim / f AE =  A^(y =  0) =  [0]52 (2)
2/(1 -  y)

For the most part, curiously, the CIS correlation has 
been tested only with the excess enthalpy. This has 
been the case even when free energy data were available 
for a more general test and enthalpies were derived 
from temperature coefficients of emf rather than calori- 
metrically.7 Guion,8a however, has demonstrated the 
fit of the charge-symmetric expression to excess free 
energies in binary univalent nitrate mixtures. Prior to 
Davis’ extension of CIS to charge unsymmetric systems, 
Holm8b correlated chemical potential interaction param­
eters, [/¿iB/* 2]x=o> with an empirical parameter re­

lated to differences of ionic potentials for several charge- 
unsymmetric fluoride mixtures. /¿iE is the excess chem­
ical potential of solvent (univalent) and x is the mole 
fraction of solute (divalent).

In this paper we demonstrate for the first time 
the applicability of CIS to chemical potential interac­
tion parameters in charge-unsymmetric systems. We 
show that experimental values of [m ie / * 2L  =  o vary 
linearly, as predicted by theory, with the conformal 
ionic solution parameter S for the alkali-alkaline earth 
fluoride systems considered by Holm, four additional 
ones, and several chloride systems. It is furthermore 
not necessary to assume the symmetric solution relation 
for the excess free energy, GE = ax (l — x), which 
would imply [m2EL = o =  [mie/ z2L = 0) in order to derive 
the CIS correlation for the interaction parameter. 
Davis’ first-order expression for the composition depen­
dence of the free energy of mixing, from which he derives 
eq 1 by a limiting process, contains quantities (0i2 and 
ai2) relating to the configurational partition function 
and its derivatives, for the mixture and for the pure 
salts (see reference 5b, eq 2.25). By developing the 
Taylor series expansion of the first-order expression 
in powers of the solute concentration, it follows readily 
that [fi®/x2]x=o should have the form of the right-

* To whom correspondence should be addressed.
(1) Research sponsored by the U. S. Atomic Energy Commission 
under contract with the Union Carbide Corporation.
(2) ORAU Summer Student Trainee from University of Arkansas, 
1969.
(3) J. Holm and O. J. Kleppa, Inorg. Chem., 8, 207 (1969).
(4) O. J. Kleppa and F. G. McCarty, J. Phys. Chem., 70, 1249 
(1966).
(5) (a) K . D. Luks and H. T. Davis, Ind. Eng. Chem. Fundam., 6,
194 (1967); (b) H. T . Davis, J. Chem. Phys., 41, 2761 (1964).
(6) H. Reiss, J. L. Katz, and d . J. Kleppa, ibid., 36, 144 (1962).
(7) G . D. Robbins, T. F/irland, and T . Ostvold, Acta Chem. Scand., 
22, 3002 (1968).
(8) (a) J. Guion, / .  Chim. Phys., 64, 1635 (1967); (b) J. Holm, Elec- 
trochim. Acta, 11, 351 (1956).
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hand side of eq 1. We also present in this paper a 
heuristic physical rationalization of the form of eq 1 for 
the enthalpy or energy.

Results
Data on chloride mixtures were reported by Robbins, 

et al.,7 from emf measurements. Data on fluorides 
were taken mostly from the accurate cryoscopic mea­
surements of Cantor9 with NaF as the solvent.

Data on the LiF-BeF2 system were obtained by us 
from new measurements of the LiF liquidus which will 
be discussed more completely in a subsequent publica­
tion. The liquidus temperatures and compositions 
were obtained from discontinuities, on initiation of 
LiF precipitation, in the slopes of emf-temperature 
plots at constant overall composition, and of isothermal 
emf-composition plots.10a,b A concentration cell 
with transference, with beryllium electrodes, was em­
ployed.

Be
L iF 1 LiF 
BeF^BeFs 

I II
Be

This cell, used in the determination of transference 
numbers, has been described previously.10“ The new 
liquidus data are presented in Table I and supplement 
previous data in this system.100

Table I : Liquidus Temperature and Compositions in the 
LiP-BeF2 System between 0.12 and 0.22 Mole Fraction BeF2

M ole
fraction  B eF2

(*BeF2)
L iqu idus

tem perature,
°C

Equilibrium Saturating Phase:
0.1188
0.1215
0.1371
0.1404
0.1574
0.1625
0.1853
0.1894
0.2053
0.2066
0.2140
0.2220

LiF
784.7
782.9 
770.6
767.9
753.2
747.9
723.9
718.0 
699.5
698.0
688.2
678.0

Excess chemical potentials of LiF (mlìfe at tempera­
ture T) were calculated from the data in Table I by 
means of the eq 3.

m l ì f e  =  —RT In (1 — x) +  L — 1  ̂ +

c ( r m -  T +  T In y )  +  \ (Tm -  TY (3) 

The heat of fusion, L, melting point, Tm, and heat

capacity of solid and liquid LiF were taken from the 
JANAF tables.11 The difference of heat capacities 
was fitted by the expression Cp1 — Cps =  C -j- bT. 
The interaction parameter was obtained by extrapola­
tion to x = 0 of a plot of mlifeA 2 vs- x2- This plot, 
which covered a broader range of compositions than is 
usual in the calculation of interaction parameters, ap­
peared linear and showed less scatter than plots in 
which the abscissa was x, thus suggesting the form 
MlifE = ax2 +  bx4 over the rather extended range of 
the measurements. Graphical extrapolation was em­
ployed rather than a least-squares analysis in order to 
give higher weight to compositions close to the ex­
trapolated limit.

The interaction parameters of NaF in the systems 
reported by Cantor9 were obtained by short extrapola­
tion to x =  0 of plots of hutY/x2 vs. x or x2. (No ap­
parent difference in linearity or scatter was evident in 
the plots vs. x or x2 in this system, possibly because the 
range of the measurements was not sufficiently large 
to distinguish between cubic and quartic terms in 
jul¡fe. In any case the uncertainty of the extrapolated 
interaction parameter was within the uncertainty of the 
correlation, about 0.5 kcal/mol.)

The excess chemical potentials of alkali fluoride in 
CsF-BeF2, RbF-BeF2, and KF-BeF2 were estimated 
from phase diagrams,12 thus having greater uncertainty 
than the cryoscopic results obtained at temperatures 
closer to the melting point, but they serve to extend 
the range of values of 8 in the correlation. The heat 
capacity terms in eq 2 were neglected, and the inter­
action parameter was taken as the value of Maik.FE/£ 2 
at about 10 mol %  solute.

For the chlorides, the interaction parameters were 
calculated from the reported coefficients in expressions 
for the excess free energy of mixing.7

Discussion
Figure 1 shows the interaction parameters plotted 

vs. 8 for the chloride systems and for the fluoride sys­
tems. Pauling radii13 of the ions were used to calculate 
di and ri2. Thus the conformal ionic solution theory 
provides a useful correlation of excess thermodynamic 
functions in charge-unsymmetric molten salt mixtures, 
not only for enthalpies but for chemical potentials as 
well. The chlorides show considerably more scatter

(9) S. Cantor, J. Phys. Chem., 65, 2208 (1961).
(10) (a) K . A. Romberger and J. Braunstein, Inorg. Chem., 9, 1273
(1970); K . A. Romberger and J. Braunstein, MSRP Semiannual 
Progress Report, Feb 28, 1970, ORNL-4548, p 161; Aug 31, 1969, 
ORNL-4449, p 138; (b) H. A. Oye, Acta Chem. Scand., 18, 361
(1964). (c) R . E. Thoma, H. Insley, H. A. Friedman, and G. M .
Hebert, J. Nucl. Mater., 27, 166 (1968).
(11) “ JANAF Thermochemical Tables,”  D. R. Stull, Ed., PB 168 370, 
Clearing House for Federal Scientific and Technical Information, 
Springfield, Va., Aug 1965.
(12) R. E. Thoma, Ed., “ Phase Diagrams of Nuclear Materials,”  
ORNL Report No. 2548, 1959.
(13) L. Pauling, “ The Nature of the Chemical Bond,” 3rd ed, 
Cornell University Press, Ithaca, N. Y., 1960, p 514.
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8 (A“ ')

Figure 1. Interaction parameter for the limiting excess 
chemical potential of alkali halides in common anion mixtures 
of alkali and alkaline earth halides vs. the ion size parameter. 
Arrows at top and the symbols 0 correspond to chlorides. 
Arrows at bottom and the symbols • and □ refer to fluorides.

AD

1
MD,

1

I.

Figure 2. Simplified representation of change of next-nearest 
neighbor cation coulomb repulsion energy on mixing two salts 
of differing charge type with a common anion.

than the fluorides, although a smaller range of values 
of S is covered and although the excess enthalpy data 
for the chlorides showed little scatter.7 Although a 
quantitative accounting of the apparently much higher 
slope of the chloride interaction parameters is not yet 
feasible, the greater polarizability of chloride (than fluo­
ride) may be a contributing factor. The unusual prop­
erties of BeF2-rich mixtures,3,10,14 related to the network 
structure of BeF2 and its breakdown by alkali fluorides, 
are not manifested in the effect of BeF2 in dilute solution 
on the chemical potential of the alkali fluoride solvent. 
By contrast, interaction parameters for transition 
metal fluorides (Cu2+, Fe2+, Ni2+, Co2+) 16 in NaF show 
excess stability which may be related to the d electrons 
and ligand field effects.

Finally, we would like to point out that application 
of eq 1 to the enthalpy of charge-unsymmetric mixtures 
can be rationalized physically in a simple if nonrigorous 
manner with the F0rland mixing model.16 This simple 
Coulombic model suggested proportionality of enthalpy 
interaction parameters in charge-symmetric mixtures 
to a parameter related to S2, but has not been applied 
previously to charge-unsymmetric mixtures.17-19 Con­
sider the change of Coulomb repulsion energy of a pair of 
cations separated by an anion for the mixing of a uni­
valent salt A+D -  with a divalent salt of the same anion, 
M 2+D2- .

(A+D-A+) +  (M 2+D- M 2+) — >  2(A+D- M 2+)

The energy change per pair of mixed triplets for the 
simplified process illustrated in Figure 2 is

Setting the cation charges, Z\ and Z2, equal to 1 and 
2 and rearranging

AE =
2(di — dì)
---------------  C'
di{di d2)J (4)

The principal variation in this equation is in the term 
(di — d2). The first term on the right-hand side is 
constant for a given univalent solvent, although its 
magnitude is much higher than the observed energies 
for mixtures of salts for which di — d2 =  0. The simple 
physical model thus predicts an excess energy and 
enthalpy of form similar to the result (eq 1) derived 
more rigorously from conformal ionic solution theory.

(14) B. F. Hitch and C. F. Baes, Jr., Inorg. Chem., 9, 201 (1969).
(15) S. Cantor and W. T. Ward, J. Phys. Chem., 67, 1868 (1963).
(16) T. F0rland, “ Thermodynamic Properties of Fused Salt Sys­
tems,”  in “ Fused Salts,”  B. R. Sundheim, Ed., McGraw-Hill, New 
York, N. Y., 1964, p 77; J. Braunstein, “ Ionic Interactions: Dilute 
Solutions to Molten Salts,”  S. Pétrucci, Ed., Academic Press, New 
York, N. Y ., in press.
(17) N ote A dded in Pboof. A  recent work18 containing an appli­
cation of the ionic model has come to our attention. That work 
also discusses the polarization energy19 but fails to point out the re­
lation of the model to the equations of conformal ionic solution 
theory. Also, it assumes regular solution behavior by neglecting the 
difference between enthalpy and free energy interaction parameters.
(18) C. Vallet, Thesis, Université d ’Aix Marseille, Marseille, France, 
1970.
(19) J. Lumsden, Discuss. Faraday Soc., 32, 138 (1961).
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A Study of Adsorption on Single Crystals by Internal 

Reflectance Spectroscopy

by Gary L. Haller* and Richard W . Rice
Department of Engineering and Applied Science, Yale University, New Haven, Connecticut 06520 
{Received July 10, 1970)

The usefulness of internal reflection spectroscopy in studies of adsorption on surfaces of known structure is 
demonstrated for the case of alcohol adsorption on single-crystal a-aluminum oxide. The molecular orienta­
tion of a Langmuir-Blodgett deposited calcium stearate monolayer and m-amyl alcohol at submonolayer 
coverages on a (4150) surface was determined qualitatively. Adsorption isotherms have been measured at 
several temperatures between 30 and 120° on three faces of a-aluminum oxide. The resulting isosteric heats 
of adsorption are 13, 19, and 26 kcal/mol at 6 = 0.4 on the (0001), (1123), and (4150) faces, respectively. An 
adsorption site involving a coordinatively unsaturated pair of Al3+ ions and an O2- ion is postulated. A good 
correlation between the calculated number of such sites and the saturation coverage at 120° and between the 
extent of coordinative unsaturation of the pair site and heat of adsorption on the three surfaces is obtained.

Introduction
There now exists a very extensive literature on the 

infrared spectra of molecules adsorbed on surfaces.1 
Most of this work involves high-area amorphous oxides 
or metals supported on such oxides. The high area is 
required in order to obtain detectable infrared absorp­
tion in the transmission spectroscopy used. By utiliz­
ing internal reflection spectroscopy2 (irs), it is possible 
to work with very small surface areas and maintain a 
detectable signal by requiring the infrared beam to be 
multiply reflected through the surface.

In general, metal oxides are transparent in the infra­
red and many which are of catalytic interest can be ob­
tained as large single crystals. When these crystals 
are used as internal reflection prisms, it becomes possi­
ble to obtain infrared spectra of molecules adsorbed on 
surfaces of known structure. Moreover, the electric 
field amplitudes at the internally reflecting interface 
are different in the three spatial directions and are a 
function of beam polarization and angle of reflection.3 
Thus, it is possible to determine the average orientation 
of the adsorbed molecule by measuring the absorption 
as a function of polarization and angle of reflection. 
The simultaneous measurement of adsorptive capacity, 
heat of adsorption, and molecular orientation as a func­
tion of the structure of the adsorbing surface should 
allow deductions concerning the stereochemistry of the 
adsorption sites to be made.

The utility of infrared irs for the study of adsorption 
on single crystals will be demonstrated for the case of 
alcohol adsorption on a-aluminum oxide. Aluminas of 
various structures are often used as catalyst supports 
and/or catalysts. High-purity a-aluminum oxide 
(synthetic sapphire) is inexpensive and large crystals 
are readily available. These considerations and the 
LEED4 investigations of surface structure on mechan­

ically polished and chemically or thermally etched a- 
aluminum oxide dictated the selection of this oxide for 
the initial work.

Adsorption isotherms and isosteric heats of adsorp­
tion of w-amyl alcohol have been obtained on the (0001), 
(1123), and (4150)6 faces of a-aluminum oxide. These 
faces were chosen on the basis of their distinguishing 
crystallographic features. They are, respectively, the 
hexagonal close-packed oxide plane (slip plane), the 
plane normal to the growth direction of the crystal, and 
a plane parallel to the c axis (normal to slip plane). 
The molecular orientation of a Langmuir-Blodgett 
deposited calcium stearate monolayer and n-amyl alco­
hol at submonolayer coverages on the (4150) crystal 
has been investigated both before and after chemical 
etching of the surface. The deposited stearate mono- 
layer is used as a model system for the orientation work. 
The orientation of deposited monolayers has been mea­
sured by other techniques6 and these constitute an in-

* To whom correspondence should be addressed.
(1) (a) M . L. Hair, “ Infrared Spectroscopy in Surface Chemistry,”
Marcel Dekker, New York, N. Y., 1967; (b) L. H. Little, “ Infrared
Spectra of Adsorbed Species,” Academic Press, New York, N. Y „  
1966; (c) R . P. Eischens and W. A. Pliskin, Advan. Catal., 10, 1
(1958).
(2) N. J. Harrick, “ Internal Reflection Spectroscopy,”  Interscience, 
New York, N. Y ., 1967.
(3) Reference 2, p 51.
(4) (a) J. M . Charig, Appl. Phys. Lett., 10, 139 (1967); (b) C. C.
Chang, J. Appl. Phys., 39, 5570 (1968); (c) J. M . Charig and
D. K . Skinner, “ Proceedings of the Conference on the Structure and 
Chemistry of Solid Surfaces,”  G. A. Somorjai, Ed., Wiley, New 
York, N. Y., 1969, p 34; (d) C. C. Chang, “ Proceedings of the Con­
ference on the Structure and Chemistry of Solid Surfaces,”  G. A. 
Somorjai, Ed., Wiley, New York, N. Y., 1969, p 77; (e) T . M .
French and G. A. Somorjai, J. Phys. Chem., 74, 2489 (1970).
(5) The (hkil) indexes refer to the hexagonal unit cell and describe 
the structure of the reflecting surface within ± '/ s ° .  No deteriora­
tion in surface polish was observed during the course of experiments 
except as noted below.
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dependent check on the theoretical electric field ampli­
tude equations used in the irs work. Moreover, the 
observed alcohol absorbances can be converted to ab­
solute surface coverages with a minimum number of 
assumptions by utilizing the measured absorbance of 
the deposited monolayer.

Experimental Section
Apparatus. All spectra were recorded on a Beckman 

IR 12 at a resolution of 5 cm-1 or better. Polarization 
of the beam was accomplished using a Perkin-Elmer 
wire grid polarizer. The irs cell,7 manufactured by 
Wilks Scientific Corp., can be heated in excess of 600° 
and evacuated to below 10-7 Torr with the vacuum 
system used in this work. The cell consists of a stain­
less steel circular chamber with vacuum, gas inlet, and 
two window ports on the side. The crystal is clamped 
into a stainless steel block suspended from the lid which 
is sealed to the main body of the chamber with a gold 
“ 0 ”  ring. Two heater wells with a thermocouple well 
between them are bored through the lid into the block 
from outside the chamber. When a crystal is clamped 
into position, it is in good thermal contact along its 
edges and enclosed except for the ends. This design 
reduced the temperature gradient along the crystal and 
between the crystal and thermocouple to less than 5° 
even at temperatures above 400°. The windows are in 
the form of flanged plugs machined out of KBr. When 
they are in position, they protrude into the chamber 
and nearly contact the crystal so that the contribution 
from gas-phase absorbance is negligible. The vacuum 
seal between the windows and chamber is made with a 
viton "O”  ring.

Reagents. Aluminum oxide single crystals were 
flame fusion grown from 99.98% A120 3 powder and were 
supplied, cut, and polished by the Adolf Meller Co. 
Unless stated to the contrary, the crystals used are 52 
X 20 X 0.5-mm prisms with the ends beveled to 45° to 
form entrance and exit aperatures; they provide about 
one hundred 45° internal reflections. The major faces6 
were polished with diamond dust to an average rough­
ness of 100 A (measured by Meller). Fisher certified 
reagent alcohol was dried over Davison 4A molecular 
sieves and used without further purification. Stearic 
acid labeled 99% pure was used as recieved from Nu­
tritional Biochemicals Corp. Distilled water used in 
monolayer preparation was double ion-exchanged, 
passed through an organic removal filter, and then 
distilled. All other chemicals used were of laboratory 
reagent grade.

Procedure. An outgassing at 500° under vacuum 
below 1 X 10~6 Torr for 8 hr was adopted as the stan­
dard pretreatment. Alcohol vapor was admitted and/ 
or exhausted in increments and allowed to equilibrate 
for 15 min before the spectrum was recorded at X10 
ordinate scale expansion.

In experiments requiring a deposited monolayer, the

Frequency (cm'1)

Figure_l. Absorbance spectra for a calcium stearate monolayer
on (4150) a-AbCt:------, parallel polarized beam; ------,
perpendicularly polarized beam.

Blodgett method8 was used. The prisms were out- 
gassed under the conditions given above, removed from 
the vacuum chamber, and immediately submerged in a 
prepared calcium carbonate buffer, pH 9. Stearic acid 
was spread above the crystal from a hexane solution, 
compressed with an oleic acid piston, and allowed to 
equilibrate about 10 min. The crystal was then drawn 
through the compressed calcium stearate monolayer 
mechanically at a rate of 1 cm/min and immediately re­
turned to the vacuum chamber.

Results and Discussion
Deposited Monolayers. A monolayer was considered 

useful when the water-supported monolayer change in 
area during deposition was within 10% of the geometric 
area of the crystal. The spectrum of a typical calcium 
stearate monolayer deposited on the (4150) crystal is 
given in Figure 1. The perpendicular to parallel ab­
sorbance ratio, A l/A\\, for the asymmetric methylene 
stretch (2918 cm-1) is 1.90 and, as discussed below, 
indicates that the stearate molecules are orientated 
nearly normal to the surface of the crystal. This is the 
expected orientation for deposited monolayers.6 An 
upper limit for the absorbance ratio can be estimated 
from the calculated electric field amplitudes at the 
interface but in the rarer medium assuming UDit elec-

(6) (a) G. L. Gaines, Jr., “ Insoluble Monolayers at Liquid-Gas Inter­
faces,”  Interscience, New York, N. Y., 1966; (b) J. W . Menter
and D. Tabor, Proc. Roy Soc. Ser. A, 204, 514 (1950); (c) L. H.
Germer and K. H. Storks, J. Chem. Phys., 6, 280 (1938).
(7) A. Yelon and G. L. Haller, “ Growth, Structure, and Properties 
of Surface Oxides,”  Final Report on Grant RSA-69-8, Connecticut 
Research Commission.
(8) K . B. Blodgett, J. Amer. Chem. Soc., 57, 1007 (1935).
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trie field for the radiation propagating within the crys­
tal.3'9'10 Perpendicular polarization will set up an 
electric field with an amplitude

Ey
2 cos 6 

[1 -
1.75

across the 20-mm width of the crystal. Parallel polar­
ization will give rise to elliptical polarization with 
amplitude components

=  2(cos 9) [sin2 6 -  tosi2]*a =
(1 -  n3i2) '/ ! [(l +  mi2) sin2 d -  n312]Vl

along the 52-mm length and

Ez
2(cos 6 sin 0)n322

(1 -  n3i2) 1/2[(l +  n312) sin2 6 -  n3i2]1/!
0.96

normal to the crystal face. If the stearate molecule is 
normal to the surface, the C -H  bonds of the methylene 
groups will be in a plane parallel to the crystal surface. 
The fact that the adsorbance ratio for the asymmetric 
stretch (2918 cm-1) and the symmetric stretch (2856 
cm-1) are the same implies that the methylene groups 
are randomly oriented in this plane as has been found 
for built-up multilayers by electron diffraction.6b'c 
The absorbance is proportional to the square of the 
electric field amplitude so the predicted absorbance 
ratio for perfect orientation is A L/A\\ =  Ev2/Ex2 = 
2.13. The ratio of 1.90 is in good agreement with this 
prediction considering surface roughness on the molec­
ular scale. The fact that the ratio is as high as is found 
is probably accounted for by the ability of compressed 
films to bridge over surface roughness of the crystals.11 
Another limiting case is that obtained for completely 
random orientation.

A i  =  E,*
An Ex2 +  Ez2

1.28

This is in very good agreement for the absorbance ratio 
of 1.23 obtained for a thin film of stearic acid formed 
when the crystal is immersed in a dilute hexane solu­
tion and dried. Implicit in the above calculations is 
the assumption that the energy loss per reflection is 
small; i.e., the electric fields are not much perturbed by 
absorption at the interface. This assumption is justi­
fied and the reproducibility of our monolayers is demon­
strated in Figure 2 by the good linear relationship be­
tween absorbance12 and number of reflections.

OH Absorbances. The background spectrum of the 
(4150) crystal is shown in Figure 3 and is typical of the 
single crystal aluminum oxide used in this study. All 
three crystals are opaque in the infrared below 2100 
cm-1, are free of surface O-H and C -H  absorbances 
after outgassing at 500°, and exhibit sharp bands due to 
O-H  in the bulk of the crystal. The numbers and in­
tensity of these internal bands are properties of the 
individual crystals. The observed frequencies and

Figure 2. Absorbance for calcium stearate monolayer as a 
function of number of reflections through the monolayer.

Figure 3. Transmittance spectra for clean (4150) a-AJUlfi: 
upper curve, perpendicular polarization; lower curve, 
parallel polarization.

relative intensities for respective crystals are 3166, 
3187, 3218, 3233, and 3280 cm -1 (weak) for (0001),

(9) Perpendicular and parallel polarization refer to the orientation 
of the electric field vector of the radiation propagating in the crystal 
relative to the plane defined by the incident and internally reflected 
beam.
(10) e is the angle of incidence and is equal to 45°. mi = m/m and 
« 3 2  =  m/m. The indices of refraction for aluminum oxide, ni, and 
gas phase, « 3, are 1.70 and 1.00, respectively. The value of m used 
was 1.5 for both monolayer [A. C. Hall, J . Phys. Chem., 74, 2742 
(1970)] and alcohol. For calculations concerning water or surface 
OH, m = 1.3 (bulk water) was assumed.
(11) J. J. Bikerman, Proc. Roy. Soc. Ser. A, 170, 130 (1939).
(12) Except for spectra given in Figures 1, 3, 5, and 11, absorbances 
are those obtained with the partially polarized beam of the spectrom­
eter measured at the band maximum.
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Figure 4. Absorbance spectra for water on (0001) a-AUCb at
30°: (a )------, weakly adsorbed; (b )------,
more strongly adsorbed.

3166, and 3280 cm-1 (medium) for (1123), and 3166, 
3187, 3218, 3233, and 3313 cm-1 (strong) for (4150). 
This internal O-H impurity is probably associated with 
metal impurities and/or aluminum ion vacancies.18 
None of the internal O-H bands are affected by adsorp­
tion on the surface or the outgassing procedure, but 
presumably are deuterium exchangeable above 1000°.14

Figure 4 depicts the absorbance measured for surface 
OH. When the crystals are evacuated for a few 
minutes at room temperature, a considerable amount of 
physically adsorbed water is removed, Figure 4a. 
When the crystal is subsequently heated to 500° under a 
vacuum, a further decrease in absorbance below 3600 
cm-1 results, Figure 4b. Most of the desorption of 
this strongly bound OH occurs below 370°. The phys­
ically adsorbed water is rapidly reversible but OH re­
moved at high temperatures requires several hours at 
ambient water vapor pressure to return to its former 
state. Accordingly, the physically adsorbed water 
readily exchanges with D 20  at room temperature while 
other adsorbed water (probably held as surface hy­
droxyls) exchanges only very slowly.

The very large polarization effect indicated in Figure 
3 is characteristic of all such absorptions in the three 
crystals and indicates that the O-H dipole is in the close- 
packed oxygen plane (perpendicular to the c axis). 
This is particularly easy to see in the case of the (4150) 
crystal. The geometry used will place the c axis 
normal to the plane of incidence of the reflected beam. 
Thus, parallel polarization (electric field normal to the 
c-axis) results in a very large absorbance while the ab­
sorbance for perpendicular polarization (electric field 
parallel to c axis) is near zero.

If the structure of the surface is represented by the 
structure of bulk below it (evidence that suggests that 
this is essentially the case is given below), the surface 
OH would be expected to be oriented parallel to the sur­
face on the (0001) crystal, nearly parallel on the (1123) 
crystal, and about the normal to the surface on the (4150)

crystal. Experimentally, all absorbance due to 
strongly bound surface OH is found to be consistent 
with a randomly oriented dipole. An explanation for 
this and the very broad bands observed (compare 
Figure 4 to Figure 3) can be given in terms of the mobil­
ity of the protons on the surface of the crystals. (Hy­
drogen bonding also causes band broadening, but it is 
difficult to imagine the surface OH more extensively 
hydrogen-bonded than the internal OH). The large 
band widths that result when boehmite (monohydrate 
of aluminum oxide) is heated have been attributed to 
proton delocalization.15 At elevated temperatures dis­
crete vibrational energy levels above a specified level 
disappear and the probability of proton tunneling 
through the potential energy barrier approaches the 
absorption frequency. We observe a very similar be­
havior for internal OH in «-aluminum oxide. At tem­
peratures around 400° these absorptions are very 
broad and slightly shifted to higher frequency (due to 
the thermal expansion of the crystal unit cell). If a 
proton is mobile at 400° within the crystal lattice, it is 
reasonable to expect surface proton mobility at room 
temperature and, therefore, broad peaks which appear 
to be the absorbances of randomly oriented dipoles.

In contrast to the strongly bound surface OH, the 
physically adsorbed water does appear oriented. This 
does not imply an absence of mobility in this layer, but 
suggests molecular movement with a preferred orien­
tation relative to the surface. If we assume that the 
molecular water moves randomly across the surface but 
hydrogen bonding always directs the hydrogens (or the 
oxygen) toward the surface, we can estimate the angle 
between the plane defined by the water molecule and 
the plane of the surface. For the (0001) crystal, this 
angle is about 11°. Another indication that this phys­
ically adsorbed water is in close association with the 
alumina surface is the position of the absorbance max­
imum. The absorbance maximum of the physically 
adsorbed water is shifted 30-50 cm-1 to higher fre­
quency relative to bulk water at the same temperature. 
This result may be interpreted as a consequence of 
diminished intermolecular hydrogen bonding due to the 
unfavorable geometry imposed by interaction with the 
surface.

One other kind of hydroxyl absorption, the isolated 
OH absorbing in the 3700-cm-1 region observed on high- 
area 7-alumina,1'16 should be mentioned. These were 
not seen on the single crystals except in two instances. 
An absorption at 3750 cm-1 was recorded on the (4150)

(13) (a) F. K. Volynets, V. G. Vorobev, and E. A. Sidorova, Zh.
Prikl. Spektrosk., 10, 981 (1969); (b) R . F. Belt, J. Appl. Phys.,
38, 2688 (1967).
(14) R. Muller and Hs. H. Gtinthard, J. Chem. Phys., 44, 365 
(1966).
(15) J. J. Fripiat, H. Bosnians, and P. G. Rouxhet, J. Phys. Chem.., 
71, 1097 (1967).
(16) J. B. Peri and R. B. Hannan, ibid., 64, 1526 (1960).

The Journal o f  P hysical Chem istry, V ol. 74-, N o . 25, 1970



4390 G a r y  L. H a l l e r  a n d  R ic h a r d  W. R ice

crystal after repolishing and on the (1123) crystal after 
heating it above 1000° in hydrogen. This peak was 
broad on the (4150) crystal on which physically ad­
sorbed water remained and was sharp (comparable to 
the internal OH) on the (1123) crystal which did not ex­
hibit any other surface OH absorbance. The 3750- 
cm-1 band was removed from both crystals on heating 
to 500° under vacuum and did not reappear when the 
crystals were exposed to water vapor.

Alcohol Adsorption. The spectrum in the CH 
stretching region of n-amyl alcohol adsorbed on the 
(4150) crystal at 1.12 Torr pressure, Figure 5, suggests 
an ordering in the adsorbed layer. The absorbance 
ratio for asymmetric stretch of the CH2 group (2935 
cm-1) is about 1.6, i.e., the average amyl alcohol mole­
cule is probably more or less erect but not as near the 
normal to the surface as is calcium stearate. The ab­
sorbance ratio for adsorbed amyl alcohol was somewhat 
lower on the (0001) and (1123) crystals and the inter­
pretation is complicated by depolarization within these 
crystals,17 but the absorbed alcohols are clearly ordered 
here too. More quantitative calculations concerning 
the average dipole orientation can be made if the ab­
sorbance ratio is measured at more than one angle of 
reflection (the optical system used in this work re­
stricted measurements to 45°).

Experimentally, it was noted that absorbance ratios 
for the asymmetric stretch of the terminal CH3 group 
of straight-chain hydrocarbons are rather less sensitive 
than those for the CH2 group to the orientation of the 
molecule. Therefore, the ratio of the absorbance of 
the asymmetric CH3 stretch for n-amyl alcohol (2965 
cm-1) absorbed from the gas phase to that observed 
for the deposited stearate monolayer is taken as a mea­
sure of the fractional surface coverage 6. It should be 
pointed out that 6 defined in this manner is a fraction of 
the total surface covered and not the fractional cov­
erage of surface sites capable of chemisorbing alcohol. 
6 = 1 is equivalent to one molecule/20 A 218 or 5 X 1014 
molecules/cm2. Isotherms obtained on all three crys­
tals at 30 and 120° are shown in Figures 6 and 7, re­
spectively. Below 6 =  0.1 there always remains some 
alcohol irreversibly adsorbed which is removed by 
heating to higher temperatures. The calculated iso- 
steric heats of adsorption at 8 =  0.4 are given in Table 
I. Isosteres at various coverages on the (0001) crys­
tal are shown in Figure 8 and are representative of 
those obtained on the other crystals. n-Amyl al- * 0001

Table I

Isosteric heat of
C rystal adsorption , 0 =  0 .4 ,

orientation  k ca l/rao l

(0001) 13
(1123) 19
(4150) 26

Figure 5. Absorbance spectra for 1.12 Torr of ra-amyl
alcohol on (4150) a-AhOe at 3 0 ° : ------, parallel polarization;
------, perpendicular polarization.

Figure 6. Adsorption isotherms of n-amyl alcohol on 
three crystal faces of «-AI2O3 at 30°.

cohol has been chosen for discussion because it gives 
reasonably intense CH2 stretch absorbance (indicating 
orientation) and the CH3 group is sufficiently removed 
from the terminal oxygen so that perturbation correc­
tions on the calculated coverages are unnecessary.19

(17) It is not possible to find an orientation of a biréfringent crystal 
such as aluminum oxide which will provide a unique index of refrac­
tion for the geometry used in this work. In principle, the beam is 
double refracted and split into an ordinary and extraordinary ray. 
The refractive indices for the ordinary and extraordinary rays are 
not too different for aluminum oxide, being 1.7023 and 1.6943, respec­
tively, at 24° and 3.303 y. Thus, beam divergence is much less a 
problem than is strain introduced in the polishing operation. Each 
crystal was checked for beam depolarization by placing a beam 
polarizer before the crystal entrance and a second polarizer rotated 
90° after the crystal exit. Both the (0001) and (1123) crystal 
depolarized about 30% of the beam but the (4150) crystal was free 
of depolarization effects.
(18) Reference 8a, p 162.
(19) H. V. Drushel, W. L. Senn, Jr., and J. S. Ellerbe, Spectrochim. 
Acta, 19, 1815 (1963).
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Figure 7. Adsorption isotherms of n-amyl alcohol on 
three crystal faces of a-Al20 3 at 120°.

T‘ 'xlO?(°K)

Figure 8. Isosteres for (0001) a-Àl20 3.

If one corrects for perturbation of the CHS group and 
plots d as a function of reduced pressure, all of the 
straight-chain Ci through C6 alcohols result in a common 
isotherm within experimental error. In addition, the 
isosteric heat of adsorption of n-butyl alcohol is the 
same as n-amyl alcohol on the (0001) crystal.

Before attempting to discuss the adsorptive capac­
ity and heats of adsorption on the three crystals in 
terms of their surface structure, we must consider the 
question of surface disorder. LEED studies of me­
chanically polished (0001) surfaces have been reported 
by several authors4 and Chang4d has also investigated the 
(1123) surface. The polished surfaces always give 
weak and diffuse diffraction before heating under 
vacuum. After heating to between 600 and 8000 LEED 
patterns which have the symmetry of the parent planes 
are obtained; above 800° the (0001) surface rearranges. 
To assess the reproducibility of the polishing operation, 
we determined the n-amyl alcohol adsorption isotherm

Figure 9. Adsorption isotherms for (1123) q-A1203 at 30° after 
various treatments.

on a 2-mm (1123) crystal, repolished the crystal to 0.5 
mm, and again measured the isotherm. The amount of 
alcohol adsorbed at low coverages was not much 
changed, but the coverage was about 10% lower on the 
0.5-mm crystal at pressures above 0.1 Torr as is shown 
in Figure 9. Subsequently the 0.5-mm (1123) crystal 
was annealed above 1000° in flowing hydrogen, ex­
posed to air at room temperature, and outgassed under 
vacuum in the usual way. The isotherm of n-amyl 
alcohol before and after this treatment was the same 
within experimental error. Of course, this could imply 
that we have reproducibly contaminated surfaces since 
our vacuum never exceeds 1 X 10-8 Torr, although the 
LEED work on the (0001) surface indicates a bulk 
structure at the surface even at much higher pressures.40 
We hope to check this in the near future by converting 
to an ultrahigh-vacuum system. It should also be 
pointed out that, with hindsight, one would choose the 
heat of adsorption instead of an individual isotherm to 
probe changes in the surface.

Another method of eliminating surface disorder on 
mechanically polished crystals is chemical etching. 
When the (0001) surface was etched with phosphoric 
acid at 400°, a good LEED pattern was obtained.4b 
The same treatment applied to our (4150) crystal re­
sulted in microscopic etch lines. The highly faceted 
surface exposes surface of unknown orientation and re­
sults in considerable energy loss at higher frequencies 
due to surface scattering. We report it because it re­
sults in an interesting change in orientation of ad­
sorbed alcohol. Figure 10 shows the isotherms before 
and after etching the (4150) surface. Figure 11 is the 
spectrum in the CH stretching region of n-amyl al­
cohol adsorbed on the etched (4150) surface at 1.12 
Torr and is to be compared with Figure 5. The ab­
sorbance ratio, A x/ A  ¡1 *for the CIL asymmetric stretch 
is now 1.1 compared to 1.6 before etching. The low 
ratio and the significant difference between the ratios 
for the asymmetric and symmetric CH2 stretch20 are
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Figure 10. Adsorption isotherms at 30° for (4150) a-Al203 
before and after etching in phosphoric acid at 400°.

both consistent with ordered molecules more or less 
lying down on the surface.

The simplest correlation involving surface structure 
might be one between number of sites on a given surface 
and molecules adsorbed by that surface. We will as­
sume that the adsorption site requires one or more sur­
face aluminum ions which are coordinatively unsat­
urated (coordination number less that 6, the bulk co­
ordination number) and use structural arguments sim­
ilar to those proposed for a-chromium oxide.21 The ep­
oxides of both aluminum and chromium have trigonal 
structures that can be represented as a hexagonal close- 
packed oxide ion lattice with two-thirds of the octa­
hedral holes filled by metal ions. If we form the (0001) 
surface by cleaving the crystal through a plane of close- 
packed oxide ions, half of the oxide ions of this plane 
must be moved to each surface formed in order to 
maintain electrical neutrality. Each Al3+ in this sur­
face would be five-coordinate but could return to full 
coordination by adsorption of a water molecule. 
Movement of a proton from the adsorbed water mole­
cule to an adjacent oxide ion results in a surface of 
close-packed hydroxide ions. If we reverse this step 
and desorb a water molecule by condensing any hy­
droxide and adjacent proton, we generate two five-co- 
ordinate surface Al3+ ions and one two-coordinate 0 2~ 
ion22 (O2- is four-coordinate in the bulk). We take 
these coordinative unsaturated Al3+ ions and the ac­
companying O2"  ion as our site for dissociative adsorp­
tion of alcohol. The number of such potential sites is 
just the number of pairs of Al3+ under the close-packed 
hydroxide surface [i.e., the number of Al3+ pairs in any 
(0001) plane of the bulk]. We can imagine a similar 
arrangement on the (1123) and (4150) surfaces and 
again calculate the number of potential sites as the 
number of A l3+ pairs in the respective planes of the 
bulk. These calculated densities of potential sites23 
are tabulated along with the measured saturation cov­
erages at 120° (extrapolation of the linear portion of the 
isotherms in Figure 7 to zero pressure) in Table II.

Table II

C rystal

Saturation 
A l3+ coverage, 

pair sites, 120°,

S aturation  
co v e ra g e / 
A l3+ pair

orientation X  10“  cm  “ 2 X  10“  c m “ 2 sites

(0001) 5.09 1.5 0.29
(1123) 2.45 0.83 0.34
(4150) 1.22 0.31 0.25

Freguency (cm"1)

Figure 11. Absorbance spectra for 1.12 Torr of n-amyl 
alcohol on (4150) a-Al20 3 at 30° after etching in 
phosphoric acid at 400°.

We chose saturation coverages to minimize the effect of 
the varying heats of adsorption and the isotherms at the 
highest temperature measured to avoid contribution 
from physical adsorption (hydrogen bonding to hy­
droxide or oxide not directly involving Al3+ ions).24

The ratio of adsorbed alcohol molecules to calculated 
number of sites is suprisingly constant from surface to 
surface, being about 0.3 at 120°. This constancy may 
be, in part, fortuitous in light of the differences in the 
Al3+ pair sites on the three surfaces. The A13+-A13+

(30) The dipole changes for the symmetric and asymmetric stretch 
of CH2 lie in the H-C-H plane and are normal to each other. There­
fore, if the CH2 group can rotate freely about the axis of the carbon 
backbone of the molecule or if the molecules are randomly oriented, 
the ratios A^/A^ (symmetric stretch) and A\_/Av (asymmetric 
stretch) will be equal.
(21) R. L. Burwell, Jr., G. L. Haller, K . C. Taylor, and J. F. Read, 
Advan. Catal., 20, 1 (1969).
(22) Reference 21, p 9.
(23) (a) A hexagonal unit cell with a =  4.7589 A and c =  12.991 A 
was used to calculate site densities. Perfect close-packing of O2- 
with an average O2“  diameter of a /V 3  and a spacing between close- 
packed planes of c /6  was assumed; (b) R. E. Newham and Y . M . 
DeHaan, Z. Kristallogr., 117, 235 (1962).
(24) R. O. Kagel, J. Phys. Chern., 71, 844 (1967).
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distance is smaller on the (4150) surface than on the 
other two surfaces (2.65 A compared to 2.79 A ).23b 
The average coordination number for the pair of Al3 + 
ions in the site is approximately 9, 7, 5,28 and the av­
erage area per site is 20, 40, and 80 A2 on the (0001), 
(1123), and (4150), respectively. Presumably these 
differences will be reflected in the strength of bonding 
to a much greater degree than they are in the saturation 
coverages. In fact, the heats of adsorption increase as 
coordination of the pair site and intermolecular repul­
sion decrease (area per site increases) as would be ex­
pected, and, as previously emphasized,26 there will be 
a contribution from bonding of the proton that will be a 
function of the unsaturation of the oxide ion to which it 
bonds, but it is not possible to define the stereochem­
istry precisely.

The assumed dissociative adsorption has been pre­
viously proposed for alcohol adsorption of 7-aluminum 
oxide24 and appears justified on a-aluminum oxide by 
the high heats of adsorption. The formation of a weak 
band like that recorded for the strongly bound OH, 
Figure 4b, accompanies alcohol adsorption and is addi­
tional evidence for dissociation. Since this band is not 
affected by the manner or degree to which the alcohol is

dried and does not appear when ether is adsorbed, it is 
not likely due to water impurity in the alcohol.27'28
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heat of adsorption of CH3OH on micro single crystals of a- 
AI2O3 was measured calorimetrically. The heat of adsorption of 
methanol falls from an initial value of 31 to 10 kcal/mol at BET 
monolayer coverage. A Qualitative comparison between the two 
sets of results is made difficult by the differing outgassing tempera­
tures (Yao outgassed at 900°) and the fact that only 80%  of the ex­
posed surface of the micro crystals was of the (0001) orientation. 
However, if we attempt to normalize surface coverages by compar­
ing coverage beyond the point where alcohol can be desorbed at room 
temperature the agreement is not unreasonable.
(28) Y.-F. Y . Yao, J. Phys. Chem., 69, 3930 (1965).
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The Formulation of Transition State Theory for a Reaction Proceeding 

by Simultaneous Mechanisms with a Common Transition State.

I. Simple Direct Formulation

by Margaret Robson Wright and P. G. Wright*
Department of Chemistry, The University, Dundee, Scotland (Received January 1 4 , 1970)

If alternative paths of reaction involve a common transition state, each contribution to the rate is given by 
a transition state expression incorporating an additional factor. In this respect, a “nonequilibrium” transition 
state theory is required. For both thermal and nonthermal conditions, this factor can be equated to the frac­
tional contribution to the rate in conditions in which there is equilibrium between the alternative sets of reac­
tants. The bearing of this formulation on the reaction between hydrogen and iodine is considered. However, 
for this particular reaction it seems likely that the two conceivable mechanisms would involve different transi­
tion states.

1. Introduction
Some cases have recently been discussed1-4 in which, 

for reasons associated with the symmetry of the acti­
vated complex, the correct application of transition 
state theory is not quite straightforward. Another sit­
uation involving special features would arise if there 
were a reaction capable of proceeding by parallel mecha­
nisms having a common transition state. This question 
has been considered,4-6 in particular, in connection with 
the reaction7 between hydrogen and iodine.

Consider, for definiteness, a reaction in which L2 and 
M2 give 2LM at an overall rate which might include con­
tributions from both of two distinct mechanisms

L2 +  M2 2LM (1)

and

fcmol[L2 ][M2] +  M L 2 KM] 2

In a discussion of the experimental results7 for the 
reaction between hydrogen and iodine, Noyes5'6 has 
considered two conceivable cases for such a system.
(i) The activated complex formed in reaction 1 (molecu­
lar mechanism) might be the same as that formed in 
reaction 2 (atomic mechanism)

L2 -)- M2

\
activated  OT . ,
complex 2LM

/
U  +  2M

(ii) Reaction 1 might proceed only via an activated 
complex different from that in reaction 2

L2 +  2M — ► 2LM (2)

The overall rate w'ould be

fcmol[L2 ][M2] +  &atJL2 ][M ] 2 

For a thermal reaction, with

[M]2/[M 2]

equal to the equilibrium constant K  for the dissociation 
of molecular to atomic M, the overall rate would take 
the form

L2 -)- M2 — >■ 

L2 -j- 2M — ^

activated
complex
a different
activated
complex

\
/

2LM

The discussion which follows relates to the first of 
these alternatives, a situation which could be repre­
sented very roughly by a potential energy contour dia­
gram with two reactant valleys leading to a common 
col (Figure 1).

fcth [L2 ] [M* ]
with

htb. hmo\ ~h Ait-N

In other circumstances (such as a photochemical re­
action), the more general expression for the overall 
rate is required.

* To whom correspondence should be addressed.
(1) E. W. Schlag, J. Chem. Phys., 38, 2480 (1963).
(2) E. W. Schlag and G. L. Haller, ibid., 42, 584 (1965).
(3) D. M . Bishop and K. J. Laidler, ibid., 42, 1688 (1965).
(4) J. N. Murrell and K. J. Laidler, Trans. Faraday Soc., 64, 371 
(1968).
(5) R . M. Noyes, J. Chem. Phys., 47 , 3097 (1967).
(6) R . M . Noyes, ibid., 48, 323 (1968).
(7) J. H. Sullivan, ibid., 46, 73 (1967).
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L2+M2 Lz + 2M

F igure 1. S chem atic p oten tia l energy contour d iagram  for  
reaction  b y  sim ultaneous m olecular and atom ic m echanism s 
proceed ing  via a com m on  transition  state : abscissa, r im ; 
ordinate, rLM.

Noyes6 has considered inter alia whether it might not 
be that for such a situation an approach based on transi­
tion state theory is invalid in principle. It will be 
argued here that it is by no means inappropriate to 
describe such a reaction in terms of transition state 
theory, and explicit attention will be given to what is 
the correct formulation.

There seems to be no dispute as to the propriety of 
applying transition state theory in case ii, in which the 
activated complexes for the two mechanisms are dif­
ferent.

2. A Spurious Formulation
In the first of his two papers, Noyes6 drew attention 

to an argument to the effect that if molecular and 
atomic mechanisms proceed via a common transition 
state, then (i) the rate constant kmo\ for the reaction 
occurring via the molecular mechanism 1 is always given 
by

I ' T
—  exp[ -  (Gx * -  G^)/RT] (Noyes’6 eq 4) 
h

where A represents the reactants L2 +  M 2 in reaction 
1, and X  represents the activated complex; (ii) the 
rate constant A)at for the reaction occurring via the 
atomic mechanism 2 is always given by

k T
—  exp[— (Gx * -  Gb®)/RT] (Noyes’6 eq 5) 

h

where B represents the reactants L2 +  2M in reaction 
2; (iii) the rate constant kth for the overall thermal 
reaction is always given by

k T
~  e x p [-(G x* -  G ^)/RT] 
h

(iv) since in the thermal reaction there is equilibrium 
with respect to the dissociation M 2 ;=± 2M (equilibrium 
constant K), it then follows that

t̂L ~ &mol ' k&iK

These expressions 4 and 5 cited by Noyes are, how­
ever, not generally exact. The former gives fcmoi only 
if the atomic mechanism makes no contribution to the 
overall thermal rate. Similarly, the latter gives fcat only 
if the molecular mechanism makes no contribution to 
the overall thermal rate. They do not apply if there 
are contributions from two distinct mechanisms (molec­
ular and atomic) with a common transition state.

The spurious relations cited seem to arise from a view 
that if transition state theory is to be applied to a mech­
anism

L2 -f- M2
<

<

activated 
complex X

L2 +  2M

2LM

then it is necessary that (i) whenever a reaction pro­
ceeding even in part by way of L2 +  M 2 . .. is con­
sidered, whether for thermal or for nonthermal condi­
tions, the quotient o: concentrations

[X ]/[L 2][M2]

must be equated to its equilibrium value, the equi­
librium constant for the process L2 +  M2 X , and 
simultaneously that (ii) whenever a reaction proceed­
ing even in part by way of L2 +  2M . . .  is con­
sidered, the quotient of concentrations

[X ]/[L 2][M ]2

must similarly always be equated to its equilibrium 
value.

Save, however, for the thermal reaction (when X  is 
virtually in equilibrium both with L2 +  M 2 and with 
L2 +  2M), such is not the case. If (as in a photo­
chemical reaction) there fails to be equilibrium in the 
reaction M2 2M ([M ]2/[M 2] ^  K), there is no more 
cogent reason for equating [X ]/[L 2][M ]2 to {K  for 
L2 +  2M X } than there is for equating [X ]/ [L2] [M2 ] 
to {K  for L2 +  M s X } ; and it is not possible for 
both equalities to hold.

For in all circumstances

[X] =  [X] [M]2
[L2][M2] [L2][M ]2‘ [M2]

and in particular 

{ K  for L2 +  M 2 ^  X } =

[K  for L2 +  2 M Z ^ : X } - X  

It then follows that if [M ]2/[M 2] K, then, with one
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of the other quotients equal to the corresponding K, 
the remaining one cannot be.

From the fact that in applications of transition state 
theory to simple cases in which there is only one set of 
reactants from which the activated complex can he formed

[activated complex] /[activated complex] 
[reactants] \ [reactants]

it does not follow that such a relation must necessarily 
hold in the form of the theory appropriate to other 
cases. Rather, any such “ equilibrium assumption” 
is to be replaced by (rate at which a given set of reac­
tants, by passing through the critical configuration of 
the activated complex, is converted into a given set of 
products) =  (rate at which this occurs in an equilibrium 
mixture in which each species of this particular set of 
reactants is present in a concentration equal to that in 
which it is present in the actual reacting mixture).

The present case, in fact, is one of the situations in 
which it becomes important that transition state equa­
tions can8-10 be formulated without appeal to any 
“ equilibrium assumption.”

3. Simple Consistent Formulation for a Reaction 
Proceeding by Simultaneous Mechanisms with 
a Common Transition State

In a reaction proceeding by simultaneous mechanisms 
with a common transition state, let 0moi denote the 
fraction of the total rate which in the thermal reaction 
is due to the molecular reaction 1 (L2 +  M2 ...), and 
0at the fraction which in the thermal reaction is due to the 
atomic reaction 2 (L2 +  2M -*■...).

0mol ~1" 0at 1

The overall rate of reaction can always be formulated 
as v [X] where c is the overall frequency of breakdown of 
the activated complexes, irrespective of whether they 
were formed in reaction 1 or in reaction 2, to give prod­
ucts.

The molecular contribution to the overall thermal 
rate is therefore

4396

0moir [X]therm al

With the overall thermal rate r[X thermal equal to 

kT
[L2][M2] ~  exp[ — (Gx^ — Ga®)/RT)

since the molecular contribution to it is fcmoi[L2] [M2], 
it follows that

kT
km01 =  emol—  exp[—(Gx * -  Gk®)/RT] 

Similarly, by considering the atomic contribution

0atr [ X  ]thermal

to the overall thermal rate, it is found that on the same 
basis

fcat = 0at—  exp[—(Gx* -  G^)/RT] 
h

It is these equations, and not those that were cited 
by Noyes,6 that furnish a consistent formulation in 
terms of transition state theory. Noyes’6 expression 4 
would hold if 0moi = 1, and expression 5 if 0at = 1, but 
neither is correct if 0moi and 0at both lie in the range
0 <  0 <  1. In fact, the expressions omitting 0’s follow 
direction from the “ equilibrium assumption,”  which is 
here inappropriate.

The conditions of the thermal reaction have here 
been considered in order to obtain expressions for the 
two individual rate constants kmol and fcat. Having 
been evaluated, these rate constants can now be em­
ployed to write down an expression for the rate in non- 
thermal conditions

kT
[L2][M2]0mol—  ex p [-(G x * -  G ^)/RT] +  h

kT
[L2] [ M R ty  e x p [-((?x *  -  G ^)/RT]

For example, consider a photochemical reaction with 
M2 dissociated to M to a greater extent than in a ther­
mal system. Of the total rate, a fraction less than 
0moi would be due to reaction 1 (L2 +  M2 —► . . . ) ,  and a 
fraction greater than 0at would be due to reaction 2 
(L2 +  2M —*■...).

The need for factors 0 is implicit in some earlier 
discussions.1-3

4. Application to the Reaction 
between Hydrogen and Iodine

Sullivan7 conducted experiments on the photochem­
ical reaction between hydrogen and iodine at tem­
peratures at which the thermal reaction would be negli­
gible. He thereby determined fcat over a range of rela­
tively low temperatures and found by extrapolation 
that the thermal rate at higher temperatures could be 
fully accounted for as due to the atomic reaction alone.

H2 +  21 — >  2H1

If both H2 +  I2 and H2 +  21 could form the same 
activated complex, the analysis of section 3 above would 
be applicable. Sullivan’s7 results would then indicate 
that, within experimental error, 0moi = 0 and 0at =  1.

However, it would be widely expected that, if there 
really were potential energy contours as in Figure 1, 
H2 +  I2 would be capable of conversion into the acti­
vated complex, and so to products—which would give 
a value of 0moi not vanishingly small.

This consideration suggests that it could very well be

(8) M . A. Eliason and J. B. Hirsohfelder, J. Chem. Phys., 30, 1426 
(1959).
(9) J. Ross and P. Mazur, ibid., 35, 19 (1961).
(10) K. J. Laidler and J. C. Polanyi, Progr. Reaction Kinetics, 3,
1 (1965).
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H2+ I 2 H2 + 21

Figure 2. Schematic potential energy contour diagram for 
the reaction between hydrogen and iodine, on the assumption 
that a barrier lies between H2 +  I2 and the activated 
complex of a termolecular atomic mechanism H2 +  21 — . . . . 
The shading denotes the region for which the potential 
energy exceeds a certain value lying between those for the 
two activated complexes: abscissa, rn; ordinate, m .

that the reaction between hydrogen and iodine is not 
an instance of the situation envisaged above, but is of 
the type

„  , activated
2 2 complex \

X2H1

H2 +  21 — > activated 
complex

with a barrier lying between H2 +  I2 and the activated 
complex of the atomic mechanism. Such a situation 
can be illustrated roughly by a potential energy contour 
diagram (Figure 2).

If such be the case, then, of the two distinct activated 
complexes, that formed from H2 +  21 is so much the 
more stable that there is no appreciable contribution 
from any molecular mechanism. Sullivan’s results 
imply a difference in stability corresponding to a stand­
ard free-energy difference of at least 3 kcal mol-1.

Relation to the Reverse Reaction. The forward reac­
tion (hydrogen +  iodine -* -...) may be considered in 
relation to the reverse reaction (decomposition of HI).

If the molecular mechanism 1 and the atomic mech­
anism 2 were to proceed via a common transition state, 
then the reverse reactions

2HI — >  H2 +  I2 ( - 1 )

2HI — >  H2 +  21 ( - 2 )

would necessarily proceed via a common transition 
state, capable of dissociating either into H2 +  I2 or 
into H2 +  21. The rates of these reactions would then

be in the ratio of transmission coefficients (x_j and 
k- 2, say), and the quantities 0 would necessarily satis­
fy the equation

0mol/0at “  X_l/x_2
If, on the other hand, each of (1) and (2) has its own 

distinct transition state, then so also must ( —1) and 
( — 2). That is, encounter of two HI molecules could, 
in principle, produce either an activated complex giving 
rise to H2 +  I2 or a different activated complex giving 
rise only to H2 +  21. This possibility is exemplified 
in Figure 2.

Finally, it may be noted that formation of HI by the 
atomic mechanism might well occur not in a single step

H2 +  21 - h* 2HI

but as a sequence of two steps4'7

H2 +  I ^  h 2i 
H2I +  I —*• 2HI

involving an intermediate H2I of a type which has been 
invoked11-18 in studies on the recombination of atomic 
iodine. Were such the case, the reverse reaction would 
proceed by the conversion of 2HI into H2I +  I, the 
H2I thus formed decomposing only subsequently.

5. No Paradox
Both in his preliminary note5 and in his full final 

paper,6 Noyes raised a question as to whether there 
might be some basic paradox associated with transition 
state theory. Now consider, from this standpoint, 
each of the alternative mechanisms.

(i) If  molecular and atomic mechanisms proceed 
through a common transition state, then Sullivan’s 
experiments show that (in the present notation) 0moi is 
zero, within experimental error, and 0at unity. There 
is no paradox here. The point is perfectly easy to 
understand on the present formulation when the appro­
priate fractions 0moi and 0at are included in the transition 
state equations.

(ii) On the other hand, the two mechanisms might 
proceed through different transition states. Noyes6 
regards this as not in itself involving any difficulty in 
principle. However, if there are two distinct transition 
states, then Sullivan’s results require that the transi­
tion state for the molecular mechanism is the higher by 
at least 3 kcal mol-1. This, Noyes considers, might 
lead to difficulties in the following respects, (a) Of 
all transition states which might be envisaged, the 
planar trapezoidal

I ---------- 1
\ ✓

H— H

(11) E. Rabinowitch, Trans. Faraday Soc., 33, 283 (1937).
(12) O. K. Rice, J. Chem. Phys., 9, 258 (1941).
(13) G. Porter and J. A. Smith, Proc. Roy. Soc. Ser. A, 261, 28 
(1961).
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has widely been assumed to be likely to be the most 
stable and to be directly accessible both from H2 +  I2 
and from H2 +  21. If the most stable transition state, 
whether it be this or some other, is directly accessible 
both from H2 +  I2 and from H2 +  21, then doubt is cast 
on the possibility of there being two distinct transition 
states, especially if they differ by as much as 3 kcal 
mol-1. Acceptance of such an argument would lead 
back to point i previously, (b) Energetic arguments 
have been proposed6 suggesting that if there are two 
distinct transition states, then they are unlikely to 
differ by as much as 3 kcal mol-1. Again acceptance of 
this argument leads back to point i.

Neither a or b is at all compelling; the fact that they 
lead to a paradox seems adequate reason for rejecting 
them. The reasoning relies throughout on nothing 
more than considerations of plausibility. Each indi­

vidual statement in the analysis might a priori be either 
correct or incorrect.

In this connection, it is of particular interest that, 
according to Hoffmann,14 a direct molecular conver­
sion H2 +  I2 —► 2HI would for reasons of symmetry not 
be expected to proceed through the trapezoidal transi­
tion state.
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The Formulation of Transition State Theory for a Reaction Proceeding 

by Simultaneous Mechanisms with a Common Transition State.

II. Propriety of the Analysis

by P. G. Wright* and Margaret Robson Wright
Department of Chemistry, The University, Dundee, Scotland (Received January 14-, 1970)

It is shown, for a reaction proceeding by simultaneous mechanisms, that (i) straightforward considerations of 
molecular encounters require that, even if there is a common transition state, the total rate is always expres­
sible as a sum of distinct contributions from the several mechanisms, (ii) These considerations suggest strongly 
that each such contribution will be of the conventional kinetic form, (iii) A variant derivation of transition 
state equations indicates that the total rate is always a sum of distinct contributions, each of the conventional 
form; this is inferred within the framework of a formulation of transition state theory, (iv) It is physically 
possible (even though the geometry is mathematically exceptional) for the potential energy surface to be of 
the form which is required if there is to be a common transition state.

1. Introduction
In a preceding communication,1 a discussion has been 

given of the formulation of transition state theory for a 
reaction proceeding by simultaneous mechanisms (e.g.,2 
molecular and atomic) but with both mechanisms hav­
ing the same transition state. The discussion pro­
ceeded on the assumption that it is proper to apply 
transition state theory to such a reaction, and, taking 
this for granted, presented a consistent formulation for 
each of the mechanisms.

The present purpose is to examine certain aspects of 
the propriety of such a procedure. In view of the

doubts raised by Noyes,3 such an enquiry seems need­
ful. The topics considered in particular are the pro­
priety, for such a reaction, of expressing the total rate 
as a sum of distinct contributions each of the conven­
tional kinetic form; the propriety of so doing within the 
context of transition state theory; and the possibility, 
in principle, of there being a potential energy surface of

* To whom correspondence should be addressed.
(1) M . R. Wright and P. G. Wright, J. Phys. Chem., 74, 4394 (1970).
(2) J. H. Sullivan, J. Chem. Phys., 46, 73 (1967).
(3) R. M. Noyes, ibid., 47, 3097 (1967); 48, 323 (1968).
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such geometry as would allow two paths of reaction to 
proceed by way of a common transition state.

This discussion is concerned with the propriety, and 
not with the practical utility, of applying transition 
state theory to such reactions. The fact that it seems 
necessary to fall back on quantities 6 related to trans­
mission coefficients impairs the utility of the theory (at 
least until some further theory provides means whereby 
they may be predicted) but does not invalidate it.

2. Discussion in Terms of Molecular Encounters

It is demonstrable by straightforward consideration 
of molecular encounters that only if an improbable situ­
ation obtains can it fail to be admissible to express the 
total rate in a conventional additive form, such as1

Amoi[L2][M2] +  icat[L2][M ]2

The argument, assuming nothing about the activated 
complex, holds irrespective of whether the molecular 
and atomic contributions to the rate involve two dis­
tinct transition states or the same transition state.

Adopt the procedure, commonly used when treating 
chemical reactions and other phenomena in a gas not in 
equilibrium, of considering the translational motions of 
the molecules classically but the internal motions in 
terms of quantum states. On this basis, out of the 
molecules of species a, a certain fraction will be in inter­
nal quantum state a and have components of velocity 
in the short ranges wa to wa +  5ua, v& to ra +  8vh, w¡, to 
toa +  5w>a. This fraction may be written Faa(wa,ra,wa)- 
Sujvjwz, where the function F„a may, or may not, de­
part appreciably from the Maxwell-Boltzmann form 
appropriate to a gas in equilibrium.

For each possible set of reactants there will be a cer­
tain probability that an encounter of reactant molecules 
will lead to reaction. This probability will depend on 
the velocities and internal quantum states of the reac­
tant molecules, but will be independent of the distribution 
of velocities, of the distribution of internal quantum 
states, and of chemical composition.

It follows that, of encounters a +  b in which the 
molecule a is in internal quantum state a and has com­
ponents of velocity in short ranges as above, and the 
molecule b is in internal quantum state ¡3 and has com­
ponents of velocity in short ranges uh to Ub +  8ub, vb to 
Vb +  8vb , Wh to Wb +  SiVb, the number per unit volume 
per unit time which lead to reaction must be of the form

âab/3 (ca, Cb)n&Faa (ca) UbFbp (a ) SUzdVaSwJUbSVbSiVb

where ca has for brevity been written for (wa,ra,wa); 
n a, f t b  are the total numbers of molecules of species a,b 
per unit volume, and c^b^CaA) is a factor of pro­
portionality, independent of the distributions of veloc­
ities and internal quantum states and of chemical 
composition. (It is related to the probability that an 
encounter will lead to reaction.) The total number of

pairs of molecules a +  b reacting per unit volume per 
unit time is therefore equal to

E E / -  ■ • / wattb,3 (Ca, Cb) n&Faa (ca) Xa P
WbFb(3(cb)dwa. . .d A

For a reaction between L2 and M2̂ 2M , the total 
rate would be given by the sum of two such contribu­
tions: one just as above, with a = L2, b =  M2, and the 
other of the analogous form for ternary encounters a +  
b +  c, with a =  L2, b =  M, c =  M.

The two expressions, respectively, include factors nL2- 
nM2 and nL!wM2, but otherwise can depend on experi­
mental conditions only through the distributions of 
velocities and internal quantum states. In particular, 
only if change in experimental conditions leads to altera­
tion in the distribution of velocities or of internal quan­
tum states, of one or both of L2 and M, can there fail to 
be a distinct atomic rate fcat[L2][M ]2 (compare Sulli­
van4).

3. An Explicit Treatment within the Framework of 
a Formulation of Transition State Theory

To a situation corresponding to a potential energy 
contour diagram of the kind assumed in the preceding 
communication, apply the following variant (see Eyring, 
Walter, and Kimball5) of the more usual derivations of 
transition state equations. Treat motion along a re­
action coordinate classically, and all other degrees of 
freedom in terms of quantum states. Let a denote 
quantum states (with respect to these degrees of free­
dom) of reactants A, /3 of reactants B, and y  of products
C. Of molecules A (or, for L2 +  M2 —*• . . . ,  pairs of 
molecules) there will be a certain number per unit vol­
ume which are in quantum state a and lie along an ele­
ment 8rA of the reaction coordinate (for A) while moving 
with momentum between pA and pA +  8pA toward the 
col. This number per unit volume may be written

fAa(rA,pA)8rA8pA

Consider a region in the reactant valley remote from, 
the col. Then f Aa{rA.pA) will approximate very closely 
to its equilibrium value

constant - [A]e~'“/i:re ~^/2m*kT

(where mA is the relevant reduced mass and [A] denotes 
the relevant product of concentrations in cases where 
more than one reactant molecule participates).

Consequently, of molecules A (or pairs of molecules, 
etc.) in quantum state a and moving with momentum 
between pA and pA +  8pA along the reaction coordinate 
toward the col, the number per unit volume per unit 
time which pass through a given value of rA

(4) J. H. Sullivan, / .  Chem. Phys., 47, 3098 (1967).
(5) H. Eyring, J. Walter, and G. E. Kimball, “ Quantum Chemis­
try,”  Wiley, New York, N. Y., 1944, pp 306, 307.
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(pA/m A) , . .
— 7------ha (J'ajPa) 5rA5pA5rA

will approximate very closely to

constant ■ [A]e- “ A V paV W V S pa

Of these molecules, a certain fraction nay will be con­
verted into products C in quantum state y (with respect 
to degrees of freedom other than motion along the reac­
tion coordinate).

It  follows that the total number of molecules A (or 
pairs of molecules, etc.) converted into products C per 
unit volume per unit time is equal (very nearly) to

2 2  ' constant[A]e“ m/kTe“ PA!/2mAi:rpAdpA
a  y

This expression is the same as would apply if there 
were no possibility that C might also be formed from 
reactants B. It reduces to the simple form

constant - [A]

unless the xay vary with one or more of the concentra­
tions [A], [B], [C]—a variation that is in no way to be 
expected.

Thus, the total rate of formation of C is inferred, within the framework of a formulation of transition state theory, to be expected to take the form

k'[ A] +  fc"[B]

(for the reaction between L 2 and M 2 2M 

fcmol[L2][M2] +  /cat[L2] [M]2)

irrespective of whether or not there is equilibrium with re­spect to interconversion of A and B (here M2 ^  2M). 
There seems, then, to be little doubt that such an alge­
braic expression may properly be applied to both thermal 
and photochemical reactions (as in Sullivan’s work) and 
that the procedure is compatible with transition state 
theory.

4. Possibility of a Potential Energy Surface Having 
the Geometry Necessary to There Being a 
Common Transition State

It has been suggested6 that an activated complex will 
lie on one reaction coordinate only (and not on two as 
has been assumed possible here) and that the situation 
to be expected is that of three valleys separated by 
three distinct cols. A plateau, however, is allowed as 
an exceptional limiting situation (associated with the 
vanishing of one or more second derivatives of the po­
tential energy with respect to normal coordinates) but 
dismissed as “ unlikely to arise in practice.”

The case of a (very small) plateau is the special geom­
etry here assumed possible for a potential energy sur­
face. There is no compelling physical reason for assert­
ing that the mathematically exceptional situation will never arise. Indeed (i) The central point of the mathe­
matical argument (based on an expansion by Taylor’s 
theorem) used by Murrell and Laidler6 is that a surface 
having three valleys meeting in a common “ bifurcating 
col,”  or plateau, is an exceptional limiting case of a sur­
face having three valleys and three distinct cols. (It 
is derivable by fusion of the distinct cols, that is, by 
shrinking and eventual disappearance of the central 
“ mound.” ) (ii) A plateau corresponds to there being a 
coordinate of free internal rotation. Murrell and Laid­
ler suggest that it is unlikely that free rotations in an 
activated complex could render it capable of dissociating 
into alternative sets of products, and cite an example 
where it assuredly would not. However, it seems en­
tirely possible that in some cases an activated complex

L—M///
M— L

(if exhibiting free internal rotation) would be capable of 
forming alternative products L2 +  2M or L2 +  M2.

The points made by Murrell and Laidler are to be 
read as a general guide to what ordinarily is to be ex­
pected, and not as completely rigid requirements.

Acknowledgment. We are grateful to Dr. J . H. Sul­
livan for helpful correspondence.

(6) J. N. Murrell and K. J. Laidler, Trans. Faraday Soc., 64, 371 
(1968).
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Some Counting Theorems Concerning the Distribution of 

Intrachain Elements on Self-Avoiding Walks

by F. T. Hioe*
Department of Chemistry, University of California, San Diego, La Jolla, California 92037 (Received May 11, 1970)

Self-avoiding random walks on a lattice have been studied analytically by a generating function method. A 
set of theorems is derived to facilitate the recursive enumeration of the distribution of separations of intra­
chain elements using the generating functions associated with a restricted class of closed graphs. One of these 
theorems is shown to have an important application to the problem of determining the number of polygons 
on a lattice. The results can be used to further the study of self-avoiding chain configurations with particular 
application to polymers.

1. Introduction
The self-avoiding walk problem, with particular ap­

plication to the theory of polymer configurations1 and 
to the theory of the susceptibility of an Ising Ferro mag­
net,2 has been studied extensively in recent years.3 It 
has been well established from exact enumeration meth­
ods4 and Monte Carlo calculations,5 for example, that 
the mean square end-to-end length, (Rn), of a self­
avoiding walk of n steps tends asymptotically to the 
form

(RJ) ~  An'' (1.1)

where A is a constant depending on the lattice and y is 
very close to or possibly exactly equal to s/ 2 and 6/s in 
two and three dimensions, respectively. A full intro­
duction to the subject appears in the references cited 
above. More recently, Wall and Whittington6 applied 
a generating function technique to the study of the dis­
tribution of the end points of short self-avoiding random 
chains on the diamond and face-centered cubic lattices. 
Defining the walk generating function G„(a,f},y) as

Gn(a,0,y) =  X) Nn(x,y,z)ax0vyz (1.2)
x ,y ,z

where Nn(x,y,z) is the number of self-avoiding walks 
which, starting at the origin, have reached the point 
(.x,y,z) after « steps, Wall and Whittington found that, 
for walks up to 10 steps on the diamond lattice, it was 
possible to express the successive Gn in terms of the 
lower order generating functions in the form given by

and

71 — 1
GW = <7*GW-1 — S  üîkGïn-ik — Û nGo (1-3)

k = 1

n

Gin+l =  (jGtn — jX ChtPîn-U+1 (1-4)
k = l

where Utn is the number of returns of 2n steps and the 
ok*’s are associated with the number of ring closures to 
points other than the origin; g and g* correspond to the

two types of step vectors on the diamond lattice and 
are given by

g = afty +  afi~1y~1 +  a_ 1/3y_ 1  -f- a- 1 j8 - 1 7  (1.5)

g* = +  a^fiy +  a/S-17 +  a/Jy-1 (1.6)

It was found, however, that eq 1.3 and 1.4 no longer 
hold exactly for higher values of n (>10). For n =  11, 
for example, eq 1.3 and 1.4 must be modified by recog­
nizing another factor to represent a particular type of 
three-step walk, and for n =  12, two new factors must 
be defined to represent two particular types of four-step 
walks. The number of such additional factors increases 
rapidly with increasing n, and consequently the expan­
sion for Gn becomes unmanageably complicated for 
large n.

In this paper, the problem of deriving the generating 
function, Gn, will be re-formulated. The use of the 
generating function technique is generalized for the 
study of the distribution of the intrachain elements in a 
self-avoiding walk. A set of theorems is derived that 
enable the generating functions corresponding to the 
distribution of any pair of elements in a self-avoiding 
walk to be enumerated recursively from the generating 
functions associated with the distribution of the corre-

* Address correspondence to the author at the Department of 
Chemistry, Illinois Institute of Technology, Chicago, 111. 60616.
(1) See, e.g., F. T. Wall, L. A. Hiller, and W. F. Atchison, J. Chem. 
Phys., 23, 913 (1955).
(2) See, e.g., C. Domb, National Bureau of Standards (U. S.) Mis­
cellaneous Publication 273, Washington, D. C., 1965, p 29.
(3) For the more recent literature, see, e.g., F. T. Wall, S. Windwer, 
and P. J. Gans, J. Chem. Phys., 38, 2220 (1963); C. Domb, J. Gillis, 
and G. Wilmers, Proc. Phys. Soc. (London), 85, 625 (1965); S. F. 
Edwards, ibid., 85, 613 (1965); H. Reiss, / .  Chem. Phys., 47, 1S6 
(1967); J. L. Martin, M . F. Sykes, and F. T. Hioe, ibid., 46, 3478 
(1967); C. Domb and F. T. Hioe, ibid., 51, 1915 (1969).
(4) C. Domb, ibid., 38, 2957 (1963).
(5) F. T. Wall and L. A. Hiller, Ann. Rev. Phys. Chem., 5, 267 
(1954).
(6) F. T. Wall and S. G. Whittington, J. Phys. Chem., 73, 3953 
(1969).
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sponding pair of elements on a restricted class of closed 
graphs.

Some basic ideas concerning the use of the generating 
functions for representing the distribution of a pair of 
elements on a self-avoiding chain and on some other 
types of graphs are first outlined in sections 2 and 3. 
The theorems are derived in section 4. Two impor­
tant corollaries are given in section 5, and the conclusion 
appears in section 6.

This paper, which is rather mathematical, will be fol­
lowed by two other papers that depend in part on this 
one, but which can be read and used without reference 
to the details herein.

2. Generating Functions for Representing 
the Distribution of a Specified Pair of 
Elements on a Self-Avoiding Walk

Consider in general a finite d-dimensional lattice and 
let us denote the lattice point by x =  (xi, x2, . . . ,  xd). 
Let Nn(x) be the number of walks which reach the 
point x after n steps. Introducing d intermediates 
ai, a2, . . •, ad, the generating function for the end 
points of an n step walk GJait a2, .. ., ad), which we 
shall denote more simply by Gn(a), is defined by

<?.(«) = £  Nn(x)a1xW *... adXi (2.1)

where (Rn2) and (Rn) are the mean-square end-to-end 
distance and the mean fourth moment of the n step 
walks.

We see that Gn(a) is a function which conveniently 
expresses the distribution of the nth element (the end 
point) of the walk about the zeroth element (the origin) 
of the walk. An obvious generalization of the concept 
would be to define a generating function to represent 
the relative distribution of a pair of elements at 1 and j  
steps, respectively, from the origin along a walk of n 
steps. We define this walk generating function 
Gn(i,j;a) by

Gn(i,j;a) =  £  . ■ • a /* “0 (2.7)
x«<>

where xM = (x i '3), x2li), . . . ,  xdtj)) = (x i3\ x i l), . . . ,  
Xd1'3'1) — (xi(l\ x2w, . . . ,  xdw) represents the coordi­
nates (x i3\ x23\ . . . ,  xd3)) of the jtb. elements with 
respect to the coordinates (xiz), x2l), . . . ,  xdM) of the 
1th element. That is, the generating function, Gn(i,j;a), 
gives the distribution of the jth element about the 1th 
element in a walk of n steps starting from the origin.

For some particular values of 1 and j, the generating 
functions Gn(i,j;a) may be conveniently expressed in 
terms of the generating functions Gj-i(a). For exam­
ple, it is readily seen that

G0(a) =  1 by definition. It is clear that the total 
number of n step walks cn is given by

cn = Gn{ 1,1, . . . , 1 )  (2.2)

and that

where {x[)n is the mean rth power of the xt coordinate 
of the end point of the walk, and more generally

For example, consider a three-dimensional lattice with 
cubic symmetry; we have, using the more usual nota­
tion (x,y,z) for the coordinates, and (a,P,y) for the 
intermediates

Cn(Rn) =  3 Cn(x2)n =

L da da _|a=(J=7 = 1

Cn(Rn) =  3 Cnix̂ n +  Qcn(x2y2)n =

' V j  ■ ■ ■ ■ ' I . ...........

[(■ £)'(
+

0—)  Gn(a,ß,y)

(2-5)

l = ß = 7=1
(2.6)

and

Gn{i,i;a) =  c„GD(a)

Gn(i,i + 1 ; « )  =  cnGi(a)/q (2.8)

Gn(0,n;a) — Gn(a)

where cn is the total number of n step walks, and q is 
the lattice coordination number. In general, however, 
Gn(i,j;a) is a function of i and j, and not simply of 
|j — i\. For a uniform lattice, it is clear from sym­
metry that

Gn(i,j;a) = Gn(n — j,n — i;a) (2.9)

From GJi,j;a), the mean-square separation (R i;2)n and 
the mean fourth moment (S4,,)n, etc., between the 
1th and the jth elements can be obtained by dif­
ferentiation in a manner exactly parallel to the examples 
given in eq 2.5 and 2.6. To get an idea of how Gn(i,j; a) 
would vary with 1 and j, we observe7-9 that for a given 
n and a given value of | j  — f|, the mean-square separa­
tion (Rtj^n between the 1th and the jth  elements is 
largest when 1 and j  are symmetrical about the mid­
point, n/2, of the walk.

Another quantity of considerable physical significance 
is the correlation,9 (UiU,)n, between the 1th step vector 
Ui and the jth step vector u, in a self-avoiding walk

(7) F. T. Wall and J. J. Erpenbeck, J. Chem. Phys., 30, 634, 637 
(1959).
(8) C. Domb and F. T. Hioe, ibid., 51, 1915 (1969).
(9) C. Domb and F. T. Hioe, ibid., 51, 1920 (1969).
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of n steps; this correlation is defined as the mean of 
the scalar product of u( and u, over all walks of n steps. 
It is easy to see that (utU])n can be derived for all i and 
j  subject to the conditions 1 ^ i <  j  ^ n provided 
{Ru2)n is known wherever 0 ^ i <  j  ^ n. Thus the 
generating functions Gn(i,j;a) are also useful for the 
study of the correlation in a self-avoiding walk.

3. Generating Functions for Representing 
the Distribution of a Specified Pair of 
Elements on Other Types of Graph

The concept of introducing a generating function to 
represent the distribution of a pair of elements can be 
readily extended to the distribution of elements on 
other types of graphs. Our purpose in this section is 
to define such generating functions for a class of closed 
graphs which are relevant to the analysis of the walk 
generating functions Gn(i,j;a). The class of closed 
graphs consists of polygons, 6 graphs, and dumbbells10 
(see Figure 1).

Let us first consider the polygons. Because there 
are n starting points and two directions, the lattice con­
stant10 of an w-sided polygon, pn, is related to the 
number of n-step self-avoiding returns, un, by

Pn = un/2n (3.1)

The return generating function, un(i,j;a), associated 
with elements i,j is defined in exactly the same way 
as the general walk generating function Gn(i,j;a), with 
the numbers of walks replaced by the numbers of 
returns. From symmetry, we have

un(i,j;a) =  un{i +  k,j +  k;a) (3.2)

where k is any integer. That is to say, un{i:j;a) is a 
function of | j  — i\ and hence

Un(i,j;<x) = un(0,j -  i;a) (3.3)

Noting the relation between pn and u„ given by eq 3.1, 
we define the polygon generating function, pn(i,j;a) 
(=  Pn(i +  l ,i  +  l;a ) = . . .  =  pn(0,j -  i;a)) by

Pn(i,j;<x) =  un(i,j;a)/2n (3.4)

It is clear that the generating functions un(i,j;a) and 
pn(i,j;a) so defined reduce to un and pn, respectively, 
on setting the intermediates ai = a2 =  . . .  =  ad =  1.

Consider now a 8 graph, (r-s-t)e. Let us first de­
scribe the notation that we shall use for denoting a spec­
ified pair of elements on the graph. To do so, we make 
use of a single path starting from one of the principal 
(junction) points and ending at the other principal 
point (since the two principal points are equivalent, we 
need not distinguish one from the other), and which 
traverses the given 6 graph completely in n = r +  s +  t 
steps. The positions of the elements of interest are 
specified by their respective distances along the path as 
measured from the starting point. It can be readily 
seen that starting from one of the principal points, there

< X >  O Q  o 4

Theta-graph,(r.s.t.)e Dumbbell,! r.0.t)D Dumbbell,(r.s.t)D

Figure 1. 8 graph and dumbbells.

are six possible ways in which one can traverse the graph 
completely in n = r +  s +  t steps, the three branches 
r, s, and t of the graph being regarded as distinct (i.e., 
given three different colors, say), even if two or all of 
them are equal. In this way, given a pair of elements 
on the graph, there are six possible ways in which they 
can be represented. These representations may be de­
noted as

[(r-s-f/path l)e(k,ji) ], [(r-s-f/path 2)e(f2j 2)],

. . . ,  [(r-s-t/path 6)9(i6j 6) ] (3.5)

where the i’s a n d /s  are the numbers of steps along the 
paths from the starting points of the respective ele­
ments. The generating function giving the relative 
distribution of the two elements for all of the ways that 
the given 6 graph may be imbedded on the lattice will be 
denoted by

[(r • s ■ f/path k)e{k,jk;a) ] (3.6)

assuming that a particular path k has been chosen to 
represent the positions of the two elements on the 
graph. It is naturally convenient to define this generat­
ing function in such a way that, on putting ai =  a2 = 
. . .  = at = 1, it reduces to the lattice constant of the 
6 graph (r-s-t)e.

This seemingly complicated way of denoting the 
positions of a pair of elements on a 6 graph proves to 
be very systematic as far as analyzing the walk generat­
ing function Gn(i,j;a). This is true because of the 
importance in our analysis of the 8 graph generating 
function associated with a pair of values i,j, [(r-s-t)e- 
(i,j;a) ], defined by

1 6
[(r-s-t)e(i,j;a)] =  -  X) [(r-s-i/path k)e(i,j;a)] (3.7)

6 k = i
The function [(r-s-t)e(i,j;a)] is determined from a pair 
of values i and j. It should be noticed that the six 
terms on the right-hand side of eq 3.7 are not neces­
sarily all different. The factor Ve has been inserted 
in the definition so that the generating function 
[(r-s-t)e(i.j;a)] reduces to the lattice constant (r-s-t)„ 
of the graph on setting a\ = a2 =  . . .  = ad = 1.

The generating function representing a pair of ele­
ments on a dumbbell will be defined in a rather similar 
fashion. For a dumbbell (r-s-t)D, the two principal 
points are not equivalent (we shall regard the two prin­
cipal points as nonequivalent even if r = t, and for the

(10) M . F. Sykes, J. W . Essam, B. R. Heap, and B. J. Hiley, J . Math. 
Phys., 7, 1557 (1966).
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dumbbell (r-0-t)D, the principal point will be regarded as 
being made up of two principal points adjoining one 
another), but there are two equivalent starting direc­
tions from either principal point; accordingly, there are 
four possible (unequivalent) paths for traversing the 
graph completely in n =  r +  s +  t steps. Thus the 
distribution of a specified pair of elements on the graph 
can be represented by a generating function denoted by

[(r-s-¿/path k)i>(ik:j k;a)] (k =  1, 2, 3, or 4) (3.8)

Of importance in our analysis of the walk generating 
function Gn(i,j;a) is the dumbbell generating function 
[(r-sri)D(f,i;a)] associated with a pair of values defined 
by

1 4
[(r-s-f)D(t,i;a)] =  -  E  [(»••«•¿/pathk)D(i,j;a)] (3.9) 

4 fc = i

Notice again that the four terms on the right-hand side 
of eq 3.9 are not necessarily all different. Also, the 
generating function [(r-sri)D(f,i;a)] reduces to the lat­
tice constant (r-s-t)D of the graph on setting ax — 
oii — . . .  =  ad =  1.

For convenience in later use, we define

VJi,j;oi) =  12 X! [(r-s-t)e(i,j;a)] +
n

8 E  i(r-s-t)j}(i,j;a)] (3.10)
n

where the sums on the right-hand side are taken over 
all 6 graphs and dumbbells of order n.

In the ensuing discussion, we shall for convenience 
of notation drop the a from our notation and denote 
Gn(i,j;a) by Gn(i,j), etc., and denote Gn(a) simply by 
Gn.

4.  The Theorems
A chain counting theorem, derived by Sykes,11 asserts 

a recurrence relation for cn, the total number of self­
avoiding walks of n steps on a lattice, in terms of a 
restricted class of closed graphs. More explicitly, the 
theorem states that

Cn 2 ( 7 C n_ l  - j -  (T~C7!—9 U ft  - | -  Un—i -| -

12 E  (r-s-t)e +  8 E  (r-s-t)0 (4.1)
n n

where a = q — 1, q being the coordination number of 
the lattice, un is the number of self-avoiding returns 
of n steps, (r-s-t)e, and (r-s-t)d represent the lat­
tice constants of the 8 graph (r-s-t) and dumbbell 
(r-s-t) and the summations on the right-hand side of 
eq 4.1 are taken over all the 9 graphs and dumbbells 
of order n on the lattice. For the detailed derivation 
of this theorem, reference should be made to Sykes’ 
paper.

By adopting a procedure which in principle is 
exactly parallel to that used by Sykes, we shall now 
set out to derive recurrence relations for Gn(i,j)- The

Figure 2. Tadpole ( i ,  j ) .

analysis will be divided into three parts as: (1) for 
i ^ 1, j  ^ n — 1; (2) for i =  0, j  ^ n — 1; and (3) 
for i =  0, j  =  n. We shall consider a uniform lattice 
on which all lattice points are equivalent. The method, 
however, may easily be adapted to a more general 
lattice. Let us begin by considering case (1) for i ^ 1, 
j  ^ n -  1.

Theorem 1.

Gn(i,j) — <xGn—i(i,j) — aGn-i(i — 1 ,j — 1) +  

o2Gn̂ (i -  1 ,j -  1) =  - u n(0,j -  i) +  

un-i(0,j -  i) +  Vn(i,j)

(n ^ 3, i ^ 1 and i +  1 ^ j  ^ n — 1) (4.2)

Proof. Consider Gn~\(i,j) and the effect of adding 
one step, which we may do in a ways, to the end point 
of the (n — l)st step. We have

Gn(i,j) =  <r(?n_ i (v )  -

2 E  Ts(n~s)(i,j) -  2npn(i,j) (4.3)
S = 1

where Ts(r\i,j) represents the distribution of the jth  
element about the fth element on a tadpole as repre­
sented graphically in Figure 2. It is defined in such a 
way that it reduces to the lattice constant of the tad­
pole Ts<r) on setting the intermediates co =  a2 = ■ ■ • = 
ad =  1. pn(i,j) is the polygon generating function 
defined in the preceding section. If we consider 
Gn-i(i — 1 ,j — 1) and the effect of adding one step 
to the end point of the (n — 2)nd step, we have

Gn-i(i -  1 ,j -  1) = ffGn̂ (i -  1 ,j -  1) -  

2 i f  Tŝ n~s)(i -  1 ,j -  1) -
8 =3 2

2(n -  \)pn-i(i -  1 ,j -  1) (4.4)

We shall now eliminate the tadpoles from eq 4.3 and
4.4. To do this, consider the effect of adding one 
step to the tail of the tadpole Ts_iW(f — 1 ,j — 1). We 
have

Tsw(i,j) =  cTsJ r)(i -  1 ,j -  1) -  Fs(r\i,j)

(for 8 — 1 ^ 1 )  (4.5)

and

Tx(T\i,j) =  r(a -  1 )pr(i -  l,j -  1) -  F f\ i,j)  (4.6)

(11) M . F. Sykes, J. Math. Phys., 2, 52 (1961).
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where F,}r)(i,j) is a linear sum of the generating func­
tions giving the distribution of element j  about element 
ion 8 graphs and dumbbells of order r +  s. From (4.5) 
and (4.6), we have

i f  -  / ¿ 3 TsJ n~°\i -  1 ,j -  1) =
s =  1 s  — 2

(n -  1) (o' -  1 ,j -  1) -

Z  Fs(n-\ i ,j )  (4.7)
s =  1

Subtracting a times (4.4) from (4.3), and substituting
(4.7) into the result, we obtain

Gn{i,j) — <rGn-i(i,j) — <rGn-i(i — 1 ,j — 1) +

<r2Gn_2(i -  1 ,j -  1) = - u n(0,j -  i) +

Un-i(0,j -% ) +  2 1  F ^ ~ % ,j)  (4.8)
S =  1

It remains to establish the form of the summation in
(4.8) . It can be shown, following the analysis as out­
lined by Sykes, that

2 Z F  * - % ,] )  =  Vn(i,j) (4.9)
S =  1

where the function Vn(i,j) is defined by eq 3.10. 
Theorem 1 is thus proved.

The problem of determining the distribution of a 
pair of elements on a chain has now been transformed 
into that of determining the distribution of the cor­
responding pair of elements on a restricted class of 
closed graphs. Clearly the enumeration problem has 
been considerably simplified because such graphs are 
far less numerous than the chains of the same order.

We now proceed to discuss case (2) for i =  0, j ^ 
n — 1. Let g ( = Gi) denote the generating function 
corresponding to the distribution of the end points of 
1 step walk.

Theorem 2.

Gn(0,j) ~  gGn^iOJ -  1) -  cGn-i(0,j) +

agGn-2(0,j — 1) +  ffGn-2(0,j — 2) —

<T2Gn-3(0,j — 2) = —Un(0,j) +  Un—1 (0,j) +

Un-l(0,j — 2) — w„_2(0 j — 2) +

Vn(0,j) -  -  1)

(n ^ 4, 2 ^ j  ^ n — 1) (4.10)

For n = 3, the recurrence relation for Gn(0,j) is given 
by

Gz(0,2) — ¡7(72(0,1) +  aqGo =  —«3(0,1) (4.11) 

Proof. For j  =  1, we have

(?B(0,1) =  cnGi/q (4.12)

We shall assume that j  > 2 in the following discussion.

Consider Gn-i(0,j — 1) and the effect of multiplying 
this function by g{ = G{), the generating function cor­
responding to the distribution of the end points of 
one-step walks. This has the effect of shifting the 
end points by one step. We have

Gn(0,j) =  gGn-i(0,j — 1) — Gn-i(l,j  — 1) —

2 Z f Ts(n~s\n -  j,n) -  2npn(0,j) (4.13)
S = 1

where the second term on the right-hand side results 
from the immediate reversals. If we consider the mul­
tiplication of (?M_2(0,y — 1) by ¡7, we obtain

Gn-i(0,j) =  g(?n_2(0 j — 1) —(rn_2(l,y — 1) —

2 i f  TsJ n~s\n -  1 -  j,n -  1) -
s =  2

2(n -  l)pK_i(0 j) (4.14)

To eliminate the tadpoles from eq 4.13 and 4.14, we 
consider the addition of one step to the tadpole 
Ts<r\n —j,ri). We obtain

r , (r)(n — j,n) = o-Ts-i-r)(n — 1 — j,n — 1) —

Fsir\0,j) (s > 2) (4.15)

and

T f\ n  — j,n) =  ( 7  -  l)rpr(0,j) -  F^\0,j) (4.16)

from which we have

I  Ts("~ s)(n -  j,n) -
S =  1

" i f  Ts_i("~ s)(n -  1 -  j,n -  1) =
s =  2

(n -  1) (<T -  l)pn-l(0,j) -

Z F * -* \ 0 ,j )  (4.17)
S =  1

Subtracting tr times (4.14) from (4.13), substituting
(4.17) into the result, and using Theorem 1 for 
Gn-i(l,j  -  1) -  <7Gn-2(l,j -  1), we have

Gn(0,j) — aGn-i(0,j) —gGn-i(0,j — 1) +

<rgGn-2(0,j — 1) +  <r(?n_2(0,i — 2) —

<r2Gn-z(0,j -  2) =  -u J 0 ,j)  +  « n - i ( 0 , 3 )  +

Un-l(0,j — 2) — Un-i(0,j — 2) +  Vn(0,j) —

Fn-xdj- -  1) (4.18)

Equation 4.18 is the recurrence relation for case (2) 
for all n > 4. The second part of Theorem 2 for n =  3 
can be readily proved in a similar way.

If we define an operator A by

A(?„(0,j) =  GJ0,j) -

gGn- x(0,i -  1) +  uG ^O J  -  2) (4.19)

The Journal of Physical Chemistry, Vol. 74, ATo. 25, 1970



4406 F. T. Hioe

then Theorem 2 can be conveniently stated in the 
following symbolical form

A[G„(0,j) -  <rG„_i(0,j) ] =

[-«„(O J ) +  « n_i(0,j)] -  

[—m„_i(0j ' — 2) +  un-i(0,j — 2)] +

F„(0,j) -  F „_i(l,j -  1) (4.20)

We now come to case (3) for i =  0, j  =  n. This is 
the case for the distribution of the end points about 
the origin, G„.

Theorem 3.

Gn — 2gGn-\. +  g2Gn- 2 +  2<tG„_2 — 2<rgGn-z +

<72G„_4 = —«„(0,0) +  3u„_i(0,1) — 2«„_2 (0,0) —

w„_2(0,2) +  « „ -3(0,1) +  F„(0,n) —

2F„_i(0,n -  2) +  F„_2(l,n -  3) in > 5) (4.21)

For n <  5, the recurrence relations for Gn are given, 
respectively, by

Gi — gGo =  0 

G2 — gGi +  (¡Go =  0 

Gi — gGi +  (jGo =  —« 3(0,0) (4.22)

Gi — 2gG% +  gf2G2 — agGo =  —« 4(0,0) +  3«3(0,1) 

Proof. Consider gG„_i and <jrG„_2. We have 

Gn =  gGn- 1 — G„_i(0,n — 2) —

2 E  Tstn~s)(0,n) -  2np„(0,0) (4.23)
8 = 1

and

G„ -1 =  gGn-i — Gn-t(0,n — 3) —
71 —3

2 E  r i_1(n- s)(0,n -  1) -  2(» -  l)p„_i(0,0) (4.24)8 = 2

To eliminate the tadpoles from (4.23) and (4.24), we 
consider gTs- i (r\0,n — 1). We have

T fr\0,n) =  gTsJ r\0,n -  1) -

TsJ r\l,n  -  1) -  Fs(r)(0,n) (s ^ 2) (4.25)

Tj(r)(0,n) = i/rpr(0,0) -  2rpr(0,l) -  Fx(r)(0,«) (4.26)

and thus

£  T / " - >(0,») -  g T T sJ n~s)(0,n -  1) =
s =  l  s =  2

g («  -  l ) p „ _ ! ( 0 ,0 )  -  2 ( «  -  l ) p „ _ i ( 0 , l )  -

E*Ts-i(” -s)(l,«  -  1) -  e V s(" - s)(0,«) (4.27)
s = 2  s = l

Subtracting f/ times (4.24) from (4.23) and substituting 
(4.27) into the result, we obtain

Gn — 2gGn-i +  g2Gn - 2  +  G„_i(0,n — 2) —

gGn-2(0,n -  3) =  2 Z  TsJ n~s)(l,n -  1) +
8 = 2

4(« -  l)p„_i(0,l) -  2np„(0,0) +

2 E 3Fs(" " s)(0,n) (4.28)
S =  1

However

2  E 3Ts- i (n- s)( i ,«  -  1) =
8 = 2

-  [G„_i(0,« -  2) -  gGn-i(0,n -  3) ] -

G„_2(l ,«  -  3) -  2(n -  l)p„—i(0,l) (4.29)

thus

Gn — 2gGn~i +  £/2G„_2 +

2[G„_i(0,n — 2) — gGn-i(0,n — 3)] +

G„_2(l,n -  3) =  2in -  l)p„_i(0,l) —

2np„(0,0) +  2 E  Ff<*">(0,») (4.30)
8 = 1

If we now rewrite [G„_i(0,n — 2) — fifG„_2(0,n — 3) ] 
by using Theorem 2 in which we replace n by n — 1 
and substitute n — 2 for j, and if we also rewrite 
G„_2(l,n — 3) by using Theorem 1 in which we replace 
n by n — 2, and substitute 1 for i and n — 3 for j, 
remembering that G„_3(l,n — 3) = G„_3(0,b — 4), we 
obtain finally eq 4.21 which can be written in a more 
symmetrical form as

[G„ — gGn—i +  <rG„_2] — g[Gn- i  — gGn-z  +  

cG„_3 ] +  <t [G„-2 — gGn- 3 +  <rGn-i ]  =

[ -« „ (0 ,0 ) +  m„-!(0,1)] -  

2 [—w„_i(0,l) +  «„_2(0,0)] +

[—«„-2(0,2) +  «„-3(0,1)] +

V„(0,«) -  2V„_i(0,n -  2) +  F„_2(l,n -  3) (4.31)

A similar analysis readily gives the recurrence relations 
(4.22) for n <  5.

Using the operator defined by eq 4.19, it is readily 
verified that Theorem 3 can be conveniently stated in 
the following symbolical form

A2G„ =  /„  in >  5) (4.32)

where / „  denotes the right-hand side of eq 4.31.
Let us consider in a little more detail the contribu­

tions to the right-hand side of eq 4.21. The contribu­
tions from the polygons involve the distribution of a pair 
of elements which are separated by not more than two 
steps. The summations within F„(0,n) are taken over 
the generating functions associated with 9 graphs and 
dumbbells of order n with respect to a pair of points fall­
ing precisely on the two principal points. The summa-
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tions within FB_i(0,n — 2) are taken over the generat­
ing functions associated with 6 graphs and dumbbells of 
order n — 1 with respect to a pair of points one of which 
is at one of the principal points and the other is at one 
step away from the other principal point. The summa­
tions within F m_2(1 ,n — 3) are taken over the generat­
ing functions associated with d graphs and dumbbells of 
order n — 2 with respect to a pair of points which are at 
one step away from the two respective principal points. 
Therefore in order to derive Gn, only the distribution of 
a certain pair of elements on a very restricted class of 
closed graphs need be determined. This fact makes the 
recurrence for Gn particularly interesting. We shall dis­
cuss some of its important consequences in the next sec­
tion.

The set of recurrence relations expressed by Theorems 
1-3 will now enable us to calculate Gn(i,j), for 0 ^ i <  j  
^ n, recursively from the generating functions associ­
ated with the distribution of the corresponding pair of 
points on a restricted class of closed graphs which are far 
less numerous than the walks themselves. These recur­
rence relations will be referred to as the “ generalized 
chain counting theorem.”

Denoting the recurrence relation for cn, eq 4.1, by, 
let us say, A n, it is interesting to note that by setting 
the intermediates or =  a2 = . . .  =  ad = 1, Theorem 1 
reduces to A„, Theorem 2 reduces to An — A„_i, and 
Theorem 3 reduces t o i ,  -  2AK_i +  A„_2.

Combining Theorems 1-3, we readily derive recur­
rence relations for two other important generating 
functions, K„(a) and L„(a), defined by

K n =  E  Gn(0,j) (4.33)
i = l

and

Ln =  E* E  Gn(i,j) (4.34)
7=0 j> i

We shall refer to these recurrence relations as Theorems 
4 and 5

Theorem 4-

[Ere (jKn—l “J- cK-ji—2]

( j [ K n - \  — g K n - 2  +  <t K  n̂ 'i] — 

[ G n  —  y G n - 1  +  crG're-2 ] —

(cn <TCn—\)G\ (Cn—2
u

<rcn-z)Go

E  [ -W r e (O j')  +  U n- i ( 0 J ) ]  -
7 =  2 

i — 3

E  [ —  U n - l ( 0 , j )  +  Mre_ 2( 0 j ' ) ]  +
7 = 0

E 1 [7 ,(0 ,j) -  Vre-l(l,J -  1)]
7 =  2

(4.35)

Theorem 5.

[Ln — 2<rLn-i +  <r2LK_2] — 2 [Kn — <rKn- 1] +  Gn =
n  — 2
E  (n -  j  -  1) [~Un(0,j) +  Rre-l(0,i)] +

3 = 1

"EEVrefei) (4.36)
i = 1j> i

Theorems 4 and 5, together with Theorem 3 for Gn, 
constitute a set of recurrence relations which enable 
Kn and Ln to be calculated recursively.

It will be recognized that the second-order moments, 
(fin) and (Sn2), of the generating functions Kn and 
Ln, defined by

<Qre2> =  ( » +  l ) - l E ( E 0i2)re (4.37)
7 =  1

and

<S„2> = (n +  l ) - 2 E < S « 2)re (4.38)
¿=1 J>i

are the mean-square distance of an element of the 
walk from the origin of the walk and the mean-square 
distance of an element of the walk from the center of 
mass of the walk, respectively. The behaviors of 
these two quantities have been studied7’8 for self­
avoiding walks on various two- and three-dimensional 
lattices, and they have been shown9 to give useful 
information about the correlations among the steps 
of the walks.

5. Two Important Corollaries
In this section, we shall discuss two important corol­

laries which stem directly from Theorem 3.
Corollary 1. The generating function, Gn, can be de­

rived recursively from the generating functions corre­
sponding to d graphs and dumbbells. To be more spe­
cific, Corollary 1 states that the contribution from the 
polygon terms on the right-hand side of Theorem 3 are 
derivable from the lower order walk generating func­
tions and need not be computed separately. This 
corollary can be stated in another way as follows.

Corollary 1A. The number of self-avoiding returns 
un (and consequently the number of polygons j)„ on a 
lattice) can be derived recursively from the generating 
functions corresponding to 6 graphs and dumbbells. 
The 6 graph and dumbbell generating functions required 
for the determination of un are those which contribute 
to the walk generating functions Gn.

Before we proceed to the proof of these two state­
ments, let us indicate the significance of Corollary 1A. 
The problem of determining the number of polygons on 
a lattice is of great interest in its own right. It has ap­
plication to the study of the properties of a ring-poly­
mer,12 to the study of the effect of excluded volume on

(12) J. L. Martin, M . F. Sykes, and F. T. Hioe, J. Chem. Phys., 46, 
3478 (1967).
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phase transition in biopolymers,13 and to the study of 
the critical properties of cooperative assemblies.14 In 
many of these problems, including the problem of de­
riving the walk generating function Gn discussed in the 
previous section, much of the difficulty comes from the 
necessity of counting the numerous non-self-intersect- 
ing returns on the lattice. Now Corollary 1A states 
that the counting can in fact be transformed into that 
involving only the 6 graphs and dumbbells, even though 
the distribution of a certain pair of elements on the 
graphs must now be recorded in the process of counting. 
Data on the 6 graphs and dumbbells have application 
also to many other problems.14

We now prove Corollaries 1 and 1A. The polygon 
generating functions which contribute to the right-hand 
side of Theorem 3 consist of the three following types

«#(0,0) ( «#f?o)

«#(0,1) ( = unGi/q) (5.1)

«#(0,2)

We want to show that all these may be derived if we 
know the walk generating functions Gn of order n — 2 
and n — 1, and the 6 graph and dumbbell generating 
functions contributing to the walk generating func­
tions of order n — 2, n — 1, and n. For the first two 
types in (5.1), it is easy to see that they are deter­
mined if only Gn-1 is known, for the number of n-step 
self-avoiding returns un is equal to the number of 
n — 1 step walks whose end points are at one step away 
from the origin. Thus un is derivable from Gn-i, and 
so are «#(0,0) and n#(0,l).

Consider now the generating functions «#(0,2). (For 
lattices such as the diamond or the honeycomb lattice 
for which there is only one type of two-step walk, 
n#(0,2) is clearly equal to unGt/q(q — 1) and is there­
fore derivable from G„_i.) We want to show that, 
given Gn- 2 and certain 6 graph and dumbbell generat­
ing functions of order ^n, the generating function 
n„(0,2) can be derived. Consider the expansion of Gi 
on a given lattice and let us group the terms of the 
expansion according to sets of symmetrical lattice 
points which are the end points of the walks. Assume 
that

f?2 =  dlgl2(1) +  d2̂ 2(2) +  • • • +  d^2i4') (5.2)

where each of the generating functions g2(1), f/2(2>, . . . ,  
g‘i k) represents a set of symmetrical lattice points 
which are the end points of some two-step walks, and 
ai, a2, . . . ,  ak are constants corresponding to the 
numbers of walks which reached the respective lattice 
points. For the simple quadratic lattice, for example

G2 = (« l2 +  « i-2 +  £*22 +  a2~2) +

2(aia2 +  aia2_1 +  ai_1a2 +  «W 1«^-1) (5-3) 

and we have ai = 1, ff2(1) = ai2 +  ai~2 +  a22 +  a2~2,

a2 = 2 and g2(2) =  ona2 +  aio;2-1 +  ai_1« 2 +  ai-1a2_1. 
If we now consider the expansion of (?„_2 and write 
out those terms corresponding to the lattice points 
which may be reached by two-step walks from the 
origin, and assume that we have

G n - 2 = . ■ • +  (5l32(1) +  1)2̂2<2) +

• ■ • +  bkg^k)) +  ■ ■ • (5.4)

then it can be shown that

n„(0,2) =  (aibii72(:i) +  +  • ■ • +

akbkgSk)) -  4T1(n- 2)(0,2) -

8 Z [ H - i ) D( l , n - l ) ]  (5.5)
n

where the summation on the right-hand side is taken 
over all dumbbells of type (r-0-i)D of order n on the 
lattice. The tadpole generating function in (5.5) can 
be expressed in terms of generating functions associ­
ated with polygon of order n — 2 and generating 
functions associated with 8 graphs of type (1 ,x,y)e of 
order n — 1. We have

Ti(n_2)(0,2) = g(n -  2)p#_2(0,l) -

(n -  2)p„_2(0,0) -  (n -  2)p#_2(0,2) -

Z  {3[(l,x,y)e(0,n -  2)] -  (l,x,y)eG0} (5.6)
71 — 1

where the summation on the right-hand side of (5.6) is 
taken over all 8 graphs of type (1 ,x,y)e of order n — 1 on 
the lattice. Corollaries 1 and 1A are thus proved.

The second corollary which we shall discuss concerns 
the respective contributions from the polygons, 8 
graphs, and dumbbells to the numbers of self-avoiding 
walks reaching various points of the lattice. We shall 
also give a rather unexpected result regarding the “ tail” 
of the distribution.

It is obvious that the number of n-step walks which 
arrive at points which cannot be reached by less than n 
steps is not affected by the excluded volume restriction 
and is therefore the same for an n-step self-avoiding 
walk as for an n-step unrestricted walk. It is conven­
ient to imagine a shell which contains such lattice points 
and to refer to this shell as the nth layer. Similarly, we 
recognize the (n — l)st, (n — 2)nd,.. ., 1st layers which 
contain those lattice points which cannot be reached by 
less thann — 1, n — 2 , . . . ,  1 steps (For the loose-packed 
lattices, the only layers encountered are n, n — 2, . . ., 
etc.). It is of interest to see how the polygons, 6 graphs, 
and dumbbells contribute to the numbers of walks 
reaching points of the various layers. For n-step walks 
arriving at points of the (n — l)st layer, the number 
of walks is still the same for a self-avoiding walk as for 
an Unrestricted walk. For walks arriving at points of

(13) D. Poland and H. A. Seheraga, J. Chem. Phys., 45, 1456 (1960).
(14) See, e.g., C. Domb, Admn. Phys., 9, 149 (1960).
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Figure 3. Contributions to On- Broken lines, —, represent
one unit step.

the (n — 2)nd layer, the numbers are clearly different 
for an n-step self-avoiding walk and for an n-step unre­
stricted walk. However, the two numbers are simply 
related in this case, for we need only subtract off the 
number of immediate reversals from the number corre­
sponding to an unrestricted walk to obtain the number of 
self-avoiding walks. For this reason, we shall refer to 
the region covered by the nth, (n — l)st, and (n — 2)nd 
layers as the “ free” region by which we mean that 
the number of self-avoiding walks arriving at this region 
can be very simply derived. For walks arriving at 
points other than those of the nth, (n — l)st, and 
(n — 2)rid layers, other considerations have to be taken 
into account and it is generally thought that the num­
bers cannot be derived so simply and thus one has to be 
satisfied that the free region is only three steps wide. 
However, we find that the free region is in fact more 
than three steps wide. To be more precise, we have the 
following.

Corollary 2. For a self-avoiding walk of n steps, the 
polygons contribute only to those walks whose end 
points are at no greater than 2 steps from the origin, the 
8 graphs contribute to those walks whose end points are 
at no greater than[n/3] steps from the origin ([n/3] de­
notes the integer part of n /3), and the dumbbells con­
tribute to those walks whose end points are at no greater 
than n — 6 steps for a general close-packed lattice, 
n — 8 steps for a general loose-packed lattice, and 
n — 12 steps for the honeycomb or the diamond lattice, 
from the origin. The free region is 6 steps wide for a 
general close-packed lattice, 8 steps wide for a general 
loose-packed lattice, and 12 steps wide for the honey­
comb and the diamond lattice.

To prove this corollary, we have only to examine the 
contributions to the right-hand side of Theorem 3 which 
are represented graphically in Figure 3, where the ele­
ments of interest are marked by small circles and the 
broken lines represent one unit step. By considering 
the maximum distance of separation between the two 
elements of interest, remembering that the smallest loop 
is a triangle on a general close-packed lattice, a square 
on a general loose-packed lattice, and a hexagon on the

honeycomb or the diamond lattice, the first part of the 
corollary then becomes apparent. Now

n — 6 > if n >  9 (close-packed lattices)

n — 8 > if n >  12 (loose-packed lattices) (5.7)

n — 12 > if n >  18 (honeycomb or diamond lattice)

Thus, for a general close-packed lattice, if n >  9, the 
numbers of w'alks arriving at points of the nth, (n — 
l)st, (n — 2)nd, . . . ,  (n — 5)th layers are completely 
free of the contributions from the polygons, 8 graphs, 
and dumbbells and are therefore given by the dif­
ference equation

A.2Gn = 0 (5.8)

provided that some initial conditions are satisfied. The 
initial conditions would include the contributions from 
those polygons and 8 graphs which occur before n >  9. 
However, once these initial conditions are correctly 
given, the difference eq 5.8 gives the correct numbers of 
walks reaching the free region for any value of n, and 
similarly for a general loose-packed lattice and the dia­
mond (or the honeycomb) lattice for which the free re­
gions are 8 and 12 steps wide, respectively. Thus, we 
shall divide the region around the origin of a self-avoid­
ing walk of n steps into four parts and denote them by 
I, II, III, and IV, respectively, where I denotes the re­
gion between the 0th and 2nd layers, II denotes the re­
gion between the 3rd and [n/3]th layers, III denotes 
the region between the ([n/3] +  l)th  and (n — f)th 
layers, where t = 6 for the close-packed lattices, t = 8 
for the loose-packed lattices, and t = 12 for the honey­
comb or diamond lattice, and IV denotes the region be­
tween the (n — t +  l)th and nth layers. The types of 
graph contributing to the numbers of walks arriving at 
the various parts are now given in Table I, where p, 8,

Table I : Types of Graphs Contributing to the Numbers 
of Walks Arriving at the Various Parts

I  I I  I I I  IV

p, e, D 9, D D Free

and D denote the polygons, 8 graphs, and dumbbells, 
respectively.

The argument given above clearly applies also to the 
projection of the radial distribution onto one dimension 
(such as the x-coordinate distribution discussed by 
Domb, et oh16).

(15) C. D o m b , J. Gillis, and G. Wilmers, Proc. Phys. Soc. (London), 
85, 625 (1965).
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6. Conclusion

The set of recurrence relations, which we have de­
rived as theorems, simplifies the problem of enumerating 
the distribution of intrachain elements in a self-avoiding 
walk model polymer chains. In addition, certain use­
ful corollaries have been proved, of which Corollary 
1A is particularly helpful. This corollary simplifies the 
problem of determining the number of polygons on a

T h e  D is t r ib u t io n  o f  E n d - t o -E n d  L e n g t h s  

W a lk s  o n  t h e  D i a m o n d  L a t t ic e

lattice and therefore has numerous applications to prob­
lems arising in chemistry and physics.

Use has been made of the theorems developed herein 
to assist in the exact determination of the end-to-end 
lengths of self-avoiding walks on a diamond lattice. 
This has been done for walks up to 20 steps, the results 
of which are the subject of the next paper in this series.

Acknowledgment. The author is most grateful to Dr.
F. T. Wall for his critical comments.
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Exact data on the distribution of end-to-end lengths of self-avoiding walks on the diamond lattice have been 
obtained for walks up to 20 steps using a counting theorem derived by one of the authors. It is suggested 
that the limiting x-coordinate distribution, F(x), can be well represented by a function of the form A exp 
— (|x|)", which was first put forward by Domb, Gillis, and Wilmers for representing the distribution of self­
avoiding walks on the simple cubic lattice with v = 5/,. It is conjectured that v, the principal parameter of 
the distribution function, depends only on the dimensionality of the lattice. The amplitude A is found to 
depend on the lattice structure, and an estimate of A for the diamond lattice is given.

1. Introduction
The distribution of end points of a self-avoiding walk 

has been studied by a number of authors.1-6 The prob­
lem has been approached both analytically4-6 and nu­
merically.1-3 These studies have provided strong evi­
dence that the distribution subject to the self-avoiding 
constraint deviates significantly from the Gaussian dis­
tribution which is applicable to a normal unrestricted 
walk. Much information concerning the shape of the 
distribution has been provided by the numerical analy­
sis undertaken by Domb, Gillis, and Wilmers.1 These 
authors undertook direct enumerations on a computer 
for walks up to 18 steps on the two-dimensional square 
lattice (nearly 125 million walks) and up to 13 steps on 
the three-dimensional simple cubic lattice (nearly 950 
million walks) and concluded that the limiting distribu­
tion of the end points of the walks for one component, 
F(x), can be well fitted by a function of the form

F{x) =  A exp —(1x1)' (1.1)

where v = 4 for the square lattice and v = 6/ 2 for the 
simple cubic lattice. They also conjectured that the 
circular and spherical symmetry properties for the limit­

ing space distribution applicable to walks of a larger 
number of steps hold for self-avoiding walks as well as 
for those that are unrestricted. It would naturally be 
of interest to see how the function (1.1) applies to walks 
on other lattices, and in particular to see if the exponent 
v is lattice sensitive. No extensive investigations of the 
kind carried out by Domb, Gillis, and Wilmers seem to 
have been undertaken for other lattices. The main 
difficulty in this kind of approach is clearly the enor­
mous computing time required for carrying out the

* To w h om  correspondence sh ould  be addressed at the  A m erican  
C hem ical S ociety , 1155 S ixteenth Street, N . W ., W ash in gton , D . C . 
20036.

(1) C . D om b , J . G illis, and G . W ilm ers, Proc. Phys. Soc., 85 , 625 
(1965).

(2) J. M azur, J. Res. Nat. Bur. Stand.. 69A, 355 (1 965 ); J. Chem. 
Phys., 43, 4354 (1965).

(3) F . T . W all and S. G . W h ittin g ton , J. Phys. Chem., 73 , 3953 
(1969).

(4) S . F . E dw ards, Proc. Phys. Soc., 85 , 613 (1 9 6 5 ); N a tion a l 
B ureau o f Standards M iscellaneous P u b lica tion  273, W ash in gton , 
D . C ., 1965, p  225.
(5) H . Reiss, J. Chem. Phys., 47, 186 (1967).
(6) H . Y am a k aw a , ibid., 48, 3845 (1968).
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enumerations because of the enormous number of walks 
involved.

Recently, Hioe7 derived a set of counting theorems 
which considerably simplifies the enumeration problem 
connected with determining the distribution of intra­
chain elements in a self-avoiding walk. These theorems 
transform the enumeration of the walks into one of ana­
lyzing a class of closed graphs which are far less numer­
ous than the walks. With the aid of these theorems, 
we have been able to derive the exact distribution of end 
points of self-avoiding walks of up to n = 20 steps on 
the diamond lattice using a reasonable amount of com­
puter time (the number of distinct walks for n = 20 is 
over 3 billion). Indeed, with this new approach, it is 
possible to continue the enumeration a good deal fur­
ther. We have not gone beyond n = 20 because it is 
felt that the results up to n =  20 are reasonably ade­
quate for our present purpose. Besides the great saving 
in time, another major advantage of this new method is 
that it provides other data, such as the lattice constants 
of various types of graphs,8 which are useful to many 
other problems. We have also made use of the set of 
counting theorems in the study of the various second- 
order moments associated with the distribution of intra­
chain elements of the walks.9 The results of this inves­
tigation are published in another paper.10

In this paper, we restrict ourselves entirely to the 
study of the end-to-end distribution of self-avoiding 
walks on the diamond lattice. We first establish, in 
section 2, the spherical symmetry property of the dis­
tribution. The moments of the distribution are then 
analyzed in section 3. In section 4 we estimate the am­
plitude of the distribution, and finally the conclusions 
are given in section 5. The paper by Domb, Gillis, and 
Wilmers will be frequently referred to in the following 
discussion and, for convenience, we shall refer to it as 
[1].

2. Spherical Symmetry

It is important first of all to establish if the distribu­
tion of end points of a self-avoiding walk tends asymp­
totically to spherical symmetry, for if this property can 
be established, the space distribution of the walks can be 
conveniently studied through its projection on a rec­
tangular coordinate. This is so because, for a spheri­
cally symmetrical distribution, the radial distribution 
of the walk is related to the projected distribution on a 
single Cartesian coordinate by M

p(x) = - 2  xF'(x) (2.1)

where p{x)dx denotes the probability distribution of 
the walks arriving at a total distance x from the origin 
and F(x)dx denotes the probability distribution of the 
walks with one coordinate equal to x. The x-coordin- 
ate distribution F(x) is symmetrical about x =  0 and it 
is known to be Gaussian for a normal unrestricted walk.

The study of F(x) for self-avoiding walks is therefore 
particularly appropriate.

We follow the criteria given in [1] for testing the 
spherical symmetry of a distribution. Consider the 
1th moment p,{6 1,62,63) about an arbitrary axis whose 
direction angles are 61,62,63. p ,{61,62,63) is given by

P,{61,62,63) = [(y cos 63 — z cos 02) 2 +

(z cos 0i — x cos 03) 2 +

(x cos 02 — y cos 0i)2]i/2 (2.2)

The value of this moment would be independent of 
0i, 02, and 03 if the distribution is spherically sym­
metrical. We define the spherical symmetry coef­
ficient aaSy as

where R =  (x2 +  y2 +  z2) Vl. For a spherically sym­
metrical distribution, <rafly is given by

^  a f S y  $  a p  y

n  i r i r ir
1 La<“ +  »  JrU ®  +  « J 1l 2 (7 +  1}J

2 t

r [-2<“ +  P +  y) + 1

Table I : Spherical Symmetry Coefficients for 
Self-Avoiding Walks on the Diamond Lattice

n <T4,0,0(,,) <F6,0,0(n) <74,2,0̂
l 0 .111111 0 .037037 0 .037037
2 0 .166667 0 .083333 0 .041667
3 0 .181868 0 .102265 0 .034300
4 0 .188172 0 .114912 0 .0 32895
5 0 .191425 0 .121957 0 .031624
6 0 .193350 0 .126624 0 .030918
7 0 .194617 0.129671 0 .030436
8 0 .195507 0 .131881 0 .030116
9 0 .196162 0 .133486 0 .029875

10 0 .196662 0 .1 34733 0 .029698
11 0 .197055 0 .135700 0 .0 29558
12 0 .197371 0 .136487 0 .029448
13 0 .197630 0 .137125 0 .029356
14 0 .197846 0 .137660 0 .0 29282
15 0 .198029 0 .1 38109 0 .029219
16 0 .198185 0 .138494 0 .029166
17 0 .198320 0 .138824 0 .029120
18 0 .198437 0 .139119 0 .029081
19 0.198541 0 .139379 0 .029047
20 0 .198632 0 .1 39609 0 .029018
CO 0 .200000 0 .142857 0 .028571

(7) F . T . H ioe , J. Phys. Chem., 74, 4401 (1970).
(8) M . F . Sykes, J. W . Essam , B. R . H eap, and B. J. H iley , J .  
Malh. Phys., 7 , 1557 (1966).
(9) C . D o m b  and F . T . H ioe, J. Chem. Phys., 51, 1915, 1920 (1969).
(10) F . T . W all and F . T . H ioe, J. Phys. Chem., 74, 4416 (1970).

The Journal of Physical Chemistry, Vol. 74, No. SB, 1970



4412 F. T. W all and F. T. Hioe

Figure 1. <r420(n,/*420, <Tioow /sm, and (W*1/««oo vs. 1/n for
self-avoiding walks on the diamond lattice.

It can be readily shown that substitutions of saljy into
(2.2) reduce the moment ix,(d 1,62,63) into a value which 
is independent of the direction angles 61, 92, and 03 of 
the reference axis. Using eq 2.4, we obtain

54,0,0 =  Vs = 0.2

se.o.o =  V7 = 0.1428 . . .  (2.5)

S4,2,o =  V35 = 0.0285 . . .  etc.

The spherical symmetry coefficients <Tâ n) for self­
avoiding walks of n steps on the diamond lattice have 
been derived for various values of a, 0 , and 7  and these 
are presented in Table I. It will be observed that the 
values of <raljyM rapidly approach the corresponding 
values of safiy as n increases, indicating that the dis­
tribution rapidly becomes spherically symmetrical. 
The rapidity with which the various <ra/3yw  approach 
the corresponding safjy is clearly illustrated in Figure 1, 
where the ratios <rapy /sapy are plotted against 1/n. 
This is consistent with the finding reported in [1] for 
self-avoiding walks on the simple cubic lattice. Our 
results therefore lend further support to the conjecture 
that the spherical symmetry property of the limiting 
distribution for normal unrestricted walks is not changed 
by the self-avoiding condition.

3. Moments of the Distribution
Having established the spherical symmetry property 

of the limiting space distribution, we now consider the 
distribution on the x coordinate F(x). The results up 
to n = 20 are reproduced in Tables II and III, in each

Figure 2. The distribution plots of self-avoiding walks (solid 
lines) and normal unrestricted walks (broken lines) of 20 
steps on the diamond lattice.

of which cn{l) is the number of walks with x coordinate 
equal to l. The total numbers of walks, cn, are given 
in the last columns of the tables. (The results up to 
n =  11 have already been reported by Martin,11 but 
they are included here for convenience of comparison.) 
A plot of the distribution for n =  20, together with that 
corresponding to a normal unrestricted walk, is shown 
in Figure 2. In the diagram, the abscissa x is given by

X =  1/(X r?)'h  (3.1)

where (xn2) is the mean-square x component of the 
length of the n step walk, each step vector of the walk 
being assumed to be of a unit length. The correspond­
ing height of the function pn(x) is given by

Vnix) =  cn(0(a:re2)vVc„ (3.2)

It will be observed that the distribution for self-avoiding 
walks is more flat-topped at the origin, and for larger 
values of x, it decays more rapidly than the Gaussian 
distribution for the unrestricted walks. Similar devia­
tions from normality have also been observed for self­
avoiding walks on the simple cubic lattice.1

To study the shape of the distribution, we consider 
the reduced moments mr(n) of the distribution defined 
by

mr«  = (XnT)/(Xn2Y12 (3.3)
where (xnr) is the mean rth power of the x component of 
walks of n steps. The values of m4Cre), m6(K), and m8(,) 
for self-avoiding walks on the diamond lattice are pre­
sented in Table IV. In Figures 3-5, the values of these 
moments are plotted against 1/n. We have plotted 
on the same graphs the corresponding values of the 
moments for self-avoiding walks on the simple cubic 
lattice given in [1], From these data, it seems reason-

(11) J. L. Martin, Proc. Cambridge Phil. Hoc.. 58, 92 (1962).
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Figure 3. m4(n) vs. 1 /n for self-avoiding walks on the diamond 
and simple cubic lattices.
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Figure 4. m6̂  vs. 1 /n for self-avoiding walks on the diamond
and simple cubic lattices.
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able to conclude that the corresponding moments for 
the diamond lattice and the simple cubic lattice ap­
proach the same limiting values as n -*■ °°. These 
results show that the major feature of the distribution 
is independent of the detailed structure of the lattice 
for a given dimensionality. The limiting values of these 
moments are estimated to be

wi4 = 2.65 ±  0.02
m6 =  10.8 ±  0.2 (3.4)
m8 = 58.0 ±  2.0
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Table III: Distribution on a Coordinate Cn{l) of Self-Avoiding Walks on the Diamond Lattice for Odd Number of Steps n. 
(l Is Given in Units of l/\ /3 )

n l 3 5 7 9

l 2
3 10 8
5 74 56 32
7 518 464 288 128
9 3934 3520 2656 1408 512

11 29914 27768 21920 14336 6656
13 232094 217316 181456 128256 74240
15 1812890 1719616 1475172 1118592 716288
17 14277886 13633972 11989800 9480048 6586624
19 113016230 108620060 97122184 79485104 58262336

11 13 15 17 19 Cn
4
36
324
2796
24060

2048 205284
30720 8192 1744548
372736 139264 32768 14774652
3858432 1826816 622592 131072 124814484
37378048 20193280 8781824 2752512 524288 1052271732

Table IV: Reduced Moments for Self-Avoiding 
Walks on the Diamond Lattice

7714(n) — m s ,n i = 77l8(n) —

n <*»<>/<*»*>* <*«*>/<*«*>*
l 1.00000 1.00000 1.00000
2 1.50000 2.25000 3.37500
3 1.76145 3.43293 6.77181
4 1.95248 4.48436 10.81802
5 2.09956 5.42498 15.17197
6 2.16014 5.95184 18.19266
7 2.22589 6.48698 21.41199
8 2.27094 6.88674 24.06172
9 2.31527 7.26896 26.66473

10 2.34104 7.52601 28.59812
11 2.37136 7.80238 30.63886
12 2.39081 8.00065 32.21175
13 2.41318 8.21068 33.85232
14 2.42750 8.36175 35.11488
15 2.44463 8.52731 36.45617
16 2.45589 8.64825 37.50064
17 2.46955 8.78273 38.62182
18 2.47858 8.88148 39.49756
19 2.48969 8.99257 40.44573
20 2.49715 9.07515 41.19304

Figure 5. ms(n) vs. 1/n for self-avoiding walks on the diamond 
and simple cubic lattices.

If we assume that this distribution can be represented 
by a function of the form

F(x) =  -  exp - Q x \/<tY  (3.5)
<7

For a finite n, we write the distribution function as 
Fn(x) and write eq 3.5 as

Fn(x) = —  exp -(\x\/<rny  (3.7)
<rn

then the moments given by (3.4) are best fitted for
v = 6/ 2, for which the reduced moments of (3.5) are 
given by

in =  2.631
Me = 10.66 (3.6)
Ms = 57.08

The principal feature of the distribution function in 
this form is clearly the index v = */* which charac­
terizes the shape, and our results, as well as the results 
for the simple cubic lattice given in [1], clearly suggest 
that v depends on the dimensionality but not on the 
detailed structure of the lattice.

We now relate the mean (2r)th power of the x com­
ponent, (xn* * * * v), of an «-step walk to the quantity denoted 
by an in eq 3.7 by

(xn2T) =  j   ̂x2T exp -{\x\/<jnY à x J

/ CO

exp —(|a:|/<r„ydx =
— CO

<r„2T[(2r +  l ) / v ] / T ( l / v )  (3.8)

Thus, for v = 5/2
(xn2) =  0.41394<r„2 (3.9)

We shall refer to the quantity p„(0) given by
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P«(0) = cn(0)(xn2)l/2/cn = A „/0 .64338 (3.10)

as the amplitude of the distribution. It represents the 
height at x = 0 of the function pn(%) shown in Figure 2. 
If we denote the limiting values of pn(0) and A n by 
p and A, respectively, then

p =  A/0.64338 (3.11)

In this way, the constant A is not regarded as a normal­
ization constant but is a constant associated with the 
amplitude of the distribution.

4. The Amplitude of the Distribution

Although the principal characteristic of the distribu­
tions for lattices in a given dimension is insensitive to 
the detailed structure of the lattice, the amplitude pn{0) 
of the distribution can be expected to depend on the 
lattice structure. The values of p„(0) for the diamond 
lattice are given in Table V. By plotting these values

Table V : Values of the Amplitudes for Self-Avoiding 
Walks on the Diamond Lattice

n p«m
8 0.393835

10 0.395237
12 0.401433
14 0.403778
16 0.406656
18 0.408509
20 0.410250

against 1 / »  and examining the successive extrapola­
tions, we estimate that the limiting value p of pn(0) is

approximately equal to 0.425 in contrast to p ~  0.363 
for the simple cubic lattice. Inserting the value of this 
amplitude into eq 3.5, we conclude that the x coordin­
ate distribution of self-avoiding walks on the diamond 
lattice is approximately given by

F(x)
1.465

oT(0.4)
0.425
<z2>1/2

— 0.332|a;|6/2i 
<z2>V‘ /  (

•1)

Using the relation given by eq 2.1, the radial distribu­
tion of self-avoiding walks on the diamond lattice can 
therefore be represented by

P(R) =
7.325 /R\ 

oT(0.4) \a / ' M - m (4.2)

5. Conclusion
Using certain counting theorems proved earlier,7 we 

have established exact distributions of the end-to-end 
separations of self-avoiding random walks of contour 
lengths up to 20 steps on a diamond lattice. It has 
also been shown that a high degree of spherical sym­
metry has been attained by the time the number of 
steps has reached 20. Various moments have also 
been determined and the values extrapolated to infinite 
chains. It appears that the results obtained in this 
way can be used with some confidence through extrapo­
lation to longer walks.

Acknowledgment. We are grateful to Dr. M. F. 
Sykes of King’s College, London, for allowing us to 
cross check our data on the lattice constants of poly­
gons, 6  graphs, and dumbbells for the diamond lattice 
with his unpublished data.
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This article is concerned with some second-order moments characterizing the mean dimensions of self-avoiding 
random walks on the diamond lattice. Using a set of counting theorems previously derived by one of the 
authors, extensive data have been obtained on the mean-square end-to-end distance, (Rn2), the mean-square 
distance of walk points from an end point of the walk, (Qn2), and the mean-square distance of walk points 
from the center of mass of the walk, (<Sn2), for self-avoiding walks of w steps on the diamond lattice. The 
asymptotic behavior of (R/) and the limiting values of the ratios (Q/)/(R/} and (S„2) / (Rn2) are determined 
within closer limits than heretofore reported. An estimate is also made for the limiting value of the ratio 
(iS„2) u/( S „ 2), where (S„2) u is the mean-square distance from the center of mass of points along self-avoiding 
ring closures of n steps.

1. Introduction
In the preceding paper,1 we described the distribu­

tion of end-to-end lengths of self-avoiding random 
walks on the diamond lattice. It was suggested that, 
in the limit as the number of steps becomes infinite, the 
distribution can be well represented by a function p(R) 
given by

7.325 fR \ /2 ( /R\s/1) , .
-i r m )  w  expr w  f  (L1)

where p(R)dR denotes the probability distribution of 
walks arriving at a total distance R from the origin, 
and the quantity a is related to the moments of p{R) 
by the relationship

(R2T) =  J q R” p(R)dRjJ q p(R)dR =

<r2r(2 r +  1)T [2(2r +  1)" 
5

(1.2)

In the application of self-avoiding walks to the problem 
of polymer dimensions, an important consideration 
concerns the overall dimensions of such walks as a func­
tion of the number of steps, n, as that number becomes 
very large. It is the purpose of this paper to consider 
such aspects of the general problem.

The most useful and convenient parameter character­
izing the dimensions of random walks is the mean-square 
end-to-end separation, (fi„2). This quantity has been 
studied extensively for many years and has occupied a 
central role in the earlier investigations of the effect of 
excluded volume.2,3 It has been established from 
Monte Carlo calculations4 and exact enumeration 
methods6 that

(Rn2) ~  Any (1.3)

where A is a constant depending on the lattice and y is

approximately equal to 3/ 2 for two-dimensional lattices 
and approximately equal to 6/ 5 for three-dimensional 
lattices. An extensive study of the behavior of (Rn2) 
for various lattices in two and three dimensions was 
undertaken by Domb5 using an exact enumeration 
method. Domb obtained estimates of A and y by 
analyzing exact data for short walks obtained through 
direct counts carried out on an electronic computer. 
As pointed out in the preceding paper, such direct 
enumerations cannot be carried very far because of the 
enormous number of walks involved. The enumera­
tion problem is, however, considerably simplified by 
the use of a set of counting theorems put forward re­
cently by Hioe.6 With the aid of these theorems, ex­
act data on (Rn2) for the diamond lattice have been 
derived up to n =  20 compared to n = 14 as derived and 
analyzed by Domb. In this paper, we make use of the 
extended data for the more accurate determination of 
the values of A and y for the diamond lattice. Accurate 
estimates of the values A and y are of particular im­
portance because {Rn2) is an important quantity in its 
own right and one with which many other important 
quantities can be conveniently compared. Two such 
other quantities will also be examined in this paper; 
one is the mean-square distance of walk elements from 
an end point of the walk, denoted by (Qn2), and the

* To whom correspondence should be addressed at the American 
Chemical Society, 1155 Sixteenth Street, N.W., Washington, D. C. 
20036.
(1) F. T . Wall and F. T. Hioe, J. Phys. Chem., 74, 4410 (1970).
(2) P. J. Flory, “ Principles of Polymer Chemistry,”  Cornell Uni­
versity Press, Ithaca, N. Y., 1953.
(3) F. T. Wall and L. A. Hiller, Ann. Rev. Phys. Chem., 5, 267 
(1954) ; F. T. Wall, L. A. Hiller, and W . F. Atchison, J. Chem. Phys., 
26, 1742 (1957).
(4) F. T. Wall and J. J. Erpenbeck, ibid., 30, 634, 637 (1959).
(5) C. Domb, ibid., 38, 2957 (1963).
(6) F. T. Hioe, J. Phys. Chem., 74, 4401 (1970).
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other is the mean-square distance of walk elements 
from the center of mass of the walk, denoted by (Sn2). 
These quantities provide useful information about the 
distribution of the intrachain elements of the walk7'8 
and, like (Rn2), represent moments of the second order 
associated with the distribution. In the light of eq 1.3, 
it can reasonably be assumed that, asymptotically at
least

(QJ) ~  Bn7 (1.4)
and

(SJ) ~  Cny (1-5)

where 7 has the same value as for the mean-square 
end-to-end length, (Rn2). Estimates of B and C can 
be derived by analyzing the ratios (Qn2)/(Rn2) and 
(&'n2)/{Rn) which are indeed of more significance than 
(Qn2) and (Sn2) by themselves. For unrestricted walks, 
it can be readily shown8 that (Qn2)/(Rn2) = yf% and 
(.Sn2)/(Rn2) ->  V6 as n -*■ °°. Estimates of (Sn2)/(Rn2) 
for self-avoiding walks were first given by Wall and 
Erpenbeck,4 using Monte Carlo results; the ratio was 
found to be approximately equal to 0.145 and 0.157, 
respectively, for the square lattice in two dimensions 
and the diamond lattice in three dimensions.

More recently, Domb and Hioe7 used a method of 
exact enumeration for the square and triangular lat­
tices in two dimensions and for the simple cubic, body- 
centered cubic, and face-centered cubic lattices in three 
dimensions to analyze these ratios, and they arrived 
at a value of 0.140 for the two-dimensional lattices and 
a value of 0.155 for the three-dimensional lattices. The 
exact enumeration method has also been applied to the 
study of the diamond lattice by Hioe9 and by Kumbar 
and Windwer.10 In these studies, the exact data for 
short walks, on which the asymptotic estimates were 
based, were derived by counts carried out on a com­
puter. Consequently, the enumeration is very much 
restricted. With the introduction of the counting 
theorems by Hioe,6 it is possible to carry the enumera­
tions a great deal further. In fact, we have made use 
of these theorems to derive exact data on (Qn2) and 
(1Sn2) up to n = 18 for the diamond lattice. An impor­
tant by-product of this new approach is a set of data on 
(Sn%tt> the mean-square distance of walk elements from 
the center of mass of self-avoiding ring closures or re­
turns of n steps. In this paper, we shall also analyze 
the ratio (Sn2)u/(S„2) and give an estimate of its limiting 
value with a greater degree of accuracy than previously 
given.10

2. The Mean-Square End-to-End Distance, (Rn )
For physical reasons, substantiated empirically, it is 

reasonable to assume that the mean-square end-to-end 
distance of a self-avoiding walk tends to an asymptotic 
relationship

(Rn2) ~  An* (2.1)

where 1 <  7 <  2, since (Rn2) must lie between n and n2. 
We shall now obtain successive approximations to 7 
by fitting the numerical data for short walks to the 
asymptotic form given above. Following Domb,6 these 
approximations are obtained by considering successive 
values of

It would be equally suitable if we consider the suc­
cessive values of

7- * = n{ < w >  ■  4 (2-3)

which, in the limit a s » -* -  °°, would clearly approach 
the same limiting value as yn. The transformation 
from (2.2) to (2.3) is frequently used in the exact 
enumeration approach and simultaneous examination 
of both 7re and yn* as functions of n is clearly useful. 
For loose-packed lattices, such as the diamond lattice, 
the mean values of two successive yn and y„*, i.e., 
yn =  72(7» +  7«+i) and yn* = l/i{yn- *  +  yn*), are 
most useful.

The values of yn, yn*, yn, and y„*, together with the 
values of (RJ) for self-avoiding walks on the diamond 
lattice are given in Table I, and yn and y *  are plotted

Table I :  Values of (RA) and Estimates of y n and yn*

n (Rn*) yn 7« 7”* ?»*

l 1 .000000 1.66667 1.54167
2 2 .666667 1.41667 1.35467 3 .33333 2 .72917
3 4 .555556 1.29268 1.25619 2 .12500 1.92429
4 6 .518519 1.21970 1.27459 1.72358 1.62410
5 8 .506173 1.32948 1.28501 1.52462 1.56000
6 10.767932 1.24054 1 .24898 1.59538 1.52134
7 12.994278 1.25742 1.23774 1.44730 1.44218
8 15.328453 1 .21807 1.23894 1.43705 1.40369
9 17.662344 1.25982 1.23611 1.37033 1.38507

10 20 .134724 1.21241 1.22759 1.39980 1.36673
11 22 .575885 1.24277 1.22549 1.33365 1.34470
12 25 .126482 1.20821 1.22239 1.35575 1.33232
13 27.656321 1 .23657 1.22113 1.30889 1.32030
14 30 .287020 1 .20568 1.21806 1.33170 1 .31176
15 32 .895332 1 .23043 1 .21677 1.29180 1 .30213
16 35 .593700 1.20310 1.21462 1.31246 1.29538
17 38.270121 1.22613 1.21391 1.27829 1.28828
18 41 .030369 1.20168 1.21201 1.29826 1.28338
19 43 .769556 1.22234 1.26849 1.27758
20 46 .585407 1.28667

against l/n in Figure 1. It will be observed that, in 
the limit as n -*■ » ,  both sequences move toward a

(7) C. Domb and F. T. Hioe, J. Chem. Phys., 51, 1915 (1969).
(8) C. Domb and F. T. Hioe, ibid., 51, 1920 (1969).
(9) F. T. Hioe, Ph.D. Thesis, University of London, 1967.
(10) M . Kumbar and S. Windwer, J. Chem. Phys., 50, 5257 (1969).
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Figure 1. yn and yn* vs. l/n.

limit close to 1.19. Allowing for some uncertainties 
in the extrapolation, it seems reasonable to conclude 
that

1.18 <  7 <  1-20 (2.4)

It is known that the configurational problems associated 
with self-avoiding walks on lattices are very similar 
to those arising in connection with the Ising model11 
and that several physical properties of the Ising model 
are expressible in terms of exponents involving simple 
rational fractions.12 It is therefore tempting to sug­
gest that 7 is exactly equal to 6/ 5, as conjectured by 
Domb5 and predicted theoretically by Edwards.13

If we accept this conjecture, we can readily obtain 
estimates of the factor appearing in (2.1) by examining 
the successive values of A n and A *  given by

An = {Rn2)/nh (2.5)

and
An* = y 2{nAn -  (n -  2)A K_2} (2.6)

The values of A n and An* are presented in Table II 
and these are plotted against l /n  in Figure 2. Assum­
ing that the observed trends continue, we estimate that 
the limiting value of An as n -*■ °° for the diamond 
lattice is approximately given by

A ^  1.283 ±  0.001 (2.7)

which we believe to be more accurate than the estimate 
A =  1.2875 given by Domb. We therefore suggest 
the following asymptotic approximation for the mean- 
square end-to-end distance of self-avoiding walks on 
the diamond lattice

(Rn*) ~  1.283nv‘ (2.8)

(It is assumed, of course, that each step length is equal 
to unity.)

i.m -  /  An

.............. ..
i.283o _

CD0-----

Figure 2.

0.05

l /n

An and An* vs. l/n.

0.1

Table I I : Estimates of A

n A„ An*

1 1.000000
2 1.160734 1.160734
3 1.218978 1.328467
4 1.235028 1.309322
5 1.233020 1.254083
6 1.254154 1.292406
7 1.257866 1.319981
8 1.264126 1.294042
9 1.264612 1.288223

10 1.270415 1.295571
11 1.270497 1.296980
12 1.273838 1.290953
13 1.273686 1.291226
14 1.276160 1.290092
15 1.275924 1.290471
16 1.277701 1.288488
17 1.277383 1.288326
18 1.278729 1.286953
19 1.278403 1.287073
20 1.279422 1.285659

3. (QJ) and (S„2)
In this section, we shall examine the mean-square 

distance of a walk element from an end point of the 
walk, (Qn2), and the mean-square distance of a walk 
element from the center of mass of the walk, (S„2), for 
self-avoiding walks on the diamond lattice.

If (Rn2)n denotes the mean-square distance between 
elements i,j of the walk, (Qn2) and (SH2) can be expressed 
in terms of {R{j2)n as follows

(Qn2) =  (n +  I )“ 1 t (R o j%  (3.1)
j = i

and

(11) C. Domb, Advan. Chem. Phys., 15, 229 (1969).
(12) See, e.g., C. Domb, Advan. Phys., 9, 149 (1960).
(13) S. F. Edwards, Proc. Phys. Soc., 85, 613 (1965).
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n  — 1 n

( « . H «  +  D - E E W ,  (3.2)
i —0 j> i

The quantities (Qn2), {Sn2), and (Ri}2)n can be reason­
ably assumed to be proportional to n7 with the same 
value of 7 as for (Rn2). These quantities representing 
second-order moments associated with the distribution 
of the intrachain elements of the walk are closely 
related to one another, and their relationship is most 
clearly demonstrated in terms of the correlation func­
tion between the steps of the walk.8

New values of (Qn2) and (Sn2) have been derived up 
to n =  18 for self-avoiding walks on the diamond 
lattice, and these are presented, together with the 
ratios Hn =  (Qn)/{Rn2) and vn =  (Sn2)/(Rn2) in Table
III. By plotting fin and vn against 1/n (Figures 3 and

Table III: Values of (Q„2), «?„*>/<«,*>, (Sn2), and (Sn2)/(Rn2)

n «3»!> <Q„n/<fi«j) <&.*>

l 0.500000 0.500000 0.250000 0.250000
2 1.222222 0.458333 0.518519 0.194444
3 2.055556 0.451220 0.805556 0.176829
4 2.948148 0.452273 1.105185 0.169545
5 3.874486 0.455491 1.413237 0.166143
6 4.903556 0.455385 1.748041 0.162338
7 5.939199 0.457063 2.088698 0.160740
8 7.023697 0.458213 2.444047 0.159445
9 8.121480 0.459819 2.805292 0.158829

10 9.271634 0.460480 3.180977 0.157985
11 10.422397 0.461661 3.559715 0.157678
12 11.616593 0.462325 3.950772 0.157235
13 12.812722 0.463284 4.344523 0.157090
14 14.047206 0.463803 4.749024 0.156801
15 15.282346 0.464575 5.155783 0.156733
16 16.552005 0.465026 5.572251 0.156552
17 17.821260 0.465670 5.990434 0.156530
18 19.122251 0.466051 6.417514 0.156409

4), we estimate that the limiting value of (Qn2)/(Rn2) 
to be

M = lim (Qn2)/(Rn2) =  0.473 ±  0.002 (3.3)
n—► <»

and that the limiting value of (Sn2)/(Rn2) to be

0.155 <  v =  lim (Sn2)/(Rn2) <  0.156 (3.4)
n—► co

These estimates are fully consistent with the estimates, 
0.472 ±  0.002 and 0.155 ±  0.001, given by Domb and 
Hioe7 for other three-dimensional lattices. However, 
our new estimate for (Sn2)/(Rn2) is now given with 
increased confidence.

4. (Sn2)u for Self-Avoiding Ring Closures or Returns
As mentioned earlier, the quantities (Rn2), (Qn2), and 

(Sn2) discussed in the preceding sections were enumer­
ated with the aid of a set of counting theorems which 
effectively transformed the task of enumerating walks

Figure 3. yn = (Qn2)/(Rn2) vs. 1/n.

1/n

Figure 4. vn =  (Sn2)/ (E „2) vs. 1/n.

into one of enumerating a class of closed graphs con­
sisting of polygons, Q graphs, and dumbbells.6 The con­
figurational properties of a simple closed polygon or a 
self-avoiding return, with particular application to the 
study of the specific heat of cooperative assemblies and 
to the study of a ring polymer, are of particular interest 
in their own right. For a self-avoiding return of n 
steps, let (Rn2)u, (QJ)W and (Sn2)u denote quantities 
corresponding to (Rn), (Qn2), and (Sn2). Then of course 
(Rn2)u =  0, and it is easy to show that (Qn2)u = 2(Sn2)u. 
It can be reasonably assumed that (Qn2)u and (Sn2)u are 
proportional to ny with the same value of 7 as for 
(Rn2), (Qn2), or (Sn2). For a normal unrestricted walk, 
it is known that14

(Sn2)J (Sn2) V2 (as n ► °°) (4.1)

In this section, we shall analyze the ratios (Sn2)u/(Sn2) 
for walks subject to the excluded volume restriction on 
the diamond lattice.

The values of (S„2)u and of (Sn2)u/(Sn2) for the 
diamond lattice are presented in Table IV. It will be 
observed that the values of the ratio (Sn2)J(Sn2) con­
verge rather slowly. This is not surprising because 
self-avoiding returns form only a small subset of the 
walks, and in order to achieve a smoother behavior of 
(Sn2)u, the value of n would have to be pushed up cor­
respondingly. However, we think that it is possible

(14) B. H. Zimm and W. H. Stockmayer, J. Chem. Phys., 17, 1301 
(1949).
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Figure 5. (Sn2)u/(Sn2) vs. 1 In­

to make a reasonable estimate of the limiting value of 
(Sn* 2)u/(Sn2) from the data available, and we estimate 
this limiting value (see plot of ( 2) against l/n 
as shown in Figure 5) to be given by

( S n2) u / ( S n 2)  -  0.535 ±  0.005 (4.2)

The limiting value of (Sn2)„/(iS„2) for a self-avoiding 
walk therefore differs significantly from the value l/ 2 
which is applicable in the absence of the excluded 
volume effect. Our estimate given by (4.2) is slightly 
higher than the estimate 0.52 given by Kumbar and 
Windwer10 on the basis of their shorter data of up to

Table IV: Values of (S„2)u and (£„2)„/(<S„2)

n

6 0.916667 0.524397
8 1.166667 0.477350

10 1.696667 0.533379
12 2.045508 0.517749
14 2.523371 0.531345
16 2.946457 0.528773
18 3.415098 0.532153

n =  14. It is not surprising that the ratio is greater 
than l/2. Both ( S n 2) u and (S„2) will, of course, be 
larger for non-self-intersecting walks than for random
walks. However, ( S n 2) „  will be enhanced relatively
more because the ring closure will tend to leave the
center of mass in a region of low density.

5. Conclusion
On the basis of the exact data more extensive than 

previously obtained on (Rn2), (Qn2), and (S„2) for self­
avoiding walks and on (<S„2)U for self-avoiding returns 
on the diamond lattice, we put forward the following 
approximations for the asymptotic behaviors of these 
quantities in the limit of very large n.

{Rn2) ~  1.483ra/s (5.1)

(<Qn2)/(Rn2> -  0.473 ±  0.002 (5.2)

(iSn2)/(Rn2) = v (0.155 <  v <  0.156) (5.3)

and

<SnV<Sn2> -  0-535 ±  0.005 (5.4)
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a n d  O t h e r  M a c r o m o l e c u l e s .  I . S t a t is t ic a l -M e c h a n ic a l  T r e a t m e n t

by Nora Laiken and George Nemethy1
The Rockefeller University, New York, New York 10021 (Received July 7, 1970)

A theoretical model for the binding of flexible ligands to proteins is presented. The model explicitly accounts 
for the ability of these chain-like molecules to bind in a large number of configurations, including many in 
which not all segments are in contact with the protein (configurations with desorbed loops and free ends). The 
protein surface is represented by a lattice, each site of which binds a single ligand segment. To construct the 
lattice, a planar lattice with fixed coordination number was folded over a sphere by changing a small number 
of sites to a lower coordination number. The lattice sites are divided into classes according to their position 
on the lattice, and a Markov process based on this classification is used to enumerate the configurations of the 
bound ligands. The same classification may be used to treat surfaces with chemically different sites in various 
arrangements by assigning different Boltzmann weighting factors to each class of sites. It is assumed that 
each site on the surface can be occupied by only one segment. Therefore, when the successive binding of 
several ligands is considered, corrections for occupied sites are applied in the enumeration of configurations. 
The model allows a calculation of binding isotherms and several parameters characterizing the average con­
figuration of each bound ligand, such as the average fraction of segments adsorbed, average number and 
length of adsorbed stretches, average length of desorbed loops, and average length of the free chain ends.

I. Introduction

Many proteins can bind a variety of small molecules, 
or ligands. While enzyme-substrate complexes seem 
to require very specific and well-defined interactions, 
other molecules bind in a less specific manner and with 
varying ratios of ligand to protein. Examples of the 
latter type of binding are the complexes of serum al­
bumin and other proteins with alkanes and their sub­
stituted derivatives (e.g., long-chain carboxylic acids, 
alkyl sulfates, etc.).2'3 In this study, a theoretical 
model for the interaction of these chain-like molecules 
with proteins is presented. Although the model has 
certain formal similarities to the statistical-mechanical 
theories of the adsorption of flexible polymers at a sur­
face,4,5 several features have been included which make 
the model especially suitable for the description of 
protein-ligand interactions. This paper describes the 
general features of the model and the statistical-me­
chanical derivation of the equations characterizing it. 
In subsequent parts of this series, the physical proper­
ties of various ligand-surface systems will be analyzed,6 
and the results will be compared with experimental 
observations.7

Protein-ligand interactions commonly have been 
analyzed using the standard formulas governing multi­
ple equilibria,2,8 in which the bound ligands are grouped 
into classes according to the strength with which they 
are bound. In the simplest possible case, all of the 
ligands bind independently and with equal intrinsic 
binding constants. If a maximum of M  ligands is 
bound, each with an intrinsic association constant 
k-ml, then the average number of ligands bound per

protein molecule, N, bears a simple relationship8 to the 
free ligand concentration, c

ft =  Mk^ c 
1 +  kintC (1)

Thus, the binding isotherms, expressed as N vs. the 
logarithm of c, have a symmetrical, sigmoidal shape, 
similar to those obtained in the Langmuir theory of the 
ideal lattice gas.9,10 Furthermore, by rearranging eq 
1, it can be seen that plots of N/c vs. N and l/N vs. 1/c 
(the so-called Scatchard and double-reciprocal plots, 
respectively) will be linear when all ligands are bound 
as one class.8 Deviations from linearity commonly 
are explained by assuming that the bound ligands be­
long to several classes, so that2

Tic
N =  E

4 = 11 +  hnCc
(2)

where nc is the number of classes.

(1) To whom correspondence should be addressed.
(2) J. Steinhardt and J. Reynolds, “ Multiple Equilibria in Proteins,”  
Academic Press, New York, N. Y., 1969.
(3) D. S. Goodman, J. Amer. Chem. Soc., 80, 3892 (1958).
(4) A. Silberberg, J. Phys. Chem., 66, 1872, 1884 (1962).
(5) R.-J. Roe, Proc. Nat. Acad. Sei. U. S., 53, 50 (1965); J. Chem. 
Phys., 43, 1591 (1965).
(6) N. Laiken and G. Némethy, J. Phys. Chem., 74,4431 (1970).
(7) N. Laiken and G. Némethy, Biochemistry, in press.
(8) I. M. Klotz in “ The Proteins,”  Vol. IB, H. Neurath and K. 
Bailey, Ed., Academie Press, New York, N. Y ., 1953.
(9) T. Hill, “ An Introduction to Statistical Thermodynamics,” 
Addison-Wesley, Reading, Mass., 1960.
(10) C. Tanford, “ Physical Chemistry of Macromolecules,” Wiley, 
New York, N. Y., 1961.
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However, there are two important reasons why the 
theory of multiple equilibria is not suitable, in many 
cases, to describe the interactions of flexible, chain-like 
molecules with proteins. First of all, the binding site 
in the theory of multiple equilibria is defined as a func­
tional group on the protein to which a ligand binds in 
an all-or-none manner. The theory cannot consider 
situations in which the extent of contact of the bound 
ligand with the protein is variable. Secondly, the inter­
nal degrees of freedom of the bound ligands are ignored, 
so that all ligands in a given class are assumed to bind 
in the same, rigidly defined configuration. Although 
the above two assumptions are reasonable for the bind­
ing of small ions or other ligands with a rigid molecular 
structure (Figure la), a chain-like molecule is composed 
of many functional units, not all of which have to be in 
contact with the protein simultaneously. Further­
more, the bound ligands can assume many configura­
tions, due to the possibility of internal rotation about 
single bonds (Figure lb). Therefore, a new model for 
multiple equilibria is necessary if the binding of flexible 
ligands is to be considered. For such a model, it is more 
realistic to define a binding site as an area on the pro­
tein which serves as a point of attachment for a single 
functional group, or segment, of the ligand in question. 
Thus, when all segments of a ligand are in contact with 
the protein, several sites will be occupied. The model 
developed in this paper is based on such a definition of a 
site and specifically accounts for the flexibility of the 
bound ligands. In the subsequent papers of this se­
ries,6’7 it will be seen that the configurational entropy 
contributions arising from ligand flexibility may alter 
the equilibrium properties of protein-ligand systems 
considerably, and furthermore, that only when the 
flexibility of the bound ligand is included can several 
important features of experimental binding data be 
reproduced.

II. Description of the Model
Several statistical-mechanical models of polymer 

adsorption at a surface have been constructed.4'6 In 
these theories, the central problem is to enumerate all 
possible configurations that a flexible polymer might 
assume in the vicinity of a surface when at least one of 
its segments is adsorbed to the surface. The enumera­
tion of configurations usually is accomplished with the 
aid of a lattice model. Neglecting the self-excluded 
volume of the polymer, there is a one-to-one correspon­
dence between random walk paths on the lattice and 
polymer chain configurations.

However, these models cannot be applied to the 
description of protein-ligand interactions since each 
suffers from one or more of the following limitations. 
First of all, an infinite, planar surface lattice is utilized. 
The surface of a protein is neither infinite nor flat, as 
most proteins have a fairly compact shape. Secondly, 
the surface sites commonly are regarded as equivalent

a)

Figure 1. Schematic illustration of the binding of rigid and 
flexible ligands to a protein, (a) Small ions and other rigid 
ligands (L) bind to a protein (P) with no changes in 
configuration, (b) Flexible ligands may assume a large number 
of configurations in solution and in the bound state.

in their ability to adsorb polymer segments, and the 
polymer chain is composed of identical segments. In 
contrast, a protein surface has many different types of 
binding sites due to the chemical diversity of its con­
stituent amino acids, and many flexible ligands contain 
segments which differ chemically (e.g., the substituted 
alkanes). A third limitation of most lattice treatments 
is that they are formulated only for the limiting case of 
infinite or very long chains, while most ligands em­
ployed in protein binding studies are relatively short 
(fewer than 20 carbon atoms for the alkanes and their 
derivatives). Finally, most models emphasize the 
properties of a single polymer chain at a surface, and 
the binding of additional molecules, if treated at all, 
is assumed to occur in the absence of competition for 
surface sites among adjacent molecules. Experimen­
tally, protein-ligand interactions are studied over a 
range of concentrations, throughout much of which 
several ligands are bound to each protein. Due to the 
finite size of the protein surface, the independence of
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Figure 2. Placement of a planar, triangular lattice on a 
sphere11 by introducing a small number of penta-coordinated 
sites at regular intervals (reproduced from Voi. XXVII; Cold 
Spring Harbor Symposia, 1962, by permission).

successively bound ligands cannot be assumed auto­
matically.

A finite, planar lattice may be placed upon a closed 
surface by introducing a small number of irregularities 
in the lattice pattern. If a sphere is chosen as a model 
for globular proteins, a triangular (hexa-coordinated) 
lattice may be placed upon its surface if a small num­
ber of penta-coordinated sites are introduced at regular 
intervals11 (Figure 2), so that the lattice is character­
ized by two coordination numbers: Z\ =  6 for the 
hexa-coordinated sites and z2 = 5 for the penta- 
coordinated sites. This surface lattice actually repre­
sents the outward projection of the sites on an icosa­
hedron,12 the regular polyhedron with 20 equilateral 
triangular faces and 12 vertices (Figure 3). If each 
face is subdivided into D2 equilateral triangles (pro­
ducing a division of each edge into D segments), a lat­
tice is formed which contains 10(D2 — 1) hexa-coordi­
nated sites and 12 penta-coordinated sites, the latter 
located at the vertices. To treat the case in which 
only a restricted area of the protein (i.e., a patch) is 
capable of binding the ligand, a single triangular face of 
the icosahedron, or part of it, may be used. Such a 
single face can be placed upon a surface of any shape, 
so that the model no longer is restricted to spherical 
proteins when just a single patch of sites is used.13

In addition to their role in adjusting the triangular 
lattice to a spherical surface, the z2 sites serve as refer­
ence points on the surface. Within each triangular 
face, each Zi site may be classified according to its posi­
tional relationship to the z2 sites, providing a convenient 
labeling system which allows each type of chemical 
grouping found on a protein to be represented by a 
different class of sites. The actual classifications used 
for various lattices will be described below.

The lattice used to describe the solution in the im­
mediate vicinity of the protein surface is constructed of

4423

Figure 3. An icosahedron, the regular polyhedron with 20 
equilateral triangular faces and 12 vertices (marked in white). 
Each triangular face of this icosahedron has been subdivided 
into four equilateral triangles (D2 = 4), thereby creating 
additional sites on the lattice (marked in black). The sites at 
the 12 vertices are penta-coordinated {z2 sites), while all other 
sites are hexa-coordinated (z, sites).

concentric layers of lattice points with patterns identi­
cal with the pattern of sites found on the surface, so 
that the classification established for the surface sites is 
retained in each layer. This choice of solution lattice 
requires a slight increase in the spacing between adja­
cent lattice points as additional layers are added. How­
ever, this change in spacing may be neglected for short 
ligands, such as those used in protein binding studies, 
whose desorbed segments rarely will extend more than 
a few layers above the surface. When a ligand seg­
ment is on a site in a given layer above the surface, it is 
assumed that the subsequent segment can be placed on 
one of the Zi (or z2) adjacent sites in that layer or on any 
of the Zi (or z2) sites in the layers above and below, 
giving coordination numbers 3zi and 3z2 for the solution 
sites in the vicinity of the surface. Since it is assumed 
th^t steps to sites directly above or below a given site 
are not possible, the horizontal and vertical placement 
of the ligand segments is completely independent.

It is assumed that the lattice is invariant upon bind-

(11) D. L. D. Caspar and A. Klug, Cold Spring Harbor Symp. Quant. 
Biol., 27, 1 (1962).
(12) R. W . Marks, “ The Dymaxion World of Buckminster Fuller,”  
Reinhold, New York, N. Y., 1960.
(13) The model also could be applied without major modifications 
to a protein having several patches available for binding if the patches 
are nonadjacent to each other, and it is assumed that the ligands 
bind independently to each patch.
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ing to their distance in lattice steps, r, from the nearest 
22 site. Although such a classification is perhaps the 
simplest one possible, rigorously it cannot provide the 
basis for defining the states of a Markov process. For 
example, consider the class 3 and class 4 sites of the 
lattice D = 6. Although both are at r = 2, the class 3 
sites have three neighbors at r = 3 while the class 4 
sites have only two neighbors at r =  3. Thus, if the 
sites were classified according to their values of r, wk 
would have to be some sort of average of the values 
three and two. This averaging, or lumping process, is 
not allowed because it would destroy the Markovian 
character of the ligand random walk. Furthermore, 
the more refined classifications illustrated in Figure 4 
have the additional advantage that they provide a 
larger number of classes for a given lattice size, thereby 
increasing the number of ways in which different kinds 
of sites may be arranged. In addition, no reclassifica­
tion of sites is necessary when the single face analog 
of a given lattice is considered.

¿(0,2,0) may be calculated using the above enumera­
tion procedure if each configuration is weighted with 
Boltzmann factors for the site-segment contacts formed. 
Thus, the elements a / 1J and wti must be multiplied by

fW  =  e-^/kT  (19)

where e /n) is the energy of adsorption for the nth segment 
of the ligand on a class,/ site.19 For the case in which 
all segments of the ligand are identical and only one 
type of lattice site is included, the same Boltzmann 
factor is used for all elements

/  =  e~t/kT (20)

Furthermore, in the absence of a detailed correction for 
self-excluded volume,16 each wtj in matrices describing 
segments following the second must be multiplied by a 
correction factor to exclude immediate reversals of the 
ligand

where zt represents the coordination number of a class 
i site.20

For notational clarity, a(1) and W will refer to the 
initial configuration vector and stochastic matrix, re­
spectively, when only an enumeration of configurations is 
desired (e.g., eq 18). When Boltzmann factors and/or 
immediate reversal corrections are used, as in the fol­
lowing calculation of the weight ¿(0,2,0), as(1) and W s 
will be used. Thus

¿(0,x,0) = as(1)W / _1e (22)

General Equations for t(S). Based on the principles 
discussed above, it is possible to write expressions for 
the weights t(S) for states of adsorption containing 
desorbed loops and free ends. The total number of 
configurations of a loop or free end may be equated to
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the product of its vertical and horizontal configurations, 
since the vertical and horizontal placement of desorbed 
segments can be treated independently.21'22

If H(d) and H0(d0) represent the number of vertical 
configurations of a loop of d segments and a free end of 
do segments, respectively, then

t(S) =  ad(1)W d* “  1Ho(do) n '  (W sspW ddpH (d„) )  X
p  =  l

W ss‘W ddo'tfo(<V)e (23)

for the chain with free ends and

m  =  as(1)W 3- i n 1(W ss'’W dd'’i/(dd,))W 3s,e (24)
P ~  1

when do = do' =  0. as(1) and W s are the vector and 
matrix described above for adsorbed segments, while 
ad(1) and W d are the vector and matrix for the desorbed 
segments. To form the latter from the elements of 
a(1) and W, the only modifications required are new 
immediate reversal correction factors for the elements 
of matrices representing segments following the second 
segment of a desorbed loop or free end

(25)

Expressions for H and H0. The parameters H(d') and 
H0(do) may be calculated in two ways. The first method 
is of interest primarily because it uses a Markov process 
to count the vertical configurations of the ligand and 
thus is related more closely to the methods encountered 
in the enumeration of the horizontal configurations of 
the ligand. The second method, however, gives closed 
expressions for H(d) and H0(d0). The vertical configu­
rations of a loop of d segments are those in which the 
first and dth segments are fixed in the layer h = 1, 
while the intermediate d — 2 segments may be placed 
in any vertical layer h >  1. One possible vertical con­
figuration of a loop of ten segments is illustrated in 
Figure 5. For a free end of d0 segments, only the most 
proximal segment is constrained to the layer h — 1.

Markov Method. The vertical configurations of the 
ligand may be treated as a Markov process in which the 
tth state is defined as the placement of a ligand segment 
in the vertical layer h = i. Thus, the elements y a of

(18) When just a single face is considered, the elements of a<11 must 
be altered due to the reduction in the number of lattice sites. Fur­
thermore, the smaller coordination number of the edge sites neces­
sitates a decrease in the matrix elements Wij for values of i cor­
responding to sites on the edge of the patch (eq 15).
(19) The factors / / n) also could include vibrational contributions 
corresponding to vibrations of the bound segments. The zero of 
energy corresponds to an infinite separation of the segment and site 
in question, when both are surrounded by solvent molecules.
(20) Any rigorous correction would depend on j  as well as i. Equa­
tion 21 represents an average over all j.
(21) On more typical lattices, the assumption of independence is a 
good one only for small extensions of a long chain.22
(22) P. J. Flory, “ Principles of Polymer Chemistry,”  Cornell Uni­
versity Press, Ithaca, N. Y., 1953.



The Binding of Flexible Ligands to Proteins. I 4427

Figure 5. A possible vertical configuration of a loop of 10 
( = d) segments. The first and dth segments are constrained to 
the first layer of lattice points above the surface (h = 1 ), 
while the intermediate segments may be placed in any layer 
above the surface.

the stochastic matrix Y represent the number of ways 
of placing a segment in layer j  given that the preceding 
segment is in layer i. Since steps to adjacent layers 
or within the same layer are the only ones possible, Y is 
a tridiagonal matrix of the form

1 1 0 0 0 0
1 1 1 0 0 0

Y = 0 1 1 1 0 0
0 0 1 1 1 0

The first segment of a loop or free end always is in the 
layer h =  i. Hence, the initial configuration vector 
b (1) is

b(1) =  (1 0 0 0 . . . )  (27)

Theoretically, the vector and matrix have infinite di­
mensions, although for a loop or free end of d segments 
a d-element vector and a matrix of order d are suffi­
cient since h cannot exceed d. The number of vertical 
configurations of a loop or free end which result in the 
placement of the dth segment on a site in layer i is 
given by the ith element of the vector

b{d) =  b(1)Yd“ 1 (28)

Since the last segment of a loop must lie in the layer 
h =  1, the total number of vertical configurations of a 
loop of d segments, H(d), may be equated to bi 'r>

Hid) =  b = b(<V  = b(1)Yd-1e' (29)

where e' is a column vector whose first element is unity 
and all other elements are zero. On the other hand, the 
final segment of a free end may lie in any vertical layer 
above the surface. Hence, the total number of vertical 
configurations of a free end of do segments, H0(do), may 
be equated to the sum of all elements of b (do)

Fo(do) =  bw e =  b(1)Y *_1e (30)

Combinatorial Method. Closed expressions for H{d) 
and H0 (d0) may be obtained by modifying some com­
binatorial theorems for one-dimensional random walks28 
in which the outcome of each step is in one of two possi­

ble directions (from level h to level h +  1 or h — 1). 
In the present model, three possible outcomes exist for 
each step, as discussed above. Therefore, any vertical 
configuration of a loop can be visualized as a one-di­
mensional random walk interrupted by steps which re­
tain a constant value of h. Thus, for the loop illus­
trated in Figure 5, steps 2 and 3 (the placement of seg­
ments 3 and 4) and 5 through 8 (the placement of seg­
ments 6 through 9) perform a one-dimensional walk, 
while steps 1, 4, and 9 remain at positions of constant 
h. For a loop of d segments (d — 1 steps), any number 
of steps 2j  may be involved in the one-dimensional walk, 
subject to the restriction

0 <  j  <  ((d -  l ) /2 ]  (31)

which ensures that segment d of the loop can return to 
the layer h = 1. In addition, all segments of the loop 
must remain in layers above the surface. The total 
number of configurations for such a one-dimensional 
walk is23

i m
j  + 1 j\ p .

(32)

Because the remaining (d — 1 — 2j)  steps at constant 
h can be placed anywhere along the loop, the total 
number of vertical configurations of the entire loop for 
a given j  is

(d -  1 )! 1 (2j)\

(2 j )\ (d  -  1 -  2 j ) \ j  +  1 j\j\

__1______ (d -  1)!____
3  +  1 j! j!(d  -  1 -  2 j)!

(33)

Hence

H(d) =
[(d—1)/2]

E
3 = 0

1 (d -  I) ! 
j  +  1 j! j!(d  -  1 -  2 j)\

(34)

Similarly, a free end of d0 segments (d0 — 1 steps) 
may be visualized as an interrupted one-dimensional 
walk. Any number of steps m between 0 and d0 — 1 
may be involved in the one-dimensional walk as long 
as all segments remain above the surface. The number 
of configurations for such a one-dimensional walk of 
to steps is23

(35)

These to steps may be distributed in any manner among 
the remaining (do — 1 — to) constant h steps of the free 
end. Hence, for a fixed to, the total number of vertical 
configurations for the free end is

(23) W . Feller, “ An Introduction to Probability Theory and Its 
Applications,”  Vol. I, Wiley, New York, N. Y ., 1957.
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(do -  1)J______ ____

1T—l1 "m” 1 TO +  1"
. 2 . 2

(do -  1 ) !

(do
Tml [m  +  11,- 1 - m4 d! L“H!

Therefore
do —1

ffo (d o ) =  E
wi = 0

(d„ -  1 ) !

(do — 1 — m ) ! —

(36)

(37)

Evaluation of qx(l,n0,T). Equations 23 and 24 may 
be combined into a single, more general one with the 
aid of the Kronecker delta

m  =

(aamWB-%o0 +  (1 -  5do0)adcl)Wdd“- 1ii0(do)) X 

n1 (W sspW ¿ipH (dp))  W SSI (5do'o +
p =  1

(1 -  Sdo'o)W¿d° Ho(do'))  e (38)

so that eq 12 becomes 

qx(l,n0,T) =
Kx+D/2] i - 1

E  E  uo(do) n  (V(sp)U(dp))V(s!)u0'(do') (39)
1 =  1 { 5 }  P =  1

where

Uo(do) = (as(1)Ws_15do0 +
(1 -  5do0)ad(1)Wdd" -1ii„(do)) (40)

V(Sp) = W /p (41)
U(dp) = W idpH (dp) (42)

Vo (do) = (¡¡wo +  (1 — 5*'o)Wd*.ffo(doO)® (43)
Equation 39 cannot be written in closed form. How­
ever, an exact evaluation is possible for relatively small 
values of x, such as those of the ligands commonly 
encountered in protein binding studies. As a first step 
in this evaluation, it is necessary to form the generating 
function of qx(l,n0,T)

r (f)  =  E  </*(!,no,T)r =
x — l

co Ux + D/2] 1-1
E f ‘  E  E  Uo(do) n  (V(sp)U(dp))V(s,)u„,(doO (44)x = l Z =  1 { S ]  P =  1

Following the procedure of Lifson,24 the first two sum­
mations are rearranged and the x factors of dis­
tributed among the terms of qx(l,no,T) to give

r (f )  =  E  E  E u 0(do)fdon 1( v ( Sp) r u ( d p)r i'’)  x1 = 1 x = 2l-l ( S )  „ = 1

v (Si)rw id oO r* ' (45)

When summing at fixed l over all possible values of 
x >  (2 1  — 1), the restriction of eq 11 on {S} no longer 
holds. Thus

r(f) = E E uo(do)rd° nY E vogr x
l — l do = 0 p = l \sp = l

E  U(dp)fdA  E  V(S;) r  E UoXdoOf*' (46)
dp = 1 /  si = 1 do' = 0

qx(l,n0,T) is the coefficient of in this power series 
(cf. eq 44). Using the following convolution formula 
for the product of two power series

E  a r  E  b f  = E  (  E  aA +i - j ) r + 1  (47)

it is possible to compute this coefficient for a given x 
from known functions u0, V, U, and u0'.

Average Properties. Any thermodynamic average 
derivable from qx(l,no,T) may be evaluated in a similar 
fashion. The averages of interest are those associated 
with the configuration of the bound ligand, which will 
be referred to as configurational parameters. For ex­
ample, the average number of ligand segments ad­
sorbed to the surface may be equated to the coefficient 
of in the following power series, divided by qx(l,no,T)

E  E  Uo(do)fdo [  E  Siv(Sl) r  E  U(dx)fdl X 
Z = 1 *  = o Lsi=l di=l

n 1 (  E  v (Sp)rsp E  u w p)rdp)  E  v(a,)fn +
p — 2 \sp = 1 dp — 1 /  $i = 1

E  v (Sl)r51 E  ufdOf* E  s2v(s2)r'J E  u(*)f* x
Sl = 1 dl = 1 S2 = 1 d2=l

n  (  E v(Sp)r  E u(dp)fdA x 

E V(S;)r + ... + n1 ( E v(sp)rsp x
Si = 1 p = 1 \sp = 1

E U(dp)fdp)  E  * .v ( « ,) r l  E  Uo'(do0rd0' (48)

The average number of segments adsorbed commonly is 
divided by x to give the average fraction of segments 
adsorbed, d.

The coefficient of in the power series

E i E uo(d„)fd« n1 (  E v(Sp)fsp E W , ) i dp)  x1 = 1 do = 0 p = l \sp = 1 dp = 1 /

E  v(«,)r" E  u„'(¿»or*' (49)
si = 1 do' = 0

when divided by qx(\,no,T), gives the average number 
of adsorbed stretches, l. The number-average lengths 
of the desorbed ends, do and do', are calculated from 
the appropriate coefficients in the following two power 
series, respectively26

(24) S. Lifson, J. Chem. Phys., 40, 3705 (1964).
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£ £ rf0uo(4)f* n ( E v(S)))rsp E u(d„)fdA x
Z = 1 do = 0 p = i \sp = 1 dp = 1 /

E V(Si)r E no'idoOr*' (so)
s j  =  1 do' =  0

£ £ uoW^n1 (  E v(Sp)fsp £ u(dp)rdpN) x
Z = 1 do =  0 p = l  \sp = 1 dp =  1 /

E  V(Si) r  E  ( W W ) ^ '
sj = 1 do' — 0

(51)

Other configurational parameters of the ligand may 
be calculated directly from the above set. Thus, the 
number-average length of an adsorbed stretch, s, and 
the number-average length of a desorbed loop, d, are 
given by

s =
xd
1

(52)

d = x — xd — ck — do'
I -  1 (53)

account for the fact that each ligand already bound to 
the surface occupies contiguous lattice sites.22 There­
fore, if any of the z3 sites adjacent to a class j  site previ­
ously has been established as vacant, the probability 
that the class j  site is vacant is somewhat greater than 
the average fraction of vacant j  sites, $t(N — 1), which 
may be equated to the ratio of the average number of 
vacant j  sites to the total number of j  sites

U N  -  1) = a}m — ftj(N — l)
aj(i) (57)

The desired correction factor is the probability U N  — 1) 
that a class j  site is vacant when the vacancy of an 
adjacent site already has been established. Thus, 
Zj(N — 1) is the ratio of the number of vacant j  sites 
to the total number of j  sites which are compatible 
with the previously confirmed vacancy of a given 
adjacent site. If <£,- is the fraction of the nfN  — 1) 
occupied j  sites which have a neighboring ligand seg­
ment on an adjacent site, then26

V. The Binding of Additional Ligands
The expressions for qx(2,n0,T) through qx(M,n0,T) 

are identical in form with eq 12. However, since fewer 
lattice sites are available for binding as additional 
ligands are placed on the surface, the values of the 
elements of the vector and the matrix describing the 
adsorbed segments, as(1) and W s, must be decreased. 
On the lattice sites above the surface, a smaller frac­
tion of configurations is excluded by previous ligands 
as a result of the many layers of lattice points available 
to the segments of loops and free ends. Therefore, no 
reductions in the elements of ad(1) and Wd are intro­
duced. Thus, for N >  1

[(z+D/2]
qx(N,n0)T) =  E  E  iv-i(S) (54)

¡ = 1 (S)

with

In- i(S) =  ( ^ V i W s - ^ o  +

(1 -  5d20)ad(1)W d̂ H oid o)) X

' i f  (N-iŴ wAdpH(dp))N̂wssi x
p  =  1

(<Wo +  (1 — S^cOWd* I7o(<V))e (55)

U N  -
= %(1) -  n^N -  1)

'  %(1) -  4>MN ~  1)
(58)

may be equated to the ratio of the average number 
of neighboring segments, per segment, to the coordina­
tion number of the site

Hence

2 (x -  2) +  2

4>j —
x
%

2(3 -  1)
XZj

(59)

U N  ~  1)
(i) n}(N -  1)

«) _  v  -  l)
X Z j

(60)

and

-iWtj =  wtjU N  -  1) (61)

Calculation of n,j{N — 1). If, for a given j, the jth 
element of and the elements of the jth  column
of N-fW s are multiplied by the dummy variables a3- =  1 
and uj =  1, respectively, then n}{N — 1) may be 
calculated as follows27’28

The subscript N — 1 signifies that corrections have 
been made for the N — 1 ligands previously bound to 
the surface.

The correction factors for the elements of as(1) and 
W s may be calculated once the number of occupied 
sites of each class has been determined. If nt{N — 1) 
is the average number of occupied sites of class i when 
N — 1 ligands have been bound (eq 62), then

=  U l) -  n fN  -  1) (56)

The corrections applied to the elements of W s must

Hj(N -  1) =  n,{N -  2) +

d In qx(N -  l,nc,r) 5 In qx(N -  1 ,n0,T) = 
dco, da3

(25) For ligands composed of identical segments or symmetrical 
about their midpoints (e . g a , tq-dicarboxylic acids), the Markov 
process is reversible,23 so that do =  do7.
(26) E. A. Guggenheim, Proc. Roy. Soc., Ser. A, 183, 203 (1944).
(27) The use of the augmented matrix for differentiation of a matrix 
product is a technique adopted from Flory.28
(28) P. J. Flory and W . G. Miller, J. Mol. Biol., 15, 284 (1966).
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nj(N -  2) +
l [d+D/2]

qx(N -  l,n0,T) £  X
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where Ec and Oc are, respectively, the identity and 
null matrices of order C and
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( 6 3 )

r w d O cl
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â  W  w - 2 a s

Ò(y_2aB(1))
Òa,

( 6 5 )

with

y -2W s' =  0(w"2Ws) (66)
OU)

Equation 62 may be evaluated by forming the appro­
priate generating function and using a procedure anal­
ogous to that described above for the evaluation of 
qx(l,n0,T).

Appendix A

The Unbound Ligand. To calculate the equilibrium 
properties of protein-ligand systems (eq 7 and 8), a 
value of qx,u(V), the partition function for the unbound 
ligand, must be specified. The latter may be equated 
to the number of configurations of a ligand free in solu­
tion. In the calculations described in the subsequent 
papers of this series,6'7 an approximate enumeration 
was obtained by counting ligand configurations on a 
lattice constructed by stacking planar, triangular lat­
tices, so that each site in the bulk solution is character­
ized by coordination number Zz\. This lattice was 
selected because of its relationship to the lattice on 
which the configurations of the desorbed loops and free 
ends of bound ligands were counted. Hence

< 7 * . « ( F )  =  —  3 z i ( 3 z i  -  I ) * “ 2  ( 6 7 )

Vs

where F  is the volume of the solution and vB is the vol­
ume of a ligand segment. Although this choice of 
enumeration procedure is somewhat arbitrary, the use 
of a different counting method simply would require

the multiplication of all equilibrium constants by a 
constant factor and the shift of all binding isotherms 
along the log c axis by a constant increment. Thus, 
the general conclusions drawn from the present model 
are not affected by the value of qx,u(V).

The chemical potential of the ligand, n, is

n =  mo +  kT In c (68)

where c is the concentration of free ligand and no is the 
standard chemical potential. The latter may be 
equated to the chemical potential of a solution in which 
c =  1. Neglecting ligand-ligand interactions, the par­
tition function for such a solution, Q°x,u(Nn,V), is

Q%«(NU,F) = (<lx'^ Vj )NU (69)

where Nu is the number of unbound ligands in a volume 
F  of solution when c — 1. Thus

no -k T
ò  I n  Q V u

ÒN
(NU,V)

—kT In g». u(F)
( 7 0 )

Appendix B

A Model for Rigid Binding. To better evaluate the 
importance of the flexibility of the bound ligands in 
quantitative discussions of protein-ligand interactions, 
a model in which segmented ligands are flexible in solu­
tion but bind in a single, rigid configuration also has 
been constructed. This model for rigid binding is es­
sentially a statistical-mechanical formulation of the 
theory of multiple equilibria8 and is entirely equivalent 
to the latter. However, a statistical-mechanical treat­
ment allows a more direct comparison of the results of 
this commonly used theory with those of the present 
model.

The basic statistical-mechanical formulas are identi­
cal with those of the model for flexible binding (eq 3 to 
8).29 However, the expressions for the canonical parti­
tion functions for the individual ligands (c/. eq 12) may 
be simplified considerably, since the internal degrees of 
freedom of the bound ligands are neglected and the 
ligands bind with a unique orientation to nonoverlap­
ping regions of the protein surface. For the case in 
which the M  ligands are assumed to bind as one class 
(eq 1), the canonical partition function for the binding 
of the Nth ligand to the protein is

qx(N,nQ,T) = (M -  N +  l)e~s/kT (71)

where (M — N +  1) is a combinatorial factor giving the 
number of ways of placing the Nth ligand on the pro­
tein. £ is the energy of interaction when the entire 
ligand binds to the surface and therefore is a sum of site- 
segment interaction energies for all segments.

(29) Furthermore, since the unbound ligands are flexible, they can 
be described by the equations developed in Appendix A.
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If the bound ligands belong to more than one class 
(eq 2), the grand canonical partition function for the 
system (c/. eq 3) is written as the product of the grand

canonical partition functions for the individual classes. 
The latter are formulated in the manner just described 
for single-class binding.

A  M o d e l  f o r  t h e  B in d in g  o f  F l e x i b l e  L ig a n d s  t o  t h e  S u r fa c e s  o f  

P r o t e in s  a n d  O t h e r  M a c r o m o l e c u l e s .  I I .  T h e  P r o p e r t i e s  

o f  L i g a n d - M a c r o m o l e c u l e  S y s te m s

by Nora Laiken and George Nemethy1
The Rockefeller University, New York, New York 10021 (Received July 7, 1970)

A statistical-mechanical model for the binding of flexible ligands to proteins, developed in the previous paper 
of this series,lis applied to various ligand-surface systems. Parameters which characterize the average con­
figuration of each bound ligand (average fraction of segments adsorbed, average number and length of adsorbed 
stretches, average length of desorbed loops, and average length of the free chain ends) and binding isotherms 
are calculated. The dependence of these quantities on parameters such as the ligand-surface interaction 
energies, ligand chain length, and number and arrangement of lattice sites is discussed. The interactions 
between ligands with nonidentical segments (e.g., substituted alkanes) and surfaces containing chemically 
different sites (e.g., sites with ionic, polar, and nonpolar character), termed “heterogeneous systems,” also are 
studied. Configurations of the bound ligands with a larger fraction of desorbed segments are preferred as 
successive ligands are bound, due to the reduced availability of vacant binding sites on the surface. This 
variation in the average configuration of the bound ligands produces a change in the intrinsic affinity of the 
macromolecule for the ligand with increasing saturation, even when all of the binding sites are chemically 
identical. For this reason, the binding isotherms calculated with this model are broader than those predicted 
by the theory of multiple equilibria which commonly is used to analyze protein-ligand interactions. According 
to the latter theory, all sites of a given type have the same intrinsic affinity for all ligands, since the ligands 
are assumed to bind in an identical, rigidly defined configuration. The model presented here predicts an 
increase in the strength of binding with increasing chain length, as observed experimentally for several sub­
stituted alkanes, while the theory of multiple equilibria predicts the opposite chain length dependence. In 
heterogeneous systems, the configuration of the bound ligands may change sharply with ligand concentration, 
depending on the relative extent of saturation of various types of sites. In this case, the resulting isotherms 
are biphasic. The appearance of an intermediate plateau in the isotherm is determined by the nature and 
number of various sites.

I. Introduction
Protein-ligand interactions commonly have been 

analyzed using the standard formulas which govern 
multiple binding equilibria.2 In the previous paper of 
this series,3 it was pointed out that the theory of multi­
ple equilibria, because of its neglect of the internal de­
grees of freedom of the bound ligands, is not sufficiently 
general to treat the interactions between proteins and 
flexible, chain-like molecules. The latter can bind in a 
large number of configurations, including many in which 
not all segments of the ligand are in contact with the 
protein. Therefore, a statistical-mechanical model for 
the binding of flexible ligands to protein surfaces was 
developed.3 This paper presents an analysis of the

properties predicted by this model for various ligand- 
surface systems. A comparison of the calculated re­
sults with actual experimental observations is presented 
elsewhere.4

The model allows the calculations of two different 
types of thermodynamic averages. First of all, from 
the canonical partition functions for the bound ligands,

(1) To whom correspondence should be addressed.
(2) I. M . Klotz in “ The Proteins,”  Vol. IB, H. Neurath and K. 
Bailey, Ed., Academic Press, New York, N. Y., 1953.
(3) N. Laiken and G. Nemethy, J. Phys. Chew,., 74, 4421 (1970); 
to be referred to here as paper I, with (I- ) denoting the equations 
cited.
(4) N: Laiken and G. Nfanethy, Biochemistry, in press.
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parameters which characterize the average configura­
tion of each bound molecule (e.g., average fraction of 
segments adsorbed, average number and length of loops, 
etc.) may be obtained (eq 1-48 to 1-53). Secondly, the 
grand canonical partition function for the system, S 
(eq 1-3), may be used to study the equilibrium between 
bound and free ligands. In particular, N, the average 
number of ligands bound per protein molecule, may be 
calculated as a function of c, the concentration of free 
ligand (corresponding to the experimental binding iso­
therm), using the relation

N = (1)

In this paper, the dependence of these quantities on 
the specific characteristics of the ligand and the protein 
surface is described. The systems discussed may be 
divided into two broad categories: homogeneous sys­
tems, in which ligands with identical segments bind to 
surfaces with only one type of site, and heterogeneous 
systems, in which ligands with nonidentical segments 
and surfaces composed of many types of sites are con­
sidered. Each site, as defined in this work,3 represents 
a point of attachment for a single segment of the ligand 
in question. The binding sites may cover the entire 
protein surface or just a small part of it, referred to here 
as a patch.

II. Configurational Parameters for 
Homogeneous Systems

The average configuration of the bound ligands is not 
determined solely by e, the energy of the site-segment 
interaction, or x, the number of segments in the ligand, 
since the configurational parameters also vary with N, 
the number of ligands bound to the surface. This is 
illustrated in Figures 1-5, in which the configurational 
parameters for the ligands x =  8 and x — 4 binding to a 
lattice with 162 sites, covering a complete surface, are 
plotted as a function of xN, the number of segments 
belonging to bound chains.6 As N increases, the reduc­
tion in the number of vacant surface sites results in 
larger contributions to the partition function from con­
figurations with fewer segments adsorbed to the surface. 
Thus, the average fraction of segments adsorbed, 9, and 
the average length of an adsorbed stretch, s, decrease as 
additional ligands are bound. Comparing these varia­
tions at different values of e, the smallest decrease in 0  
is observed for e =  —4kT, since the energy of the site- 
segment interaction dominates the free-energy change 
per segment upon binding, overriding the entropy gain 
due to the formation of loops and free ends. The re­
sulting reduction in the number of vacant surface sites 
is so large that a very sharp drop in 9 occurs as xN ap­
proaches w0, the number of sites on the surface. The 
drop is somewhat larger for the ligand x =  4 than for 
x =  8, since a larger relative change in 9 results from 
the desorption of a single segment for the shorter ligand.

Figure 1. The variation in 8, the average fraction of ligand 
segments adsorbed, with xN, the number of segments belonging
to bound chains, for the ligands x = 8 (------) and x = 4
(------). All curves were obtained with a lattice of 162 sites,
covering a complete surface. The value of e is 
indicated by each curve.

Figure 2. The variation in l, the average number of adsorbed 
stretches, with xN, the number of segments belonging to bound
chains, for the ligands x = 8 (------) and x = 4 (------ ). All
curves were obtained with a lattice of 162 sites, covering a 
complete surface. The value of e is indicated by each curve.

As |e| decreases, 6  drops with increasing xN at a more 
constant rate, since energy and entropy effects are 
balanced more closely. At these lower values of |e|, 
the drop is somewhat smaller for the shorter ligand, 
since it is easier to find smaller clusters of contiguous 
vacant sites. 6  is larger for x = 4 than for x =  8 at the 
smaller values of [e| since the shorter ligand can gain 
less entropy by forming loops (there are fewer ways of 
placing a loop along a shorter ligand).

The additional desorbed segments which appear as 
xN increases can be included in either loops or free 
ends. For x =  8, the average length of a single de-

fS) It should be emphasized that the configurational parameters 
discussed here characterize the Nth ligand being bound and are 
not averages of ligands 1 through N. .
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Figure 3. The variation in s, the average length of an adsorbed 
stretch, with xN, the number of segments belonging to bound
chains, for the ligands * = 8 (------) and x = 4 (------ ). All
curves were obtained with a lattice of 162 sites, covering a 
complete surface. The value of e is indicated by each curve.

Figure 4. The variation in d, the average length of a desorbed 
loop, with xN, the number of segments belonging to bound
chains, for the ligands x = 8 (------) and x = 4 (------ ). All
curves were obtained with a lattice of 162 sites, covering a 
complete surface. The value of e is indicated by each curve.

sorbed end, do, increases markedly with xN, while the 
average length of a loop, d, remains almost constant 
(Figures 4 and 5). However, at e = —4ikT, the total 
number of segments in loops does increase, since the 
average number of loops, 7 — 1, increases (Figure 2). 
Increases in the number of loops rather than in d are 
favored because a larger number of configurations is 
gained by increases in l than in d. At e =  —kT, con­
figurations with d0 >  1 predominate. Therefore, the 
additional desorbed segments appear almost exclusively 
in free ends, since desorbed segments in free ends ex­
ceeding one segment in length have a larger number of 
configurations than loops of an equivalent length. In 
addition, some of the ends lengthen at the expense of

4433

Figure 5. The variation in d0, the average length of a single 
desorbed end, with xN, the number of segments belonging to
bound chains, for the ligands x = 8 (------) and x = 4 (------ ).
All curves were obtained with a lattice of 162 sites, covering a 
complete surface. The value of e is indicated by each curve.

loops, causing 7 to decrease as xN approaches n0. The 
graph of 7 vs. xN for e =  — 2 kT exhibits a maximum, 
since 7 increases until do becomes sufficiently large to 
favor free end formation instead of additional loops.

For a; =  4, where the maximum number of loops is 
one and the number of configurations with a single loop 
is limited by the small value of x, the increase in de­
sorbed segments with xN occurs almost totally in the 
free ends. The increases in 7 at e =  —4kT and e = 
— 2kT (low xN) are less marked than those for x = 8, 
since such rises are possible only with a decrease in d 
due to the short length of the chain. At e = —kT and 
« =  —2kT (high xN), decreases in 7 also are observed 
for x = 4, but are not as sharp as those for z = 8  since 
the do values are smaller.

The effect of energy on the configurational param­
eters for the ligand x =  8 is summarized in Table I, 
which shows these parameters for A  = 1.

Table I : Dependence of Configurational Parameters on ea

c S 7 s 3 do

-k T 0.561 1.87 2.41 1.64 1.05
— 2kT 0.831 1.70 3.91 1.28 0.23
- 4  kT 0.975 1.14 6.86 1.15 0.02

“ The values listed are for the ligand x = 8 binding to a lattice 
of 162 sites when N = 1.

Binding to a Patch of Sites. Figure 6 illustrates the 
configurational parameters for the ligand x =  6 binding 
to a patch and a complete surface with an identical 
number of sites (no =  42) for e = —2kT. At low xN, 
the average properties are nearly indistinguishable for 
the two cases. However, the presence of boundaries 
on the patch (Figure 7) becomes evident as additional
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Figure 6. Configurational parameters (as defined in the text and 
in Figures 1 to 5) for the ligand x = 6 binding to a complete
surface (----- ) and a patch (------ ) of identical size (42 sites). All
curves were calculated with e = —2kT.

ligands are bound. Thus, larger decreases in 6 , s, and 
1 and a sharper increase in do are observed for the patch. 
An interesting feature is the presence of a maximum in 
the d vs. xN curve for the patch. Because of the re­
duced coordination number of the boundary sites, the 
first ligands bind preferentially in configurations which 
occupy the interior sites. The ligands N — 5 and N  =  
6 bind by forming a large loop over the most interior 
sites, causing an increase in d, but due to increased site 
occupancy, such a loop no longer is possible for the 
ligand N =  7. Thus, d drops rapidly after N =  6 and 
the desorbed segments appear as free ends.

III. Equilibrium Behavior of Homogeneous Systems
Figure 8 illustrates binding isotherms [expressed as 

N/M vs. log c, where M  is the maximum number of 
ligands which can bind to the lattice (eq 1-4) ]6 for the 
ligands x =  8 and x =  4 binding to the lattice n0 =  162 
(cf. Figures 1-5). As e is varied, both the position and 
the shape of the curves change. The position of the 
curve shifts to lower c values as e becomes more negative 
since the energy gained upon binding is better able to 
compensate for the accompanying loss of translational 
and configurational entropy. Such a correlation be­
tween binding energy and curve position, in which the 
more negative energy values are associated with binding 
at lower values of c, also applies to the ideal lattice gas.7

i
Figure 7. A patch of binding sites. The interior sites (classes 4, 
6, 8, 9, and 10) are hexa-coordinated, while the boundary sites 
(classes 1, 2, 3, 5, and 7) have a lower coordination number. A 
patch of 42 sites (cf. Figures 6, 10, 13, and 15) can be derived 
from this patch by omitting the class 1 (corner) sites.

Figure 8. Isotherms for the ligands x = 8 (------) and x = 4
(------) binding to a lattice of 162 sites (cf. Figures 1 to 5), with
values of e as indicated.

In contrast to the latter, however, the isotherms are not 
symmetrical about their midpoints, and their shape 
changes as the energy is varied. The isotherms broaden 
as saturation is approached, since the decrease in the 
number of vacant surface sites reduces the number of 
configurations available to additional ligands, making 
their binding more difficult. This flattening is most 
marked for e =  —4kT, because the high 9 values result 
in a more rapid depletion of the vacant surface sites by 
the first ligands bound.

(6) An advantage of such a plot for the representation of binding 
data is that the conclusions drawn from it are unaffected by the 
method of calculating the standard chemical potential of the ligand, 
go, from the partition function for the unbound ligand (paper I, 
Appendix A), since a change in go simply would shift the positions of 
all isotherms along the log c axis by a constant amount. In anticipa­
tion of applications of the model,1 the volume of the ligand segment, 
Vi, used to calculate go is that appropriate for hydrocarbon segments 
(section I V) .
(7) T.  L. Hill, “ An Introduction to Statistical Thermodynamics,”  
Addison-Wesley, Reading, Mass., 1960.
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Deviations of binding curves from symmetry also 
have been noted in studies of enzyme-substrate com­
plexes.8 In these latter cases, steepening of binding 
curves is described as cooperativity, which is said to 
occur when the first substrate molecules bound facili­
tate the binding of additional substrate molecules. 
The converse case, in which the binding of additional 
substrate molecules is made more difficult, has been 
called negative cooperativity9 and is associated with the 
broadening of enzyme-substrate binding curves. Both 
generally are attributed to conformational changes in 
the protein.8,9 Phenomenologically, a similar flattening 
of binding curves is observed with the present model. 
However, it has a totally different origin and might be 
characterized as a type of indirect ligand-ligand inter­
action, arising not only from the competition of ligands 
for a limited number of sites (as in the theory of multi­
ple equilibria2) but from the effect of ligands on the 
configurational entropy of other bound ligands as well. 
It also differs from a direct energetic interaction (such 
as the electrostatic effects arising in multiple ioniza­
tion2).

The isotherm for the ligand x — 4 is somewhat steeper 
than that for x =  8, since it is easier to find smaller 
clusters of contiguous vacant sites. Thus, less broad­
ening occurs for the shorter ligand. The shift in position 
of the isotherm with chain length will be discussed be­
low (section VII).

As a further illustration of isotherm broadening in 
the present model, isotherms have been obtained for the 
case in which all segments of the bound ligands are 
adsorbed to surface sites, no loops or free ends being 
permitted. As illustrated in Figure 9, the resulting 
isotherms are equally broad at all values of e since & = 
1 in each case, resulting in a maximum amount of flat­
tening.

Binding to a Patch of Sites. When ligand binding to 
a patch of sites is studied as a function of e, the varia­
tions in curve position and shape are identical with 
those described for a lattice which covers a complete 
surface. Isotherms for a patch and a complete surface 
with an identical number of sites are compared in Fig­
ure 10. As a result of the edge effects mentioned in 
the study of configurational parameters (Figure 6), 
binding to the patch is somewhat more difficult.

Isotherms for Rigid Binding. As discussed in paper 
I, when the commonly used theory of multiple equilib­
ria2 forms the theoretical framework for analyzing 
protein-ligand interactions, flexible ligands are assumed 
to bind in a rigid configuration. Using the model for 
rigid binding discussed in paper I (Appendix B), a com­
parison of the isotherms for single-class binding in the 
theory of multiple equilibria with those for homoge­
neous systems in the present model is possible. For ex­
ample, the isotherms in Figure 11 are obtained when 
systems analogous to those in Figure 8 are studied 
under the conditions of rigid binding. The resulting

Figure 9. Isotherms for totally adsorbed ligands. The curves 
were obtained for the ligand x = 8 binding to a lattice of 162 
sites, as in Figure 8. However, the ligands were constrained to 
bind with all segments adsorbed to the surface (no loops or free 
ends being permitted). The value of e is 
indicated by each curve.

Figure 10. Isotherms for the ligand x — 6 binding to a
complete surface (------) and a patch (------ ) of identical size (42
sites; cf. Figure 6). Both curves were 
calculated with e = —2kT.

Figure 11. Isotherms for rigid binding. The curves for the
ligand x = 8 (------) were obtained when 20 ligands bind with
an energy 8e, while those for the ligand x = 4 were obtained 
when 40 ligands bind with an energy 4«, allowing a comparison 
with the isotherms of Figure 8.

curves are symmetrical about their midpoints, as ex­
pected for single-class binding, and there is no change in 
curve shape with variations in e or x. As discussed in 
detail below (section VII), the variation in curve posi­
tion with x differs from that obtained with the flexible 
binding model.

In the rigid binding model, as in the theory of multi­
ple equilibria, when all ligands bind as one class the

(8) D. E. Koshland, Jr., G. N&tnethy, and D. Filmer, Biochemistry, 
5, 365 (1966).
(9) A. Levitzki and D. E Koshland, Jr., Proc. Nat. Acad. Sci. U. S., 
62, 1121 (1969).
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equilibrium constants for the formation of successive 
protein-ligand complexes differ only by a statistical 
factor which accounts for the different ways of placing 
the ligand on the protein. Thus, each constant can be 
written as the product of a statistical factor and an 
intrinsic association constant, the same for all N. For 
such systems, plots of N/c vs. N  and 1/iV vs. 1/c (the 
so-called Scatchard and double-reciprocal plots, re­
spectively) will be linear.2 A very significant feature 
of the model for flexible binding is that these commonly 
used plots fail to be linear, even for homogeneous sys­
tems. Owing to the neglect of the internal degrees of 
freedom of the bound ligands in the rigid binding model, 
single-class binding not only implies that the surface is 
chemically homogeneous, but that all ligands bind in an 
identical configuration as well. In the present model, 
in which the flexibility of the bound ligands is included, 
any given ligand can bind in many different configura­
tions. As additional ligands are bound, the number of 
possible configurations decreases, so that the ligands do 
not bind in an identical fashion, even though all of the 
binding sites are chemically the same. Each ligand 
binds with a characteristic equilibrium constant which 
reflects its unique manner of binding as well as simple 
statistical considerations. The asymmetry of the iso­
therms (Figures 8 to 10) also results from this failure of 
the ligands to bind in an identical configuration.

IV. Physical Parameters for Heterogeneous Systems
The model developed in paper I can be used to treat 

systems which include chemically different surface sites 
and ligands having nonidentical segments. This fea­
ture allows its application to a wide variety of physical 
systems. The present paper will consider interactions 
between substituted alkanes and proteins only, in an­
ticipation of applications of the model.4

The ligand configurations are counted on a triangular 
(hexa-coordinated) lattice, with successive ligand seg­
ments placed on adjacent sites. This lattice would not 
be suitable for substituted alkanes if the statistical seg­
ment, as used in such calculations, were equated to the 
methylene group (-CH2-)  of the alkyl chains, due to 
the bond angle restrictions between successive carbon- 
carbon bonds. If the statistical segment is equated to 
a -C H 2-C H 2-  group, the resulting statistical chain has 
enough flexibility to be accommodated on the triangu­
lar lattice used in this model. By analogy, the (non­
carbon) atoms of the ionic or polar head group of the 
ligand also are counted as a single segment.

In the partition function for the unbound ligand (eq 
1-67), a numerical value is needed for the volume of a 
statistical segment, vB. From the bond angles, bond 
lengths, and van der Waals radii of the atoms of the 
ligand,10 an average vs of 48 k 3 has been estimated.

The precise chemical groupings on a protein to which 
the term site is to be applied must correspond in size to 
the statistical segment. Thus, most polar and ionic

groups on amino acid side chains (-N H 3+, -CO O ” , 
-C H 2OH, etc.) constitute a single site, a nonpolar (hy­
drocarbon) site is defined as two methylene groups 
(—CH2—CH2—), and the polar peptide backbone of each 
residue, when on the surface, is divided into two sites 
(> C = 0  and -N H C“H -).

In sections V and VI, the binding of carboxylic acids 
to protein surfaces containing ionic (-N H 3+), nonpolar 
(-CH 2-C H 2-) , and polar (> C = 0  and -N H C“H -) sites 
is discussed. The appropriate site-segment interac­
tion energies, to be derived in Appendix B, are listed in 
Table II. All calculations have been performed at 
T =  298°K.

Table II : Site-Segment Interaction Energies

/-------------------e, ca l/m o l°-

Site
C arboxyl
segm ent

H yd roca rb on
segm ent

- n h 3+ - 5 0 0 0 CO

oI!oA

- 2 7 0 0 - 1 5 0
- N H C “ H - - 1 5 0 0 - 4 5 0
- C H 2- C H 2- CO - 1 3 0 0

“ Interactions between nonpolar groups and ionic groups are 
so unfavorable that the energies have been assigned the value <», 
giving a Boltzmann factor of zero for these contacts.

V. Configurational Parameters for 
Heterogeneous Systems

When the binding of carboxylic acids to surfaces 
with chemically different sites is considered, the varia­
tions in the average fraction of ligand segments ad­
sorbed, 6 , and the average length of the free carboxyl 
end, do, differ markedly from the analogous parameters 
for homogeneous systems (Figures 1 and 5), as illus­
trated in Figure 12. In the latter, the carboxylic acids 
x = 9 and x — 5 bind to a lattice containing 12 cationic 
sites (-N H 3+) and 150 nonpolar sites. The energy of 
the carboxyl segment-amino site interaction is so favor­
able (Table II) that the first 12 ligands bind almost ex­
clusively in configurations with their carboxyl segments 
adsorbed to ionic sites. Thus, a sharp increase in do 
and a resulting drop in 9 occur at N = 12, since con­
figurations with d0 ^ 1 are the only one available there­
after. The more gradual changes in 6  and do elsewhere 
along the curves reflect the reduced availability of va­
cant surface sites, as observed for homogeneous sys­
tems.

Positioning of Ionic Sites. The specific position of 
the ionic sites is relatively unimportant in determining 
the variations in the parameters 9 and do, as shown in 
Figure 13. With a patch of three cationic sites and 
39 nonpolar sites, the results with the ionic sites located 
near the center of the patch (class 9 sites in Figure 7)

(10) H. A. Scheraga, Advan. Phys. Org. Chem., 6 , 103 (1968).
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Figure 12. Variations in 6, the average fraction of ligand 
segments adsorbed, and do, the average length of the free 
carboxyl end, with xN, the number of segments belonging to 
bound chains, for the carboxylic acids x = 9 (•—•) and x =
5 (•— • ). The curves were calculated for a lattice with 12 
cationic sites (~NH3+) and 150 nonpolar sites.

are almost identical with those obtained when the ionic 
sites are located near its corners (class 4 sites).11

Polar Sites. Figure 13 also includes configurational 
parameters for a surface with uncharged polar sites. 
Thus, in the central arrangement of ionic sites, 
-N H C“H - groups have been placed on the class 8 sites 
and > C = 0  groups on the sites of classes 7 and 10, 
while -N H C“H - groups and > C = 0  groups have been 
placed on class 3 and 2 sites, respectively, in the corner 
arrangement, for a total of 12 polar sites in each case. 
With such additional heterogeneity, the changes in the 
configurational parameters are not as sharp as those 
for the surfaces with just two types of sites, since the 
polar sites remain as possible binding sites for the car- 
boxylate segment after the ionic sites are filled.

Positioning of Polar Sites. The rise in do and drop in
6  are largest for the corner arrangement of ionic and 
polar sites, since the configurations containing carboxyl 
segment-polar site interactions make a smaller contri­
bution to the partition function due to the reduced co­
ordination number of the polar sites in this arrange­
ment. A calculation of the occupancies of the various

4437

3 ionic sites

Figure 13. Variations in 8, the average fraction of ligand 
segments adsorbed, and d0, the average length of the free 
carboxyl end, with xN, the number of segments belonging to 
bound chains, for the carboxylic acid x = 5 binding to a patch 
of three cationic sites and 39 nonpolar sites (•—• ). The 
results obtained with the ionic sites located near the center of 
the patch (central arrangement—class 9 sites of Figure 7) may 
be compared with those obtained with the ionic sites located 
near the corners (corner arrangement—class 4 sites of Figure 7). 
The effects of introducing 12 polar sites in the vicinity of the 
ionic sites in each arrangement (as described in the text) are
indicated (------). In the central arrangement, a patch with six
polar sites in the vicinity of the ionic sites 
also has been studied (------).

types of sites (eq 1-62) indicates that those carboxyl 
segments which are adsorbed after N  =  3 for the corner 
arrangement bind preferentially to -N H C “H - sites, 
since the greater inaccessibility of the > C = 0  sites (in 
this particular arrangement) overrides their energetic 
advantage (Table II). But after N  =  6, the availabil­
ity of surface sites has been curtailed considerably and 
the possible energy gain for binding a carboxyl segment 
to the thus far relatively vacant > C = 0  sites becomes 
more important, so that further chains bind with their 
carboxyl segments on the surface and d0 decreases at 
high values of N.

For the central arrangement, the ligands after N = 
3 bind with their carboxyl segments attached primarily 
to the > C = 0  sites, since the latter not only are favored

(11) When referring to these two arrangements of ionic sites, the 
terms central arrangement and corner arrangement will be used.

The Journal of Physical Chemistry, Vol. 74t No. 25, 1970



4438 N ora Laiken  and George N émethy

energetically over the -N H C“H - sites, but are occupied 
to a lesser extent by previously bound hydrocarbon 
segments as well (for the latter, the -N H C“H - sites are 
favored energetically over the > C = 0  sites; see Table 
II). The accelerated rise in do after N =  6 results from 
the reduced accessibility of the > C = 0  sites.

Figure 13 also illustrates configurational parameters 
for the case in which the central arrangement includes 
only six polar sites (-NHC“H - groups on the class 10 
sites and > C = 0  groups on the class 7 sites). On this 
lattice, as with the central arrangement with 12 polar 
sites, the carboxyl segments bind preferentially to the 
> C = 0  sites after N =  3. The rather marked change 
in the parameters at N =  6 reflects the saturation of 
the three > C = 0  sites; binding of the carboxyl seg­
ment to -N H C“H - groups does not occur significantly 
thereafter due to the reduced accessibility of these sites.

VI. Equilibrium Behavior of Heterogeneous Systems

Biphasic isotherms are obtained when the carboxylic 
acids x =  9 and x =  5 bind to a lattice with 12 ionic 
sites and 150 nonpolar sites, as illustrated in Figure 14 
(<cf. Figure 12). An intermediate plateau occurs at 
N  =  12, corresponding to the saturation of the ionic 
sites, followed by another rise to the final plateau at 
N = M. This second phase represents the binding of 
ligands with free carboxyl ends, and therefore it occurs 
at higher ligand concentrations.

The first phase of the isotherm is steeper for the 
ligand x =  5, since fewer segments are bound to the 
surface when the 12 ionic sites become saturated (when 
N =  12, xN =  60 for the ligand x =  5, as compared 
with xN =  108 for the ligand x =  9) so that less broad­
ening due to negative cooperativity results. A similar 
correlation between chain length and isotherm broad­
ness is found in the second phase of the curves. For 
the ligand x =  5, the second phase is even steeper than 
the curve expected for the binding of four hydrocarbon 
segments to the available number of nonpolar sites. 
Due to the entropy gain possible when d0 >  1, the 
necessity for the carboxyl segment to be located in a 
free end favors the lengthening of that end. As a re­
sult, the ligands for which N >  12 have lower 9 values 
than would be anticipated, given the hydrocarbon seg­
ment-nonpolar site interaction energy used here 
(~  —2kT at 298°K; see Figure 8). This steepens the 
isotherm. No such effect is possible for x =  9, because 
the nonpolar sites are occupied to a much greater extent 
when N =  12, and therefore hydrocarbon segments 
would form a loose end even if the free carboxyl segment 
were not present.

Positioning of Ionic Sites and Introduction of Polar 
Sites. Isotherms for the carboxylic acid x = 5  binding 
to a patch of 39 nonpolar and three ionic sites are pre­
sented in Figure 15 (cf. Figure 13). Again, the curves 
are biphasic with an intermediate plateau at a value of 
N  corresponding to the saturation of the ionic sites.

Figure 14. Isotherms for the carboxylic acids x = 9 (------) and
x = 5 (------) binding to a lattice with 12 ionic sites and 150
nonpolar sites (cf. Figure 12).

3 ion ic s ites

Figure 15. Isotherms for the carboxylic acid x = 5 binding to
a patch of three ionic sites and 39 nonpolar sites (------) (cf.
Figure 13). In the upper figure, the ionic sites are located near 
the center of the patch (central arrangement—class 9 sites of 
Figure 7), while in the lower figure they are located near the 
corners (corner arrangement—class 4 sites of Figure 7). The 
effects of introducing 12 polar sites in the vicinity of the ionic 
sites (as described in the text) also are indicated (------).

The location of the latter hardly affects either the posi­
tion or the shape of the isotherms. The introduction

The Jou rnal o f  P hysical Chem istry, V ol. 74, N o . 25, 1970



T he B inding of Flexible L igands to Proteins. II 4439

of 12 polar sites in each arrangement shifts the first 
phase of the curves to higher values of c, since a smaller 
amount of energy is gained when ligands bind in con­
figurations with some hydrocarbon segments attached 
to polar sites (such configurations will occur since the 
polar sites are adjacent to the ionic sites). On the 
other hand, the presence of polar sites shifts the second 
phase of the isotherms to lower values of c, because of 
the energy gained from carboxyl segment-polar site 
interactions (without the polar sites, the carboxyl seg­
ment would not be adsorbed). In both phases, the 
shifts are larger for the central arrangement, in which 
most of the polar sites are hexa-coordinated, so that 
configurations which include them make larger contri­
butions to the partition function. As might be ex­
pected, the isotherm for the central arrangement with 
only six polar sites (c/. Figure 13) would fall between 
the two illustrated for the central arrangement.

Thus, the general effect of introducing polar sites is to 
decrease the difference in position between the two 
phases of the isotherm, shortening the intermediate 
plateau region. Further studies have shown that when 
a sufficiently large number of polar sites is introduced 
(for example, if less than one-half of the lattice sites are 
nonpolar sites), the intermediate plateau disappears 
almost entirely, and the isotherm appears to be a mono- 
phasic sigmoidal curve, similar to those observed for 
homogeneous systems. Thus, if a sigmoidal binding 
isotherm is observed in an experiment, this in itself does 
not establish that the binding region is chemically homo­
geneous. Conversely, the presence of a marked inter­
mediate plateau may be taken as evidence that a fairly 
large number of nonpolar sites is present in the vicinity 
of the ionic sites, or more generally, that there are so 
many low-energy sites that they are only partially 
saturated when the high-energy sites are occupied com­
pletely.

and configurational entropy upon binding. However, 
whereas the bound ligands retain some configurational 
entropy in the model for flexible binding, all configura­
tional entropy is lost in the rigid binding model. There­
fore

bAS° , . . ,  .
d (rigid binding model) <

ÒA S° 
bx (flexible binding model) (3)

In the model for flexible binding, e =  —2kT (which 
corresponds approximately to the strength of the hy­
drocarbon segment-nonpolar site interaction) is suffi­
ciently negative to give an increase in the strength of 
binding with increasing chain length (shifting the iso­
therm to lower c values) (Figure 8), while the rigid 
binding model predicts a decrease in the strength of 
binding with increasing chain length at t =  —2kT 
(Figure 11), contrary to experimental results.

In the rigid binding model, much larger values of |<| 
would have to be assumed to result in dAF°/bx <  0. 
The simplicity of that model allows a determination of 
the value of e required to balance the loss of entropy 
upon binding, corresponding to the condition

ÒA F° 
òx

=  0 (4)

Using the appropriate partition functions (eq 1-67 and 
1-71) to calculate the equilibrium constant for binding 
(eq 1-8), it is found that

ÒA F°
= e +  kT In (3ai -  1) (5)

ox

where Szi is the coordination number of the lattice sites 
in bulk solution (c/. paper I). For Zi =  6 as used here, 
eq 4 is satisfied when

VII. Chain Length Dependence
A very important difference between the model 

discussed in paper I and the thoery of multiple equilibria 
(or its statistical-mechanical equivalent, the rigid bind­
ing model of paper I) emerges when the dependence of 
the strength of binding on the chain length of the ligand 
is studied. In experimental studies of the interactions 
between proteins and substituted alkanes, it is found 
that the strength of binding increases with the chain 
length of the ligand,12 implying a negative value for 
5AF°/bx, the per-segment increment in the change of 
free energy upon binding. The latter can be separated 
into energy and entropy contributions

dAF° _  dAE° _  TbAS° 
bx bx bx

In both models, bAE°/bx is negative, since it corre­
sponds to the site-segment interaction energy, e, but 
bAS°/bx also is negative due to the loss of translational

e = —2.83fcT (6)

but e would have to be considerably more negative 
(approximately —AkT) to cause bAF°/bx to approach 
the experimentally observed values12 for the alkyl sul­
fates and carboxylic acids. Although no such explicit 
condition may be calculated for the flexible binding 
model, it has been estimated from computed values of 
AF° that e =  —0.5kT will satisfy eq 4.

Thus, both models can give an increase in the strength 
of binding with increasing chain length, as observed 
experimentally. However, as shown above, at a value 
of bAE°/bx appropriate for the binding of substituted

(12) F. Karush and M . Sonenberg, J. Amer. Chem. Soc., 71, 1369 
(1949); J. D. Teresi and J. M. Luck, J. Biol. Chem., 194, 823 (1952); 
D. S. Goodman, J. Amer. Chem. Soc., 80, 3892 (1958); A. Ray, 
J. Reynolds, H. Polet, and J. Steinhardt, Biochemistry, 5, 2606 
(1966); J. Reynolds, S. Herbert, H. Polet, and J. Steinhardt, ibid., 
6, 937 (1967); J. Reynolds, S. Herbert, and J. Steinhardt, ibid., 7, 
1357 (1968); A. Spector, K . John, and J. Fletcher, J. Lipid Res., 10, 
56 (1969).
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alkanes to proteins (corresponding to the strength of 
the hydrocarbon segment-nonpolar site interaction), 
only the model for flexible binding gives a negative 
d&F°/dx. This observation confirms that the flexible 
binding model is the appropriate theoretical model for 
analyzing the interactions between substituted alkanes 
and proteins.

VIII. Discussion

Several assumptions are implicit in the model as it is 
presented here. Most importantly, it is assumed that 
the protein or other macromolecular surface to which 
the ligands bind does not change structure during the 
binding process. Thus, conformational changes, which 
are known to occur in many experimental situations 
(e.g., protein-detergent interactions), cannot be treated 
with the model in its present form. If conformational 
changes occur, a different surface lattice would have to 
be used for each conformation. If there is an equilib­
rium between two well-defined conformations and the 
equilibrium is shifted by ligand binding, an extension of 
the model would be possible, in principle, by combining 
two partition functions of the form of eq 1-12. How­
ever, the increase in the number of the parameters 
probably would render verification of the model diffi­
cult, if not impossible.

It is assumed that a lattice site covered by a ligand 
segment no longer is available for the binding of further 
ligands; i.e., the possibility of multilayer binding is not 
considered here. This assumption may not always be 
realistic. For example, when a hydrocarbon segment 
is bound to a nonpolar site, hydrocarbon segments of 
other ligands might bind on top of the first segment. A 
crude correction could be made by omitting the cor­
rections for occupied sites (eq 1-56 and 1-61). How­
ever, the possibility of multilayer adsorption on loops 
near the surface also would have to be considered, and 
no simple extension of the model is feasible in this case.

Cooperative binding, i.e., the strengthening of the 
affinity of the macromolecule for further ligands after 
some ligands are bound, may occur, although this possi­
bility was not considered here. If cooperativity occurs 
as a result of favorable ligand-ligand interaction ener­
gies, this might be treated by making the Boltzmann 
factors describing the site-segment interactions (eq 
1-19) a function of the extent of saturation. However, 
if such changes in the Boltzmann factors were applied 
to only a few sites of a given class, the use of a Markov 
process for the enumeration of configurations (eq 1-18) 
no longer would be practical.

Applications of the Model. While most of the dis­
cussion presented in this paper was centered on protein- 
ligand interactions and the latter are used for compari­
sons of the theory with experiment,4 the model is not 
restricted to proteins. It can be applied to any com­
pact macromolecular surface interacting with flexible 
ligands and could be used to analyze binding to any

small particle. The chemical nature of the ligand seg­
ments and the surface sites can be varied as needed, by 
introducing the appropriate interaction energies (c/. 
Table II and Appendix B).

Using a patch of binding sites, the interaction of flex­
ible ligands with any rigid molecule representing a more 
or less flat surface (and not necessarily of macromolec­
ular nature, e.g., condensed aromatic derivatives) could 
be treated with the model.
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Appendix A
The Enumeration of Ligand Configurations on Different 

Lattices. As discussed in paper I, the lattice on which 
the present model is based differs from those used in 
theories of polymer adsorption.13 In particular, to 
allow the placement of a planar lattice (with coordina­
tion number zf) on a closed surface, the lattice of the 
present model includes a small number of sites of a 
lower coordination number (z2) at regular intervals. 
Therefore, it is important to compare the configura­
tional entropy of a ligand on this lattice with that calcu­
lated on a uniform planar lattice without such irregu­
larities, i.e., with all sites having coordination number 
Zx. A totally adsorbed ligand of x segments may assume 
v(x) configurations on the lattice of the present model 
(eq 1-18). According to the Flory-Huggins theory of 
polymer configurations, the number of configurations 
on the corresponding uniform lattice is14'16

vF(x) =  noZiX~ 1 (7)

where the subscript F denotes the Flory model.16 If a 
small number, (1 — p)nQ, of sites with coordination 
number z2 are randomly distributed among the n0 sites 
of the Flory lattice, eq 7 becomes

vr(x) =  n0(zip +  z2(l -  p))1“ 1 (8)

where p is the fraction of zi sites on the lattice and the 
subscript R  denotes the random placement of the z2 
sites.

Entropies, S =  k In v, calculated for the three ex­
amples mentioned, are compared in Table III for var-

(13) A. Silberberg, J. Phys. Chem., 66, 1872, 1884 (1962); R.-J. 
Roe, Proc. Nat. Acad. Sci. U. S., S3, SO (1965); R.-J. Roe, J. Chem. 
Phys., 43, 1591 (1965).
(14) P. J. Flory, “ Principles of Polymer Chemistry,”  Cornell Uni­
versity Press, Ithaca, N. Y ., 1953.
(15) The original form of eq 7 is nozi(zi — l ) * -2 to correct for im­
mediate reversals.14 Although the complete calculations of paper I 
and this paper also contain a correction to exclude immediate re­
versals, the correction is not made in eq 1-18 and hence is not in­
cluded here.
(16) Equation 7 strictly is suitable only for very large lattices on 
which edge effects can be neglected.14
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Table I I I : Configurational Entropies* 
on Various Types of Lattices

no p X
S(x) X 

1016
Sf(.x) X 

101«
Sr(x) X 

10W
92 0.869 10 28.2 28.4 28.1

20 52.5 53.0 52.4
30 76.9 77.5 76.6

162 0.926 10 29.1 29.2 29.0
20 53.5 53.7 53.4
30 78.0 78.3 77.8

252 0.952 10 29.7 29.8 29.7
20 54.2 54.3 54.1
30 78.8 79.0 78.7

• The entropies are given in units of erg/(deg molecule).

ious values of x and no. They were calculated for Z\ =  
6, Zi =  5, and 12 z2 sites. Sf(x) is larger than both S(x) 
and SR(x), since vF(x) is increased by a factor of Z\ =  6 
with the placement of each segment. The randomly 
placed Zi sites on the modified Flory lattice reduce the 
rate of increase of v r ( x )  to 5 +  p, while the lattice of the 
present model represents an intermediate case, since

v(x) is increased by a factor of Zi =  6 ( =  53 wv f°r i —
\ j = i

2, 3, .. . C; see eq 1-15^ for the placement of all segments

except those which follow a z2 site. The differences 
between S(x), Sf(x), and Sr(x) are magnified as x in­
creases since these quantities increase linearly with x. 
As no increases and p approaches unity, the presence of 
the z2 sites is less evident, and a decrease in the differ­
ences between these three quantities is seen.

Appendix B
Site-Segment Interaction Energies. No precise values 

for the energies of interaction between various ligand 
segments and surface sites are available, either from 
theoretical or empirical considerations. However, 
estimates for these energies can be obtained with the 
aid of methods currently being developed for calcu­
lating protein conformations from known amino acid 
sequences.10 The segment and site are assumed to con­
tact each other such that their constituent atoms are 
separated by a distance equal to the sum of their van 
der Waals radii, at which the potential energy of inter­
action between the atoms is a minimum.10 Further­
more, it is assumed that standard bond length and bond 
angle values10 apply, and that no energy contributions 
from torsion about single bonds result when forming a 
given contact. The interaction energy (eq 1-19) is 
equated to a sum of contributions from nonbonded 
(van der Waals) interactions, electrostatic interactions, 
and desolvation

</n) — nb€/b) +  Ee/n) +  s« /n) (9)

where the subscripts NB, E, and S refer to the contribu­
tions from nonbonded interactions, electrostatic inter­
actions, and desolvation, respectively.

To calculate the nonbonded contribution, NBe /n), the 
Lennard-Jones “ 6-12”  potential is used10

rn\ V~> ftik
" M'  (10)

where the summation is over all extended atoms17'18 of 
the jth  site and the nth segment. aik and (3ik are the 
coefficients for repulsion and attraction, respectively, 
and r is the distance between the centers of extended 
atoms i and k and is equated to rik, the sum of their 
van der Waals radii. Values for the coefficients a and 
¡3 are obtained as described by Scheraga.10

The electrostatic contribution, E « / n ) , is a sum of 
Coulomb interactions between all pairs of extended 
atoms of the site and segment. These are calculated 
by the standard formulas19 for charge-charge, charge- 
dipole, and dipole-dipole interactions, averaged over all 
orientations of the atoms. The local dielectric constant 
is taken as 3.5 in the vicinity of the protein surface in 
aqueous solution.20

The desolvation contribution, s«,(n>, is equated to the 
sum of the energies of desolvating the extended atoms 
involved in the interaction. The contribution from a 
given atom consists of a desolvation energy per water 
molecule removed multiplied by the number of water 
molecules displaced when the contact is established. 
Estimates for the latter may be obtained by dividing 
the volumes of the approaching extended atoms21 by 
30 A 3, the volume of a water molecule.13 The desolva­
tion energies for charged and polar groups may be cal­
culated as charge-dipole and dipole-dipole interactions, 
respectively. Breaking water-hydrocarbon contacts 
involves changes in water structure22 and therefore 
results in both entropy and energy changes. The e 
values listed in Table II include both contributions 
and therefore should be considered properly as free 
energies. Their values have been obtained from the 
analysis of thermodynamic properties of aqueous solu­
tions of the hydrocarbons.18'22

(17) For simplicity, hydrogen atoms are not considered individually. 
Instead, they are regarded as part of an extended atom, such as 
-C H s- or -N H -.i*
(18) K .  D, Gibson and H. A. Scheraga, Proc. Nat. Acad. Sci. U. S., 
58, 420 (1967).
(19) J. O. Hirschfelder, C. F. Curtiss, and R. B. Bird, “ Molecular 
Theory of Gases and Liquids,”  Wiley, New York, N. Y., 1954.
(20) D . A. Brant and P. J. Flory, J. Amer. Chem. Soc., 87, 2791 
(1965).
(21) A. Bondi, J. Phys. Chem., 68, 441 (1964).
(22) G. NOmethy and H. A. Scheraga, J .  Chem. Phys., 36, 3401 
(1962).
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Intermolecular Hydrogen Bond of /3-Naphthol with Azaaromatics

and Aromatic Hydrocarbons

by Benoy B. Bhowmik
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The spectrophotometric and thermodynamic properties of hydrogen-bonded complexes of /3-naphthol as proton 
donor and azaaromatics and aromatic hydrocarbons as proton acceptors have been determined from the longest 
wavelength w -*■ t* absorption band of (3-naphthol in cyclohexane solution. The equilibrium constants have 
been found to increase linearly with the basicity of the proton acceptors. The heats of formation (—AH°) of 
these complexes are linearly related to spectral shifts (Ai/, cm-1) and to oscillator strengths (/) due to hydrogen 
bonding. These are also related to ionization potentials of azaaromatics and aromatic hydrocarbons.

Introduction

It has long been noticed that n electrons of azaaro­
matics and ir electrons of olefins and aromatic compounds 
act as the proton acceptors in hydrogen bonding.1 Hy­
drogen-bonded complexes in which phenols serve as 
proton donors have been studied extensively. When a 
phenolic hydroxyl group enters into hydrogen bond 
formation with a suitable proton acceptor, the longest 
wavelength x -*■ ir* absorption band of the phenol 
shows a forward or low-frequency shift.2 The it elec­
tron of aromatic hydrocarbon or the n electron of aza- 
aromatic can act as a proton acceptor, so the longest 
wavelength ir -*■ x* absorption band of a phenol dis­
solved in benzene or in pyridine should appear at a 
longer wavelength as compared to that in cyclohexane 
solution. The association constants of hydrogen- 
bonded complexes of a- and /3-naphthol with azaaro­
matics and aromatic hydrocarbons have been deter­
mined,34 but no values have been reported for the 
thermodynamic and spectrophotometric properties of 
these complexes.

Mulliken5 showed that the intensity of the absorption 
band of the molecular complexes, especially charge- 
transfer complexes, should vary directly with —AH° 
in a series of related complexes. The experimental re­
sults show that Mulliken’s theory holds good for strong 
complexes but experiments on weak complexes disagree 
with Mulliken’s prediction. It is interesting to see 
whether there is any relation between the intensity of 
the absorption band of hydrogen-bonded complexes 
and their stabilities. Thus quantitative spectrophoto­
metric and thermodynamic studies of both strong 
O H . . .  n-electron and weak OH.. . x-electron hydrogen- 
bonded complexes seem important. In this paper 
hydrogen-bonded complexes of /8-naphthol (proton 
donor) with azaaromatics and aromatic hydrocarbons 
(proton acceptors) are studied spectrophotometrically 
in cyclohexane at different temperatures.

Experimental Section

j3-Naphthol was supplied by Matheson Coleman and 
Bell which was recrystallized from ethanol-water, mp
122.5-123.5°. All azaaromatics and aromatic hydro­
carbons listed in Table I were supplied by Aldrich 
Chemical Co. and Eastman Organic Chemicals and 
were fractionally distilled just before use. Matheson 
Coleman and Bell spectroquality cyclohexane was used 
as solvent without further purification.

Absorption spectra were recorded on a Cary Model 15 
spectrophotometer with fused silica cells of 1.0-cm 
optical path.

Results

Figures 1 and 2 show the near-ultraviolet absorption 
band of /3-naphthol in cyclohexane and the x x* shift 
due to hydrogen bond formation with pyridine and 
benzene. The absorption spectra of /3-naphthol in 
cyclohexane show maximum at 328 m/x (e 2360). The 
shapes of the near-ultraviolet bands of other hydrogen- 
bonded complexes (not shown) are similar in each 
series. The equilibrium constants of these complexes 
were determined by measuring the optical density at 
the complex absorption maximum for a series of solu­
tions of varying concentrations of the proton acceptors 
with a fixed concentration of /3-naphthol. For a 1:1 
complex it has been shown3 that e0, the molar extinc­
tion coefficient of hydrogen-bonded complex, and K, 
the equilibrium constant, can be obtained from

_ j A L  =  (1)
(« -  e0) («. -  eo) (ec -  eo)K  K ’

(1) G. C. Pimental and A. L. McClellan, “ The Hydrogen Bond,”  
Freeman and Co., San Francisco, Calif., 1960.
(2) B. B. Bhowmik and S. Basu, Trans. Faraday Soc., 59, 813 (1963).
(3) B. B. Bhowmik, Indian J. Chem., 7, 788 (1969).
(4) B. Ghosh and S. Basu, Trans. Faraday Soc., 61, 2097 (1965).
(5) R . S. Mulliken, J. Amer. Chem. Soc., 74, 811 (1952).
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Table I Thermodynamic and Spectrophotometric Data of Hydrogen-Bonded Complexes of 
/3-Naphthol with Azaaromatics and Aromatic Hydrocarbons in Cyclohexane

P roton
C on cn  range of 

p roton  acceptor,
E quilibriu m  constant, K,c 

/----------------- 1 ,/m ol-----------------n — A<7°, -A  H°, — as0,
H ydrogen -bon d ed  ban d d

acceptor m o l/l .  X  102 b 14° 24° 40° kcal kcal eu c m -1 «C 102

Pyridine 1.24-3.72 94.50 66.50 40.90 2.49 5.80 ±  0.17 11.15 ±  0.55 29940 2670 3.20
2-Picoiine 1.01-3.04 131.50 86.90 48.50 2.65 6.90 ±  0.15 14.30 ±  0.50 29886 2760 3.47
3-Picoline 1.03-3.09 114.50 79.30 45.60 2.60 6.35 ±  0.07 12.62 ±  0.27 29895 2710 3.31
4-Picoline 1.03-3.08 138.00 91.20 49.00 2.68 7.14 ±  0.08 15.03 ±  0.29 29869 2840 3.55
Benzene 112.5-562.5 0.175 0.159 0.140 -1.09 1.57 d= 0.10 3.96 ±  0.33 30294 2990 2.74
Toluene 94.0-470.0 0.264 0.238 0.198 -0.85 1.96 ±  0.19 9.47 ±  0.64 30285 2950 2.62
o-Xylene 82.9-414.5 0.587 0.502 0.403 -0.41 2.61 ±0 .06 13.15 ±  0.22 30280 2860 2.53
m-Xylene 81.4-407.0 0.620 0.527 0.424 -0.38 2.65 ±  0.12 10.20 ±  0.40 30280 2820 2.45
p-Xylene 81.1-405.5 0.549 0.476 0.380 -0.44 2.52 ±0 .10 3.97 ±0 .30 30280 2920 2.56
Mesitylene 71.9-359.5 1.190 0.975 0.742 -0.02 3.28 ±  0.11 11.10 ±  0.38 30271 2480 2.23
“ No comparison of the data between the azaaromatic-/3-naphthol and aromatic hydroearbon-/3-naphthol series is attempted; each 

series is treated separately. 6 Concentration of /3-naphthol is 2.79 X 10~4 mol/1. in all cases. 3 These are average of five such measure­
ments at near band maximum of the complex with an average deviation of only 1%. d The data for free/3-naphthol band are rmal = 
30,488 cm“ 1, emM 2360, f  = 2.01 X lO“ 8.

Figure 1. The near-ultraviolet absorption spectra of 
/3-naphthol-pyridine in cyclohexane (temperature, 24°; cell, 1 
cm). Concentration of 0-naphthol: 2.79 X 10-4 M, 
concentration of pyridine (M): (1) 0, (2) 1.24 X 10~8, (3)
1.86 X 10-8, (4) 2.48 X 10~8, and (5) 3.10 X 10~8. Curve 6, 
for the absorption due solely to hydrogen-bonded /3-naphthol, 
was recorded as described in the text.

where [A] is the initial molar concentration of the pro­
ton acceptor and e and e0 refer to the molar extinction 
coefficient of /3-naphthol at the complex absorption 
maximum with and without the proton acceptor. Equa­
tion 1 is applicable when the proton acceptor has no 
appreciable absorption at the complex absorption maxi­
mum and its concentration is many times larger than 
that of /3-naphthol. The plots of [A]/(e — e0) against 
[A] were found to be linear in all cases and are shown in 
Figures 3 and 4. With the aid of the equilibrium con­
stant value, the absorption spectra due solely to hydro-

Figure 2. The near-ultraviolet absorption spectra of 
/3-naphthol-benzene in cyclohexane (temperature, 24°; cell, 1 
cm). Concentration of /3-naphthol: 2.79 X 10-4 M, 
concentration of benzene (M ): (1) 0, (2) 1.125, (3) 2.250, (4) 
4.375, and (5) 4.500. Curve 6, for the absorption due solely to 
hydrogen-bonded /3-naphthol, was recorded as 
described in the text.

gen-bonded complex (curve 6 of Figures 1 and 2) are 
obtained by balancing the solution of the complex 
against the equilibrium concentrations of free /3-naph- 
thol and free proton acceptor present in the solution of 
the complex.6 The thermodynamic quantities (AH°, 
AS°) were obtained from the equilibrium constants at 
three different temperatures (40, 24, 14°) by the usual 
method.7 The measurements at 40 and 14° were made 
by preheating and precooling the cells with the solutions 
in a constant temperature bath. The thermodynamic 
properties determined by eq 1 are listed in Table I.

(6) V. G. Krishna and B. B. Bhowmik, J. Amer. Chem. Soc., 90,1700 
(1968).
(7) L. J. Andrews and R. M. Keefer, “ Molecular Complexes in 
Organic Chemistry,” Holden-Day, San Francisco, Calif., 1964, p 104.
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Figure 3. Spectral determination of equilibrium constant for 
/3-naphthol-azaaromatic systems at 24°: (1) pyridine, (2)
2-picoline, (3) 3-picoline, and (4) 4-picoline.

Experimental oscillator strengths (f) are generally cal­
culated using the approximate formula,8 /  =  4.319 X 
10-9 X «maxjo/,, where in/, is the band width for half­
intensity in cm-1. But in this case, the oscillator 
strengths of hydrogen-bonded complexes and free /3- 
naphthol were determined as done by Kubota.9 The 
absorption bands of /3-naphthol and its hydrogen-bonded 
complexes were plotted on graph paper separately on a 
large scale, and the oscillator strengths were calculated 
from these curves with a planimeter. These results 
were verified by counting the squares inside the whole 
area covered by the absorption band. The area of the 
absorption band corresponding to single electron transi­
tion was considered over the wave number range, 29,200 
to 34,075 cm-1 for free /3-naphthol and 28,570 to 33,900 
cm-1 for complexed /3-naphthol. The values of oscilla­
tor strengths are reported in Table I with other spectro- 
photometric data such as molar extinction coefficients, 
«c and the band positions, rmax (cm-1) of hydrogen- 
bonded complexes.

Discussion

As is apparent from Tables I and II, the equilibrium 
constants and the thermodynamic quantities due to 
hydrogen bond formation between azaaromatics and 
/3-naphthol increase in the order of increasing basicity

Figure 4. Spectral determination of equilibrium constant for 
/3-naphthol-aromatic hydrocarbon systems at 24 0: (1) benzene,
(2) toluene, (3) o-xylene, (4) m-xylene, (5) p-xylene, 
and (6) mesitylene.

of azaaromatics. The linear relationship between the 
logarithms of the equilibrium constant for hydrogen 
bond formation of azaaromatics with /3-naphthol and 
their pK values was shown before.3 In the case of 
aromatic hydrocarbon complexes with /3-naphthol, all 
the thermodynamic quantities and the equilibrium 
constants increase in the order mesitylene >  xylene 
(m-, o-, p-) >  toluene >  benzene. The small equilib­
rium constants and relatively large heats of formation of 
the 7r complexes were explained before.10 Aromatic 
hydrocarbons are weak Br0nsted bases11 and are capa­
ble of accepting a proton from proton donors. Thus 
the equilibrium constants of hydrogen-bonded com­
plexes of aromatic hydrocarbons with /3-naphthol should 
increase with increasing basicity of aromatic hydro­
carbons like /3-naphthol-azaaromatics complexes. The 
relation between logarithms of the equilibrium constants 
of aromatic hydrocarbons with /3-naphthol and their pK  
values is shown in Table II. Table II also shows that

(8) H. Tsubomura and R. P. Lang, J. Amer. Chem. Soc., 83, 2085 
(1961).
(9) T . Kubota, ibid., 88, 211 (1966).
(10) K . B. Whetsel and J. H. Lady, J. Phys. Chem., 69, 1596 (1965).
(11) M . G . ,Kuz’min, B. M . Uzhinov, and L. V. Berezin, Russ. J. 
Phys. Chem., 41, 222 (1967).
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Table II: Equilibrium Constant and Wave Number Shift Due 
to Hydrogen-Bonded Complexes, Base Strength, and Ionization 
Potential of Azaaromatics and Aromatic Hydrocarbons

Proton
acceptors log K p K

Av,
cm-1

I.P.,
eV

Pyridine 1.823 5.17“ 548 9.76“
2-Picoline 1.939 5.97“ 602 9.66“
3-Picoline 1.899 5.68“ 593 9.71“
4 Picoline 1.960 6.02“ 619 9.56“
Benzene -0.798 9.406 194 9.24<*
Toluene -0.623 6.30" 203 8.82“*
o-Xylene -0.300 5.00* 208 BAS'*
m-Xylene -0.278 3.206 208 S.58d
p-Xylene -0.322 5.706 208 8.48*
Mesitylene - 0 .0 1 1 0.506 217 8.39d

“ E. A. Braude and F. C. Nachod, “Determination of Organic 
Structures by Physical Methods,”  Vol. 1, Academic Press, 
New York, N. Y., 1955, p 594. The pK  values of azaaromatics 
refer to the base strength expressed as the dissociation of the 
conjugate acid in aqueous solution. b See ref 11. The pK 
values of aromatic hydrocarbons were determined in solution 
in liquid hydrogen fluoride. “ H. Baba, I. Omura, and K. 
Higasi, Bull. Chem. Soc. Jap., 29, 521 (1956). These values are 
considered as «-ionization potential. Recent value reported 
for pyridine is 10.54 eV [R. S. Mulliken, J. Amer. Chem. Soc., 
91, 1237 (1969)]. d K. Watanabe, J. Chem. Phys., 26, 542 
(1957).

Ai>, the spectral shift of /3-naphthol due to hydrogen 
bonding, increases with —AH° of hydrogen-bonded 
complexes. On the other hand, the magnitude of the 
perturbation of (3-naphthol produced by hydrogen bond­
ing corresponds to the energy of formation of hydrogen 
bond. That is to say, the proton acceptors, 4-picoline 
and mesitylene, which form strongest hydrogen bond in 
each series, exert the largest effect on the absorption 
spectrum of the proton donor, /3-naphthol. These two 
above correlations support the electrostatic attraction 
between proton donor and acceptor in hydrogen bond­
ing.

According to charge-transfer mechanisms of hydrogen 
bonding,12 proton donor and proton acceptor can be 
regarded as electron acceptor and electron donor, re­
spectively, and the bonding energy may be interpreted 
as the stabilization energy mainly caused by the reso­
nance of nonpolar and dative structures. It is expected 
that azaaromatic and aromatic hydrocarbon are, re­
spectively, n- and x-electron donors to /3-naphthol and 
the electron-donating power of azaaromatic or aromatic 
hydrocarbon depends on its respective ionization po­
tential and the lower it is, the stronger is hydrogen bond­
ing. The values of ionization potentials of azaaromatics 
and aromatic hydrocarbons are given in Table II. The 
relation between these ionization potentials and the 
stabilities ( —AH°) of hydrogen-bonded complexes is in 
the right sequence. Further, the experimental results 
(Table I) of hydrogen-bonded complexes of /3-naphthol 
with azaaromatics show that the stability of the corn-

plex ( —AH0) increases with the increase of the inten­
sity, i.e., the oscillator strength of hydrogen-bonded 
band (/). This relation has also been found true; i.e., 
the intensity (J) of the absorption band of hydrogen- 
bonded complexes varies directly with the enthalpy 
change ( — AH0) of trimethyl H-oxide complexes with 
phenol, /3-naphthol, and a-naphthol,9 but in the case 
of /3-naphthol-aromatic hydrocarbons complexes, the 
experimental results show that the stability increases 
with the decrease of the intensity, and this disagrees 
with Mulliken’s prediction. For strong charge-transfer 
complexes of iodine with azaaromatics, it has been 
shown experimentally that Mulliken’s theory is cor­
rect,6 but experimental results on weak charge-transfer 
complexes of iodine with aromatic hydrocarbons lead to 
a contrary opinion of that theory. Modifications to 
Mulliken’s theory have been suggested to account for 
the observed discrepancy in such cases. The first 
modification involves the contribution from the non- 
bonded contact pairs to the charge-transfer intensity.13 
The second takes into account the possibility of inter­
action between the locally excited states of the donor 
and the charge-transfer states as a source of charge- 
transfer intensity.14- 6 Recently, this observed dis­
crepancy in weak charge-transfer complexes has been 
discussed16 considering second equilibrium between 
iodine and the solvent in addition to the normal iodine- 
aromatic hydrocarbon interaction. This iodine-sol­
vent interaction does not allow one to estimate the exact 
stability and intensity of the normal complex, and it 
always decreases the stability and increases the ap­
parent intensity of the normal complex. The influence 
of iodine-solvent interaction in the case of strong iodine 
azaaromatic complexes can be neglected owing to high 
equilibrium constants for the latter. In the case of 
weak hydrogen-bonded complexes, /3-naphthol-solvent 
interaction or any other factor17 may play an important 
role by decreasing the intensity of the absorption band 
of hydrogen-bonded complex of /3-naphthol with aro­
matic hydrocarbon with increasing stability of the com­
plex. This effect is negligible in strong hydrogen- 
bonded complex of /3-naphthol with azaaromatic. Thus,

(12) K . Szczepaniak and A. Tramer, J. Phys. Chem., 71, 3035 
(1967); earlier references are cited in this paper.
(13) L. E. Orgel and R. S. Mulliken, J. Amer. Chem. Soc., 79, 4839 
(1957).
(14) J. N. Murrell, ibid., 81, 5037 (1959).
(15) M . Chowdhury and L. Goodman, ibid., 86, 2777 (1904).
(16) B. B. Bhowmik, Spectrochim. Acta., in press.
(17) One referee has raised a point concerning the activity coefficients 
of aromatic hydrocarbons in cyclohexane solution due to their high 
concentration. Experimentally determined values of activity coef­
ficients of aromatic hydrocarbons are not available. Using evaluated 
values for benzene in cyclohexane [S. K . Suri and V . Ramakrishna, 
J. Phys. Chem., 72, 1555 (1968)] and assuming that other aromatic 
hydrocarbons should have the same activity coefficients at same con­
centrations, the equilibrium constants and molar extinction coef­
ficients of weak hydrogen-bonded complexes have been calculated. 
These values are different from Table I, but the relationship remains 
the same; i.e., the equilibrium constant increases with decreasing 
molar extinction coefficient.
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in the present systems both the charge-transfer and 
electrostatic forces have contributions to the stabiliza­
tion of hydrogen bonding, and they act in the same 
direction.
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Dielectric Behavior of Helical Polyamino Acids in Shear Gradients

by Shiro Takashima
Electromedical Division, Moore School of Electrical Engineering, University of Pennsylvania, 
Philadelphia, Pennsylvania 19104 (Received January 26, 1970)

The dielectric constant of a-helical poly ben zyl-i,-glutamate (PBLG) and polymethyl-L-glutamate (PMLG) is 
measured in a rotating dielectric cell in the presence of a velocity gradient as well as an electric field. In 
the present experimental arrangement, the electric field and the mechanical force vector are perpendicular 
to each other. The dielectric cell is built in a birefringence measuring apparatus, and it enables us to deter­
mine the extinction angle as well as the dielectric constant. It was found that the dielectric constant of PBLG 
solutions decreased substantially when velocity gradients are applied. This result is interpreted as the indication 
that PBLG has a large longitudinal moment as has been postulated. The results obtained in this work also 
indicate that a small transverse moment is present. The transverse moment is tentatively attributed to 
molecular aggregates of PBLG of unknown size, dimers, trimers, and most probably a mixture of various sizes. 
Contrary to PBLG, the dielectric behavior of PMLG is only slightly affected by the velocity gradient. The 
dielectric behavior of these polymers in the presence of a mechanical force is analyzed on the basis of the simul­
taneously measured orientation parameters.

Introduction
Measurement of dielectric constants of biological 

polymers in the presence of a mechanical force was 
first carried out by Jacobsen,1 Jacobsen and Wenner,2 
and subsequently by Jerrard and Simmons.3 Jacobsen 
and Wenner found that the dielectric increment of 
the DNA solution decreased when a mechanical force 
was applied perpendicular to the electric field while 
that of a protein, hemocyanin, was unaffected. They 
concluded from these observations that the electric 
polarization of DNA is due to the molecular orientation 
in its entirety and that the polarization of the protein 
is not due to a molecular orientation but due only 
to the bound water. These observations, however, 
can be better explained if they are assumed to be due 
to the large anisotropic polarizability of the DNA mole­
cule.4

Recently, Takashima5 reported that the dielectric 
constant of a helical polyamino acid, polybenzyl-L- 
glutamate (PBLG), decreased considerably when these 
molecules are aligned perpendicularly to the electric 
field by applying a velocity gradient. Takashima in­
terpreted this result as the indication that PBLG 
has an anisotropic electric polarizability along the

longitudinal axis. The results obtained by this author, 
however, indicate that there is a minor dipole moment 
in the transverse direction. This conclusion, however, 
cannot easily be accepted on the basis that a-helical 
polyamino acids have a spiral symmetry, and the 
possible transverse moment should be vanishingly small 
because of the mutual cancellation. Further experi­
ments are, therefore, carried out with a larger PBLG 
sample. The experimental data, in particular with 
high velocity gradients, are carefully analyzed.

The dielectric behavior of polymethyl-L-glutamate 
(PMLG) is also investigated with and without the 
velocity gradient. Contrary to PBLG, the dielectric 
constant of PMLG solutions is decreased by the velocity 
gradient only slightly.

The interpretation of these observations is greatly 
facilitated by the exact knowledge of the orientational

(1) B. Jacobsen, Rev. Sci. Instrum., 24, 949 (1953).
(2) B. Jacobsen and M . Wenner, Biochim. Biophys. Acta, 13, 3604 
(1956).
(3) H. G. Jerrard and B. A. W. Simmons, Nature, 184, 1715 (1959).
(4) S. Takashima, "Advances in Chemistry Series," No. 63, American 
Chemical Society, Washington, D. C., 1963, p 203.
(5) S. Takashima, Symposium on Ordered Fluids and Liquid Crys­
tals, New York, N. Y., 1969.
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behavior of these polymers in the velocity gradients. 
In the previous experiments by Jacobsen and Wenner2 
and by Jerrard and Simmons,3 the rotating dielectric 
cell arrangements were such that the actual molecular 
orientation of polymers in the velocity gradient could 
not be measured. In the present experiment, the ro­
tating dielectric cell is built in a flow birefringence 
apparatus so that dielectric constant as well as ex­
tinction angle can be measured simultaneously. There­
fore, we can analyze the change in the dielectric con­
stant of polymers due to the velocity gradient in terms 
of an exact knowledge of the average orientation of 
polymer molecules. Without this additional informa­
tion, quantitative analyses do not seem meaningful.

Experimental Section

The impedance bridge used for these measurements 
was designed by Schwan,6 and the details are described 
elsewhere. The bridge operates between 100 Hz and 
200 KHz with a resolution of ±0.1 ¿¿¿¿F in the capacity 
reading and ±  0.001 ¿¿mho in the conductance reading. 
The resolution decreases somewhat below 100 Hz but 
is still sufficiently accurate to warrant a dielectric 
constant to the second decimal point. The lowest 
frequency used with a reasonable accuracy is 50 Hz.

The electrodes consist of two concentric stainless 
steel cylinders whose diameters are 39 and 40 mm, 
respectively. The annular gap between the inner and 
outer cylinders is, therefore, 0.5 mm. The outer cyl­
inder is rotated to produce a velocity gradient. The 
velocity gradient used in these measurements ranges 
from 0 to 4400 sec-1. The inner cylinder is static 
and connected to the high potential side of the bridge. 
The rotating outer cylinder is connected to the ground 
of the bridge using a silver-plated brush. The electrical 
noise due to friction is usually small except at very 
low rotation. At higher rotations and, in particular, 
at low frequencies, the disturbance of the bridge reading 
due to the friction is negligible. The temperature in 
the annular gap was not measured during the rotation. 
However, at high rotations, a slight temperature rise 
is noted although the cell is rigorously cooled, by the 
slow increase of the conductivity of the solution. The 
dielectric constant is, however, unaffected by the small 
temperature rise.

The dielectric cell was fitted into the flow birefringence 
apparatus Rao B-22 and was placed between a polarizer 
and an analyzer. The static inner cylinder was care­
fully insulated by replacing the metal parts, which 
were originally used by the manufacturer, by plastic 
parts. The measurements of the extinction angle and 
birefringence was described in detail by Edsall7 and 
will not be repeated. The dielectric constant of a 
solution using the coaxial cell is calculated by

e —
ce- c o

ri eso1 
'- 's o l  ^ 0

(i)

where Ca, Caoi, and C0 are the capacities of the cell with 
the sample, with the solvent, and with air, respectively. 
esoi is the dielectric constant of solvents. The dipole 
moment is calculated by8

M =  2.36v0i/A5D (2)

where M  is the molecular weight and AS is the di­
electric increment per gram per liter.

An electric field is applied across the annular gap, 
and the gap is simultaneously illuminated through 
the strain free glass bottom. The dielectric constant 
as well as the extinction angle is measured at different 
frequencies with various velocity gradients. The direc­
tion of the electric field is perpendicular to the me­
chanical force in these experiments. The application 
of a mechanical force parallel to the electric field is 
not attempted in the present experiment.

Two polyamino acids are investigated in this re­
search, i.e., polybenzyl-L-glutamate and polymethyl-L- 
glutamate. The molecular weights of PBLG samples 
are 200,000 and 335,000, respectively. PBLG was 
dissolved in helix-forming solvents such as dioxane, 
ethylene dichloride, ethylene dibromide, and m-cresol. 
Dioxane was found to be, by far, the best solvent for 
this investigation because of the low dielectric constant 
and low conductivity. The molecular weight of PMLG 
is 300,000. PMLG was dissolved in chloroform, and 
the dielectric properties were investigated. Since the 
dielectric behavior of PMLG has not been studied, 
efforts were made to establish the dielectric relaxation 
of this polymer before the effect of the velocity gradient 
was investigated.

The rotary diffusion constants of these samples ar 
various velocity gradients were studied before the di­
electric measurements. The effective length of these 
samples was calculated from the rotary diffusion con­
stant using the approximate Perrin equation13

0b =
3KT  /  2a

-------- ; 2 In —
16ir7?a3 \ b

(3)

(where 0b is the rotary diffusion constant along the 
major axis, a and b are the major and minor axes, 
respectively, and y is *he viscosity of the solvent). The 
results of these measurements are summarized in Ta­
ble I. It should be noted that the effective length 
of PBLD is strongly dependent on the concentration. 
These data will be discussed later in conjunction with 
their dielectric behavior in the velocity gradient.

Results
A. Polybenzyl-ij-glutamate. The frequency profile 

of the dielectric constant of PBLG at two concentrations

(6) H. P. Schwan, “ Physical Technology in Biological Research,” 
Vol. 6, Academic Press, New York, N. Y ., 1963, Chapter 6.
(7) J. T. Edsall, Advan. Colloid Sei., 1, 269 (1942).
(8) J. L. Oncley, “ Protein Amino Acids and Peptides,”  Cohn and 
Edsall, Ed., Reinhold, New York, N. Y., 1943.

The Journal o f  P h ysica l Chem istry, V o l. 74-, Yo. 25, 1970



4448 Shiro T akashima

Table I : Orientation Parameters and the Length of PBLG 
and PMLG (Velocity Gradient: 3620 sec-1)

C oncen­ E xtin ction R ota ry  diff.
tration , angle, constant, L en g th ,

g/1. deg sec 1

PBLG (molecular weight: 335,000)

À

4.0 16.8 260 4400
11.0 12.8 148 

PBLG (molecular weight: 200,000)

5400

4.0 28.0 813 2840
16.8 21.4 435 

PMLG (molecular weight: 300,000)

3760

2.5 28.3 804 2960

Figure 1. Frequency profile of the dielectric constant of PBLG 
with and without the velocity gradient. Curve 1, without the 
velocity gradient, and curve 2, with the velocity gradient 3620 
sec-1; concentration 16.8 g/1.; molecular weight: 200,000. 
Curves 3 and 4 (concentration 4 g/1.) are the same sample 
with and without the velocity gradient.

without the velocity gradient is shown in Figure 1 
(curves 1 and 3). The curves are obtained with a 
PBLG sample with a molecular weight 200,000. The 
result obtained with a sample with a molecular weight
335,000 is shown in Figure 4 (curve 1). The dielectric 
increment per gram per liter is obtained at the infinite 
dilution (see Figure 2) and found to be 1.05 for the 
molecular weight 335,000. From this value, the dipole 
moment is calculated to be 1400 D. The relaxation 
time for the same sample is 1.6 X 10-3 sec. These 
values are slightly different from those reported by 
Wada.9'10 However, considering the uncertainty of 
the molecular weight determination and the strong 
dependence of the dielectric properties on the molecular 
weight, the difference between Wada’s observation and 
the present results is not substantial.

Having confirmed that the present system produces

Figure 2. Concentration dependence of the dielectric 
increment per gram per liter: curve 1, PBLG, 
and curve 2, PMLG.

Figure 3. Effect of the velocity gradient on the dielectric 
constant of PBLG at various frequencies. The ordinate is the 
dielectric constant and the abscissa is the velocity gradient. 
Curve 1, extrapolated zero frequency dielectric constant e0; 
curve 2, at 50 Hz; curve 3, 70 Hz; curve 4, 100 Hz; 
and curve 5, 200 Hz.

reasonable results which are in agreement with the 
previous results, the effect of velocity gradient on the 
dielectric properties was investigated. The dielectric 
constant of the PBLG solution was measured with 
various velocity gradients at different frequencies. The 
results at a few frequencies are illustrated in Figure 3 
where the change in the dielectric constant is plotted 
against the velocity gradient. As is obvious from this 
figure, the velocity gradient decreases the dielectric

(9) A. Wada, J. Chem. Phys., 31, 495 (1959).
(10) A. Wada, “ Polyamino Acids, Polyelectrolytes, and Proteins,”
M. A. Stahman, Ed., University of Wisconsin Press, Madison, Wis., 
1962. J
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constant of the PBLG solution considerably if the 
frequency is sufficiently low.

The decrease, however, levels off at high velocity 
gradients and curves seem to approach certain values 
asymptotically which are still higher than that of 
the solvent. It must be noted that these curves do 
not seem to approach the dielectric constant of the 
solvent (2 in this case). However, as will be discussed 
later, we cannot extrapolate these curves with certainty 
unless we can measure the dielectric constant with 
even higher velocity gradients. If the frequency is 
increased, the effect of the velocity gradient is reversed, 
and the dielectric constant of the solution increases 
instead of a decrease. Although the increase observed 
at these frequencies is not large, the measurements 
are sufficiently accurate to detect the small change. As 
the frequency is further increased, the effect of the 
velocity gradient becomes vanishingly small. This 
seemingly complex effect of the velocity gradient can 
better be understood when the dielectric constant of 
the solution in the presence of the velocity gradient 
is replotted against the frequency (Figure 1, curve 2). 
Curve 1 is obtained without the velocity gradient, 
and curve 2 is obtained with a velocity gradient 3620 
sec-1. Similar curves can be drawn for velocity gra­
dients between 0 and 3620 sec-1. Extending these 
dispersion curves, we obtain the zero frequency di­
electric constant e0 for each velocity gradient, and 
these values are plotted in Figure 3 (curve 1). This 
curve represents the true effect of velocity gradient 
on the total dielectric increment of PBLG. It must 
be noted in Figure 1 that as frequency increases, two 
curves cross over and the dielectric constant without 
the velocity gradient becomes lower than that with 
velocity gradient. This behavior can best be under­
stood if we assume that PBLG has two dipolar com­
ponents, one of which decreases with increasing velocity 
gradient and the other, a component which increases 
with the velocity gradient.

The effect of the velocity gradient diminishes con­
siderably when the concentration is lowered (curves 3 
and 4). It is shown in Table I that the effective length 
PBLG decreases on dilution. Obviously we need a 
greater velocity gradient to cause a substantial orienta­
tion for dilute solution.

The effect of the velocity gradient becomes more 
pronounced even at low concentrations when the larger 
PBLG sample is used. Figure 4 shows the result 
of these measurements. The dielectric relaxation of 
this sample is found in a very low frequency region 
and the low-frequency plateau is not reached even 
at 50 Hz. When the velocity gradient is applied, 
the dispersion curve is profoundly affected. The dis­
persion curve shifts toward a higher frequency region 
and the low-frequency plateau is clearly observed. 
Not only the change in the dielectric constant and 
relaxation frequency, the shape of the dispersion curve

Figure 4. Frequency profile of the dielectric constant of 
PBLG with and without the velocity gradient. Curve 1, 
without the velocity gradient, and curve 2, with the velocity 
gradient. Molecular weight of the sample is 335,000.

Figure 5. Dependence of the relaxation time of PBLG (curve 
1) and the extinction angle of PBLG (curve 2) and PMLG 
(curve 3) on the velocity gradient. The left ordinate is the 
extinction angle and the right scale is the relaxation time.

is also altered considerably. These, again, indicate 
the presence of a second, although it is small, relaxation 
process which is normally swamped into the larger 
low-frequency relaxation process. The low-frequency 
relaxation can be interpreted as due to the longitudinal 
moment and the latter due to the small transverse 
moment. If the transverse component does not exist, 
the dielectric constant should decrease monotonically 
without changing the relaxation frequency. In the 
limiting case where a very high velocity gradient is 
applied, the dielectric constant of the solution should 
converge to a value which is slightly smaller than 
that of the solvent. On the contrary, we observe 
that the velocity gradient changes the relaxation fre­
quency, which, in the end, approaches a certain limiting 
value. The relaxation time ( = 2ir/c, where / c is the
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Figure 6. Frequency dependence of the dielectric constant of 
PMLG in chloroform. Curve 1, without the velocity gradient, 
and curve 2, with the velocity gradient 3620 sec-1; molecular 
weight, 300,000.

relaxation frequency) is plotted against the applied 
velocity gradient (see Figure 5). This curve should 
be compared with the variation of the extinction angle 
measured with the same sample. The parallelism be­
tween these curves indicates a close correlation between 
the change of the relaxation time and the molecular 
orientation in the velocity gradient.

B. Polymethyl-jj-glutamate. Since the dielectric 
relaxation of PMLG has not hitherto been investigated, 
it seems necessary to establish the relaxation curve 
before we study the effect of a velocity gradient. The 
molecular weight of PMLG used is 300,000 and is 
comparable to one of the PBLG samples. It is noted 
in Table I that the rotary diffusion constant of PMLG 
is higher than that of PBLG, and the effective length 
is considerably shorter than PBLG. These results 
will be discussed later again in conjunction with the 
dielectric properties.

The frequency profile of the dielectric constant of 
PMLG in chloroform is shown in Figure 6. The follow­
ing remarks are made as to the dielectric dispersion 
curve of PMLG.

(1) The dielectric increment of PMLG is plotted 
as a function of the concentration as shown in Figure 2. 
The increment per gram strongly depends on the con­
centration, and the true increment value must be 
obtained by the extrapolation from which we obtain a 
value 2.4 g_11._1. This gives rise to a dipole moment 
2020 D. This value is larger than that of PBLG 
with the same molecular weight.

(2) The relaxation frequency of PMLG in chloroform 
is found to be 1.5 kHz, which gives rise to a relaxation 
time 1.04 X 10-4 sec. This value is much lower 
than that of PBLG although the molecular weights 
of both samples are comparable.

Having obtained the dielectric dispersion curve for 
PMLG, the effect of the velocity gradient on the

dielectric behavior of PMLG was then investigated. 
The dispersion curves of PMLG with and without 
the velocity gradient are shown in Figure 6. Clearly, 
the velocity gradient has only a small effect in this 
case. The change in the zero frequency dielectric 
constant i0 is only from 11.65 to 10.43 This behavior 
is drastically different from that of PBLG in dioxane.

At this point, it is indeed appropriate to discuss 
the orientational behavior of PMLG in chloroform 
as shown in Table I and Figure 5. The extinction 
angle of PMLG is actually much larger than that of 
PBLG, indicating that the average inclination of PMLG 
with respect to the stream line is still very little even 
at high velocity gradients. This in turn means that 
PMLG is in nearly a randomly oriented state. Clearly 
the observed little effect of velocity gradient on PMLG 
is due to the fact that the velocity gradient used is 
not simply sufficient to orient PMLG molecules, and 
the above results should not be interpreted as the 
indication of the presence of a large transverse moment. 
This situation is similar to the dilute PBLG solution 
(curves 3 and 4, Figure 1). Measurements at higher 
concentrations of PMLG turned out to be very difficult 
because of the very high viscosity.

Discussion
The experimental observations described above un­

equivocally prove that helical polyamino acids have a 
major dipole moment along the longitudinal axis as 
has been postulated.9'10 These results, however, in­
dicate the presence of a small transverse moment. 
Since this result is somewhat intriguing, more discussion 
seems necessary.

The dielectric behavior of flexible polymers in a 
laminar flow is treated theoretically by Saito, et al. , 11 
for the case of the longitudinal dipole moment and by 
Peterlin, et al. , 12 for the case of the transverse moment. 
In the present research a helix is a rigid rod, and we 
can safely assume that the velocity gradient does not 
unfold the polymer chain. In this case, the theoretical 
treatment is much simpler.

Figure 7 illustrates the behavior of a polar molecule 
in an electric field. The measured mean moment of a 
group of polar molecules with a dipole moment n 
is given by m cos 6 , where cos 6  is the mean direction 
cosine.13 When the field intensity is strong enough 
and all the molecules are aligned along the vector 
of the electric field, the mean direction cosine is unity 
and the mean moment is exactly equal to the dipole 
moment y. On the other hand, if the field intensity 
is very small, the direction cosine becomes nearly 
zero and the mean moment reduces to zero. If a 
mechanical force is applied in perpendicular to that

(11) N. Saito and T . Kato, J. Phys. Soc. Jap., 12, 1383 (1957).
(12) A. Peterlin and C. Reinhold, Kolloid-Z., 5, 23 (1965).
(13) P. Debye, “ Polar Molecules,”  Dover Publications, New York, 
N. Y „  1929.
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Figure 7. (a) Behavior of a polar molecule in an electric field
without the velocity gradient. E represents the electric field, 
(b) Behavior of a polar molecule in an electric field with a 
perpendicularly applied mechanical force. The arrows E and F 
represent the electrical and mechanical forces.

of the electric field (Figure 7b) and if the mechanical 
force is much greater than that of the electric field, 
the direction cosine will be substantially altered. In 
extreme cases, the mechanical force orients the mole­
cules perpendicularly to the electric field, thus making 
the average direction cosine cos 6  zero. In those cases, 
the dipole moment along the major axis ceases to con­
tribute to the mean moment. If the polar molecule 
has only a longitudinal moment, the measured mean 
moment will reduce to zero if the mechanical force 
is infinitely large. Of course, we cannot create a suffi­
ciently large shearing force to produce a complete 
orientation. However, we can obtain experimental 
points at finite velocity gradients and extrapolate these 
points to the infinite velocity gradient choosing an 
appropriate coordinate system.

Figure 8 illustrates the decrease of the dielectric 
constant as a function of the reciprocal of the velocity 
gradient. The extrapolations are made through the 
experimental points to 1 /G =  0. Unfortunately, the 
plot of the dielectric increment vs. I/O is not linear, 
and there is certain uncertainty in the extrapolated 
value. However, the extrapolated increment value 
seems to be nonzero though it is small. Although 
measurements at higher velocity gradients are desirable 
in order to make the extrapolation more accurate, 
it seems reasonable to conclude that there is a small 
transverse moment in addition to the large longitudinal 
moment.

We now have to discuss the origin of the transverse 
moment. From Table I, we find that the effective 
length of PBLG in dioxane is about 3500-4000 A. Since 
the PBLG used in this experiment has a molecular 
weight 335,000, the length of a PBLG molecule should 
be less than 2500 A if we assume that PBLG is 100% 
helix. That is, the measured effective length of PBLG 
is considerably longer than the possible theoretical

1/ffx 10~4
Figure 8. The dielectric increment per gram per liter of 
PBLG and PMLG vs. the reciprocal of the velocity gradient 
(1 /G). Curves 1 and 2 represent PBLG with a molecular 
weight 200,000 and 335,000. Curve 3 is PMLG with 
a molecular weight 300,000.

length. This is a strong indication that PBLG mole­
cules, or some fraction of it, form aggregates of various 
sizes. This discussion is further supported by the 
fact that the effective length of PBLG decreases as 
the concentration is lowered. The same discussion 
holds for the smaller PBLG sample with the molecular 
weight 200,000 (see Table I). As Doty, et al.,u stated, 
PBLG forms an end-to-end dimer with small angle 
between them. In reality, however, it is more likely 
that PBLG forms aggregates of various sizes.15 It 
is then readily understood that the aggregate forma­
tion will create a transverse moment even if the in­
dividual PBLG molecule has no transverse moment.

If PBLG has a longitudinal and a transverse moment, 
we can treat the relaxation of PBLG with two time 
constants. Consequently, the dielectric relaxation of 
PBLG can be expressed by

I Adi Aez
* ~ 1 + (///i)2 1 +  (f/hY 1

where Aei and Ac2 are the dielectric increments along 
the longitudinal and the transverse axes; /i  and / 2 
are the relaxation frequencies along these axes. Since 
the relaxation time is controlled by the rotary diffusion 
of the molecule, we can calculate the relaxation times 
ti (1 /2  7r/i) and r2(l/27r/2) approximately by use of 
Perrin’s equation.16 The relaxation time along the 
longitudinal axis can be calculated using eq 3. The 
relaxation time along the transverse axis can be cal­
culated by using eq 5

(14) P. Doty, J. H. Bradbury, and A. M. Holtzer. J. Amer. Chem. 
Soc., 76, 947 (1956).
(15) S. Takashima, Biopolymers, 2, 287 (1964).
(16) F. Perrin, J. Phys. Radium, 7, 5, 497 (1934).
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to 3[1 — (b/a) 2 In (2a/b)]

where r0 is the relaxation time of an equivalent sphere 
and is calculated by

to =  kT/8 irab2T] (6)

where rj is the viscosity of the solvent in poises. The 
following values are calculated assuming that the major 
axis of PBLG is 4000 A and varying b from 20 to 200 A.

Experimentally, we find, from Figure 5, that the 
relaxation time of PBLG approaches a value 2.0 X 
10-4 sec in the presence of a large velocity gradient. 
Unfortunately, the plot t  v s . 1 /G is very nonlinear, 
and we cannot obtain the relaxation time along the 
transverse axis by extrapolation. However, if we as­
sume the value 2.0 X 10-4 sec is close enough to the 
transverse relaxation time, we find, from Table II,

Table I I : Calculated Transverse Relaxation Time (rb) of
Cylindrical Polymers. Major Axis a Assumed To Be 4000 A

a, A 4000
b, A 20 50 100 150 200
rb X 10-> 0.037 0.227 0.9 2.03 3.6

that this time constant corresponds to an effective 
axis 150 A. This value is certainly much larger than 
the radius of a single a helix even with large side chains. 
Therefore, the observed small transverse moment is 
most likely not due to the transverse moment of an 
individual a helix but to molecular aggregates of various 
sizes.

Now we turn to PMLG. From Table I, we find 
that the effective length of PMLG in chloroform is 
approximately 3000 A. Theoretically, a PMLG mole­
cule with a molecular weight 300,000 should have a 
length about 2800 A assuming that they are 100% 
helix. Therefore, PMLG in chloroform behaves as 
if it is a single unit rather than an aggregate. Ap­
parently, a very large velocity gradient is required 
to produce a substantial orientation of PMLG molecule 
along the stream line. The velocity gradient produced 
by the present system is simply inadequate for the 
purpose of this measurement. Nevertheless, curve 3 
in Figure 7 shows that the velocity gradient, although 
it is not sufficiently large, decreases the dielectric in­
crement of PMLG solution.
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COMMUNICATIONS TO THE EDITOR

Com parison o f  Ion-Exchange Plate Heights 
Calculated from  Countercurrent 
Extraction and Rate Theory1“

Sir: Recently, Hagiwara developed equations for 
calculating the theoretical plate height in ion-exchange 
displacement development processes.Ib With these 
equations, derived from fundamental rate theory, 
Hagiwara studied the elution behavior of several pairs 
of adjacent- rare earths with common chelating agents 
and was able to determine the rate-controlling mech­
anism (film or particle diffusion).1-3

Hagiwara also noted that the plate height calculated 
from rate theory agreed with that calculated from the 
countercurrent extraction theory of Powell and Sped- 
ding.4 We wish to point out that the plate height 
values agree because the equations of Hagiwara and 
Powell and Spedding are similar, becoming identical 
in the limit of identical metal chelate stability con­
stants for the ions being separated.

For the separation of two rare earth ions (A and B) 
by displacement development with a chelating agent
(Y), assume that A elutes from the column first, 
followed by the A -B  overlap region, and then by pure 
B. A forms a stronger complex with Y than does B 
(Kay >  E By). At a given plane in the A -B  overlap 
region, assuming particle diffusion is the rate-deter­
mining step in the ion exchange process, Hagiwara 
derived the equation

H
Z =  -----2— [— In x +  a In (1 — x) +  (a — l)Cx]

a — 1
(1)

(1) (a) The information contained in this article was developed during 
the course of work under Contract AT(07-2)-l with the U. S. Atomic 
Energy Commission, (b) Z. Hagiwara, J. Inorg. Nucl. Chern., 31, 
2933 (1969).
(2) Z. Hagiwara, J. Phys. Chern., 73, 3102 (1969).
(3) Z. Hagiwara, A. Banno, and A. Kamei, J. Inorg. Nucl. Chern., 31, 
3295 (1969).
(4) J. E. Powell and F. H. Spedding, Chem. Eng. Progr., Symp. Ser., 
55, 101 (1959).
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where Z =  distance of the plane from an arbitrary 
reference plane, Hp =  plate height for particle diffusion 
control, a =  K Ay/KBy , x  = mole fraction of B, and 
Ci =  constant of integration.

By requiring I Zdx = 0, Hagiwara calculated Ci =  1. 
Jo

With the slightly different, but more useful experi­
mentally, boundary condition that Z = 0 at x =  0.5, 
we obtain Ci =  In 2 and

(« -  DCZ)jj _  ______ _
P In [(1 — x)a/x] +  (In 2)(a — 1) (2)

Z is negative when x >  0.5.
Similarly, Hagiwara’s plate height for film diffusion 

control can be written as

Hi __________(« ~  1 )(Z)_________
In [(1 — x)/xa] — (In 2) (a — 1) (3)

The equation derived by Powell and Spedding from 
countercurrent extraction theory is

, Ri (Zi Zi) In a
h (4)

where Ri =  ratio of A to B at a plane with coordinate Z\, 
Ri =  ratio of A to B at a plane with coordinate Zi, and 
h =  theoretical plate-height from countercurrent 
extraction theory.

Replacing R with (1 — x)/x and using the same 
boundary condition as before

h =
Z In

In [(1 — x)/x\ 

Dividing eq 2 and 3 by eq 5 gives

Hp (a  -  1\ In [(1 — x)/x]
h '\ hi a J In [(1 — x)“/x] +  (In 2)(a -  1)

Hi (a  — 1'\ In [(1 — x)/x]
h \, In a ,) In [(1 — x)/xa] — (In 2) (a -  1).

(5)

(6)

(7)

Because (a — 1) is the first term in the power series 
expansion of In a, Hp/h and Ht/h approach 1 as a 
approaches 1.

If points 1 and 2 are any two points in the A-B 
overlap region, more general equations for Hp/h and 
Hf/h can be written as follows

(8)
H p « - 1 1" [Ci) (I:::)]
h In a i „ - / * A / l  -  *A “ 1

L\xi) \1 -  x j  .

Hf a -  1 ln [(2 ) (x : :)]
h ln a , 

i„ A2 > U J (9)

With the boundary condition, x2 — 0.5 at Z2 = 0,

Table I

X Hp/h Ht/h Hp/h Ht/h Hp/h
2.00 ■ —n

Hi/h
0.01 1.034 0.967 1.148 0.865 1.256 0.779
0.10 1.022 0.978 1.088 0.903 1.138 0.833
0.30 1.009 0.990 1.029 0.948 1.033 0.900
0.49 1.000 0.999 0.988 0.985 0.965 0.959
0.51 0.999 1.0C0 0.985 0.988 0.959 0.965
0.70 0.990 1.069 0.948 1.029 0.900 1.033
0.90 0.978 1.022 0.903 1.088 0.833 1.138
0.99 0.967 1.034 0.865 1.148 0.779 1.256

values of Hp/h and Ht/h as a function of x have been 
calculated for several values of a as shown below in 
Table I.

The h in Powell and Spedding’s work is usually 
determined from the slope of a log R vs. Z plot. The 
values of h can be either higher (data weighted toward 
values of x >  0.5) or lower (x <  0.5) than Hp values 
obtained by curve fitting. In any case, plate heights 
calculated from countercurrent extraction and rate 
theories must be in close agreement because the mathe­
matical forms are similar, not necessarily because “ the 
elution system had arrived at a state of dynamic 
equilibrum.” 2
Savannah River Laboratory William H. Hale, Jr.
E. I. du Pont de Nemours and Co.
Aiken, South Carolina 29801

Received April 20, 1970

Sem iideal Behavior o f  Solutions o f  

Solvated N onelectrolytes

Sir: Garrod and Herrington1 have claimed that the
water activities and activity coefficients of sucrose 
solutions are inconsistent with eq 40 of their paper 
so that sucrose solutions cannot be described as “ semi­
ideal dilute.”  Since we have demonstrated2 that an 
essentially similar semiideal model unrestricted to 
dilute solutions does adequately describe the behavior 
of sucrose solutions, it is necessary to discuss their 
argument. They find for the case where a solute s 
interacts with water to form various hydrates, denoting 
the actual mole fractions of each species at equilibrium 
by !?w, Vn, etc. (Aw, Wo, Ni, etc., in the notation of 
our previous paper2), 'hat rjs +  tjw <  1, which is indeed 
obvious from the definition of mole fractions, as long 
as at least one other species such as sw is present at all. 
In terms of their “ semi-ideal dilute”  solution model they

(1) J. E. Garrod and T. M. Herrington, J. Phys. Chem., 74, 363 
(1970).
(2) R. H. Stokes and R. A. Robinson, ibid., 70, 2126 (1966).
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then correctly put in their eq 37 ijw = Ow, where aw 
is the conventional water activity, and incorrectly, 
j?s =  7x,s 'X i, where X a is the stoichiometric mole- 
fraction of solute, and yx,s is “ the activity coefficient 
of the solute on the Henry’s law mole fraction scale” . 
It is apparent from their eq 39 that their yx,a is to be 
identified with the conventional mole fraction scale 
activity coefficient.3

Irrespective of what activity scales are used, the 
total Gibbs energy of a fixed quantity of a given solution 
is invariant. For simplicity let us consider the case of 
a solute s in equilibrium with a single hydrate sw

s +  w ~ sw

Taking 1 kg of water containing m mol of total solute, 
we let ma denote the number of moles of the anhydrous 
species s present at equilibrium. Then the total free 
energy of the solution can be written

G =  (O-OOlMi +  ms — m)n w +  maya +  (m — ma)yav

which, since /w  = n„ +  Mw at equilibrium, reduces to

G =  (0.001Mi)juw -f- mya

But the free energy G can also be written in terms of 
the conventional chemical potential of the solute, mb

G =  (O.OOIMi)mw +  mu b

so that

mb =  Ms (1)

In terms of activities, this becomes

Mb0 +  RT In m +  RT In y  =

Ms0 +  RT In v* +  RT In /» (2)

where y is the conventional stoichiometric molal 
activity coefficient, and superscript zeros denote the 
appropriate standard states.

It should be noted that (1) does not imply mb0 =  Ms0 
in the standard states; the standard state for B is a 
hypothetical solution of total solute molality m unity 
and molal scale activity coefficient unity, containing 
both the anhydrous solute and the solvate, while the 
standard state for s is a hypothetical solution of mole- 
fraction X 8 =  1, containing the anhydrous solute s 
only. Likewise, that for sw is a hypothetical solution 
with X aw =  1, containing no anhydrous solute.

At infinite dilution, aw = 1, the solute consists of s 
and sw in the ratio lim (m — ma)/ma = K, lim 
ms/m =  1/(1 +  K ), and all activity coefficients are 
unity, K = Tjaw/ (t]aaw) being the mole fraction scale 
equilibrium constant for the hydration process. On 
Garrod and Herrington’s “ semiideal dilute”  model, 
fs =  1 at all concentrations so that (2) becomes

Us =  Amy (3)

where A is a constant involving the differences of

The Journal o f  P h ysica l Chem istry, Vol. 74, N o. 25, 1970

chemical potentials in the standard states for B and s. 
We evaluate this constant in the usual way by finding 
the limit of (778/m) as all solute concentrations tend to 
zero and y 1. In this limit, rj8 (0.001 M\)-ma 
and hence

A =  lim = lim (0.001Mi)(ms/'m) =

(O.OOIAD/U +  K)

Using (3) with this value of A, the Garrod-Herrington 
inequality becomes

aw +  O .O O lM r -^ r ; <  1 (4)
1 -t- A

instead of their eq 40

aw +  O.OOlMmy <  1

The correct inequality (4) is easily satisfied with an 
appropriate value of K, whereas their eq 40 is not.

Our earlier treatment2 of semiideal solutions was 
based on the equations

_  1 -  O.OOlMifeffl
“  1 +  0.00lMi( l  -  h)m

or

_  O.OOlMim
~  av ~  1 +  O.OOlM^l -  h)m ( }

where h = <r/2 and, if there is only one stage of hy­
dration, 2 =  t]s (1 +  Kav) a =  ysKaw, and

ftff -f- y]a -fi rjsw = OrW -[- Us (1 ~h Xaw) = 1 (6)

These equations, together with eq 3 and our value of A , 
give

7  = i  +  *  x
i + K d v

1
1 +  0.001M i(l -  h)m ~

1 +  K  1 — aw 
1 +  Ka w O.OOlMim (7)

By similar methods it can be shown that if there are 
several stages of hydration

2 ° __________ 1__________
2 1 +  0.001Mi(l -  h)m

2° 1 -  aw 
2 O.OOlMim (8)

where h =  <7/ 2 , 2 =  Us(l +  Ka„  +  K ^ 2 -)--------),
2° =  Us (1 +  K  +  K 2 + ---- ), a =  t?8 (Kay, +  2
K 2aw2 H------- ). Corresponding with eq 4, we have for
the case of multiple hydration

Ow +
O.OOlMim.7

2°
<  1 (9)

For aqueous solutions of sucrose,2 with 11 sites 
available for hydration, K  =  0.994 and 2° =  11.61.

(3) R. A. Robinson and R. H. Stokes, ‘ Electrolyte Solutions,”  
revised ed, Butterworth and Co. Ltd., London, 1968, p 27.
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Table I

ow + 0.001
m ° W y A f i W 7 / 2 °

0 . 1 0.99819 1.015 0.99835
0.4 0.99260 1.062 0.99325
1 . 0 0.98065 1.177 0.98254
6.0 0.8496 2.845 0.8761

Using values of « w  and 7  already determined,4 the 
following values of aw +  0.001 M1my/'2a are calculated 
in Table I. There is, therefore, no inconsistency 
between the semiideal behavior of sucrose solutions 
and the experimental data.

(4) R. A. Robinson and R. H. Stokes, J. Phys. Chem., 65, 1954 (1961) •
* T o  whom correspondence should be addressed at State University 
of New York at Binghamton, Binghamton, N. Y .

University of New England R. H. Stokes
.Armidale, N. S. W. Australia
State University of New York R. A. Robinson*

at Binghamton 
Binghamton, New York

Received July 24, 1970

A llyl Radicals in  the Vacuum  Ultraviolet 
Photolysis o f  Propane

Sir: The previously unreported products, 4-methyl-l- 
pentene, 1-hexene, and 1,5-hexadiene have been identi­
fied in the product mixture resulting from the photolysis 
of propane.1 The photolysis was carried to less than 
0.1% conversion in the gas phase using a microwave 
powered krypton resonance lamp. The only other six- 
carbon products are 2,3-dimethylbutane, 2-methylpen- 
tane, and n-hexane. It is noteworthy that only un­
saturated products containing terminal double bonds 
are observed. This strongly suggests that the pre­
cursor of the unsaturated product is an unsaturated 
radical. If a hexane formed with excess energy via 
the recombination of propyl radicals were to decompose 
by hydrogen elimination, instead of the more favorable 
carbon-carbon bond scission, it would certainly de­
compose to give some of the thermodynamically favored 
products with interior double bonds. Moreover, the 
production of olefins from saturated six-carbon pre­
cursors would easily be pressure quenched at one at­
mosphere of total sample pressure.2 The most im­
portant six-carbon olefin, 4-methyl-l-pentene, is still 
present in significant quantities at pressures greater 
than 5 atm. It seems most reasonable to conclude 
that the observed unsaturated products result from 
the combination of allyl radicals with isopropyl, n- 
propyl, and allyl radicals, respectively. The product

distribution in Table I is consistent with this con­
clusion.

In addition to the possibility that allyl radicals are 
produced in a primary process such as reaction 1, 
one must also consider the possibility that they result 
from the decomposition of excited species formed in 
the primary photolytic process such as 2 and 3, and 
finally radical-olefin bimolecular reactions such as 4 
and 5 must be considered as possible sources.

Table I : Relative Yields of Six Carbon Products from the 
Photolysis of Propane at 123.6 urn*

Methane 1000
4-Methyl-l-pentene 106
2,3-Dimethylbutane 260
2-Methylpentane 93
1,5-Hexadiene 2
1-Hexene 15
«-Hexane 9

° Pressure of propane — 50 Torr.

C3H8 +  hv =  c 3h 5 +  h 2 +  h (1)
C3H8 +  hv =  H2 +  C3H6* = C3H6 +  H (2)
C3H8 +  hv =  H +  C3H7* = C3H6 +  H2 (3)

c 3h 6 +  h  =  c 3h 6 +  h 2 (4)

c h 3 +  c 2h 2 =  c 3h 6 (5)

Previously determined rate constants- for reactions 4 
and 5 suggest that they, in fact, will not be important 
relative to other reactions of H and CH3. At 0.1% 
conversion, abstraction from propane and addition to 
propylene by hydrogen atoms will effectively use 97% 
of the available H relative to reaction 4.3 The re­
maining small fraction of H can account for less than 
1% of the observed allyl radical yield. To be certain 
that some unusual reaction involving propylene was 
not occurring, e.g., with energetic H atoms, excess 
propylene was added to the reactant propane. Up 
to 1% propylene by volume did not appreciably affect 
the yield of hexenes relative to hexanes. Similar con­
siderations for the methyl radical show that it is a 
thousand times as likely to recombine with other radi­
cals in the photolytic system as to add to acetylene
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at the concentrations of acetylene available at low 
conversion (0.1%).4 Any other bimolecular mechanism 
that one can conceive involving the fragments avail­
able from the photolysis of propane can be discounted 
in a manner similar to that used for the examples 
of reactions 4 and 5. The essential difference between 
reaction 1 and reactions 2 and 3 is whether all three 
bonds are broken simultaneously or in a stepwise 
fashion. The contributions of decompositions such as 2 
and 3 cannot be easily determined. Increasing pres­
sure will tend to stabilize such excited species. How­
ever, as these species may decompose by more than 
one path, a direct relationship is difficult to establish.

Allyl radicals are apparently produced via unimolecu- 
lar decompositions. However, whether it is the uni- 
molecular decomposition of C3H8,* C3H7*, or C3He* 
or some combination has not been established. The

shape of the curve in Figure 1 suggests that more 
than one precursor (or one precursor decomposing via 
different modes) are important. Using the simplest 
case of multiple precursors, two, we have determined 
two lifetimes (reciprocal of the unimolecular rate con­
stant). The lifetime of the short-lived precursor was 
determined from the linear high-pressure region of 
the curve. This contribution was subtracted from 
the low-pressure region and a lifetime for the long- 
lived precursor was calculated. These calculations 
give lifetimes of 2 X 10-11 sec and 9 X 10~9 sec for 
the short- and long-lived precursors, respectively.

Since it is not apparently known how energy parti­
tions among fragments in the photolysis of propane, 
the lifetimes determined cannot be associated with 
specific fragments or states as precursors on the basis 
of presently available data. Since most other frag­
ments arising from the photolysis of propane show a 
much less striking dependence on pressure than allyl 
radicals, it is reasonable to conclude that primary 
photodecomposition in propane occurs in <  2 X 10“ 11 
sec.
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