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Kinetics of Ion Exchange. Diffusion of Trace Component

b y  H .  D .  S h a r m a , 1
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R .  E .  J e r v i s ,  a n d  L .  W .  M c M i l l e n

Department of Chemical Engineering and Applied Chemistry, University of Toronto, Toronto, Ontario, Canada 
{Received December 8, 1968)

The diffusion of C s+ , C o2+, L a3+, T b 3+, and L u 8+ ions in ion-exchange beads has been studied in the presence of a 
large excess of another counterion. T h e rate laws for the uptake of ions present in trace concentration have been 
verified, and the agreement between the theory and the experimental results is very good, if contributions due to 
both film and particle diffusional processes are taken into account. T h e criteria for distinguishing between 
“ film”  and “ particle”  diffusion-controlled mechanisms have been examined. The D values for C s+ , C o2+, and 
L a 8+ in 1 M HC1, 0 .5  M C aC k, and 0.17 M LaCfi and for T b 3+ and L u 3+ n HC1 solutions indicate that large 
hydrated ions, having the same charge, have higher m obility inside the resin matrix contrary to the earlier con­
cepts. The D values in m ethanol-water solutions show that the solvent in the resin matrix plays an im portant 
role in the transport of ions in the matrix, and thus it is difficult to compare experimentally determined interdif­
fusion coefficients D A b  with the ones predicted by Helfferich-Plesset equation because the solvent content of the 
resin matrix changes as the ionic composition of the matrix changes from one form to the other.

I n t r o d u c t i o n

It has long been established that the rate of ion ex­
change is controlled by diffusion, either through a hydro­
static film, called “ film control”  diffusion or through 
the pores of the resin matrix, called “ particle diffusion 
control.” 2 In the former case, the rate of exchange of 
the ion is governed by the thickness of the liquid adher­
ing to the resin and the diffusivity of ions through the 
film, whereas in the latter case, the rate of exchange de­
pends on the charge and size of the ion, the electrical 
potential between the diffusing species, and the environ­
ment through which the ions are diffusing in the resin 
matrix. There exist a large number of investigations on 
the determination of self-diffusion coefficients of ions 
which indicate the effect of charge and size of ions on 
the diffusivity in the resin matrix; i.e., the particle 
diffusion coefficient, D, decreases in the order of Cs+ >  
Rb+ >  K+ >  Na+ >  Zn2+ >  La3+ >  H f4+ for a mod­
erately cross-linked resin.2 However, the order of 
interdiffusion coefficient is reversed for Cs+, Rb+, K+

when the uptake or release of these ions is in trace con­
centration in the presence of a large excess of another 
counterion in both ion 3xchanger and external solution. 
In such systems the changes in the ion-exchange matrix, 
ionic composition of he external solution, and the 
degree of swelling are negligible. In interdiffusion of a 
trace counterion, hereinafter designated as A z+ , and 
another counterion present in large excess, hereinafter 
designated B z+ , diffusion of the A z+ controls the rate of 
exchange in accordance with Helfferich-Plesset equa­
tion.8 The rate laws for isotopic exchange apply, and 
under batch and flow conditions the following equations 
have been developed2 4~6

(1) T o  whom all corresponc ence should be addressed.
(2) (a) G. E. Boyd, A. W . Adamson, and L. S. M yers, J. Amer.
Chem. Soc., 69, 2836 (19471; (b) F . Helfferich, “ Ion Exchange,”
M cGraw-H ill B ook Co., Inc., New York, N. Y ., 1962.
(3) F. Helfferich and M . S. Plasset, J. Chem. Phys., 28, 418 (1958).
(4) G. E. B oyd and B. A. Soldano, J. Amer. Chem. Soc., 75, 6091 
(1953).
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U(t) =  1 -
6 ” 1 
- ,  £  exp ir* 2 n = 1ni

Dt-ir2n2\ 
n>2 / (1)

where U(t) is the fractional attainment of equilibrium 
at time t, D is the diffusion coefficient, and r0 is the radius 
of resin beads. For the batch condition (finite volume) 
and also for a particle diffusion-controlled reaction 
Paterson’s equation applies

U(1) =  1 -  —  £
exp(—SJt)

3w n=i 1 +  Sn2/9w(w — 1) (2)

where w =  Ca VaJCaY a and Ca and Ca are the concen­
tration of Az+ in the resin beads of volume V and in 
solution of volume V, respectively, k =  CA/CA, t = 
Dt/ro2, and Sn are the roots of equation Sn cot S„ = 1 
+  SJ/3w.

Similarly for film diffusion control for the infinite 
volume condition

V(t) -  1 -  e x p ( -  (3)

where 8 is the thickness of the film and D is the film 
diffusion coefficient and for finite volume

3D(VaCa +  V a  C'a) !
toSCaV a J

In the intermediate range when both film and particle 
diffusion control and infinite volume conditions are 
met

U(t) — 1 — exp

U(t) =
692 ^  A „sin2 (mnr0) 
n>2 n= i

exp ( — DmnH) (5)

where 6 =  CaD/CaDô, A n = mn2r02 +  (dr0 — l ) 2/  
mn2r02 +  (6r0 — 1 )dr0, and m„ are the roots of the equa­
tion m nro =  (1 — dro) tan m„ro.

Equation 1 has limited applicability since the effect 
of the film cannot entirely be removed. Our experi­
ments on the uptake of a trace component gave variable 
D in high concentration of B2+. Equation 5 can be 
applied if the parameter 6 is known, which requires the 
value of D and 8. Our experiments indicate the feasi­
bility of determination of D/8 from a rate of uptake 
curve in the batch method. D for Az+ can then be 
evaluated from the data from the flow experiments. 
For w <  0.1 eq 5 gave constant D in the batch 
method since, under these conditions, the boundary 
conditions approximated to infinite volume solution.

Helfferich has analyzed theoretically the effect on 
diffusion coefficients if the ion-exchange process is 
accompanied by ionic reaction such as neutralization 
or complex formation.7 A radioactive tracer can con­
veniently be used for the determination of D or D in such 
processes. However, in surveying the literature, there 
appeared to be few studies wherein the rate laws have 
been verified thoroughly for the uptake of Az+ in 
B2+. Boyd, et al., obtained variable D in such systems.4

It was therefore considered essential to verify the appli­
cability of the equations for the evaluation of D and D 
for various Az+ in the presence of a large excess of Bz+ 
in both methods. The effect of matrix environment 
and solvent content on D for different A2+ has been 
examined and reported in this paper. A mechanism in­
volving transport of ions in the matrix is also suggested.

Experimental Section
A large quantity (20 lb) from a production batch of 

Dowex 50-X 8 resin was subjected to the wet elutriation 
method to obtain resin beads of a constant particle 
diameter in the manner described by Reichenberg.8 
About 100 g of beads of constant diameter was obtained, 
and microscopic examination showed that they were 
spherical in shape and that diameter variations were 
less than 3%. The resin beads were stored in water 
and at no time were they allowed to dry after condi­
tioning them. The water content in the resin beads 
was estimated by the Karl Fischer method9 as given 
in Table I along with the diameters of the beads.

Table I: Water Content and Size of Resin Beads

Resin
environment

Water content, 
wt %  of 
wet resin Radius, cm

h 2o 52.6 ±  1.0 0.048 ±  0.0015
l t f  HCl 50.0 ±  0.7
2 M  HC1 48.1 ±  0.8 0.046 ±  0.0015
3 M  HC1 46.6 ±  0.6
6 M  HC1 41.2 ±  0.8 0.0443» ±  0.0015
9 M  HC1 36.7 ±  0.6 0.0440» ±  0.0015
1 M  CaCk 41.9 ±  0.7 0.0460 ±  0.0015
0.17 M  LaCh 34.6 ±  0.8 0.0457 ±  0.0015
0.17 M  TbCh 37.3 ±  0.6
1.94 M  HC1- 

25% methanol 36.7 ±  0.6 0.045» ±  0.002
1.94 MHC1- 

50% methanol 31.2 ±  0.6 0.044» ±  0.002
1.94 MHC1- 

80% methanol 17.3 ±  0.5 0.0427» ±  0.002

“ Measured by shrinkage in volume of resin beads.

(a) Radioisotopes. Lanthanum, terbium, and lu­
tetium oxides were obtained in 99.9% + purity in the
oxide form. Small portions of these were irradiated
with thermal neutrons to produce appropriate radio-
tracers La140 (ti/2 =  40 hr), T b160 (h/2 = 73 days), and

(5) A. W . Adamson and J. J. Grossman, J. Chem. Phys., 17, 1002 
(1949).
(6) J. J. Grossman and A. W . Adamson, J. Phys. Chem., 56, 97 
(1952).
(7) F . Helfferich, ibid., 69, 1178 (1965).
(8) D . Reichenberg, J. Amer. Chem. Soc., 75, 589 (1953).
(9) A. Dickel and J. W . Hartmann, Z. Phys. Chem. (Frankfurt am 
M ain), 23, 1,1960; H. D . Sharma and N. Subramanian, Anal. Chem., 
41, 2063 (1969).
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Lum (¿i/2 =  6.75 days). The radiochemical purity of 
these isotopes was checked by y-ray spectroscopy using 
a Ge(Li) detector and a 400-channel pulse height analy­
zer. No impurities greater than 1% of the expected 
predominant y-ray peak were found. The radioactive 
oxides were dissolved in hydrochloric acid. Radioiso­
topes Co60 (ti/, = 5.26 yr) and Cs137 (h/t =? 30 yr) were 
procured from the Atomic Energy of Canada Ltd.

(6) Miscellaneous Chemicals. Chemicals used in 
the present experiments were all of reagent grade. The 
methanol was supplied by Union Carbide and contained 
no significant impurity and less than 0.5% water.

K i n e t i c  E x p e r i m e n t s

(a) Finite Volume (Batch) System. The apparatus 
for the batch experiments was similar to one used by 
Schwartz, et al.10 The reaction vessel was a 1-1. flask 
fitted by means of a ground-glass seal to a five-necked 
lid. The flask was submerged in a thermostatically 
controlled water bath kept at a temperature of 25 ±  
0.2°. A peristaltic pump was used for circulating 
liquid through a sintered-glass tube, which confined the 
resin to the flask, through a glass coil surrounding a 
N al(T l) scintillation crystal and back into the vessel. 
The volume in the sampling section of the apparatus 
was approximately 60 ml, and the flow rate was main­
tained at 550 ml/min. The residence timeiof solution 
in the sampling section was 6.5 sec. Solution in the 
vessel was stirred by means of an anchor stirrer driven 
by a variable speed motor. All connections to the 
flask were of ground-glass fittings, and the otherwise 
sealed unit was vented through a water condenser to 
prevent any loss of solution.

The glass coil which surrounded the 2-in. Nal scintil­
lation crystal was shielded from the flask by lead bricks. 
The pulses from the detector were amplified and dis­
played on a rate meter as well as continuously recorded 
on a two-speed, strip-chart recorder. The time con­
stant of the meter was kept at 0.8 sec. A lag of 8 sec 
was observed for the solution to get from the vessel to 
the sampling section and to record its radiation.

For all experiments in the batch system, approxi­
mately 3 ml of sized resin was used. The resin beads 
were equilibrated with solution containing Bz + and a 
radioactive tracer as Az+ion. The resin was transferred 
to a lucite tube having a fine platinum gauze at one end so 
as to enable removal by means of suction of any liquid 
adhering to the resin beads. Through a neck in the 
reaction vessel, containing 650 ml of solution, the beads 
were transferred rapidly into the solution by applying 
air pressure to the lucite tube. The activity of the 
solution was recorded continuously until a sufficient 
rate data had been compiled (usually U(t) >  0.8) at 
which time the recorder was shut off but the reaction 
continued until equilibrium was reached. The equilib­
rium values were checked carefully, often by leaving

Figure 1. The rate of exchange of trace Tb3+ in various 
hydrochloric acid concentrations, batch system.

the reaction overnight, to ensure that no more exchange 
was taking place.

In experiments in which the distribution coefficient 
was sufficiently high, the radioactive tracer was initially 
added to the macroccmponent solution instead of 
incorporating it into the resin matrix.

(b) Infinite Volume (Flow) System. The apparatus 
for the flow system was similar to the one used by Boyd, 
et al.2a The peristaltic lump was used to pass a con­
stant flow of the solution over a shallow bed of resin 
beads. A small portion of resin was preequilibrated 
with radioisotope in solution (Bz+) and transferred into 
a lucite resin holder. The beads were then rinsed rap­
idly under suction with a small amount of the solution to 
remove any activity in r,he adhering liquid. The resin 
holder was attached to an acid-resistant butyl tubing 
and fastened securely to the N al(T l) scintillation 
crystal. The detector and recorder were the same as 
described for the batch system.

Except for some specific experiments at high flow 
rates, a flow rate of 500 ±  20 ml/min was used through­
out which resulted in a linear flow velocity, v, of ~100 
cm/sec. This linear flow velocity was calculated as 
being four times the volumetric rate of flow, divided by 
the bed area (0.316 cm1) . The factor of 4 used here was 
the same as that used by Tetenbaum and Gregor11 and 
was based on the assumption that the bed voids are 
about 25% of the bed volume.

V e r i f i c a t i o n  o f  R a t e  L a w s

(a) Analysis of Data for Batch and Flow Systems. 
The initial experiments in this work were performed 
using the batch system.. The exchange of Tb3+ and 
H+ in 1 M HC1 solution was studied, and the rate curve

(10) A. Schwartz, J. A. Marinsky, and K. S. Speigler, J. Phys. Chem., 
68, 918 (1964).
(11) M. Tetenbaum and H. P. Gregor, ibid., 58, 1156 (1954).
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Figure 2. The rate of exchange of Tb3 + in HCl at various 
conditions. Normal flow rate ( v  = 103). û , 0.25 M ;

□, 0.5 M ;  9, 1.0 M ;  O, 1.94 M ;  high flow rate ( v  = 190) 
Q, 0.5 M ;  A, 1.0 M ;  Interruption tests 0 ,1 -0  M ;  A,
1.94 M .

was determined (Figure 1). Applying eq 1 with the infi­
nite volume condition, it was found that the calculated 
particle diffusion coefficient, D, for Tb8+ was not con­
stant but increased as the fractional attainment of 
equilibrium, {7(0, increased. To examine this system 
further, the rate of exchange of Tb3+ ion was studied 
over a wide range of hydrochloric acid concentration 
(0.01 to 6.3 M). The rate curves of representative 
experiments are shown in Figure 1. At HC1 concentra­
tions of 0.01, 0.1, and 0.5 M, the curves are nearly iden­
tical, having the same shape and varying in the half­
time of exchange by only 15%. The analysis of data 
according to eq 4 would predict that changing from 0.01 
to 0.5 M  should change the slope by approximately 
13%. This is in good agreement with the present 
results if C and C are taken as concentrations of Az+. 
Furthermore, by assuming a constant value of the film 
diffusion coefficient, D, of 1.17 X 10~6 cm2/sec, one 
calculates the film thickness for the batch experiment as 
25 X 10~4 cm, which is a reasonable value for the rapid 
stirring conditions of these experiments. The concen­
tration of Bz+ has little effect on D/8. At 1.0 M, the 
curve takes on a more concave nature and the half-time 
of exchange decreases. At 6.3 M, the half-time of 
exchange is significantly larger indicating a decrease in 
the rate of exchange. Preliminary interruption tests 
revealed that particle diffusion controlled the rate of 
exchange for experiments using HC1 1.0 M and higher 
(Figure 2).

D values for the uptake of Tb3+ in 1 M HC1 were 
calculated for the flow and the batch systems following 
eq 1 and 2. It can be seen from Table II that the cal­
culated D’s are not constant. Similar treatment of 
experimental data for T b3+ in 3 M HC1 gave D’s which 
varied slightly, and those for Tb3+ in 6.3 M  HC1 gave

Table II : Calculated Particle Diffusion Coefficients, D ,  

for Exchange of Tb3 + for H + in 1.0 M  HC1

Fractional 
attainment of 

equilibrium, U(t)

■D X 108, cmVsee-
(A)

Batch system“
(B)

Flow system3

0.11 1.3 4.5 
0.18 2.1 6.4 
0.30 3.5 8.7 
0.49 6.8 11.8 
0.68 9.6 14.5

“ (A) Finite volume, batch system, D ’ s  calculated are various 
fractional attainments of equilibrium using the Patterson equation 
(2) at w  =  0.9. 6 (B) Infinite volume, flow system, D ’ s  calculated
at various fractional attainments of equilibrium using the infinite, 
particle diffusion equation (1).

nearly constant D. It appeared that both film and 
particle diffusion controlled the rate of uptake of Tb3+.

(6) Application of the Film-Particle Equation. 
The rate data for Tb3+ in 1 to 3 M HC1 were analyzed 
by applying eq 5 and by setting the film diffusion coeffi­
cient D equal to 1.17 X 10-6 cm2/sec, a value obtained 
for La3+ in a dilute LaCl3 solution,12 5  = 2.5 X  10~3 cm 
for the batch system and experimentally determined 
value of k. In any event D/8 can be determined in the 
film diffusion control region. Film thickness for the 
flow system was obtained and estimated to be 1.0 X 
10-3 cm which compared with the reported values by 
Tetenbaum and Gregor.11 Rate curves were deter-

Figure 3. Film-particle diffusion equation to fit experimental 
data for Tb3+ in 1.0 M  HC1; flow system, k  =  210, S =  10 X
10-4 cm O , experimental d a ta ;--------- , film-particle equation
for D  =  20 X 10 ~8 cm2/sec; —------- , film-particle equation
for D  =  15 X 10 ~8 cm2/s e c ; ------ , particle diffusion equation
for D  =  20 X 10”8 cm2/sec.

(12) H. S. Harned and B. B. Owen, “ The Physical Chemistry of 
Electrolytic Solutions,” 3rd ed, Reinhold Publishing Corp., New 
York, N. Y „ 1963.
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Table III: Parameters Used to Calculate Particle Diffusion Coefficients

Equation
A * +  (trace B*+ (macro­ Exptl applied for s  x io*, Caled D  X 108,

ion) component ion) method calculation k cm w  = K v / r cm2/sec

Tb* + H + (0.5 M ) Batch ~2500 25 9.75 (Film)
(1.0 M ) Batch 210 25 0.9 (Film-particle)
(6.3 M ) Batch 1 25 5.8 ±  0.3

Cs+ H+ (1.0 Ilf) Batch 5 9 25 0.04 625 ±  31.0
Ca2+ (0.5 M ) Batch 5 4 25 0.02 120 ±  6.0
La3 + (0.17 M ) Batch 5 3 25 0.01 27 ±  1.3

O o + H+ (1.0 M ) Batch 5 12 25 0.05 94 ±  4.7
Ca2+ (0.5 M ) Batch 5 5 25 0.02 13.0 ±  0.6
La3+(0.17 M ) Batch 5 2 25 0.01 3.5 ±  0.1

La3 + H + (1.0 M ) Flow 5 320 10 10.4 ±  0.5
La3+ (0.17 M ) Batch 5 5 25 0.01 1.6 ±  0.1

Tb3 + Ca2+ (0.5 M ) Batch 5 12 25 0.05 8.7 ±  0.4
Tb3 + H + (1.0 M ) Flow 5 210 10 20.8 ±  1.1

(1.94 M ) Flow 5 28 10 16.3 ±  0.8
(3.0 M ) Flow 5 8 10 14.4 ±  0.7
(6.0 M ) Flow 1 10 7.5 ±  0.3
(9.0 M ) Flow 1 1.9 ±  0.1

La3 + H+ (1.94 M Flow 5 71 10 3.2 ±  0.1
Tb3 + in 25% Flow 5 51 10 7.7 ±  0.3
Lu3 + methanol) Flow 5 40 10 19.5 db 0.9
La3 + H + (1.94 M Flow 5 150 10 1.3 ±  0.1
Tb3 + in 50% Flow 5 108 10 3.4 db 0.1
Lu3 + methanol) Flow 5 75 10 11.3 ±  0.5
La3 + H+ (1.94 M Flow 1 10 0.04 ±  0.02
Tb3 + in 85% Flow 1 10 0.09 ±  0.02
Lu3 + methanol) Flow 1 10 0.4 ±  0.2

mined for various assumed values of D and compared 
with the experimental data. Because of the extensive 
calculations required to determine a curve of U(t) 
vs. t for even one assumed D, a computer program was 
outlined to calculate U(t) as a function of Dt for dif­
ferent values of 6 ranging from 50 to 100,000 and for a 
particular value of r0. The experimental values for 
U (t) were then fitted to the calculated ones for D.

For Tb3+ in 1 M  HC1 experiment, k =  210 and S = 
10 X 10_4cm; avalué of D =  20 X 10~8 cm2/sec was 
found to fit the experimental data as shown in Figure 3. 
The U(0 vs. t curve calculated from eq 1 with D = 20 
X 10“ s cm2/sec and the curve using eq 5, k = 210, 5 = 
10 X 10_4cm, andD = 15 X 10-8 cm2/sec are included 
for comparison. It is evident that the film-particle 
equation provided the most accurate method of deter­
mining the particle diffusion coefficients. The particle 
diffusion coefficients were calculated from the experi­
mental data by applying appropriate equations (Table
HI).

(c) Examination of Methods Used to Distinguish 
Particle and Film Diffusion Control. The tests sug­
gested to establish particle diffusion as the rate-con- 
trolling step are (i) examination cf the rate curve on the 
basis of U(t) vs. i1/2; (ii) changing stirring or flow rate; 
(iii) increasing the external concentration; (iv) varying 
the particle radius, and (v) performing “ interruption 
tests.” 26 The applicability of the tests was examined 
for conditions wherein both film and particle diffusion

affected the rate. The analysis of experimental data 
revealed the following.

(i) The initial linearity of U(t) vs. f1/! in many 
systems extends beyond that expected for pure particle 
diffusion. This is a consequence of the combined 
control of the particle and film diffusion which is known 
to exist under these conditions, and thus it is not a 
reliable test.

(ii) Changing the flow rate is a good test for film 
effects as long as the experiments are sufficiently 
accurate to distinguish the small effects produced, as 
can be seen in Figure 2. Increasing the stirring speed 
in batch experiments may not always decrease the film 
thickness to any extent, and therefore the test may be 
insensitive in establishing that the film control is 
present. Varying the linear velocity from 103 to 190 
cm/sec for 0.5 M  HC1 increased the rate of uptake of 
Tb3+ while a similar change in flow at 1.0 M HC1 
resulted in only a slight increase in the rate.

(iii) Increasing the external concentration is not a 
particularly good test to apply because of the variety of 
conditions which change. For example, in self­
diffusion it has been reported that the diffusion rate 
increases as external concentration increases, while in 
this work the diffusion rate decreases as the external 
concentration increases.

(iv) Examining the rate of exchange at different 
particle radii is a very sensitive method to distinguish 
the difference between film and particle diffusion
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control. Unfortunately, it is so sensitive that few 
authors have been able to relate the various experiments 
accurately enough to distinguish small effects of film 
control. This is probably due to the fact that com­
pletely uniform particles with accurately determined 
radii are very difficult to obtain. The half-time of 
exchange varied as 1/Vo1-8 for Tb3+in 6.3 M HC1.

(v) The “ interruption test” as first introduced by 
Kressman and Kitchener13 has beer, used extensively to 
establish particle diffusion control. This is an excellent 
test to establish the effect of particle diffusion control in 
any particular experiment. However, it cannot reveal 
any contribution due to film control as shown in the 
present work (Figure 2).

The rate-controlling mechanism is dependent on the 
value of 0ro according to eq 5.6'11 The computed 
values of 17(f) for a particular value of r0 and for 6 
ranging from 50 to 100,000 indicate that for dr0 <  1, 
film diffusion controls the rate of exchange whereas 
particle diffusion controls the rate fcr dr0 >  5000.

(d) Forward and Reverse Exchange Rates. The 
condition of trace exchange carries with it the implica­
tion that the forward and reverse exchange rates should 
be the same. This is predicted by the Helfferich- 
Plasset equation where Dab reduces to Da for low 
concentration of .47+ present in the resin. To test this, 
the forward (Tb3+-H +) exchange was compared to 
the reverse (Tb3+-H +) exchange for 1.0 M HC1 in the 
external solution. The results revealed that the ex­
change rate was indeed the same for both experiments. 
This shows that the particle diffusion coefficients are 
those of the trace ion only and are not dependent on the 
macrocomponent ion mobility or the separation factor 
CaCb/CaCb-

(e) Trace Exchange at Equilibrium. Inactive Tb3+ 
was placed in a 1.0 M  HC1 solution in the batch ap­
paratus and allowed to come to equilibrium with the 
resin phase such that approximately 1% of the resin 
was converted into Tb3+ form. The rate data were 
obtained by adding radioactive Tb3+ ion in a quantity 
which increased the equilibrium concentration of 
inactive Tb3+ in the external solution very little. The 
rate of exchange in this experiment was found to be 
nearly identical with previous trace, nonequilibrium 
experiment.

Results and Discussion
(I) Ionic Charge. Its Direct and Indirect Effect on 

the Rate of Exchange. The charge of an ion greatly 
affects its rate of diffusion through an ion-exchange 
resin.2b In general, the rate of exchange decreases 
rapidly as the charge of the exchanging species in­
creases. In our previous work and that of other 
workers4'14- 17 it has also been noted that the rate of 
exchange of A2+ is affected by Bz+, i.e., the ionic form of 
the resin phase. To examine this effect further, the 
exchange rates of a monovalent, a divalent, and a

974 H. D. S h a r m a , R. E. J e r v i s , a n d  L. W . M c M i l l e n

Figure 4. Rate of exchange of Cs+ in H+ (1 M  HC1), Ca2 + 
(0.5 M  CaCh), and La3+ (0.17 M  LaCl3), batch system.

Figure 5. Rate of exchange of Co2+ in H+ (1 M  HC1), Ca2 + 
(0.5 M  CaCl2), and La3+ (0.17 M  LaCh), batch system.

trivalent Az+ ion were studied with three different Bz+ 
ions. The rate curves are presented in Figures 4, 5, 
and 6. The particle diffusion coefficients, D, calculated 
for the various trace ions are presented in Table IV. 
At a constant macrocomponent ion composition, for 
example, 1 M HC1, the resin environment is established 
by the solution of Bz+. The effect of ionic charge can 
thus be separated from the other variables, such as 
solvent content, pore size, swelling effects, etc. The 
rate of exchange decreases rapidly as the ionic charge 
increases; i.e., Dcs + >  5 Co«+ >  Z>Las+ (Table IV). 
This is the expected behavior for these ions which is 
also reflected in the respective self-diffusion coeffi­
cients.4 Furthermore, it can be seen that the D 
values for a particular Az+, for example Cs+, decrease 
as the charge of Bz+ increases, namely 5 c3+_h+ = 
625 X HU8; =  120 X 10“ 8; DCŝ *

(13) T .  R . E .  Kressman and J .  A . Kitchener, Discussions Faraday 
Soc., 7, 90 (1949).
(14) G . E .  Boyd, A . W . Adamson, and L .  S . M yers, J. Amer. Chem. 
Soc., 72, 4807 (1950); G . E .  Boyd and B . A . Saldano, ibid., 75, 6105 
(1953).
(15) A . E .  Lagos and J . A . Kitchener, Trans. Faraday Soc., 56, 1245 
(1960).
(16) B . A . Soldano and G . E .  Boyd, J. Amer. Chem. Soc., 75, 6099 
(1953).
(17) L .  W . M cM illen, B .A .S c . Thesis, University of Toronto (1965).
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=  27.4 X 10~8 * * * cm2 * */sec. As has been noted by Soldano 
and Boyd,18 the rate of exchange of the trace compo­
nent decreases if a macrocomponent of a lower mobility 
is used. Although this statement is consistent with 
the data, it may be misleading to relate the change in 
D ab to the mobility of the macrocomponent ion. The 
changes in Dab are not nearly as large as one would 
expect if the ratio of self-diffusion coefficients are con­
sidered. For example, the ratio of self-diffusion coeffi­
cients Dca*/Dh&t+ is approximately 200 while the 
ratio Dc3 +~-h+/Dcs+-l&s + is 18. Similarly, the value 
-Ôi.a!+-H+ is only seven times as great as for the self­
diffusion coefficient of La3+.

Table IV : Calculated Particle Diffusion Coefficients, 
D  X 10s, cm2 sec-1

■ M  icroc omp onent-
Macrocomponent Ca + C o2 + L a , +

H+ ( 1 . 0  M ) 6 2 5 9 4 1 0 . 4

Ca2+ ( 1 . 0  M ) 120 1 3 4 . 3 '

La3 + ( 0 . 5  M ) 2 7 3 . 5 1.6
1  This experiment was done using the exchange of Tb3+ with 

Ca2+ and D j t , t +  was found to be 8. Since D n t + f D ^ n -  was 
found to be about 2, a value of 4 was estimated for DLas+ in 
Ca2+.

Recently, the application of the Helfferich-Plesset 
equation to ion exchange has received considerable 
support. The equation predicts that the particle 
interdiffusion coefficient is not constant but depends on 
the relative concentration of the two counterions (A 
and B) as shown below

j j _  D aDb(Za2Ca +  Z b2Cb)
AB ~ Za2CaD a +  Zb2CbD b

For Ca «  C b , the interdiffusion coefficient, Dab, 
assumes the value of Da- Thus, the rate of diffusion 
for a trace element should remain constant and equal to 
the individual diffusion coefficient regardless of the 
mobility of the macrocomponent ion. This appears to 
be in disagreement with the results given here and also 
by others.18 Such a behavior can be explained, 
perhaps, by considering the resin environment. In 
the present set of experiments, the resin phase is 
different for each of the macrocomponent ions, i.e., H+,
Ca2+, and La3+. An important variable of the resin
environment is the water content of the resin phase.
It is a complex function of the charge of the counterion
in the matrix and the swelling pressure and cross
linkage of the resin. Since the rate of exchange is
known to decrease markedly as the water content of the
resin phase d ecreases,2’15 the decrease of D c s + going
from a H + to a La3+ environment may be due partially
or wholly to this effect (Figure 7). The present results

Figure 6. Rate of exchange of trace La3+ in H + (1 M  HC1) 
in flow system and for La3 + '0-17 M  LaCl3) in batch system.

cannot be used to refuse or verify the effects predicted 
by the Helfferich-Plesset equation. However, in the 
limiting case of trace exchange, the applicability of the 
simplified equation is clearly indicated. The failure of 
the equation to explain the present results appears to 
he in the definition of individual diffusion coefficients 
under a particular set of conditions. The equation 
assumes that the individual diffusion coefficients are 
constant which is true only if the resin phase under 
consideration is always in the same condition {i.e., 
ionic form, water content, etc., are constant).

{II) Effect of Hydrated Ionic Size on Rate of Ex­
change. The values of Dab for Cs+ and La3+ indicate 
that the charge of the exchanging ion and the solvent 
environment of the resin phase play an important role 
in controlling the rate of exchange of the ions. In order 
to examine the effect of the size and solvation of ions on 
the rate of exchange, three ions of the lanthanides, 
namely La3+, Tb3+, and Lu3 *+ were chosen as Az+ ions. 
These ions have almost identical chemical properties 
and exhibit a convenient gradation of ionic radii.

The U(f) vs. t curves for the three rare earth ions are 
given in Figure 8, and the calculated D  values are listed 
in Table V. It can be seen that the rate of diffusion is 
fastest for Lu3+, slowest for La3+, and intermediate for 
Tb3+. Table V also lists the data on the size and ionic 
mobility in solution. Lanthanum ion has the largest 
ionic (crystal) radius wnile lutetium has the smallest. 
Conductivity data indicates that the Stokes radius will 
be the smallest for La3+ and largest for Lu3+, which is 
consistent with the generalization that ions with the 
largest charge density will have the largest hydration 
sheath. The hydrated size of the ions should be in 
order of Lu3+ >  Tb3+ >  La3+. The ions in the resin 
phase exist as hydrated species similar to those in 
aqueous solution as indicated by the molal chemical 
shifts observed in nmr spectra of alkali metal ions.19’20

(18) B. A. Soldano and G. E. Boyd, J. Amer. Chem. Soc., 75, 6107 
(1953).
(19) J. P. de Villiers and J. II. Parrish, J. Polym. Sci., Part A, 2, 
1331 (1964).
(20) H. D. Sharma and N. Suoramanian, Can. J. Chem., in press.
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Figure 7. Log D  v s .  wt % of water in. swollen, resin matrix. 
O, Cs+; □, Co2+; and V, La3+ in H +, Ca2+, and La3+.
A, Tb3+ in various HC1 concentrations. B , Lu3+; <3 , Tb!+; 
and 3 ,  La3 + in 1.94 M  HC1 methanol-water solutions.

The water content of the resin is sufficient that the 
lanthanide ions will still retain their water of hydration 
in the resin phase. The values given in Table V in­
dicate that the largest hydrated species (namely Lu3+) 
has the highest rate of diffusion inside the resin phase. 
This appears to be in disagreement with the results of 
previous workers13'15 who examined the self-diffusion of 
the alkali ions. An analysis of the present results in 
terms of previous work and a possible explanation is 
presented under section IV.

Table V : Calculated Particle Diffusion Coefficients, D, 
and Other Pertinent Data for La3+, Tb3+, and Lu3 + Ions

D X 108 cm2/sec La Tb Lu
in 1.94 M  H Q 8.7 16.3 35.0

Ionic (crystal) radius, Â° 1.061 0.923 0.848
Limiting equivalent

conductivity, Xo“ 70 67 65
Distribution coefficients, k ,

in 1.94 M  HC1 38 28 20

a  Data from R. A. Robinson and R. H. Stokes, “ Electrolyte 
Solutions,”  Butterworth and Co. Ltd., London, 1955.

H. D. S h a r m a , R. E. J e r v i s , a n d  L. W. M c M i l l e n

Figure 8. Rate of exchange of La3+, Tb3+, and Lu3 + in 
1.94 M  hydrochloric acid, flow system.

Figure 9. The influence of hydrochloric acid concentration on 
the rate of exchange of trace Tb3+, flow system.

(Ill) Effect of Resin Water Content on Rate of 
Exchange, (a) The Interdiffusion of Tb3+ in H+- 
Form Resin. The D values for Cs+, Co2+, and La3+ 
decrease as the water content of the resin matrix 
decreases (Figure 7). It is known that the total 
water content of the resin phase decreases as the ex­
ternal concentration of electrolyte increases and there­
fore the rate of exchange of the ions should also de­
crease. Earlier experimenters,11'2122 however, found 
that the rate of exchange for self-diffusion increased as 
the external concentration increased. The rate of uptake 
of T b3+ was studied in various external concentrations 
of solution. The rate curves for hydrochloric acid 
concentration up to 1.94 M  are shown in Figures 2 and 
3; while those from 3.0 to 9 M  are shown in Figure 9. 
The particle diffusion coefficients, Z>Tb>+, are given in 
Table III. Since the trace ion (Tb3+) and the macro­
component ion (H+) have remained the same through­
out the experiments, the decrease of D at higher acid

(21) D. Richman and H. C. Thomas, J. Phys. Chern., 60, 237 (1956).
(22) R. Schlogl, Z. Elektrochem., 57, 195 (1953).
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concentrations is probably due to water content in the 
resin matrix (Figure 7). Lagos and Kitchener15 
observed that Z>cs + decreased with decreasing free 
water content of the resin in a manner which bears a 
resemblance to the decrease of Drh>+ with acid con­
centration as reported in this work.

The water content is not the only condition which 
changes as the acid concentration goes up. The 
decrease in D with increasing concentrations of HC1 can 
also be attributed to changes in the hydration of Tb3+ 
ion, increase in nonexchange electrolyte in the matrix 
and complexing of Tb3+ with Cl-  ions. The effect of 
each factor cannot easily be separated. However, it 
can be seen from Figure 7 that up to 6 M HC1, the 
decrease in D is similar to that observed for La3+ in 
resin matrix in H+, Ca2+, and La3+ form. The sharp 
decrease in D at 9 M HC1 can probably be attributed to 
changes in the hydration shell of Tb3+ ion. This 
effect is further examined by determining D in systems 
where water is partly replaced by another solvent.

(ib) Rate of Exchange of Lanthanide Ions in Meth­
anol-Water Solutions. The external hydrochloric acid 
concentration was kept constant at 1.94 M, and the rate 
of uptake of La3+, T b3+, and Lu3+ was determined at 
methanol volume percentages of 25, 50, and 85. The 
calculated D’s are listed in Table III. For each ion, 
the rate of exchange decreased markedly as the meth­
anol concentration increased. The rate of exchange 
became so slow at 85% methanol that only a small 
amount of the exchange could be followed using a 
reasonable amount of solution. Therefore, the ab­
solute values of D’s at 85% are in some doubt but have 
been included to give an easy comparison with previous 
experiments. The D values decrease as the water 
content of the resin matrix decreases, thus indicating 
that water in the matrix plays an important role in the 
transport of ions.

Increasing the methanol concentration in the exter­
nal solution has, perhaps additional effects apart from 
decreasing water content of the resin and perhaps de­
creasing the hydration of ions which affect the rate of 
exchange. The effects are (a) shrinkage of the resin, 
(b) decrease the dielectric constant of the solution, (c) 
increase the electrolyte concentration in the resin, and 
(d) decrease the degree of dissociation of the fixed 
sulfonate salt in the resin. Many of these factors are 
again interrelated; for example, the lower hydration of 
the ion and the lower dielectric constant are possibly 
responsible for the shrinking of “he resin. The overall 
effect of adding methanol to the solution would be to 
cause a more severe atmosphere under which an ion 
must travel. However, it can be seen that the particle 
diffusion coefficients, D, in the mixed solvents are 
always in the order of 7)Lu >  D n  >  S La which is 
consistent with that found in the purely aqueous sys­
tem. It seems reasonable that the hydration of the 
ions, although lower in the methanol-water mixtures,

will still be such that Lu3+, with the highest charge 
density, will remain thi largest ion. If such is the 
case, then the results again indicate that hydration of 
an ion aids its transport in the resin phase, at least for 
the particular conditions of these experiments. The 
exchange rate in pure methanol is expected to be very 
slow, and thus solvation of ion by methanol does not 
aid appreciably transport of ion in the mixed solvent 
system.

By examining the particle diffusion coefficients for all 
the experiments, a rather interesting phenomenon is 
noted. From Table III the value of D for 0% meth­
anol divided by D for 50% methanol for each ion yield 
the following ratios: fcrLa, D (0% )/D  (50%) =  6.7; 
for Tb, 5  (0%)/D (50%) = 5.2; for Lu, 5  (0%)/D 
(50%) =  3.6. These ratios indicate that the changing 
resin environment has a greater inhibiting effect on the 
rate of diffusion for La3+ than it does for Lu3+. The 
reason for this is not c ear at this time. It may in­
dicate that a large solvation sheath becomes relatively 
more important as the conditions in the resin become 
more severe.

(IV) Effect of Nonexchange Electrolyte. The concen­
tration of the diffusible or nonexchange electrolyte 
increases as the hydrochloric acid concentration goes up 
as reported by Bauman and Eichhorn.23 Since the 
Donnan exclusion is more prominent at low concentra­
tions, the internal HC1 solution concentration does not 
reach 1 M  until the outside HC1 solution is about 4.3 M. 
At external HC1 solution concentrations of 6 and 9 M 
the internal concentrations are approximately 2 and 
5 M, respectively. Tetenbaum and Gregor11 have 
related the increase of self-diffusion coefficients with 
increasing external electrolyte concentration to this 
build up of nonexchange electrolyte. This effect does 
not appear to be present in this investigation possibly 
due to the fact that only trace exchange is studied.

(F) Effect of Complexing of Ion-Pair Formation. The 
complexing of the T b3- ion should increase in more 
concentrated HC1 solutions although these complexes 
should be quite labile and have little effect on the rate 
of exchange. To examine this, an experiment was 
performed using the lesser complexing medium of 3.0 M 
perchloric acid. This experiment gave the same rate of 
diffusion as one performed with hydrochloric acid of the 
same concentration, indicating that very little effect of 
complexing on the rate of exchange in the system at 
least at this concentration.

(VI) Examination of Results in Terms of a Simple 
Mechanism. The experimental results have revealed 
the following points, namely (a) ion-exchange rate 
decreases as the charge of the exchanging species 
increases, (b) ion-exchange rate decreases as the free 
water content of the resin decreases, and (c) ion-

(23) W. C. Bauman and J. Eichhorn, J. Amer. Chem. Soc., 69, 2830 
(1947).
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exchange rate decreases as the size of the hydrated 
species decreases.

The last statement (c) contradicts the view held by 
others, based on the self-diffusion of the alkali ions, 
that the self-diffusion rates of the alkali ions are in the 
order Cs+ >  R b+ >  K + >  Na+, Cs+ having the smallest 
hydrated radius whereas Na+ has the largest in the 
series. In order to- explain the apparent discrepancy 
with the results of the present study, the difference 
between “ trace exchange” and self-diffusion has been 
examined.

In self-diffusion experiments, each ion diffuses in the 
resin matrix in a completely different atmosphere, since 
each resin matrix is in a different ionic form and there­
fore has varying water content and swelling of resin. 
This factor must be considered before the self-diffusion 
data can be compared on the basis of the ionic size of 
the exchanging species. For example, it is known2 
that a Cs+-form resin has a smaller total water content 
but a larger free water content than does a resin in the 
Na+ form. To illustrate it in terms of the resin en­
vironment, a hypothetical pore of the resin is shown in 
the sketch below.

In the matrix, free water content is a more important 
factor to consider than is total water content for the 
transport of ion. Free water content can be said to be a 
gauge of the amount of “ free space”  inside the resin or 
in other words, a gauge of the “ effective” pore diam­
eter. As shown in the sketch, a Cs+-form resin has a 
larger “ effective” pore diameter than does a N a+-form 
resin even though the Cs+-form resin has a lower total 
water content. This means that a Cs+ ion has a less 
restrictive atmosphere in which to diffuse and so can 
diffuse at a faster rate. Thus, it is not possible to 
compare the diffusion of Cs+ in a Cs+ resin and Na+ in 
a Na+ resin on the basis of the size of hydrated ion 
alone. If it is assumed that a larger hydrated ion will 
diffuse more rapidly than a smaller one under identical 
conditions, then it would be predicted that Na+ 
should diffuse at a faster rate than Cs+ if a constant 
resin environment was maintained. Data reported by 
Boyd, et al.,2a reveal that this is indeed the case. Using 
trace exchange techniques and a resin in K+ form, the 
rate of diffusion of the trace ion was in order of Na+ >  
R b+ >  Cs+, similar to our results on the diffusion rate 
of lanthanide ions.

The mechanism of diffusion of a hydrated ion inside 
the pores of the resin matrix is a complex one and can

only be speculated. The diffusion of an ion can per­
haps be visualized as a two-step process, namely (a) 
diffusion in the pore-liquid and (b) diffusion near the 
surface of the pores in the resin matrix. In the first 
step, an ion can be channeled inside the pore in a similar 
manner as in a crystal24'25 before experiencing retarda­
tion by the fixed charges. A smaller hydrated species 
having lower charge will travel further inside the matrix 
than a larger hydrated ion or having higher charge. 
In the second step, according to Mackay and Meares,26 
a smaller hydrated ion would travel closer to the matrix 
structure than a larger hydrated ion and thereby be 
more restricted by the high local viscosity due to the 
électrostriction of solvent in the neighborhood of the 
fixed charges. An ion of higher charge will be retarded 
to a greater extent by the resin matrix and thus will 
have lower diffusivity. The role of the solvent in the 
pores of the resin matrix is somewhat of a similar 
nature. An ion traveling in a high dielectric medium 
will encounter lesser viscous drag than in a lower 
dielectric medium. The experimental results in meth­
anol-water system support this view, but it is still 
premature to derive this conclusion. Perhaps, another 
factor which may yet be very important in the transport 
of ions in the matrix is the exchange rate of solvent 
between a solvated ion and free solvent.

In summary, it has been shown that there can be 
large variations in the calculated 5  values for ions 
diffusing into the resin matrix if the rate data are not 
properly analyzed. Constant D values are obtained if 
the effect of diffusion through the film on the resin 
beads is taken into account. The particle diffusion 
coefficient, D, for various ions in resin matrix are shown 
to be dependent on the solvent content in the matrix. 
The value of D ab for a microcomponent ion is not 
equal to D a , self-diffusion coefficient, as predicted by 
Helfferich-Plasset equation. The solvent content in 
the resin matrix does not remain constant in different 
macrocomponent ion. The experimental verification 
of rate laws derived for ion exchange accompanied by 
reactions might present the same difficulty.
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(24) G. R. Percy, F. Brown, J. A. Davies, and M. McCargo, Phys. 
Rev. Lett., 10, 399 (1963).
(25) M. T . Robinson and O. S. Oen, Appl. Phys. Lett., 2, 30 (1963).
(26) D. Mackay and P. Meares, Trans. Faraday Soc., 55, 1221 (1959)
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Reactions of CF3 Radicals with Methylfluorosilanes
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Rate constants have been measured for hydrogen abstraction by CF3 radicals from the alkylfluorosilanes, 
CH3SiF3, (CH3)2SiF2, (CH3)3SiF, and (CH3)4Si.

Jb(ml m ol-1 sec"1) =  10iw«-n,7io/*r CH3SiF3

Jfc(:ml mol“ 1 sec“ 1) =  1012-3e- 10’530'Br (CH3)2SiF2

A:(ml m ol-1 sec“ 1) =  lO12-4« - 9480/*7, ;CH3)3SiF

A; (ml mol“ 1 sec“ 1) =  lO11-^ -7 2 90'« 7, (CH3)4Si
The difference in reactivities of the silanes is in the activation energy term which is correlated, through the chem­
ical shift of the protons, to a polar effect. Recombination of the silylmethylene radical with CF3 leads to a hot 
molecule resulting in a rearrangement-elimination process

M

CF3 +  CH2SiX3 —^  (CF3CH2SiX3)* — > CF3CH2SiX3; X  = F and/or CH3 

----->  CF2CH2 +  FSiX3

I n t r o d u c t i o n

Studies on the reactions of free radicals with inorganic 
compounds are few, and only a small number of sys­
tematic studies have been made. In hydrogen ab­
straction reactions, it has been suggested1- 6 that polar 
effects are important in deciding the relative reactivities 
of methyl and trifluoromethyl radicals. Thus the ob­
servation7 that in general the activation energy for H 
abstraction from organic compounds by CF3 is lower 
than that for CH3 by some 2-3 kcal does not neces­
sarily apply with inorganic compounds.

The present studies were aimed at examining the 
factors governing the reactivity of alkylsilanes to­
wards CF3 radicals and trying to estimate the im­
portance of polar effects in this system. The prop­
erties associated with silicon of (a) size, Si -—'1.17 A, 
(b) electronegativity -—'1.8, and (c) empty d orbitals, 
should prove to be an important influence on the 
reactivity of these compounds.

E x p e r i m e n t a l  S e c t i o n

Materials. Hexafluoroacetone (HFA) (Allied Chemi­
cal) was repeatedly fractionated through traps at —96, 
— 135, and —196°. The fraction collecting at —135° 
was thoroughly degassed at "hat temperature and 
stored in a blackened bulb. Alkylfluorosilanes (Pen­
insular Chemical Research) were repeatedly frac­
tionated with rejection of large head and tail fractions. 
CH3SiF3 was retained at —112°, (CH3)2SiF2 at —99°, 
(CH3)3SiF at -1 1 6 °, and (Me)4Siat -9 0 ° .

Apparatus. A greaseless vacuum system was used. 
Photolyses were carried out in an ultrasil cell (volume

125.4 ml), fitted with plane end windows and a third 
window centrally situated at right angles to the cell 
length. The vessel was embedded in a tubular furnace 
whose temperature was controlled to +0.2° with an 
RFL platinum resistance proportional controller. The 
light source was a P.E.K. 200-W mercury arc lamp; 
isolation of light around 3100 A was achieved with a 
Corning filter, CS 754, in conjunction with the standard 
NiSCh, C0SO4, KH pht ialate solution filters.8 Emis­
sion measurements were made using a Jarrell-Ash 
0.25-m monochromator in conjunction with a 1P21 
photomultiplier and recorder.

Product analyses were carried out using gas chro­
matography (alumina column), mass spectrometry 
(Hitachi RMU 6E), and infrared spectroscopy (Per- 
kin-Elmer 457).

In operation, HFA md the silane were admitted 
to the reaction vessel separately or as premixed samples. 
Pressure measurements were made using a Texas In­
strument Co. precision quartz spiral gauge. Sep­
aration of the low-boihng products was achieved by

(1) B. G. Tucker and E. Whittle, Trans. Faraday Soc., 60, 866 (1964).
(2) A. M. Tarr, J. W. Coorrber, and E. Whittle, ibid., 61, 1182 
(1965).
(3) J. M. Tedder, Quart. Rei. (London), 14, 336 (1960).
(4) J. C. Amphlett and E. VTiittle, Trans. Faraday Soc., 63, 2695 
(1967).
(5) T. N. Bell and N. L. Arthur, Can. J. Chem., 44, 1445 (1966).
(6) W. J. Cheng and M. Szwarc, J. Phys. Chem., 72, 494 (1968).
(7) G. O. Prichard and G. H. Miller, J. Chem. Phys., 35, 1135 
(1961).
(8) J. G. Calvert and J. N. Pitts, “Photochemistry,” John Wiley & 
Sons, New York, N. Y„ 1966, p 728.
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fractionation at —135°. Repeated tests showed quan­
titative removal of C2Fe, CF3H, and CF2CH2 from 
the bulk of the reaction mixture using this procedure.

Results
The photolysis of HFA was used as a trifluoro- 

methyl radical source. Equation 1 adequately de­
scribes the process occurring9

h v

HFA 2CF3 +  CO (1)

Emission Measurements. The possibility always 
exists that products ascribed to radical processes 
may come from some reaction involving excited HFA 
molecules and the substrate. The effect of the silanes 
on the emission spectrum of excited HFA was there­
fore examined and compared with similar measure­
ments for C 02 and 0 2. With HFA, 10-50 Torr, and 
MeSiF3 or Me2SiF2, 0-200 Torr, slight enhancement 
of emission was obtained. This was similar to the 
effect of C 02, 0-200 Torr. Quenching was observed 
with 0 2, 0-20 Torr. Measurements were made at 
25, 80, and 200°. These results suggest that chemical 
quenching by the silanes is insignificant.

Products of Reaction. Examination of the volatile 
products of reaction showed the presence of CO, C2F6, 
CF3H, and CF2CH2, when HFA was photolyzed in 
the presence of (CH3)4Si, (CH3)3SiF, (CH3)2SiF2, and 
CH3SiF3. In addition SiF4 was detected with CH3SiF3 
as substrate. Addition of oxygen reduced the amounts 
of C2F6, CF3H, and CF2CH2; however, some 16 Torr 
was required to suppress these products to zero.

This is in accord with those products arising from 
radical reactions, with oxygen acting as a radical 
scavenger. Further evidence that the CF3H, C2F6, 
and CF2CH2 arise from CF3 radical reactions was 
obtained using hexafluoroazomethane (HFAM) as a rad­
ical source, reaction 2

CF3NNCF3 —>  2CF3 +  N2 (2)

Both the thermolysis and photolysis of HFAM gave 
the products described above, where HFA was used 
as the radical source. In no case was methane or 
products normally expected from methyl radicals ob­
served.

Hydrogen Abstraction. The most probable source 
of CF3H is the abstraction reaction 3

CFS +  CH3Si< — > CF3H +  CH2Si <  (3)

C2F6 formation can be ascribed to reaction 4
CF3 +  CF3 C2F6 (4)

Making the assumption that CF3H formation from 
CF3 +  CH2Si <  is negligible, we obtain from (3) and (4)

-Rcf,h _  k 3 [silane]
r> l/i 7 V2 \̂ /
-a c 2F6 K 4

That the experimental results fit this equation is seen

Figure 1. Variation of R c n a / R o e f ^  with pressure of silane; 
temp, 200°.

in Figure 1 where /2cf,h/.BcjF, is plotted against 
silane, for a fixed HFA pressure of 20 Torr at a tem­
perature of 200°.

The results of a series of experiments designed to 
measure fc3/fc4‘/! through application of eq 5 for each 
of the four silanes are shown in Table I, and the cor­
responding Arrhenius plots in Figure 2. Decomposi­
tion of silane was kept to <2% . Variations in HFA 
pressure caused no change in value of fc3//c41/a. Using 
Ayscough’s10 value for fc4 of 2.3 X 1013 cc mol-1 sec-1, 
the Arrhenius parameters for reaction 3, as determined 
by the method of least squares, are given in Table II.

CF2CH2 Formation. This product was formed with 
all the silanes from (CH3)4Si to CH3SiF3; the results 
of a study to determine its origin have been reported 
elsewhere.11

In summary there are two sources of CF2CH2. (1) 
During the photolysis the major source is the hot 
molecule formed in the recombination reaction 6. This

(9) P. B. Ayscough and E. W. R. Steacie, Proc. Roy. Soc., A476, 
234 (1956).
(10) P. B. Ayscough, J. Chem. Phys., 24, 944 (1956).
(11) T. N. Bell and U. F. Zucker, Can. J. Chem., 47, 1701 (1969).
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Table 1: Rate Data: H Abstraction by CF3 Table II: Arrhenius Parameters for H Abstraction by CIV
from Methylfluorosilanes

Substrate (Me)4Si

Temp, P silane, KCüI'e X 101» ßCFsH X 10» ki/ki1/2
°C Torr mol ml-1 sec-1 mol ml-1 sec-1 ml1'2m 1/2aec

59.1 57.0 0.045 0 .115 2.814
74.1 27.3 0.213 0.183 4.293
90.5 26.0 0.552 0.435 6.626

105.6 25.0 0.831 0.769 9.953
125.3 23.8 1 . 157 1.360 15.69
141.8 22.8 1.271 1.848 21 .19
161.6 21.8 1 . 1 1 3 2.737 3 5 . 1 1
173.3 10.6 0.712 1.359 44.88
192.0 10.2 0.552 1.660 64.73
205.3 9.9 0.309 1.610 86.53

Substrate Me3SiF

130.1 58.9 1.222 0.932 4.243
140.1 22.9 1.7 18 0.559 5.495
141.8 57.0 1.179 1 . 13 7 5.416
152.4 22.2 1.616 0.706 7.375
165.4 21.6 1.485 0.880 9.874
177.3 21.0 1.300 1.052 12.96
192.0 20.3 1.073 1 .3 19 18.48
219.5 19.2 0.841 2.068 34.70
239.7 18.4 0.626 2.474 49.99
250.4 18.0 0.369 2.225 59.85
261.6 17.7 0.436 2.796 70.40
273.3 4.3 0.734 1.063 84.46
279.3 8.6 0.575 2.251 102.3
301.6 4 .1 0.791 1.780 144.4

Substrate Me2SiF2

156.0 54.7 2.436 0.484 1.671
165.4 53.4 2.470 0.623 2.186
173.3 52.6 1.980 0.663 2.522
181.4 51 .7 2.265 0.848 3.214
200.8 49.6 1.892 1.169 5.051
209.9 48.6 1.365 1.188 6.172
219.5 47.5 1.455 1.534 7.887
239.7 45.7 1.128 1.767 10.74
247.7 45.1 0.860 1.957 13.80
258.8 44.0 0.825 2.413 17.79
267.4 43.5 0.636 2.330 19.79
282.4 42.3 0.529 2.824 27.08
298.3 4 1 . 1 0.383 3.081 35.71
3 11 .6 40.2 0.304 3.326 44.26
3 11 .6 8.1 1 . 175 1.328 44.60

Substrate MeSiF3

163.5 216.8 1.192 0.207 0.258
173.3 2 12 .1 2.070 0.368 0.355
181.4 208.1 2.234 0.470 0.446
192.0 101.6 2.249 0.305 0.590
200.8 99.7 0.236 0.412 0.793
221.9 95.4 0.210 0.631 1.344
242.3 91.9 1.778 0.854 2.054
253.2 89.8 1.436 0.913 2.501
261.6 88.4 1.434 1 . 152 3.206
282.4 85.3 1 . 16 1 1.437 4.609
301.6 82.3 8.092 1.708 6.798
318.6 80.0 6.276 1.970 9.166

Substrate leg A3 E z

(CHt)<Si 11.91 ±
(CH3)3SiF 12.4c ±
(CH3)2SiF2 12.27 ±
(CH3)SiF3 11.3? ±

0.09 7.29 ±  0.14
0.05 9.48 ±  0.09
0.06 10.53 ±  0.12
0.04 1 1 . 7 1  ±  0.09

“ Calculation of fc3 for (CH.,)4Si at 180° yields a value 2.6 X 108 
cc mol- ' sec-1. Szwarc6 determines this as 3.5 X 108 cc mol-1 
sec-1 and Kerr19 as 2.7 X 108

V  T  x 1 0 3

Figure 2. Arrhenius plot, log { k s / k t ^ )  v s .  1 / T .

may decompose (reactim 7a) or be collisionally sta­
bilized (reaction 7b).

CF3 +  CH2Si «V — ► (CF3CH2SÌ < y * (6)

(CF3CH2SÌ <  )■* — CF2CH2 +  FSi <  (7 a)

M I-----*- CF3CH2Si <  +  M (7b)

(2) The second source is the thermolysis (reaction 8) 
of the stabilized molecule formed in reaction 7b

b-̂ at
CF3CH2Si< — >  CF2CH2 +  FSi< (8)

Our determination of ks — 10-5 sec-1 for the particular 
case of MeSiFs yields Z?8 ~  37 kcal assuming Aa ~  
1012. This is in agreement with the thermal decom­
position of /S-fluorosilanes.12,13 From (7a) and (7b)

Tfstab/Tfnecomp 7̂b [Tf ]/A/7a
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Figure 3. Variation of Ustab/-ffDecomp with pressure 
for (CF3CH2SiF3)*.

In Figure 3 is seen a plot of Rst&b/RDecomp plotted against 
total pressure, HFA +  silane, for the particular case 
of MeSiF3 at 200°. The significant curvature can 
be ascribed to two causes.14'16 (1) Multicollisional 
deactivation of the hot molecule. If the strength of 
the CF3-C H 2Si bond ~  85 kcal, the molecule will 
have an excess of energy above the activation energy 
of ~ 4 5  kcal. (2) The deactivating body M is of 
two types, HFA and silane, in variable proportions, 
each having a different third body effect.

D i s c u s s i o n

Previous studies by Kerr, Slater, and Young16'17 
on the interaction of free radicals with silanes indicate 
that in H abstraction reactions abnormally high A 
factors are operative. Doubts on this conclusion have 
been expressed by these same authors as a result 
of their more recent work,18'19 which is in keeping 
with our results where normal A factors have been 
shown to be operative in the CF3-silane system. The 
small differences observed between the reactions under 
study may be real, but do not significantly affect 
the values of k3. When normalized per methyl group, 
the three fluorosilanes have almost identical A factors.

Szwarc6 has measured the rate constants for hy­
drogen abstraction by CF3 from a series of chlorosilanes 
and found a trend of decreasing reactivity with in­
creasing chlorine substitution. This trend was not 
identified with either of the two Arrhenius parameters, 
but was shown to parallel the chemical shift of the 
protons, and indicates the importance of polar effects.

Our results tabulated in Table II agree with the 
findings of Szwarc in showing a marked decrease in 
reactivity of the silanes with increasing fluorine sub­
stitution. In our case the decreased reactivity is 
clearly the result of a change in activation energy.

Figure 4. Correlation of activation energy for H abstraction 
with chemical shift.

The chemical shift of the protons incorporates an­
isotropy as well as electron density effects. Qual­
itatively, however, a change in chemical shift in a 
series of similar compounds can be considered to par­
allel changes in the electron density around the proton.

The following chemical shift measurements were 
made (Varian A56/60), in parts per million for the series 
of silanes under investigation: Si(Me)4, 0; Me3SiF, 
0.233; Me2SiF2, 0.346; MeSiF,, 0.530.

The most negative H atom is associated with Si- 
(Me)4, and a gradual change to less negative character 
occurs with increasing fluorine substitution. This 
observation is compatible with electronegativity con­
siderations (C, 2.5; Si, 1.8; F, 4.0), where the electron 
drift towards the methyl group in Si(Me)4 will be 
lessened on substitution of the strongly electron-with- 
drawing F atom. Further evidence20 of the correctness 
of the above conclusions is obtained from the quenching 
cross sections of (Me)4Si, (Me)3SiF, and (Me)2SiF2 
with respect to Hg 6(3Pi). These decrease markedly 
along the series, which, if triplet Hg is an electrophile, 
indicates a decrease in the electron density around 
the hydrogen atom.

A plot of the activation energy for the H abstraction, 
reaction 3, against the chemical shift is shown in 
Figure 4. A striking relationship is observed, which

(12) R. N. Haszeldine, P. J. Robinson, and R. F. Simmons, J. Chem. 
Soc., 1890 (1964).
(13) G. Fishwich, R. N. Haszeldine, C. Parkinson, P. J. Robinson, 
and R. F. Simmons, Chem. Commun., 383 (1965).
(14) G. O. Pritchard and R. L. Thommason, J. Phys. Chem., 71, 
1674 (1967).
(15) J. T. Bryant and G. O. Pritchard, ibid., 71, 3439 (1967).
(16) J. A. Kerr, D. H. Slater, and J. C. Young, J. Chem. Soc., A, 
104 (1966).
(17) J. A. Kerr, D. H. Slater, and J. C. Young, J. Chem. Soc., A, 134
(1967).
(18) J. A. Kerr, A. Stephens, and J. C. Young, Int. J. Chem. Kinet.,
I ,  371 (1969).
(19) J. A. Kerr, A. Stephens, and J. C. Young, ibid., 1, 339 (1969).
(20) M. A. Nay, G. N. C. Woodall, O. P. Strausz, and H. E. Gunning,
J. Amer. Chem. Soc., 87,179 (1965).
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indicates that the greater the electron density on the H 
atom, the lower is the activation energy for H abstrac­
tion. This is in keeping with a strongly polar effect 
operating, where the attacking radical is the elec­
trophilic CF3 group.

The measured activation energies for H abstraction 
by CH3 from the methylchlorosilanes17 are between 
11.45 and 11.6 kcal while that for tetramethylsilane 
has been variously reported19,21,22 as 11.0, 10.3, and
10.6 kcal. From these values it can be argued that 
the C-H  bond strength is little affected by chlorine 
substitution, leading to an approximately constant 
heat of reaction for the abstraction process. If the 
C-H  bond for the methylfluorosilanes is considered 
in similar light, the expected changes in activation 
energy along the series due to differences in the heat 
of reaction would be small.

Thus, the following Polanyi-type relationship is 
in order

E a: (constant — AH) — 8

where 8 represents a polar effect, and AH the heat of 
reaction, the magnitude of 8 increasing with increasing 
electron density on the hydrogen atom.

It is interesting to note that Chaudhry and Gowen- 
lock21 have correlated the energy of activation for H 
abstraction by methyl radicals from (Me)4Si, (Me)4Ge, 
(Me)4Sn, and (Me)4Pb, with the 13C-H  coupling con­
stant.

Reviewing all the available results, it is very clear 
that the reactivity of the C -H  group towards free

radical attack is markedly dependent on the overall 
nature of the molecule, and further that polar effects 
can have a very marked influence on this reactivity.

Elimination reactions from hot radical-combination 
products, involving CF3 radicals, are well established 
in organic systems.14,11,23,24 Introduction of a silicon 
atom leads to a new type of rearrangement-elimination 
reaction, presumably through the interaction of the 
empty d orbitals of the silicon atom. We propose

V F' " .  /-Si
F V  i X F 

H /  V

to investigate this reaction in detail and examine 
the possible generality of this process with systems 
involving B, Ge, and Sn atoms.
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(23) R. D. Giles and E. Whittle, Trans. Faraday Soc., 61,1425 (1965).
(24) D. C. Philips and A. F Trotman-Dickenson, J. Chem. Soc., A, 
1143 (1968).

Volume 74, Number 5 March 5, 1970



984 R i c h a r d  A. F a s s

Reaction of Hot and Thermal Hydrogen Atoms with 

Hydrogen Bromide and Bromine1

by Richard A. Fass3
Department of Chemistry. University of Wisconsin, Madison, Wisconsin (Received September 1969)

(2) (3)
The ratios of the rates of the reactions H +  HBr — * ■  H2 +  Br and H +  Br2 — >  HBr +  Br have been determined 
for both thermal and unmoderated H atoms in the gas phase at temperatures from 300 to 523° K, using H 
atoms produced by the photolysis of HBr in the presence of Br2 at 1850 and 2480 A. In the absence of inert 
gas moderators, the ratio k3*/k2* for the reactions of hot H atoms =  5.3 ±  0.4 at each wavelength, independent 
of the temperature. The independence of wavelength and temperature suggests that most of the hydrogen 
atoms react with HBr or Br2 before being thermalized. He is much more efficient than C 02 for thermalizing 
the 2.9-eV H atoms from 1850-A photolysis. The data for thermal H atoms in the range 300 to 523° K, coupled 
with earlier data between 900 and 1400°K, give k3/k2 =  6.8 exp(800/RT). The ratio of preexponential factors 
for the thermal reactions is approximately the same as the ratio of the reaction probabilities for hot hydogen 
atoms in the same system.

Introduction
Photodissociation of HBr by 1850 A and 2480- 

Â radiation produces H atoms with 2.9 and 1.2 eV 
of translational energy, respectively.3'4 These may 
react while retaining energy in excess of average 
thermal energies (H*), or after moderation (H), by the 
following steps

HBr — > H* +  Br(2Pa/,) (D
H* +  HBr — > H2 +  Br (2*)

H* +  Br2 — >  HBr +  Br (3*)
H* +  M — >■ H (4)

H +  HBr — > H2 -  Br (2)
H +  Br2 — > HBr +  Br (3)
2Br -|- M — ^ Br2 -j- IM (5)

In pure HBr, all the H atoms must form H2 by reaction 
2* and/or 2, leading to a quantum yield of 2.0 for 
HBr consumption. As the Br2 concentration grows 
[reactions 2* and 2 followed by 5] the quantum yield 
falls due to reactions 3* and 3. Because (1) HBr is 
useful as an actinometer for ultraviolet radiation;4 (2) 
there are discrepancies in the literature concerning the 
reactions of thermal H atoms in the HBr-Br2 system; 
and (3) the system is of intrinsic interest for the study 
of hot reactions, we have investigated the relative 
probabilities per collision of reactions 2* and 3* and the 
relative rate constants of reactions 2 and 3.

The ratio k3*/k2* from the 2537-A photolysis of HBr 
has been reported as 0.66,6 but parallel results on the 
H I-I2 system using the same apparatus have been 
shown to be in error.6 6 Previous measurements of 
fc3/fc2 in studies of the thermal reaction of Br2 with H2

from 228 to 302°,7 the photochemical Br2-H 2 reaction 
from 160 to 218°,8 and the Br2-H 2 reaction in flames and 
shock tubes from 327 to 1427°9 give values between 8.2 
and 10.1, temperature independent within the detection 
limits of the experiments. Bodenstein and Jung7b 
reported k3/ki =  8.6 from a photochemical experiment 
at 25°, but Sullivan10 has shown that at this tempera­
ture the photochemical Br2-H 2 reaction is dominated 
by a mechanism different than the chain assumed. 
There is, therefore, no reliable measurement of fc3/fc2 
below 160°, and a small temperature coefficient might 
not have been detected at the higher temperatures. 
By analogy with the HC1-C12 system11 and the H I-I2 
system,12 it might be expected that the activation 
energy for reaction 2 would be about 1 kcal mol-1 
higher than that for reaction 3.

(1) This work has been supported in part by the U. S. Atomic Energy 
Commission under Contract AT(11-1)-1715.
(2) Department of Chemistry, Pomona College, Claremont, Calif. 
91711.
(3) R. M. Martin and J. E. Willard, J. Chem. Phys., 40, 3007 (1964).
(4) (a) R. A. Fass and J. E. Willard, ibid., in press; (b) R. M. 
Martin, Ph.D. Thesis, University of Wisconsin, Madison, Wis. 1964.
(5) H. A. Schwarz, R. R. Williams, Jr., and W. H. Hamill, J. Amer. 
Chem. Soc., 74, 6007 (1952).
(6) J. L. Holmes and P. Rodgers, Trans. Faraday Soc., 64, 2348
(1968).
(7) (a) M. Bodenstein and S. C. Lind, Z. Phys. Chem., 57, 168 
(1906); (b) M. Bodenstein and G. Jung, ibid., 121, 127 (1926).
(8) M. Bodenstein and H. Lutkemeyer, ibid., 114, 208 (1924).
(9) (a) A. Levy, / .  Phys. Chem., 62, 570 (1958) ; (b) S. D. Cooley 
and R. C. Anderson, Ind. Eng. Chem., 44, 1402 (1952); (c) D. 
Britton and R. M. Cole, J. Phys. Chem., 65, 1302 (1961).
(10) J. H. Sullivan, J. Chem. Phys., 49, 1155 (1968).
(11) F. S. Klein and M, Wolfsberg, ibid., 34, 1494 (1961).
(12) R. D. Penzhorn and B. de B. Darwent, J. Phys. Chem., 72, 
1639 (1968).

The Journal of Physical Chemistry



R e a c t i o n  o f  H o t  a n d  T h e r m a l  H y d r o g e n  A t o m s  w i t h  HBr a n d  Br2 985

Experimental Section
Matheson HBr (99.8% minimum purity) was 

degassed and distilled under vacuum at —78°. Air 
Reduction Co. research grade C 02 and H2 and Mathe­
son ultrahigh-purity grade He were used without 
further purification. The quantum yield of decomposi­
tion of pure HBr did not vary from the expected value 
of 2 even when an excess of C 02, H2, or He was added, 
thus verifying the adequacy of the purity of these 
additives.

Cylindrical quartz cells with 2.5-cm diameter 
Suprasil end windows and 10-cm path lengths were 
used for all photolyses. They were fitted with graded 
seals and greaseless stopcocks which did not react with 
HBr or Br2. A ground-glass joint attached to the 
stopcock allowed attachment of the cell to the mercury- 
free vacuum line which was used for cell filling. The 
stopcocks on the vacuum line were lubricated with 
Kel-F 90 grease. HBr was metered into the cells by 
means of a click gauge,4b which permitted measure­
ments reproducible to 0.5 Torr. After removal of the 
cell from the line the HBr pressure was measured on a 
Cary 14 spectrophotometer, using a molar extinction 
coefficient of 155 1. mol-1 cm-1 at 2100 A.13 C 02, He, 
and H2 pressures were measured on a mercury ma­
nometer isolated from the mercury-free manifold by a 
U-tube trap cooled to —78°.

An Osram HBO-200W “ super-pressure” mercury 
arc coupled with a Bausch and Lomb uv-visible gratingo
monochromator was used for photolyses at 2480 A, 
with a 250-A bandpass. This arrangement permitted 
about 1016 photons sec-1 to be delivered to a cell. 
Two Hanovia SC 2537 low-pressure mercury lamps 
with Suprasil windows, one directed at each end of the 
reaction cell, were used for 1850-A photolyses, providing 
about 2 X 1015 photons sec-1. For rapid photolyses 
designed to build up the Br2/H Br ratio to a desired 
level for quantum yield measurements, a low-pressure 
spiral mercury lamp which provided an 1850-A in­
tensity of about 10n photons sec-1 in the 10-cm 
cylindrical cells was used. This lamp was constructed 
by L. C. Glasgow of our laboratory.

Actinometry was done by measuring the rate of Br2 
production from the photolysis of 15 Torr HBr at 
Br2/H Br ratios less than 0.01, where reactions 3* and 3 
are negligible. The Br2 concentration was determined 
on the Cary spectrophotometer using e = 170 1. mol-1 
cm-1 at 4160 A.14 The decrease in HBr concentration 
measured at 2100 A was always greater than the in­
crease of Br2 by a factor of 2.00 ±  0.02, as predicted by 
the mechanism. All experiments were done at HBr 
pressures in the range from 15 to 7 Torr (optical 
densities at 1850 A from ca. 4 to 2) so that even at the 
highest per cent decompositions studied there was 
essentially complete absorption of the 1850-A incident 
radiation. In the 1850-A photolyses, approximately 
15% of the absorbed light in a 15 Torr HBr sample was

° _ _ at the 2537-A mercury line. At this pressure of HBr
the 2537-A optical density is ca. 0.02, so at this wave­
length the absorbed light, intensity is directly propor­
tional to HBr pressure. Utilizing these facts the total 
absorbed light intensity was calculated as a function of 
HBr pressure for the quantum yield measurements.' 
Similar calculations were made for the quantum yield 
measurements at 2480 A.

In experiments where the ratio of the rates of reaction 
2* to reaction 3* was to be studied using Br2/H Br ratios 
produced by prior photolysis of HBr, the H2 formed in 
the photolysis was first pumped out to avoid any 
moderating effect. Likewise, in experiments above 
room temperature the H2 concentration was never 
allowed to reach more than 2% of the HBr concentra­
tion. This precluded interference by the inhibiting 
chain reaction of Br atoms with H2, represented by the 
reverse of reaction 2 folic wed by reaction 3. Calcula­
tions using rate constants given by Sullivan10 indicate 
that this chain reaction should not contribute signifi­
cantly at low H2 pressures, and this was verified in 
several experiments which showed k3/k2 ratios to be 
independent of H2 concentration up to at least 3% of 
the HBr concentration.

Results
Determination of k3/k2 and k3*/k2*. The rate of 

formation of Br2 by reactions 1-5 derived from steady- 
state considerations and applicable to both hot and 
thermal reactions is giver, by

d[Br2] = /a m
df fc3'[Br2] 1 ’

+  fc2'[HBr]

Ja is the rate of light absorption (einsteins l.-1 sec-1), 
[Br2] is in units of mol l.-1, and the “ constants” k3 and 
k f  may be either fc3* and fc2* applicable to the distribu­
tion of H atoms present during unmoderated HBr 
photolyses, or fc3 and k2 applicable to thermal H atoms. 
If photolysis is done unier conditions such that 7a is 
constant and [Br2]/[HBr] is nearly constant (an 
average value over the time of photolysis can be used if 
the ratio does not vary substantially), then (I) can be 
rearranged, giving

= [Br2]
0 B r ,  V  [HBr] + (II)

where <f>Br, is (d[Br2] /d i ) / /a- In Figure 1, plots of 
l/0Br2 vs. [Br2]/[HBr] for the photolysis of HBr with 
and without the 600 Torr of He moderator required to 
thermalize the H atoms (see below) give straight lines 
with slopes of k3/k2 =  22.7 and h*/k2* =  5.3, respec­
tively.

(13) B. J. Huebert and R. M. Martin, J. Phys. Chem., 72, 3046 
(1968).
(14) A. A. Passchier, J. D. Christian, and N. W. Gregory, ibid., 71, 
937 (1967).
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Figure 1. Reciprocal Br2 quantum yield v s .  [Br2]/[HBr] for 
moderated and unmoderated systems at 27°. Initial HBr 
pressure, 15 Torr. [Br2]/[HBr] varied by successive photolyses 
of the same mixture. •, 600 Torr He at 1850 Â; ■, 
unmoderated at 1850 Â; A, unmoderated at 2480 Â.

For experiments in which pure HBr ([Br2]/[HBr] = 
0) is photolyzed until a significant amount of Br2 is 
accumulated, (I) can be integrated to give

kff__________ ht -  [Br2]t______
W  ~ [HBr fi [HBr fi _  [Br2fi

4 [HBr]t 2

(III)

where [HBr]i and [HBrfi are the initial and final HBr 
concentrations respectively, [Br2fi is the final Br2 
concentration, and t is the photolysis time. The 
conditions of eq III were used in one experiment, with 
an excess of inert moderator. The value of k3/k2 = 25 
at 27° obtained is in good agreement with k3/k2 =  23 at 
27° obtained in separate experiments using eq II, and 
serves as a check on the validity of the assumed mecha­
nism.

Effect of Moderators on Reaction Probabilities. In 
order to determine the pressure of inert gas required to 
eliminate reactions of hot hydrogen atoms the ratios of 
specific reaction rates hf fk f  were determined as a 
function of pressure of He and of C02 for 1850-A 
photolysis. These data, including one point for H2 as 
moderator, are given in Figure 2.

The point for H2 moderator indicates that H2 is more 
efficient than He or C 02 as would be expected. If it is 
assumed that the one point for H2 and the point at 1400 
Torr He represent mixtures in which virtually all of the 
H atoms are thermalized before reaction with HBr or 
Br2, then it can be estimated that in the mixtures

Figure 2. Effect of inert moderators on k 3 ' / f a ' .  Photolyses 
at 1850 A, 27°. HBr pressures, 7-15 Torr:
A, lie; A, C02j A, H2.

containing 600 Torr He, ca. 85% of the H atoms are 
thermalized while the remaining 15% react as hot 
atoms with k3'/h/ = k*/kff =  5.3.

In mixtures containing 600 Torr C 02 (C02/H Br ~ 
40:1) only ca. 60% of the H atoms are thermalized, as 
shown in Figure 2. Similar C 02 moderator curves 
have been obtained in the 2400-2800-A photolysis of 
H I-I2 mixtures12 and in H2S-C2H4 mixtures photolyzed 
at 2138 and 2490 A15 (both systems producing 1-2 eV 
H atoms). Reasoning from the apparent plateau in 
these curves, these authors12'16 concluded that all of the 
H* atoms are thermalized before reaction at a C 02/H I 
or C 02/H 2S ratio of 40:1. Our data for 2.9 eV H 
atoms indicate that this ratio does not completely 
thermalize all H atoms in the C 02-H Br-Br2 system even 
though the C 02 curve (Figure 2) appears to be nearly 
horizontal. The very slow approach to complete 
thermalization indicated by these moderation curves is 
probably a result of the lower energy loss per collision at 
energies near the threshold for reactions 2* and 3*. 
Considering the scatter of the data of Figure 2 and ref 
12 and 15, this suggests that the appearance of a 
plateau is not sufficient evidence for complete thermali­
zation.

Temperature Coefficient of k3/k2. Data obtained in 
this work over the temperature range from 27 to 250° 
are shown in Figure 3 on an Arrhenius plot which in­
cludes data from other sources taken at much higher 
temperatures. The straight line corresponds to an 
activation energy difference E2 — E3 =  0.8 ±  0.3 lccal 
mol-1, where the indicated error limits include the 
limits placed by the lines of extreme maximum and 
minimum slopes which could reasonably be drawn 
through the points and the error introduced by the 
probability that ca. 15% of the H atoms were not

(15) G. R. Woolley and R. J. Cvetanovic, J. Chem. Phys., 50, 4697
(1969).
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Figure 3. Temperature dependence of fe/fe. •, this work; 
A ,  ref 9a; A ,  ref 9b; ■, ref 9c; ▼, ref 7b.

moderated by the 600 Torr of He, as discussed above. 
The ratio of preexponential factors A3/A 2 derived from 
the data of Figure 3 is 6.8 ±  2.

Discussion
Fraction of H Atoms Which Reacts before Moderation. 

The data of Figure 2 show that the ratio of reaction of 
H atoms with Br2 to their reaction with HBr in the 
absence of inert gas moderator is the same (5.3) re­
gardless of whether activation is with 1850- or 2480-A 
radiation. Since the analogous ratio for reaction of 
thermalized atoms is much different (fc3/fc2 =  23), it 
may be concluded that in the unmoderated system most 
of the H atoms produced at each wavelength react 
before thermalization. This implies that the reaction 
HBr +  H* -*■ H +  BrH* as a process for producing 
thermal H atoms is improbable relative to reaction 2*.

k3*/k2* Compared to A3/A<¿. The ratio of preex­
ponential factors A3/A2 of 6.8 ±  2 obtained from 
Figure 3 is, within experimental error, the same as the 
ratio of the corresponding reaction probabilities for hot 
H atoms, k*/h* — 5.3 ±  0.4. A similar relationship 
(see Table I) has been found for the reaction of hydro-

Table I : Rate Parameters fir Reactions of Hydrogen Atoms

(2)
H +  E X  — H2 +  X

(3)
H +  X 2 — >- HX +  X
E2 — E3,

X kcal mo’ At/As k t * / k t * d

Cl“ 1.5 6.9
b P 0.8 6.8 5 . 3

r 0.6 5.0 4.2

Reference 11. b This wo:k. c Reference 12. d This is
ratio of reaction probabilities for hot H atoms. See text.

gen atoms with HI and I212 This is consistent with the 
collision theory interpretation of the Arrhenius pre­
exponential factor as being directly proportional to the 
probability that a collision at an energy above the 
reacton threshold will result in chemical reaction.

Comparison with Literature Values. The data of 
Figure 3 clearly indicate that reactions 2 and 3 have an 
activation energy difference. This difference is small 
enough to have been missed in the high-temperature 
work using shock tube and flame techniques.9 Conse­
quently the value of E2 — E3 has frequently been quoted 
as zero. The available data on the analogous reactions 
in the HCI-CI2 and H I-I2 systems are included in 
Table I. The parameters for the HBr-Br2 system 
found in this work fit into a consistent trend in this 
series.

The activation energy of reaction 2 has been in­
dependently reported to have values of 0.9 to 3.7 kcal 
mol-1.16 If these values bracket the correct value, E3 
must lie in the range of 0 to 3.2 kcal mol-1.

Acknowledgment. The author wishes to thank Pro­
fessor John E. Willard for his helpful suggestions and 
encouragement during the course of this work.

(16) A. F. Trotman-Dickenson and G. S. Milne, “ Tables of Bi- 
molecular Gas Reactions,” National Bureau of Standards, NSRDS- 
NBS9 (1967).
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Electron Spin Resonance Study of the Kinetics of the 

Reaction of 0 ( 3P) Atoms with H2Sla

b y  G e r a l d  A .  H o l l i n d e n , lb M i c h a e l  J .  K u r y l o , 10 a n d  R i c h a r d  B .  T i m m o n s

Department of Chemist-y, The Catholic University of America, Washington, D. C, 20017 (Received September 22, 1969)

Esr atom detection has been employed to measure the 0 atom concentration as a function of reaction time in 
the study of the reaction of O 4- H2S. The specific rate constant obtained for the reaction 0 +  H2S -*• OH +  
HS was (1.74 ±  0.40) 1011 exp[—(1500 ±  100/.RT)] in units of cm3 mol-1 sec-1. This result is based on an 
assumed stoichiometry of 3.5 atoms of oxygen consumed per molecule of H2S. This stoichiometry is inferred 
from other work plus experimental observations in the current study. The Arrhenius A factor obtained in 
this work is compared with the result calculated on the basis of entropy changes using the method developed by 
Benson. Excellent agreement is obtained between theory and experiment if one assumes that a loose activated 
complex is formed in this reaction.

I n t r o d u c t i o n

The kinetics and mechanism of the oxidation of 
sulfur-containing compounds are of interest from the 
aspect of basic rate theory considerations as well as 
from the standpoint of their practical importance in 
combustion processes and air pollution. A number of 
recent studies have been devoted to the detection and 
identification of radical intermediates in the thermal211 
and photochemical213 oxidation of H2S and from these 
efforts mechanistic details have emerged. On the 
other hand, it appears that only one investigation has 
been devoted to a determination of the kinetics of the 
0  +  H2S reaction. In this work Liuti, Dondes, and 
Harteck3 employed a flow system and mass spectro- 
metric detection to obtain a rate constant for the reac­
tion 0  +  H2S at room temperature.

In this paper we report on our study of this reaction 
over the temperature range of 205 to 300°K. Esr atom 
detection was employed to measure the O atom con­
centration as a function of reaction time. The ap­
paratus and procedure we employed were similar to that 
developed by Westenberg and deHaas.4 Although the 
O +  H2S reaction is very rapid, it was measurable, with 
good precision, using the esr approach. From the 
Arrhenius parameters obtained in this work, it is 
obvious that the speed of this reaction results from a 
low activation energy.

E x p e r i m e n t a l  S e c t i o n

The flow apparatus has been described elsewhere.6'6 
The only significant change from our earlier work was 
the replacement of the high temperature furnace with an 
aluminum lined styrofoam box in which the flow tube 
was suspended. For runs below room temperature, the 
flow tube was immersed in a liquid (usually methanol) 
cooled to the appropriate temperature by the addition 
of Dry Ice.

Oxygen atoms were produced by electrodeless 
discharge of 0 2 in helium carrier gas. It has been 
shown7 that the magnitude of the O-atom esr signal 
(peak height) is a linear function of the atom concentra­
tion, and this fact was used in our work. The usual 
procedure8 of taking “ on” and “ off” readings of the O 
atom signal, that is, readings with H2S flowing through 
the injector followed by readings with H2S flowing 
through the by-pass tubing, were carried out to com­
pensate for the wall loss of O atoms. The esr signal 
observed for O atoms is the pressure and modulation 
broadened line of the six transitions between the 3Pi 
and 3P2 states. Thus the specific rate constant ob­
served in this work refers to the reaction of an 0 ( 3P) 
atom. The concentration of 0 2 to inert carrier gas 
entering the discharge was varied from 0.3 to 1.4% 
(Table I).
R e s u l t s  a n d  D i s c u s s i o n

The rate constant for an atom-molecule reaction 
using a fixed detector, in this case the esr cavity, and 
variable injector position for the stable reactant is 
calculated from the equation9

In ( [ A W [ A ] )  =  k[B]t (I)

(1) (a) This work was supported by the National Science Founda­
tion under Research Grant GP-8699; (b) NSF trainee fellow; (c) 
NASA trainee fellow.
(2) (a) D. G. H. Marsden, Can. J. Chem., 41, 2607 (1963). Refer­
ences to earlier work are given in this paper; (b) R. G. W. Norrish 
and A. D. Zeelenberg, Proc. Roy. Soc., A240, 293 (1957).
(3) G. Liuti, S. Dondes, and P. Harteck, J. Amer. Chem. Soc., 88, 
3212 (1966).
(4) A. A. Westenberg and N. deHaas, J. Chem. Phys., 47, 1393 
(1967).
(5) A. A. Westenberg and N. deHaas, ibid., 46, 490 (1967).
(6) M. J. Kurylo and R. B. Timmons, ibid., 50, 5076 (1969).
(7) A. Carrington, D. H. Levy, and T. A. Miller, Proc. Roy. Soc., 
A293, 108 (1966).
(8) A. A. Westenberg, Science, 164, 381 (1969).
(9) A. A. Westenberg and N. deHaas, J. Chem. Phys., 46, 490 (1967).
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Table I : Experimental Results Used to Calculate k  for the Reaction 0  +  H2S

[Oi] [10*1 [HiS]“
T ,  " K P ,  Torr V ,  cm /8ec [EUS], mol/cc [He] [02] k ,  cc/mol seo

3 0 0 1 . 3 8 1 4 5 0 1 . 9 1  X  1 0 - “ 1 . 4 0 . 1 8 6 . 5 0  X  1 0 “
1 . 4 0 1 5 4 0 1 . 6 9  X  1 0 - “ 0 . 5 0 . 4 0 6 . 2 2  X  1 0 “
1 . 7 9 1 4 7 0 1 . 8 9  X  I O “ “ 1.1 0 . 1 8 3 . 8 2  X  1 0 “
1 . 8 2 1 4 5 0 3 . 0 5  X  1 0 - “ 1.1 0 . 3 0 7 . 7 4  X  1 0 “
2 . 2 5 1 4 3 0 2 . 3 1  X  1 0 - “ 0 . 3 0 . 5 9 5 . 3 5  X  1 0 “

&av =  5 . 9 2  ±  1 . 0 7  X  1 0 “
2 7 3 1 . 7 8 1 3 8 0 1 . 9 5  X  1 0 - “ 0 . 4 0 . 4 8 3 . 2 4  X  1 0 “

1 . 7 8 1 3 8 0 2 . 3 3  X  1 0 " “ 0.2 0 . 9 2 5 . 2 5  X  1 0 “
1 . 9 9 1 3 5 0 1 . 9 2  X  I O “ 10 0 . 9 0 . 1 8 2 . 0 9  X  1 0 “
2.00 1 3 4 0 2 . 5 8  X  1 0 - “ 0 . 9 0 . 2 4 3 . 1 3  X  1 0 “
2 . 1 5 1 3 5 0 2 . 3 8  X  1 0 - “ 0.8 0 . 4 7 2 . 8 8  X  1 0 “

k & v  =  3 . 3 4  ±  0 . 7 6  X  1 0 “
2 3 4 1.68 1 1 7 0 3 . 2 7  X  1 0 " “ 1.2 0 . 2 4 1 . 6 6  X  1 0 “

2.00 1 1 5 0 4 . 4 5  X  I O “ 10 1.0 0 . 3 2 2 . 7 2  X  1 0 “
2.12 1 1 5 0 4 . 4 3  X  1 0 - “ 0 . 9 0 . 3 2 3 . 5 6  X  1 0 “

Aav =  2 . 3 1  ±  0 . 3 2  X  1 0 “
2 0 5 1 . 1 8 1 0 8 0 3 . 5 4  X  1 0 - “ 0 . 3 1 . 1 6 1 . 5 8  X  1 0 “

1 . 1 8 1 0 8 0 4 . 0 2  X  1 0 - “ 0 . 3 1 . 3 2 1 . 8 1  X  1 0 “
1 . 3 2 1 0 5 0 3 . 3 1  X  I O " “ 0 . 3 1 . 0 5 1 . 4 4  X  1 0 “
1 . 3 2 1 0 5 0 4 . 3 8  X  1 0 - “ 0 . 3 1 . 4 0 2 . 3 2  X  1 0 “
1 . 4 2 1 0 4 0 4 . 1 8  X  1 0 - “ 0 . 3 1 . 3 2 1 . 4 0  X  1 0 “

A w  =  1 . 7 1  ±  0 . 2 8  X  1 0 “

“ From metered flow rates.

The left-hand side represents the ratio of the esr atom 
signal intensity without B (stable reactant) and with B 
added through the injector. The time, t, is simply the 
distance of the injector from some arbitrary zero 
position divided by the flow velocity. Since all 
quantities in this equation are known or easily mea­
sured, the rate constant k can be obtained.

The derivation has been discussed in detail by West- 
enberg and deHaas.9 With respect to the present 
investigation, it suffices to say that the only assumption 
which is questionable is the one which requires that the 
stable reactant be present in large excess over the atom 
species, that is, [B] »  [A]. In our other studies using 
esr atom detection this condition was easily achieved. 
However in the current work, the extreme speed of the 
0  +  H2S reaction placed severe restrictions on the 
pressure of H2S which could be employed without 
completely removing all the 0  atoms. As shown in 
Table I, the metered flows of H2S and 0 2 were varied 
over the range of 0.18 to 1.4. This, on first glance, 
would not fulfill the requirement that [H2S] 5i> [0]. 
However it is to be noted that not all of the 0 2 which 
enters the discharge dissociates to produce 0  atoms. 
Furthermore some of the 0  atoms will recombine 
before reaching the reaction zone. In addition, we 
have observations in this work, as well as from studies 
on comparable systems, which indicate that the stoi­
chiometry of 0  atoms removed per H2S molecule is 
larger than one and is probably closer to 3 or 4. Both 
of these factors combine to limit the H2S depletion

during a kinetic run. In a given run, the O-atom 
concentration never decreased by more than a factor of 
two from the innermost to the outermost injector 
position.

Although we were somewhat disappointed with the 
relatively small change in the ratio of H2S to 0 2 acces­
sible in this investigation, we do feel there are addi­
tional experimental observations which support the 
assumption that little change in the H2S concentration 
occurs during the course of a kinetic run. For example, 
as shown in Table I, a change in H2S /0 2 by a factor of 3 
had no discernible effect on the measured rate constant 
at 300°K. In addition, all runs employed in calculat­
ing the desired rate constant gave atom-decay plots 
which were linear with reaction time (see, for example, 
curves B and C in Figure 1). If significant depletion of 
the H2S occurred in these runs, one would anticipate 
obtaining atom-decay plots which would exhibit 
downward curvature at t ie longer reaction time.

It is of interest to note that an apparent complication 
arose in using higher pressures of H2S. In this case, 
the atom-decay plots would show upward curvature, as 
shown in curve A of Figure 1. Runs involving such 
curvature were not employed in the kinetic calculations 
as it is impossible to determine the slope of the atom- 
decay plot under such conditions. Whenever this 
curvature was obtained a pronounced chemilumines­
cence could be observed in the flow tube.

We were also able tc observe distinct esr absorption 
by H atoms and SO radicals in our kinetic runs. How-
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Figure 1. Typical O atom decay plots obtained at 300°K. 
Curve A: p = 1.55 Torr; v =  1600 cm sec-1; [H2S] =
2.87 X 10-10 mol cm-3. Curve B: p =  2.25 Torr; v =  1430 
cm sec-1; [H2S] = 2.31 X 10-10 mol cm-3. Curve C: 
p =  1.40 Torr; v =  1540 cm sec-1; [E2S] =  1.69 X 10-10 
mol cm-3.

ever it was not possible to make exact correlations 
between the increasing SO and H signals and the de­
creasing O atom esr signal. This arises from the fact 
that it is virtually impossible to use a product atom esr 
absorption for kinetic calculations as one cannot com­
pensate for wall loss of the product species.

In view of the above experimental observations plus 
results from numerous other flow discharge studies, we 
feel the following mechanism is applicable in this work.

O +  H2S — > OH +  HS (1)
O +  OH — >  0 2 +  H (2)
0  +  SH — >  SO +  H (3)

Under conditions of higher H2S pressure 
reaction will also become significant

, the following

H +  H2S — > H2 +  HS (4)
It is to be noted that reactions 3 and 4 constitute a chain 
mechanism for removal of O atoms. This presumably
accounts for the upward curvature of the atom-decay 
plots at higher H2S pressures. The occurrence of this 
reaction chain will also produce a marked increase in 
[SO]. This serves to explain the appearance of the 
chemiluminescence, under these conditions, as it is 
apparent that this luminescence was produced from the 
reaction

O +  SO +  M — >  S02* +  M (5)

followed by fluorescence by S02*. Thrush and co­
workers10 have studied the chemical reactions in sulfur 
dioxide afterglow, and they conclude that reaction 5 is 
the dominant process of SO removal in a flow system 
containing O atoms.

It has been demonstrated that reaction 2 is very fast 
and of importance in flow work of the current type.11 
The specific rate constant for reaction 2 has been re­
ported12,13 to be ̂ lO 13 cm3 mol-1 sec-1, and it is believed 
to have essentially zero activation energy. At 300 °K, 
fc2 is approximately a 1000 times greater than h, and 
this difference becomes even greater at the lower tem­
peratures. Although no rate constant is available for 
reaction 3, it is a highly exothermic reaction and, by 
analogy with reaction 2, would be expected to be rapid. 
Thus, on the basis of the proposed mechanism, we ob­
tain a minimum stoichiometry of three oxygen atoms 
removed per H2S. However it seems reasonable to ex­
pect that reaction 5 would also occur to a certain extent 
even under our restricted conditions of linear atom- 
decay- plots. This would then set an upper limit of 4 for 
the reaction stoichiometry if every SO radical were re­
moved by this route. However, since we detect esr 
absorption by SO, it is apparent that not all of the SO 
radicals are removed under our reaction conditions. 
Therefore, we have decided that the best procedure is to 
assume an average stoichiometry of 3.5. For this rea­
son the rate constants given in Table I are to be divided 
by this factor.

An Arrhenius plot of the results obtained in this work 
are shown in Figure 2. From the least-squares treat­
ment of our data and employing the assumed stoichiom­
etry of 3.5, we obtain a value for fci of (1.74 ±  
0.40)10u exp[—(1500 ±  100/RT)] in units of cm3 
mol-1 sec-1. We have also shown the room tempera­
ture result of Liuti, Dondes, and Harteck3 in Figure 2. 
The rate constant they obtained was approximately a 
factor of 2 higher than we obtain. However in view 
of the different experimental approaches used and the 
rather complex reaction sequence involved, the agree­
ment between the two studies can be considered good 
and the results actually overlap within the large experi­
mental errors quoted.

It is of considerable interest to compare the experi­
mental Arrhenius A factor with the predicted value 
based on entropy changes employing the procedure 
developed by Benson.14 In this method one calculates

(10) (a) M. A. A. Clynne, C. J. Halstead, and B. A. Thrush, Proc. 
Roy. Soc., A295, 355 (1966); (b) C. J. Halstead and B. A. Thrush, 
ibid.., A295, 363 (1966).
(11) See, for example, A. A. Westenberg and N. deHaas, J. Chem. 
Phys., 47, 4241 (1967).
(12) F. P. Del Greeo and F. Kaufman, Discussions Faraday Soc., 33, 
128 (1962).
(13) M. A. A. Clynne and B. A. Thrush, Proc. Roy. Soc., A275, 544 
(1963).
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Figure 2. Arrhenius plot of the rate constant for the reaction 
O +  H2S —► OH +  HS. The rate constant obtained in this 
work is based on an assumed stoichiometry of 3.5 oxygen atoms 
per H2S. •, this work; ■, ref 3.

a lower limit for AS, entropy of activation, and thus a 
lower limit for the calculated preexponential factor. In 
the current work, we compute the entropy of the 
[OHSH ] activated complex by comparison with that of 
H2S assuming the translational and rotational entropy 
of this complex are not seriously increased over that of 
H2S. That is, one assumes that the main eptropy 
differences between these two species arise from sym­
metry and spin considerations. Hence, we write

S°(OH SH )* >  S°(H 2S) +  R In 3 +  R In 2

and

ASP *  (of activation) =  S° (OHSH) *  —

S °(0 ) -  S°(H 2S) 

>  - S ° ( 0 )  +  R In 6

Using S °(0 ) of 38.5 gibbs mol-1, 12 we obtain ASp*  >  
— 34.9 gibbs mol-1. To transform to units of molarity, 
we use the expression

AS,,* =  ASp* -  RAn -  (An)R In (RT)

and we obtain AS,,4' =  —26.6 gibbs mol-1. From the 
relation A =  (ekT/h) exp(ASc*/R) we calculate a value 
for A of 2.56 X 1010 cm3 mol-1 sec-1.

At first glance, the calc Rated value appears much too 
low compared to the experimental result of 1.74 X 1011 
cm3 mol-1 sec-1. However in this particular reaction 
this is precisely the result we would expect, as the above 
calculation is based on 1 “ tight”  activated complex. 
The 0  +  H2S reaction is highly exothermic, and the H-S 
bond will be only slightly stretched in the activated 
complex. In view of tins, one anticipates the forma­
tion of a rather “ loose”  activated complex, and thus one 
possessing low bending vibrations. For example, the 
presence of two degenerate bending modes of 250 cm-1 
at 298°K would add 3.6 gibbs mol-1 to the calculated 
entropy, and we obtain a calculated A factor of 1.63 X 
10u cm3 mol-1 sec-1 in excellent agreement with the 
experimental result.

It will be of interest, in the future, to apply this 
method to other reactions as it can potentially supply 
considerable insight into the nature of the activated 
complex formed in these bimolecular reactions. The 
assumption of two weak bending modes in the activated 
complex in the 0  +  H2S reaction may seem somewhat 
arbitrary. However in view of the energetics of this 
reaction this assumption is quite reasonable. More­
over in order to provide a 'air test of the Benson method, 
the same assumption of 'ow bending vibrations in the 
activated complex would have to be employed in calcu­
lating A factors for other highly exothermic reactions 
involving H atom transfer from H2S. Hopefully future 
work in this area will provide A factors of sufficient 
precision and accuracy sc that meaningful comparisons 
can be made. This could result in a clearer idea of the 
geometry and properties of the activated complex 
formed in such reactions.

(14) For a comprehensive discussion see, S. W. Benson, “ Thermo­
chemical Kinetics,” John Wiley & Sons, New York, N. Y., 1968.
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Kinetics of the D ehy d r ofl uorination of Vinyl Fluoride 

in a Single-Pulse Shock Tube1

b y  J .  M .  S i m m i e , 2 W .  J .  Q u i r i n g , 3 a n d  E .  T s c h u i k o w - R o u x

Department of Chemistry, University of Calgary, Calgary, Alberta, Canada (Received August 27,1969)

The gas phase decomposition of vinyl fluoride has been studied in a single-pulse shock tube between about 1170 
and 1350°K at total reflected shock pressures from 2800 to 3600 Torr. It is shown that vinyl fluoride decom-

k
poses by molecular elimination of hydrogen fluoride, CH2 =  CFH — >■ C2H2 +  HF. The first-order rate con­
stant is given by = lO14-0'-0-7 exp[—(70,800 ±  3600)//¿T] sec-1.

I n t r o d u c t i o n

The thermal gas phase hydrogen halide elimination 
reactions of alkyl chlorides, bromides, and iodides have 
been extensively studied.4 Comparable data on the 
decomposition of the alkyl fluorides have only recently 
been published.5 6 In contrast, the kinetic aspects 
of the dehydrohalogenation reactions of alkenyl ha­
lides are but little known. We report here the first 
direct kinetic study on the decomposition of an alkenyl 
fluoride, vinyl fluoride. The reaction was carried out 
under assured homogeneous reaction conditions behind 
reflected shock waves in a single-pulse shock tube 
over the temperature range 1174 to 1353°K.

E x p e r i m e n t a l  S e c t i o n

The single-pulse shock tube, which was of the modi­
fied ball-valve type design, and its mode of operation 
have been described previously.7 Helium was used 
as the driver gas. The channel was filled with pure 
argon except for the ball valve. The latter was charged 
with a dilute mixture of vinyl fluoride in argon to a 
pressure equal to the argon pressure in the rest of 
the shock tube.

Reflected shock temperatures were calculated from 
measured incident and reflected shock velocities.7 
These were determined by recording the transit times 
of the incident and reflected shocks across two high 
frequency pressure transducers (Kistler, Model 603A/ 
623F, located 10 and 20 cm, respectively, from the end- 
plate) using two universal counters of 0.1-jusec resolu­
tion (Hewlett Packard, Model 5325A). The amplified 
signals were also fed to an oscilloscope (Tektronix, 
Model 535 A with CA plug-in) operated in a single­
sweep mode, and the wave history of interest was 
photographically recorded to provide a measure of 
the reaction time and cooling rate.

Vinyl fluoride of 99.95% stated purity was obtained 
commercially (Matheson Co.) and checked by mass 
spectrometric and gas chromatographic analysis. No 
detectable impurities were found, and it was used 
without further purification. The dilute reaction mix­

ture (0.98% CH2CHF in Ar) was prepared in a large 
stainless steel tank and allowed to mix prior to its 
use.

After a run, the shocked reactant and its decomposi­
tion products were isolated in the end section of the 
shock tube by closing the ball valve, and a sample of the 
fully mixed gases was withdrawn for analysis. The 
ratio of the product, acetylene, to reactant was deter­
mined by gas chromatography (Varian Aerograph, 
Model 1740) using a flame ionization detector in con­
junction with a 12-ft silica gel column at 75° and 
helium as carrier gas. Quantitative identification was 
achieved by means of standard mixtures of acetylene 
and vinyl fluoride in argon prepared for calibration 
purposes. At the highest temperatures employed the 
extent of reaction did not exceed 30%.

R e s u l t s  a n d  D i s c u s s i o n

The thermal decomposition of vinyl fluoride in the 
temperature range 1174 to 1353°K yields acetylene as 
the major reaction product, comprising over 90% of the 
total products, exclusive of hydrogen fluoride. The 
latter was not analyzed quantitatively because of its 
reactivity with the walls of the shock tube (after the 
high-temperature pulse) and the transfer vessel. Small 
quantities of ethane, ethylene, and 1,1-difluoroethylene 
were also detected but could not be investigated in de­
tail. Their presence suggests the occurrence of com­
plicated side— or parallel—reactions. Thermochemical 
considerations would tend to exclude mechanisms based 
on either C = C , C-F, or C-H  bond scission as the pri­
mary process. Thus, the carbon-fluorine bond dissocia-

(1) Work supported by the National Research Council of Canada.
(2) National Research Council Postdoctorate Fellow, 1968-1970.
(3) Graduate Fellow.
(4) A. Maccoll and P. J. Thomas, Progr. React. Kinet., 4, 119 (1967).
(5) D. Sianesi, G. Nelli, and R. Fontanelli, Chim. I’lnd. (Milan), 50, 
619 (1968).
(6) M. Day and A. F. Trotman-Dickenson, J. Chem. Soc., A, 233 
(1969).
(7) J. M. Simmie, W. J. Quiring, and E. Tschuikow-Roux, J. Phys. 
Chem., 73, 3830 (1969).
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Table I : Experimental Results

■Mach number-
W u W u P t, Torr Tt, °K P i, Torr T,, °K id. /¿sec R t k, sec-1

2 .192 1.272 864 693 2840 1174 641 0.00900 14 .0
2 .2 04 1.260 874 702 2848 1184 509 0.00670 13.1
2.212 1.268 880 703 2889 1191 608 0.00639 10 .5
2 .2 25 1.273 891 709 2941 1203 706 0.0109 15 .4
2 .2 29 1.280 895 711 2973 1211 568 0.00764 13 .4
2 .237 1.283 904 716 3012 1222 687 0.0172 2 4 .8
2 .239 1.276 903 721 2993 1226 668 0.0102 15 .2
2 .2 5 0 1.282 912 722 3041 1232 625 0.0135 2 1 .5
2 .258 1.283 919 723 3069 1235 663 0.0199 2 9 .8
2 .2 62 1.286 922 732 3089 1252 688 0 .0 430 6 1 .3
2 .2 68 1.291 933 731 3139 1253 666 0 .0 430 6 3 .1
2 .287 1.294 946 735 3198 1264 721 0.0308 4 2 .1
2 .308 1.298 981 746 3330 1285 731 0.0548 7 3 .0
2 .316 1.299 968 748 3290 1289 827 0.0965 111
2.328 1.304 979 753 3343 1302 751 0.120 151
2.334 1.313 990 762 3407 1322 867 0 .2 05 213
2.355 1.309 1003 772 3444 1338 878 0 .2 77 278
2.356 1.298 1003 766 3416 1321 708 0.177 230
2 .3 60 1.307 1007 773 3456 1339 857 0.422 411
2.365 1.324 1018 771 3538 1345 854 0.261 271
2.367 1.309 1012 775 3408 1345 883 0.277 277
2.374 1.324 1019 775 3546 1353 870 0 .3 63 356

tion energy in vinyl fluoride can be evaluated from the 
known enthalpies of formation of the vinyl radical8 
(64 ±  2 kcal mol-1), the fluorine atom9 (18.9 ±  0.2 kcal 
mol-1), and vinyl fluoride10 ( — 28 kcal mol-1), as 111 ±  
3 kcal mol-1. The C = C  bond dissociation energy is 
probably intermediate in value between that found in 
ethylene11,12 of 160 kcal mol-1, and that in 1,1-difluo- 
roethylene11 of 125 kcal mol-1 ; if it is further assumed 
that the dissociation energy of the C -H  bonds in vinyl 
fluoride are about 104 kcal mol-1 as in ethylene,8 then 
clearly the observed activation energy of 71 kcal mol-1 
suggests that homolysis is of minor significance. 
Homolytic initiation followed by radical chain reaction 
could, of course, proceed with a substantially lower 
activation energy. Nevertheless, the preponderance o: 
acetylene among the reaction products indicates that 
the principal reaction is likely to be a unimolecular 
process involving the elimination of hydrogen fluoride.

C2H3F — ► C2H2 +  HF

Accordingly, the rate constants were evaluated from an 
assumed first-order rate law

k =  (1/id) In (1 +  Rt)

where Rt is the product/reactant ratio, Rt =  [C2H2]/ 
[C2H3F], and td is the calculated reaction dwell time.13 
The latter could be made to correspond closely to the 
actual measured “ transducer dwell time”  through a 
suitable choice of shock tube geometry.7’13

The experimental results are summarized in Table I, 
where Wu and Wn are incident and reflected shock 
Mach numbers, and subscripts 2 and 5 refer to regions of

Figure 1. Temperature dependence of the rate constant.

environment behind the incident and reflected shock, 
respectively. The temperature dependence of the ob­
served rate constants is snown in Figure 1 and is given 
by the Arrhenius expression

k =  10u-0±0’7 exp [ - f O , 800 ±  3,600)/ftT]sec-1

(8) J. A . Kerr, Chem. Rev., 66 ,435 (1966).
(9) “ JA N A F Interim  Therm ochem ical T ables,”  D ow  Chemical Co., 
Midland, M ich., 1965.
(10) P. G. M aslov and Yu. P. M aslov, Tekhnol. Topliv. i  M asel., 3, 
50 (1958).
(11) J. S. Shapiro and F. P . Lossing, J. P h ys. Chem., 72, 1552 (1968).
(12) Table X X X I I  o f ref 8 gives 167 kcal m o l"1 in error; the correct 
value can however be calculated from  data supplied in the text.
(13) E. Tschuikow-ftoux, Phys. Fluids, 8, 821 (1965).
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which was obtained from the regression equation for 
(l/T) on log k. This choice instead of the usual least- 
squares fit was preferred because the uncertainty in the 
reflected shock temperature, T5 was judged to be greater 
than the uncertainty in product analysis. The error 
limits shown are standard deviations.

Over the relatively narrow pressure range from 2840 
to 3550 Torr and the temperature range cited above, no 
discernible trend of the first-order rate constants with 
the total reflected shock pressure, P5, was found. This 
indicates that the rate constants reported here are prob­
ably close to their high pressure limiting values, subject 
of course, to the usual restriction that the mechanism 
postulated here is correct.

The effect of finite cooling rates by the expansion fan, 
which may give rise to some additional decomposition 
during the quenching process, has been shown7 to be 
quite small for reactions with activation energies of the 
order of 70 kcal mol-1 and cooling rates in excess of 
105 °K  sec-1. This was confirmed in the present study 
from cooling rates obtained from the slope of oscillo­
scope traces ( — dT/dt ~  3 X  105°K sec -1) using the 
expression derived earlier.13 The correction was within 
experimental error and could therefore be neglected.

The elimination of HF from vinyl fluoride is endo­
thermic by only 17 kcal mol-1 (see below). Because of 
this, and the high dilution factor (<1%  C2H3F in Ar), as 
well as by virtue of the very nature7’13 of the modified 
single-pulse shock tube the effect of endothermicity on 
the reflected shock temperature was within the experi­
mental uncertainty and was also neglected.

The value obtained for the activation energy reduced 
to 298°K, E{ =  70 kcal mol-1, may be used to calculate 
the activation energy, Er, for the reverse four-center 
addition reaction

HF +  C2H2 - h>- C2H3F; Atf°296 =  -  17 kcal mol-1 

using the known heats of formation of vinyl fluoride

( — 28 kcal mol1) ,10 acetylene (54.2 kcal mol-1),9 and hy­
drogen fluoride ( —64.8 kcal mol-1) .9 Thus, EIc^'E{ +  
AH ~  53 kcal mol-1. This value is in good agreement 
with that estimated by Benson and Haugen14 of 52 ±  2 
kcal mol-1, who treat the transition state as an intimate 
semiion pair and equate the electrostatic interaction en­
ergy to the energy of activation.

The preexponential factor was calculated by the 
method of O’Neal and Benson18 which was developed for 
four- and six-center unimolecular reactions. The fre­
quency assignments for the molecule and the complex of 
ref 16 were used for a “ loose”  four-center cyclic transi­
tion state. The carbon-fluorine stretching mode was 
chosen as the reaction coordinate with the assumption of 
a,¡3 elimination.16 At 1250°K the difference in intrinsic 
vibrational entropies, AS between the complex and the 
ground state is —1.12 cal mol-1 deg-1 which gives, on 
the assumption of unit reaction path degeneracy (i.e., an 
essentially planar complex), log A (sec-1) =  13.6. The 
agreement with our experimental value of log A (sec-1) 
=  14.0 ±  0.7 is considered satisfactory in view of the 
rather arbitrary nature of the model employed and also 
because there is some uncertainty as to whether the 
elimination of hydrogen fluoride proceeds via a,a or a, 8 
(or both) mechanisms. Pritchard, et ai.,17,18 have 
shown that some a,a elimination occurs in the decom­
position of “ hot” l,l,l-trideuterio-2,2-difluoroethane 
and suggest that at least two geminal fluorine atoms are 
required for a,a elimination.

(14) S. W. Benson and G. R. Haugen, J. Phys. Chem., 70, 3336 (1966).
(15) H. E. O’Neal and S. W. Benson, ibid., 71, 2903 (1967).
(16) E. Tschuikow-Roux and S. Kodama, J. Chem. Phys., 50, 5297 
(1969).
(17) J. T. Bryant, B. Kirtman, and G. O. Pritchard, J. Phys. Chem., 
71,1960 (1967).
(18) M. J. Perona, J. T. Bryant, and G. O. Pritchard, J. Amer. Chem. 
Soc., 90,4782 (1968).
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The Gas-Phase Thermal Decomposition of Chlorocycloalkanes1

b y  J .  M .  S u l l i v a n 2

Rocketdyne, A Division of North American Rockwell Corporation, Canoga Park, California 91804

a n d  W .  C .  H e r n d o n

Chemistry Department, Texas Technological College, Lubbock, Texas 79406 (Received July S3, 1969)

The thermal decompositions of cyclopentyl chloride, cyclohexyl chloride, cycloheptyl chloride, and cyclooctyl 
chloride were investigated over the temperature range 350-470° using a gas-phase stirred flow reactor. The rates 
for cyclopentyl and cycloheptyl chloride were measured relative to cyclohexyl chloride. The Arrhenius expres­
sions for the first-order decomposition of the C5, C6, C 7, and C8 chlorides were k5 = 101344 exp (—48,570/72 T) 
sec"1, = 1013-90 exp(—50,250/72!T) sec“ 1, h, = 1013 88 exp (-47,340/7270 sec“ 1, ks = 101316 exp(—44,950/72T) 
sec“ 1. The Arrhenius A factors are discussed in terms of the loose cyclic transition state postulated by O'Neal 
and Benson.3

I n t r o d u c t i o n

Recently, O’Neal and Benson3 have demonstrated a 
method for estimating the Arrhenius A factors for four- 
and six-center unimolecular reactions via application of 
the transition state expression

pkT
A =  exp (AS*/R)

The entropy of activation, AS *, is obtained from esti­
mates based upon their model which portrays the transi­
tion state as possessing a loose cyclic structure with 
semiion-pair charge separation at the reaction centers. 
Rules are given for assigning bending, stretching, and 
torsion frequencies for such structures and in general the 
major contributions to AS* are found to come from 
symmetry changes and losses in hindered internal 
rotations.

An interesting situation arises in the case of the four- 
center elimination of H X  from cyclic haloalkanes. In 
this case there is no loss in internal rotation and the 
major contributions to A>S* come from symmetry 
changes and unique features of the transition complexes 
such as partial loss of pseudorotation for the cyclopentyl 
ring and the possibility of the trans isomer in the case 
of the cyclooctyl compound.

We have investigated the gas-phase pyrolysis of 
cyclopentyl, cyclohexyl, cycloheptyl, and cyclooctyl 
chloride which decompose to give HC1 and the corre­
sponding cyclic olefin. The Arrhenius A factors for 
these unimolecular reactions are discussed in terms of 
the above model.

E x p e r i m e n t a l  S e c t i o n

The rate parameters were obtained using a gas-phase 
stirred flow' reactor4-7 which was described previously.8 
Prepurified nitrogen at 1 atm pressure was passed from a 
cylinder through a fine needle valve, used to adjust the 
flow rate, then through a magnesium perchlorate drying

tube, and into a vaporizer containing the compound (or 
compounds) to be investigated. The vaporizer was 
thermostated at 0° to ensure a low, constant partial pres­
sure of reactant (or reactants) in the vapor phase. The 
gases leaving the reactor were analyzed by means of an 
Areograph Model A-600 “ Hi-Fi”  gas chromatograph 
equipped with a flame ionization detector and a 3-ft by 
1/s -in. column packed with 20% Dow Corning §550 
Silicone fluid on Embacel (60-100 mesh). The 52- 
ml Pyrex reactor was submerged in a molten-lead bath, 
the temperature of which was found not to vary by 
more than ±0.3° over a 3-hr period at 400°. The 
flow rates of the gases leaving the reactor were measured 
with a soap bubble flowmeter and were corrected to 
reactor temperature by means of the ideal gas law.9

Cyclopentyl chloride and cyclohexyl chloride of the 
highest purity available were purchased. Gas chroma­
tographic analysis indicated traces of the lower boiling 
cyclic olefins which were removed by bubbling pre­
purified nitrogen through the chlorides for several hours.

Cycloheptyl chloride and cyclooctyl chloride were 
prepared from reaction of the corresponding cyclic 
alcohols with thionyl chloride using chloroform as the

(1) Taken from thesis by J. M. 8. in partial fulfillment of requirements 
for M.S., Department of Chemistry, University of Mississippi, 1963.
(2) Division of Chemical Development, Tennessee Valley Authority, 
Muscle Shoals, Ala. 35660.
(3) H. E. O’Neal and 8. W. Benson, J. Phys. Chem., 71, 2903 (1967).
(4) W. C. Herndon, J. Chem. Educ., 41, 425 (1964).
(5) A. A. Frost and R. G. Pearson, “ Kinetics and Mechanism,” 
John Wiley & Sons, Inc., New York, N. Y., 1956, p 185.
(6) J. M. Sullivan and T. J. Houser, Chem. Ind., 1057 (1965).
(7) M. F. R. Mulcahy and D. J. Williams, Aust. J. Chem., 14, 534 
(1961).
(8) W. C. Herndon, M. B. Henley, and J. M. Sullivan, J. Phys. 
Chem., 67, 2842 (1963).
(9) In this investigation the partial pressure of reactant was low in 
comparison with the carrier gas and no correction of flow rate for reac­
tion was required. It is of interest to note that for a stirred flow reac­
tor no such correction is necessary even at high partial pressures of 
reactant if the flow rate of the exit gas is measured.
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solvent. The chloride products were purified by vac­
uum distillations and the following boiling points and 
refractive indices were determined: cycloheptyl chlo­
ride, 6750mm = 172°,10 n25n = 1.4728; cyclooctyl chloride, 
619 = 87-88°,11 w 25d  =  1.4825.

The cyclic olefins were purchased in the highest 
purity available and were used without further purifica­
tion. These olefins were chromatcgraphically identical 
with those obtained from the pyrolysis of the corre­
sponding cyclic chlorides. The gas chromatographic 
column used in this investigation did not distinguish be­
tween the cis and trans forms of cyclooctene.

Initial experiments in clean reaction vessels resulted 
in fast nonconsistent rates characteristic of this system 
of compounds.12 However, in seasoned reaction vessels 
much slower and more consistent results were obtained.

The rates of decomposition of cyclohexyl and cyclo­
octyl chloride were measured directly, while the rates 
for cyclopentyl and cycloheptyl chloride were mea­
sured relative to cyclohexyl chloride by passing the 
reactant pair through the reactor simultaneously. 
Consider the simultaneous unimolecular decomposition 
of two reactants in a stirred flow reactor

A —-4-B +  C (1)

D - -> E +  F (2)

The first-order rate constant for reaction 1 is given by 
the stirred flow expression

fci =
_(B)_
r(A) ( 3 )

where r is the residence time in the reactor and (A) and 
(B) are the steady-state concentrations of the reactant 
and one of the products, respectively, leaving the reactor.

The rate of reaction 1 relative to reaction 2 is 
given by

ki/ki (B)(D)
(A)(E) ( 4 )

In the above expression the residence time has canceled 
and the relative rates are determined simply from the 
ratio of products and reactants.

The first-order character of the thermal decomposi­
tions investigated is demonstrated in Figures 1, 2, and 3. 
Figure 1 shows a plot of (olefin)/(chloride) vs. r for 
cyclohexyl and cyclooctyl chloride at 452 and 370°, 
respectively. These plots give straight lines in agree-- 
ment with eq 3. In Figures 2 and 3 plots of the con­
centration ratios (cyclohexene)/(cyclohexyl chloride) 
vs. (cyclopentene)/(cyclopentyl chloride) and (cyclo­
hexene)/(cyclohexyl chloride) vs. (cycloheptene)/ 
(cycloheptyl chloride) at 408 and 422°, respectively, are 
given. The slopes of these lines are equal to k6/h 
and h/fa, respectively, where /c6 is the first-order rate 
constant for the decomposition of cyclohexyl chloride

Figure 1. Concentration (olefm)/(chloride)ave v s .  t  for 
cyclohexyl and cyclooctyl chloride at 452 and 370°.

Figure 2. Concentration (cyclohexene)/(cyclohexyl chloride) 
v s .  (cyclopentene)/(cyclopentyl chloride) at 408°.

and h  and fc7 are the respective rate constants for 
cyclopentyl and cycloheptyl chloride.

Table I gives the first-order rate constants, fc6 and k$, 
for the pyrolysis of cyclohexyl and cyclooctyl chloride, 
while the relative rates, /c6//c5 and for cyclohexyl 
chloride/cyclopentyl chloride and cyclohexyl chloride/ 
cycloheptyl chloride are given in Table II. Figures 4 
and 5 show plots of log h/h  and log fc6/fc7 vs. l/T for 
cyclopentyl and cycloheptyl chloride, respectively.

The plots of the relative rates, k^/h and /c6/fc7, result 
in relative Arrhenius parameters, i.e., AE and A log A .

(10) “ Beilstein Handbuch der Organischen Chemie,” Band V, 450- 
498, p 29.
(11) S. A. Miller and W. O. Jones (to British Oxygen Co., Ltd.), 
Brit. 738, 992, Oct 26, 1955; C h e m .  A b s t r . ,  50, 10768/ (1956).
(12) A. Maccoll, C h e m .  R e i>., 69, 33 (1969).
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Table I : Rate Coefficients of Cyclohexyl Chloride and 
Cyclooctyl Chloride at Different Temperatures

Average  k e  or Std dev  X  1 0 2,
Tem p, ° C No. of runs k s  X  1 0 2, s e c -1 s e c -1

Cyclohexyl Chloride
350.0 17 0.018 0.006
385.0 15 0.18 0.01
413.8 11 0.81 0.03
438.8 13 3.2 0.4
452.2 18 5.9 0.2
475.8 18 15.5 0.9

Cyclooctyl Chloride
370.3 22 0.75 0.13
371.5 28 0.86 0.10
380.0 5 1.93 0.08
405.5 5 4.6 0.2
423.6 5 11.7 0.5

Table II : Relative Rate Coefficients for Cyclohexyl 
Chloride/Cyclopentyl Chloride and Cyclohexyl Chloride/
Cycloheptyl Chloride at Different Temperatures

Average  fce/fcs
Tem p, ° C No. of runs or k t/ k -i Std  dev

Cyclohexyl Chloride/Cyclopentyl Chloride
387.0 5 0.808 0.034
408.0 8 0.856 0.039
425.0 6 0.863 0.030
445.8 4 0.890 0.013
466.0 7 0.939 0.014

Cyclohexyl Chloride/Cycloheptyl Chloride
370.4 7 0.109 0.007
384.0 5 0.115 0.004
395.4 4 0.119 0.001
398.3 8 0.116 0.004
407.6 8 0.121 0.020
416.6 6 0.130 0.008
416.7 3 0.121 0.005
421.6 14 0.130 0.017
431.9 6 0.132 0.019
452.0 6 0.143 0.015

Table III: Relative Arrhenius Parameters for Cyclohexyl 
Chloride/Cylopentyl Chloride and Cyclohexyl Chloride/ 
Cycloheptyl Chloride

Compound A log A AE ,  cal/mol

Cyclohexyl chloride/ 0.47 ±  0.06 1,680 ±  200
cyclopentyl chloride

Cyclohexyl chloride/
cycloheptyl chloride 0.02 ±  0.10 2,910 ±  300

These results are given in Table III. Table IV gives 
the Arrhenius parameters and entropy of activation, as 
determined by the least-squares procedure, for all of the 
chlorocycloalkanes studied during this investigation. 
The parameters for cyclopentyl chloride and cyclo-

997

Figure 3. Concentration (cyclohexene)/(cyclohexyl chloride) 
v s .  (cycloheptene)/(cyclohep yl chloride) at 422°.

] / T  X 103 , 0 K_1

Figure 4. Log fc/fe,,, v s .  l / T  for cyclohexyl chloride/ 
cyclopentyl chloride.

l/T x io 3 , ° k~'

Figure 5. Log k t , / f o av v s .  l / T  for cyclohexyl chloride/ 
cycloheptyl chloride.

heptyl chloride were obtained by subtracting the relative 
Arrhenius constants AE and A log A from E and log A 
for cyclohexyl chloride.

Swinbourne has studied the pyrolysis of both cyclo­
pentyl and cyclohexyl chloride in a static system.13,14
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Table IV : Arrhenius Parameters and Entropies of Activation 
for the Pyrolysis of Chlorocycloalkanes

Compounds L o g  A E, ca l AS, g i b b s / m o l

Cyclopentyl
chloride 1 3 . 4 4  ±  0 . 3 4 4 8 , 5 7 0  ±  1 1 0 0 - 0 . 7 3  ±  1 . 5

Cyclohexyl
chloride 1 3 . 9 0  ±  0 . 2 8 5 0 , 2 5 0  ±  9 0 0 +  1 . 4 2  ±  1 . 3

Cycloheptyl
chloride 1 3 . 8 8  ±  0 . 3 8 4 7 , 3 4 0  ±  1 2 0 0 +  1 . 3 2  ±  1 . 7

Cyclooctyl
chloride 1 3 . 1 6  ±  0 . 2 8 4 4 , 9 5 0  ±  9 0 0 - 1 . 9 2  ±  1 . 3

He found h  =  10 13-47 exp(—48,290/ jRT) sec- 1  for 
cyclopentyl chloride and k 6 =  10 13-’ 7 exp (—49,980/72T) 
sec- 1  for cyclohexyl chloride. Within experimental 
error, his results are the same as those found in this 
work (Table IV).

D i s c u s s i o n

If the procedure of O’Neal and Benson3 is applied to 
the cycloalkyl chlorides studied during this investigation 
it is seen that only about + 0 .2  gibbs/molof activation 
entropy is contributed due to the changes in molecular 
vibrations in passing to the transition state. All 
other entropy contributions must come from changes 
in symmetry or from specific features of the individual 
activated complexes.

For cyclopentyl chloride an entropy contribution of 
It In 2 =  1.37 gibbs/mol would be predicted because of 
two equivalent nonsuperimposable structures for the 
transition complex. The experimentally obtained A S  *  
=  —0.73 gibbs/mol reflects partial freezing of the 
pseudorotation16 of the five-membered ring due to 
incipient double bond formation. 16

In the case of cyclohexyl chloride an entropy contribu­
tion of R  In 2 =  1.37 gibbs/mol would result from transi­
tion states with chlorine in the axial position, while an 
entropy contribution of 72 In 4 =  2.75 gibbs/mol is 
predicted for reaction of an equatorial chlorine atom. 
Presumably the two positions are nearly equivalent;

hence the observed A S* =  1.42 gibbs/mol appears 
slightly low, but certainly within experimental error of 
the predicted value, 12 In 3 =  2.18 gibbs/mol.

The larger C7 and C8 rings show considerable ring 
strain and the chlorine atom occupies the roomier equa­
torial positions. Hence for cycloheptyl chloride AS *  =  
72 In 2  in excellent agreement with the observed value, 
1.32 gibbs/mol.

Cyclooctyl chloride is the smallest of the ring com­
pounds whose pyrolysis offers the possibility of an olefin 
with tra n s  configuration about the double bond. The 
loose cyclic transition state postulated above would 
favor the formation of the more unstable ¿raws-cyclo- 
octene17 with an attendant loss in entropy. Hence, the 
entropy contribution of 12 In 2  is more than overshad­
owed by partial formation of the tra n s  isomer in the 
activated complex.

In summary, the loose cyclic transition state accounts 
very nicely for the results observed during this investiga­
tion and is favored over the polar transition state postu­
lated by Maccoll.12' 18’19 This is particularly true in 
light of the recent study by Field20 which showed that 
the activation energies for the formation of benzyl ion 
and i-amyl ion from protonated benzyl acetate and pro- 
tonated 2-amyl acetate are identical, despite the fact 
that the solvolysis of Ì -C 4H 9C I proceeds much more read­
ily than does the solvolysis of C6H5CH2C1.
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The Kinetics and Mechanism of the Thermal Decomposition of Nitroglycerin

b y  C h a s .  E .  W a r i n g  a n d  G u n a r  K r a s t i n s

Department of Chemistry, University of Connecticut, Storrs, Connecticut 06268 (Received August 9, 1969)

The thermal decomposition of nitroglycerin has been investigated in the vapor and liquid phases over a tem­
perature range of 115-160°. Above 140° the decomposition in the vapor phase is first order but in the liquid 
phase the order is cnly approximately first. At all temperatures the rates were found to vary markedly with 
the ratio of the mass of nitroglycerin to the volume of the reactor. Below 140° the decomposition was auto- 
catalytic. A mechanism is proposed for the vapor-phase reaction that is in agreement with the experimental 
data.

I n t r o d u c t i o n

The kinetics of the thermal decomposition of nitro­
glycerin have been the subject of considerable study. 
For the most part, the rate constants and order of reac­
tion have been determined by manometric methods. 
Because of the complexity of the decomposition, this 
has resulted in irregularities in values of the kinetic 
constants. Roginskii,1 for example, reports the reac­
tion to be first order between 150 and 190°. At lower 
temperatures, the decomposition was found to be auto- 
catalytic. Over three different temperature ranges 
extraordinarily high values for the frequency factor in 
the Arrhenius equation were obtained. This was ex­
plained as being due to the existence of chains. How­
ever, Roginskii’s extensive study of the effects of known 
chain inhibitors on the rate of decomposition of nitro­
glycerin failed to substantiate their presence.

The autocatalytic decomposition of nitroglycerin has 
been studied also by Lukin2 and more recently by 
Andreev and Glazkova3 and Gorbunov and Svetlov.4 
These investigators found that certain oxides of nitro­
gen, water, and various acids increased the rate of 
decomposition.

Robertson,6 in a brief study on the thermal decom­
position of nitroglycerin in the liquid phase, confirmed 
Roginskii’s1 results and concurred with the latter’s 
explanation of the high-frequency factors and tempera­
ture dependency of the activation energy. Phillips,6 
employing a manometric technique, obtained somewhat 
lower values for the frequency factor and activation 
energy for the liquid-phase decomposition than did 
Roginskii1 and Robertson.5 Svetlov7 also investigated 
the thermal decomposition of nitroglycerin in the liquid 
phase between 80 and 140° using manometric methods. 
He noted that, at constant temperatures, different rates 
were obtained depending on the ratio of the mass of 
nitroglycerin to the volume of the reaction chamber.

From a review of the literature it is apparent that 
the thermal decomposition of nitroglycerin is a complex 
process and one that is sensitive to the conditions of 
the experiment. It is also evident that manometric 
studies alone are not in themselves adequate for deter­

mining the mechanism of this reaction. It was de­
cided, therefore, to investigate the thermal decomposi­
tion of nitroglycerin using infrared techniques.

E x p e r i m e n t a l  S e c t i o n

A .  M a te r ia ls . The nitroglycerin used throughout 
this work was prepared and purified by the method 
described by Naoum.8 All gases employed in the 
studies on the effect of additives were obtained from 
commercial sources and were dried by standard meth­
ods. Nitric oxide was purified by cooling it to Dry Ice 
temperature to remove rdtrogen dioxide and water.

B . A p p a r a t u s  f o r  R a te  S tu d ie s . The apparatus 
used for studying the rate of decomposition of nitro­
glycerin vapor consisted of a 220-ml Pyrex flask 
equipped with side arms for introducing the sample, 
evacuating the flask, and introducing gaseous addi­
tions.

C . A p p a r a t u s  f o r  P r o d u c t  A n a l y s i s .  The relatively 
large number of possible intermediates from the de­
composition of nitroglycerin made it desirable to 
analyze for products throughout the entire course of the 
decomposition. This was done by the use of a Perkin- 
Elmer Model 21 double-beam infrared spectrophotom­
eter. The reactor employed in this series of experi­
ments was a 315-ml round-bottom Pyrex flask, equipped 
with side arms as prev.ously described. A breakable 
capillary glass seal was used to transfer the decomposi­
tion products into the infrared absorption cell.

The infrared absorption cell used in the analytical 
work was equipped with calcium fluoride windows. 
Calcium fluoride was found to be inert toward all

(1) S. Z. Roginskii, Phys. Z. Sowjetunion, 1, 640 (1932).
(2) A. Lukin, Zh. Fiz. Khim., 3, 406 (1932).
(3) K. K. Andreev and A. P. Glazkova, Dokl. Akad. Nauk SSSR, 105, 
286 (1956).
(4) V. \ . Gorbunov andB. S. Svetlov, Teor. Vzryvchatykh Veshchestv, 
197 (1963).
(5) A. J. B. Robertson, Chem Ind. (London), 67, 221 (1948).
(6) L. Phillips, Nature, 160, 753 (1947).
(7) B. S. Svetlov, Kinet. Ratal, 1, 38 (1961).
(8) P. Naoum, “ Nitroglycerine and Nitroglycerin Explosives,” The 
Williams and Wilkins Co., Baltimore, Md., 1928, pp 27-29.
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reaction products from the decomposition of nitro­
glycerin. The limited range of infrared transmittance 
of CaF2 was of no concern since all the products de­
termined exhibited absorption between 2 and 9 ju, the 
useful range of calcium fluoride. This was confirmed 
by the use of an NaCl cell in some runs.

D .  A p p a r a t u s  f o r  H ig h -T e m p e r a t u r e  I n f r a r e d  S tu d y .  
Because it was suspected that unstable intermediates 
might be formed in the decomposition of nitroglycerin, a 
high-temperature infrared absorption system was 
designed that would permit continuous recording of 
spectra during the course of the reaction. The system 
consisted of a small electrically heated oven with 
sodium chloride windows and a Pyrex absorption cell 
with calcium fluoride windows.

E .  P r o c e d u r e  f o r  R a te  S tu d ies . The rates of de­
composition of nitroglycerin in both the vapor and 
liquid phases were determined by measuring the rate of 
disappearance of the nitrate groups. A sample of 
nitroglycerin was introduced into the reactor through 
the side arm and weighed. For safety reasons the 
maximum amount of NG used was about 0.2 g. The 
reactor was then evacuated through the side arm, 
which was subsequently sealed and immersed in a 
constant-temperature oil bath. Small, experimentally 
determined corrections were made for the time required 
to reach the temperature of the bath. The liquid- 
vapor equilibrium was reached very rapidly, as evi­
denced by the absence of liquid residue a short time 
after immersion, if a sufficiently small sample was used.

At the desired time, the reactor was removed from the 
bath and quenched in cold water. The residual 
nitroglycerin in the vapor phase was observed to 
condense on the walls of the reactor. The seals were 
broken and the reactor flushed with air to remove the 
gaseous decomposition products. Because of the low 
vapor pressure of nitroglycerin at room temperature, 
none of it was removed by this procedure.

The liquid residue was dissolved into a weighed 
amount of chloroform and introduced into a 0.050 mm 
thick infrared absorption cell. The concentration of 
the decomposed nitrate was determined from the in­
tensity of the absorption peaks at 1280 and 1670 cm- 1 . 
A calibration curve was prepared of known concentra­
tions of solutions of pure nitroglycerin in chloroform.

This method of analysis does not, of course, enable 
one to distinguish between the two different nitrate 
groups, either quantitatively or qualitatively. Only a 
single, sharp absorption peak was observed at 1670 
cm- 1 , indicating the same absorption frequency for both 
groups. It was assumed that both nitrate groups 
exhibit the same absorptivity. This assumption is 
based on the experimental evidence that solutions of 
nitroglycerin, ethylene glycol dinitrate, and propyl 
nitrate9 exhibit the same absorptivity if the concentra­
tions are expressed in the number of nitrate groups per 
unit volume.

It was considered that the spectrographic method 
had two distinct advantages over the manometric 
methods employed by previous investigators. First, 
the absolute rate of disappearance of the nitrate groups 
could be determined directly, and second, an accurate 
study of the decomposition of small amounts of nitro­
glycerin was possible. This made possible the rate 
studies in the vapor phase.

F .  P r o c e d u r e  f o r  P r o d u c t  A n a ly s i s .  The analyses of 
the gaseous decomposition products were made by 
placing 0.063-g samples of nitroglycerin in the 315-ml 
reactor which was then evacuated, sealed, and immersed 
in the constant-temperature bath. At the desired 
time the reactor was removed and quenched in cold 
water. The gaseous decomposition products were 
transferred to an infrared absorption cell, and the 
pressure was measured. The total pressure of the 
system was then brought to 1  atm with helium, and the 
infrared spectrum of the products was recorded. The 
cell was pressurized with helium because the presence of 
an inert gas intensified the absorption bands of small 
molecules, thus aiding in the determination of minute 
quantities of components, and because at low pressures 
the presence of other products exhibits sufficient pres­
sure effects to cause appreciable error in the quantita­
tive determination of any component.

Carbon monoxide and nitric oxide were determined 
from the R  branches of the 2143 and the 1876-cm_1 
vibrational bands, respectively. A calibration curve 
was prepared for both species. The less intense P 
branch was used for the determination of CO whenever 
more than just a trace of nitrous oxide was present, 
because part of the N20  absorption band coincides with 
the R  branch of CO.

Carbon dioxide was determined from the height of the 
absorption band at 2350 cm- 1 .

Nitrogen dioxide was determined from the height of 
the P  branch of the 1620-cm_1 vibrational band. The 
amount of nitrogen tetroxide present was calculated by 
means of the Yerhoek and Daniels10 expression.

Formic acid was found to be present in very small 
quantities and was estimated by comparing the absorp­
tion peak at 1105  cm-1 with prepared standards.

Traces of formaldehyde were observed among the 
decomposition products but no quantitative determina­
tion was attempted because most of the formaldehyde 
was found to have polymerized to paraformaldehyde on 
the walls of the reactor.

The sum of the pressures of the individual compo­
nents was found always to be slightly lower than the 
measured total pressure. However, the deviation was 
less than 4%, indicating that only minute amounts of 
products were unaccounted for.

(9) J. B. Levy and F. J. Adrian, J .  Amer. Chem. S o c . ,  77, 2015 
(1955).
(10) F. H. Verhoek and F. Daniels, i b i d . ,  53, 1250 (1931).
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G . P r o c e d u r e  f o r  H ig h -T e m p e r a tu r e  I n fr a r e d  S tu d y .  
In this investigation 5-10  mg of nitroglycerin was 
introduced into the high-temperature absorption cell, 
and the system was brought to temperature. A 
continuous scanning of the spectrum was made between 
2 and 9 yi.

In this series of experiments the decomposition of 
nitroglycerin was studied at 132, 140, 145, and 150°. 
The possibility of autocatalytic effects was essentially 
eliminated by employing very low mass to volume 
ratios.

H . M a n o m e tr i c  S tu d y . Manometric investigations 
of the thermal decomposition of nitroglycerin were 
limited to the low-temperature, autocatalytic reaction. 
For this, a reaction flask of 216 ml capacity was 
thermostated and connected to a high-vacuum system. 
Pressures were measured by a quartz Bourdon gauge.

R e s u l t s

I .  E f fe c t  o f  M a s s :  V o lu m e  R a t i o  o n  R a te . The rate 
of decomposition of nitroglycerin is strongly dependent 
upon the mass of nitroglycerin and the volume of the 
reaction vessel in which it is decomposed. Thus, it was 
found useful to express sample concentrations in terms 
of the ratio of the mass of nitroglycerin to the volume 
of the reactor, or the mass ¡volume ( M / V )  ratio. 
Figure 1 shows the effect of the M / V  ratio on the rate of 
decomposition of nitroglycerin at 160°. It is noted 
that under vacuum the rate falls sharply until a M / V  
ratio of 20 X  10~4 g cm-3 is reached. Above this 
value, the rate is independent of the ratio.

It can also be seen that NO2 strongly inhibits the 
rate of decomposition at low M / V  ratios but is in­
effective at higher ratios. It is noted, too, that the 
inhibited rates at low and high M / V  ratios are ap­
proximately the same. The inhibiting effect of oxygen 
is probably due to the oxidation of nitric oxide, which is 
one of the major decomposition products of nitroglyc­
erin, thus increasing the concentration of nitrogen 
dioxide.

Figure 2 presents the significant inhibiting effects of 
relatively small amounts of N 0 2 on the rate of decom­
position in the vapor phase at 160°. At this NG 
concentration (4 X 10 -4 g cm-3) a large fraction of the 
decomposition takes place in the vapor phase.

The possibility that surface effects, causing hetero­
geneity, might be responsible for the M / V  ratio effect 
led to a study on the influence of surfaces. Such 
effects were found to be negligible. A threefold change 
in the surface ¡volume ratio resulted in no measurable 
change in rate over a M / V  range from 0.5 to 40 X  10 _4 
g cm-3. In addition, concentrated KOH was refluxed 
in the reaction vessel for 24 hr in an attempt to alter the 
surface. No change in the rate was observed.

2 . O r d e r  o f  R e a c t io n . A .  V a p o r  P h a s e . Before 
investigating the order of the vapor-phase decomposi­
tion it was necessary to determine the approximate

T h e  T h e r m a l  D e c o m p o s it io n  o f  N i t r o g l y c e r in 1001

O* M / V , g/ml.

Figure 1. Effect of mass: volume ratio on the rate at 160°: 
O, vacuum; ©, 1 atm of 0 2; •, 1 atm of N02.

Figure 2. Effect of N02 on the rate of decomposition at 160°
(M / V  = 4 X 10-4 g cm-8)

vapor pressure of nitroglycerin. This was accom­
plished by plotting the pressure increase of the de­
composition products against time and extrapolating to 
zero time. The vapor pressure of nitroglycerin was 
observed to be approximately 17 mm at 160° and 8 mm 
at 150°. These values are in fair agreement with those 
obtained by extrapolating the low-temperature data 
reported by Marshall and Peace.11

B y  means of the ideal gas law, which was considered a 
reasonable approximatbn at these temperatures and 
pressures, the saturated vapor pressure of nitroglycerin 
in a 220-ml reactor at 160° corresponds to a M / V  ratio 
of 1.4 X 10 “ 4 g cm-3. The corresponding values for 
the saturated vapor at 155 and 150° are 1.0 X 10 -4 and 
0.7 X  10 -4 g cm-3, rjspectively. Therefore, in the 
determination of the order of the vapor phase decom­
position, it was necessary to keep the M / V  ratios well 
below these saturation values in order to assure im­
mediate vaporization End to minimize the effects of 
decomposition products, such as nitrogen dioxide.

The decompositions were all carried out to the same 
extent (about 35 and 55%) at all temperatures. The 
fact that the rate constants were essentially identical 
over a range of M / V  ratios of 0.4-1.2 supports negligible 
inhibition of the decomposition by the decomposition 
products in this range.

(11) A. Marshall and G. Peace, J .  C h e m .  S o c . ,  109, 298 (1916).
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The order of the vapor-phase decomposition of 
nitroglycerin was determined by spectroscopically 
measuring its rate of disappearance with time. The 
data presented in Table I are seen to yield first-order 
rate constants with good consistency when calculated 
by the usual equation

, 2.3
k  =  —  log — 

t a
(1)

Table 1 : Determination of the Order of the Vapor-Phase 
Decomposition of Nitroglycerin at Several Temperatures

io <  M /V,
g  c m -3 T i m e ,  sec %  d e c o m p n 1 0 4 k, s e c -1

1 6 0 . 0 °

l . i i 3 0 0 5 2 . 0 2 4 . 4

0 . 8 0 5 2 . 9 2 5 . 0

0 . 5 2 5 3 . 2 2 5 . 3

0 . 4 1 5 3 . 9 2 5 . 8

1 . 2 1 1 8 0 3 4 . 6 2 3 . 6

0 . 9 2 3 5 . 9 2 4 . 7

0 . 6 7 3 6 . 0 2 4 . 8

0 . 3 9 3 5 . 4 2 4 . 3

Av 2 4 . 7

1 5 5 . 0 °

0 . 9 6 5 4 0 5 4 . 8 1 4 . 7

0 . 8 6 5 5 . 7 1 5 . 1

0 . 5 6 5 6 . 6 1 5 . 4

0 . 3 0 5 4 . 9 1 4 . 7

0 . 5 9 3 0 0 3 7 . 5 1 5 . 6

0 . 5 6 3 8 . 6 1 6 . 1

0 . 4 7 3 8 . 8 1 6 . 2

0 . 3 3 3 7 . 8 1 5 . 6

Av 1 5 . 4

1 5 0 . 0 °

0 . 6 3 9 0 0 5 5 . 3 9 . 0

0 . 6 0 5 5 . 0 8 . 9

0 . 5 3 5 4 . 6 8 . 8

0 . 3 7 5 6 . 0 9 . 1

0 . 5 9 4 5 0 3 6 . 8 1 0 . 1

0 . 5 3 3 5 . 1 9 . 5
0 . 5 3 3 4 . 6 9 . 4

0 . 3 7 3 3 . 9 9 . 2

Av 9 . 2 5

B . L iq u id  P h a s e . It has been previously reported2 
that above 140° the liquid-phase decomposition of 
nitroglycerin followed the first-order rate law. This 
assumption was made on the basis that the rate of 
pressure increase from decompositions in dilute solu­
tions was approximately the same as that of pure 
nitroglycerin.

In the present study, the order of the liquid-phase 
decomposition was determined from rate measurements 
at an M / V  ratio of 35 X 10 ~ 4 g cm-3. At this sample 
loading the fraction of nitroglycerin decomposing in the 
vapor phase is small. It can be readily shown from the 
vapor pressure of nitroglycerin and from the vapor- and

0 22.5 45.0 67.5 90.0
% decomposed.

Figure 3. Variation of the first-order rate constant with per 
cent NG decomposed: O, 160°; ©, 155°; •, 150° (M / V  = 
35 X 10-4 g cm-3).

Time, min.

Figure 4. Variation of products of decomposition with time at 
160° for a 0.282-mmol sample of NG: O, NCh; ©, NO; 9,
CO; •, C03; O, HCOOH ( M / V  = 2 X 10"1 g cm-3).

liquid-phase rate constants (Table I and Figure 3, 
respectively) that at 160° the initial fraction of de­
composition taking place in the vapor phase is 24%. 
Based on the data presented in Figures 2 and 4, however, 
the vapor phase rate is very rapidly inhibited to a liquid- 
phase value, and only 5-10%  of the decomposition will 
take place in the vapor phase. Because at 150° the 
vapor pressure is only half of the 160° value, the frac­
tion decomposing in the vapor phase will be corre­
spondingly smaller.

In the liquid phase, the first-order rate law was found 
to be obeyed only approximately. Figure 3 shows that 
there is a gradual increase in the first-order rate con­
stants as the reaction proceeds. This is considered to 
be due to small autocatalytic effects. The increase is 
not caused by a proportionally larger fraction of the 
decomposition taking place in the vapor phase, because 
at as low as 10%  decomposition of the sample, the 
vapor-phase rate is nearly fully inhibited, based on 
Figures 2 and 4, and at 20% decomposition the rates in 
both phases are equal.

8 .  E n e r g y  o f  A c t iv a t io n .  A .  V a p o r  P h a s e .  From 
the rate constants in Table I  at the various tempera­
tures the Arrhenius equation is found to be
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k  =  3 . 2  X  l 0 lbe ~ K ’m lR T  s e c ~ l (2)

B . L iq u id  P h a s e . It was not ed in Figure 3 that the 
first-order rate constants exhibited a gradual increase as 
the reaction proceeded. The rate constants were 
extrapolated to zero time. The resulting values were 
taken as the true rate constants. At the M / V  ratio of 
35 X 10~4 g cm-8 the Arrhenius equation is

k  =  1 .6  X  1020e-46’900/BI’ sec- 1  (3)

The marked difference between the rate expressions for 
the vapor and liquid phases is immediately apparent.

4 - P r o d u c t  A n a l y s i s .  The results of the analyses of 
the decomposition products at 150 and 170° are shown 
in Table II. Figure 4 is a graphical presentation of the

T h e  T h e r m a l  D e c o m p o s it io n  o f  N i t r o g l y c e r in

Table I I : Analysis of Decomposition Products of 
Nitroglycerin at 150 and 170° (M / V  = 2 X 10-4 g cm-3)

------------------------Pressure at 25°, mm------------------------
Time, % NG
min CO CO, NO NO, HCOOH decompm

10 Trace Trace
150°

Trace 4.7 22
15 1.0 0.6 2.0 6.3 . . ■
20 1.5 1.0 2.4 7.7 40
25 2.0 1.4 3.5 9.0
30 ' 3.0 2.0 4.5 9.4 Trace 58
40 4.3 2.7 8.2 10.0 Trace 68
45 6.7 3.8 9.5 10.7 0.4
50 6.2 4.4 10.4 11.7 0.5 79
55 7.0 4.7 16.0 10.8 1.5
60 8.0 5.5 16.0 9.9 1.7 83
70 10.0 6.4 17.8 10.8 1.5
80 11.2 6.4 25.5 8.3 1.8 90

120 15.0 9.8 29.3 7.5 0.7
180 15.1 9.9 33.5 4.0 0.5
200 16.5 10.5 34.5 3.8 0.6

1100 20.7 13.1 37.1 0.5 Trace

1 1.0 0.6
170°

1.5 7.2 28
2 2.0 1.5 2.5 10.0 49
3 13.7
5 5.0 3.2 9.5 17.5 0.4 78
7 8.5 5.5 13.5 18.3 0.4
8 16.7

10 10.2 6.8 21.5 13.2 1.3 92
15 13.1 8.4 30.0 6.5 1.7 97
20 15.0 9.2 30.5 6.3 0.7
30 17.0 10.4 33.5 4.9 Trace
45 19.1 11.0 36.0 3.4
60 19.3 11.5 38.4 2.2

data obtained at 160°. These curves are also typical of 
the other two temperatures.

Upon examining Table I I  it is noted that the final 
products of decomposition are CO, CO2, and NO. 
The evolution of these products takes place at an 
approximately constant ratio of 3 :2 :6  throughout the 
reaction. It is also clear from Figure 4 that N 0 2 is an

intermediate. The total amount of oxides of nitrogen 
found accounts for all the nitrogen present in the nitro­
glycerin sample. The sum of the CO and C 0 2, how­
ever, account for only about 85% of the original carbon 
present. This carbon ciscrepancy is explained by the 
presence of formaldehyde which condensed to solid 
paraformaldehyde when the reaction vessel was cooled 
to room temperature. The white solid was volatilized 
and identified as formaldehyde in the high-temperature 
infrared cell. No attempt was made to determine the 
formaldehyde quantitatively.

The only evidence for the presence of water was the 
two weak absorption bands at 3600 and 3700 cm“ 1, also 
observed in the high-temperature infrared studies. 
Since the sum of the partial pressures of the products 
was always essentially identical with the measured 
total pressure, it was assumed that the inability to 
detect water was due to its interaction with the de­
composition products. The inability to observe ab­
sorption peaks of water is consistent with the results of a 
limited study of the decomposition of ethylene glycol 
dinitrate and the oxidation of formaldehyde with 
nitrogen dioxide, both of which almost certainly yield 
water.

5 . H ig h -T e m p e r a tu r e  I n f r a r e d  In v e s t ig a t io n . The 
high-temperature infrared analysis of the decomposition 
products and intermediates was only semiquantitative. 
Its chief value was to provide information as to the 
sequence of product evolution. The nonquantitative 
limitation was due to the lack of information on the 
absorption intensities of the corresponding compounds 
at elevated temperatures in the presence of other gases. 
Attempts to prepare calibration curves presented 
difficulties because the intensities of absorption were 
found to be temperature and pressure dependent.

An examination of the spectra recorded during the 
course of the decomposition of nitroglycerin at 150° 
reveals that only nitrogen dioxide is evolved during the 
initial stage of the reaction. This is almost immedi­
ately followed by the appearance of formaldehyde. 
Shortly thereafter the absorption peaks of CO, C 0 2, 
and NO appear simultaneously. Traces of N20  are 
formed in the latter stages of the reaction. The two 
small peaks at 3600 and 3700 cm-1 were attributed to 
water. These were the only compounds identified 
during the decomposition of nitroglycerin at 150°. 
The only unidentified pjak in the spectrum was a very 
small band at about 1780 cm- 1 .

6 . A u to c a ta ly t i c  D e c o m p o s i t i o n . The investigation 
of the autocatalytic decomposition of nitroglycerin was 
limited to manometric studies of the effect of various 
decomposition products on the rate at 1 15  and 120°. 
At these temperatures the vapor pressure of nitro­
glycerin is negligible and the decomposition takes place 
in the liquid phase. Figure 5 presents a comparison of 
the rate of decomposition in a vacuum with rates in the

1003
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Figure 5. Effect of 300 mm of various additives on the rate of 
decomposition of NG at 120°: O, vacuum; O, He; •, NO;
©, 02; 3, H20.

Figure 6. Effect of N 02 on the rate of decomposition of NG 
at 115° (M / V  =  8 X 10-4 g cm-3): O, vacuum; ©, 55 mm; 
3, 150 mm; Ô, 350 mm; •, 800 mm.

presence of various additives at a M/V ratio of 46 X 
10-4 g cm-3.

The curves indicate that helium and nitric oxide have 
no effect upon the rate, whereas oxygen and water 
vapor produce a considerable acceleration. The rate of 
decomposition of nitroglycerin was also found to be 
unaffected by the presence of nitrogen and carbon 
dioxide.

The effect of NO2 on the rate of decomposition was 
determined at a M/V ratio of 8 X 10-4 g cm-3. The 
results are shown in Figure 6. Again, it is seen that 
NO2 exerts a marked accelerating effect and that there 
is a pronounced incubation period. This behavior is in 
sharp contrast with the inhibiting effect that N 02 
produces at temperatures above 140°.

There is some evidence to suggest that other de­
composition products, besides nitrogen dioxide and 
water, may also be responsible for the autocatalytic 
effects. A spectroscopic examination of the liquid

residue of partially decomposed nitroglycerin revealed 
the simultaneous appearance of absorption bands at 
1750 and 3600 cm-1. The band at 3600 cm-1 was very 
sharp during the initial stage of the reaction but 
broadened and shifted toward lower frequency as the 
decomposition proceeded. The sharp, high-frequency 
absorption was assigned to the free O-H vibration and 
the broadening effect was attributed to hydrogen bond­
ing between the carboxyl groups. This had the effect 
of reducing the O-H strength and consequently lower­
ing the vibrational frequency. Flushing the liquid 
residue with a stream of air for 24 hr failed to reduce 
the original intensities of these bands, indicating that 
the acid responsible for these absorptions was non­
volatile.

D i s c u s s i o n

The results of this investigation show that the 
thermal decomposition of nitroglycerin is both com­
plicated and unusual in several ways. First, the reason 
for the marked difference between the rate expressions 
for the liquid and vapor-phase decompositions is not 
immediately apparent. Examination of eq 2 and 3 
shows that the apparent activation energy for the 
liquid-phase decomposition is some 11,000 cal/mol 
higher than that of the vapor. While such a large 
difference between the gas- and liquid-phase reaction 
energies is not unprecedented, it is, nevertheless, 
unusual. More unexpected is the magnitude of the 

' frequency or entropy factor. The natural inclination is 
to attempt an explanation in terms of compensating 
errors. This view, however, would be difficult to 
reconcile with the fact that comparable high-frequency 
factor values have been obtained for the decomposition 
of organic nitrates by other investigators, as seen in 
Table III. To assume that the same compensating 
errors of the same magnitude occurred in all of these 
studies would be somewhat arbitrary.

The other question that arises is why the rate of 
decomposition is so sensitive to changes in the M/V 
ratio. The data presented suggest that this and the 
former anomaly may not be unrelated. The results

Table III: Comparison of Arrhenius Constants for the 
Thermal Decomposition of Several Organic Nitrates

Nitrate Temp, °C Log A

E a
kcal/
mol Phase

Ethylene glycol8 85-105 15.9 39.0 Gas
Nitroglycerin6 75-105 17.1 40.3 Liquid
Nitroglycerin1 90-125 18.0 42.6 Liquid
Nitroglycerin 125-150 19.2 45.0 Liquid
Nitroglycerin 150-190 23.3 50.0 Liquid
Pentaerythritol

tetranitrate6 161-233 19.8 47.0 Liquid
Pentaerythritol

tetranitrate6 171-238 16.1 39.5 5% soin
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clearly show that the rate of decomposition of nitro­
glycerin in the liquid phase is appreciably slower than 
that in the vapor. In Figure 1, it can be seen that the 
rate of decomposition under vacuum at 160° is fairly 
constant over a M / V  ratio from 0 to 1.5 X 10~4 g cm-3. 
In this range the decomposition occurs solely in the gas 
phase. From 1.5 X 10-4 to 20 X 10-4 g cm-3 a sharp 
decrease in rate is noted. Over this range, nitroglycerin 
is decomposing in both the vapor and the liquid phases, 
and, as Figures 1 and 2 clearly show, the decomposition 
in the vapor phase is becoming more and more inhibited 
by the nitrogen dioxide produced. At M / V  ratios 
above 20 X 10~4 g cm-3 the reaction is occurring pri­
marily in the liquid phase. The liquid-phase decomposi­
tion is fully self-inhibited and no further change in 
rate occurs. That this is, indeed, the case is evidenced 
by the fact that the addition of 1 atm of nitrogen dioxide 
produces no further reduction in rate in the liquid-phase 
decomposition range. It would appear, therefore, that 
the effect of the M / V  ratio on the rate is simply due to 
varying degrees of inhibition of the decomposition by 
NO2. In the vapor phase, 0-1.5 X 10~4 g cm-3, the 
concentrations of nitroglycerin are very low, and hence 
the amount of nitrogen dioxide formed is correspond­
ingly too small to produce any measurable inhibition. 
The rates thus are independent of sample loading and 
under these conditions the kinetics of the reaction are 
normal. As the M / V  ratio increases, the per cent of 
nitroglycerin decomposing in the liquid phase steadily 
increases. Since the nitrogen dioxide produced within 
the liquid undergoes many collisions before escaping 
into the vapor phase, its opportunity for an effective, 
inhibiting collision is greatly enhanced. Consequently, 
as the ratio of liquid to vapor is increased, the rate de­
creases until a limiting value is reached.

The situation described above is somewhat analogous 
to many gas-phase reactions in which the rate of decom­
position can be reduced to a limiting value by the addi­
tion of small quantities of nitric oxide or propylene. 
In such cases, it is found that the activation energy of 
the fully inhibited reaction is generally about 10 kcal/ 
mol higher than that of the uninhibited process. The 
frequency factor for the fully inhibited reactions, how­
ever, is usually no greater than two powers of ten over 
the uninhibited. The apparent increase in the energy 
of activation in the liquid-phase decomposition cannot 
be adequately explained by an increase of the fraction 
of vapor-phase decomposition (with faster rates) as 
the temperature increases, because at the high M / V  
ratio the decomposition products rapidly build up to a 
concentration which fully inhibits the vapor-phase 
reaction. It is suggested, however, that a lower tem­
perature dependency of the inhibiting effects of nitrogen 
dioxide in the liquid-phase decomposition may be a 
considerable factor contributing to the large apparent 
energy of activation, which in turn necessitates a high 
apparent frequency factor to account for the experi­

mental rate. This may be due to either a lower acti­
vation energy of the reverse process of the first decom­
position step, or to an increase of the rate of escape of 
the nitrogen dioxide frcm the liquid phase with tem­
perature.

From the data available it is not possible to write a 
complete mechanism for this complicated decomposi­
tion. The results of this investigation, however, do 
permit the postulation of a mechanism which can ac­
count for the major products from the vapor-phase 
decomposition of nitroglycerin

H2C 0N 02 h 2c o n o 2

HCON02^  HCO- + N 0 2 (4)
I I

h 2c o n o 2 h 2c o n o 2

h 2c o n o 2

HCO- — > N C 2 +  HCHO + HCO (5)

h 2c o n o 2 h 2c o n o 2

HCO — ► HCHO +  HOC ■ +  n o 2 (6)

h 2c o n o 2
HCHO +  N 02 — >  HCO- +  H N 02 (7)

HCO- +  N 02 — >  HCOO- +  NO (8)

HCO- +  NC'2 — >- CO +  H N 02 (9)

HCOO- +  N 02 — »- C 02 +  H N 02 (10)

2HN02 — > H20  +  NO +  N 02 (11)

The rupture of the O-N bond in step 4 to form a radi­
cal and N 02 is generally agreed to be the initial step in 
all organic nitrate decompositions. This step is rever­
sible, as indicated by the inhibitive effect of added N 02. 
The fact the decomposition of the nitrate groups fol­
lows first-order kinetics throughout the reaction sug­
gests that step 4 is also the rate-determining step and 
that all further steps involving the removal of nitrate 
groups take place at a faster rate. This is further sup­
ported by the fact that r_o frequency shift of the nitrate 
absorption band has been observed during the course of 
the vapor-phase decomposition.

The possibility exists that the initial step might occur 
through the loss of a nitrate group at the 1 or 3 position. 
This is unlikely in view of the fact that the stability of a 
nitrate group has been found to be markedly decreased 
by the presence of another nitrate group in the vicinal 
position. Thus, the middle nitrate group in nitro­
glycerin, having two vicinal groups, would be expected 
to be less stable. Further, partial nitration of glycerol 
gives 1,3- and 1,2-glycerol dinitrates in a ratio of 93:7,12 
suggesting a greater stability of the 1,3 compound.

(12) W. Will, Ber. Deut. Chen. Gee. 41, 1107 (1908).
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In step 5, the simultaneous rupture of the C -C  and
O-N in the radical is shown since it is impossible to tell 
which breaks first. In either case, one would be ex­
pected to follow the other immediately. This step is 
confirmed by the fact that only formaldehyde is ob­
served immediately after the appearance of nitrogen 
dioxide.

According to the general mechanism for the decom­
position of organic nitrates proposed by Adams and 
Bawn13 and Phillips,6 step 5 would be the removal of 
a hydrogen atom from another molecule, forming 1,3- 
and 1,2-glycerol dinitrates. Such a mechanism is ruled 
out in the present case since these compounds are rela­
tively stable at 150°, as evidenced by the fact that they 
can be successfully distilled at this temperature.

Step 6 represents a further degradation of the mole­
cule. This is probably the most uncertain step, and is 
suggested because it explains the nature and relative 
ratios of the reaction products.

Steps 7-11 represent the mechanism for the oxidation 
of formaldehyde by nitrogen dioxide. This mechanism 
is essentially that of Thomas,14 who proposes this as the 
only plausible one that accounts for all the experimental 
facts observed in the oxidation of formaldehyde, acetal­
dehyde, and glyoxal with nitrogen dioxide. The ratio 
of the rates of steps 10 and 9 is assumed to be 3:2 in 
order to account for the observed CO : C 02 ratio.

On the basis of the proposed mechanism the overall 
reaction for the decomposition of nitroglycerin vapor 
may be written as

2C3H5(N 08)8 — >  6N02 +  4HCHO +  2HCO- (12) 

2HCO- +  1.8N 02— >
1 .2 C O +  0.8CO, +  1.8NO +  H ,0 (13) 

3HCHO +  4 .2N 02 — ■>
1.8CO +  1 .2C02 +  4 .2NO +  3H20  (14)

2C3H5(N 03)3 — >
6NO +  3CO +  2C02 +  4H20  +  HCHO (15)

The decomposition of nitroglycerin in the liquid phase 
at temperatures below 140° has been shown by this and 
other investigators to be autocatalytic. A reasonable

explanation of this effect is a nitric acid catalyzed hy­
drolysis of the ester. It is suggested that nitric acid is 
formed according to

3N 02 +  H20  2HN03 +  NO (16)

As the temperature increases, this equilibrium would be 
shifted farther and farther to the left. Thus, at tem­
peratures above 140°, the reaction proceeds entirely 
to the left and the decomposition of nitroglycerin is no 
longer catalyzed by nitric acid but is inhibited by nitro­
gen dioxide.

The following facts support this assumption. Dry 
nitrogen dioxide exhibited a considerably smaller ac­
celerating effect than the wet gas. This argues that 
since no moisture is present initially, the autocatalytic 
reaction could not proceed until some water was formed 
by way of steps 4-11. Similarly, when water was em­
ployed as a catalyst, no accelerating effects were noted 
until some nitrogen dioxide had been formed. Con­
sequently, an incubation period occurred in both in­
stances. No incubation period was observed, however, 
when nitrogen dioxide was introduced after the reaction 
had been allowed to proceed for 48 hr. By this time, 
sufficient water had been formed to catalyze the reaction 
fully.

The catalytic effects of oxygen at low temperatures in 
contrast to inhibiting effects above 140° are explained by 
the oxidation of NO to N 0 2. An examination of Figure 
5 reveals that initially the rates of decomposition in 
oxygen and helium are identical. This is also in agree­
ment with the above assumption since the amount of 
NO formed during the initial stage of the reaction is 
negligible.

A nitric acid autocatalyzed mechanism for the de­
composition explains, in part, why nitroglycerin-con­
taining materials sometimes detonate in storage.
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(13) C. K. Adams and C. E. H. Bawn, Trans. Faraday Soc., 45, 494 
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The Kinetics of the Thermal Decomposition of 1,1 ,1  -Tri flue >roacetone

b y  C h a s .  E .  W a r i n g  a n d  A l e x a n d e r  J .  F e k e t e 1

Department of Chemistry, University of Connecticut, Stores, Connecticut 06368 {Received August IS, 1969)

The thermal decomposition of 1,1,1-trifluoroacetone (TFA) has been investigated in a static system between 
545 and 600° over initial pressures from 10.6 to 134.8 mm. The order of the reaction was found to be 1.3 both 
by initial rate measurements and by the rate of disappearance of TFA itself. The order for the rate of forma­
tion of such products as C F 3H , C F3C H 3, and C F2C H 2, however, was found tc be unity. The Arrhenius param­
eter for the TFA decomposition is given by k o  =  3.6 X 10I6e_66’ 200/-Br M ~«-3 sec-1 while that for C F 3H  is 
1.5 X 1 0 12e -59.«o/ftr se c - i ; that for C F 3C H 3 is 1.4 X 1 0 11e -« ’ '«°»'*r sec“ 1, and that for C F 2C H 2 is 1.8 X  1 0 16- 
e - n , m i R T  gec- i , The decomposition of TFA was also investigated in the presence of various foreign gases, 
one of which inhibited the reaction while the others produced marked catalysis. From a knowledge of the prod­
ucts from the uninhibited and inhibited decompositions a mechanism is proposed to account for the predomi­
nant reactions. The activation energies of several of these reactions are evaluated by use of the Arrhenius equa­
tions given above.

I n t r o d u c t i o n

The photolysis of 1,1,1-trifluoroacetone (TFA) was 
first investigated by Sieger and Calvert,2 who found the 
major reaction products to be CO, CH4, CF3H, C2H6, 
CF3CH3, and C2F6. No CH3F, CF4, HF, or F2 was 
observed. More recently, Dawidowicz and Patrick3 
reinvestigated the TFA photolysis and while they were 
not in agreement with the mechanism proposed by 
Sieger and Calvert, they reported the same products of 
reaction in essentially the same amounts as the earlier 
investigators.

Although Clark and Pritchard4 determined the Ar­
rhenius parameters of TFA by thermally decomposing a 
mixture of 1% of this compound in toluene at 840°, 
they made no attempt to study the kinetics and mecha­
nism of the pyrolysis. The purpose of this research, 
therefore, was to study the kinetics and mechanism of 
the thermal decomposition of TFA and to compare the 
reactions of the CF3 radical with those of the CH3 radi­
cal under similar conditions. It was also thought 
worthwhile to examine the effect of well-known methyl 
radical inhibitors on the trifluoromethyl radical.

E x p e r i m e n t a l  S e c t i o n

A. Apparatus. The thermal decomposition of TFA 
was studied in a static system employing a spherical 
quartz reaction flask of 176-ml capacity. This was 
heated in an electric furnace whose temperature was 
controlled to within ±0.1° in the area of the reaction 
zone. To prevent condensation, the lines from the 
furnace, including stopcocks, were wrapped with elec­
trical heating tape and maintained at a constant tem­
perature of 75°.

The reaction system was evacuated by the usual 
techniques and no run was made unless the pressure in 
the system was 10-6 mm or less, as measured by a 
McLeod gage. Pressures were measured by an Atco- 
tran transducer unit, also maintained at 75°, in con­

junction with a modified Leeds-Northrup Speedomax 
recorder. Before each ran the vacuum fine was flamed 
out to eliminate the possibility of oxygen contamina­
tion.

A Toepler pump attached directly into the fine was 
employed to remove the gaseous reaction products. 
Analyses were made on l vapor fractometer and a mass 
spectrometer.

B. Materials. The 1,1,1-trifluoroacetone used in 
this study was obtained from Merck Sharp and Dohme. 
Its purity, as established by a Perkin-Elmer Model 
154D vapor fractometer. was 99%. Tetrafluorometh- 
ane, 1,1-difluoroethylene, 1,1,1-trifluoroethane, tri- 
fluoromethane, and hexafluoroethane, obtained com­
mercially, were found to have a purity of 99%— except 
tetrafluoromethane which was 95%. Since these com­
pounds were used for identification purposes, they were 
employed without furthe r purification.

1,1,1-Trifluoropropane and 1,1,1-trifluoropropene 
were synthesized by the method of Hasek, Smith, and 
Engelhardt6 by allowing the corresponding carboxylic 
acids to react with sulfur tetrafluoride in a 75-ml 
stainless steel container for 8-48 hr. The products 
were removed and treated with KOH solution to re­
move the excess SF4. Final purification and isolation 
was accomplished with the vapor fractometer.
R e s u l t s

1. Nature of the Decomposition. TFA was found to 
decompose at a conveniently measurable rate between 
545 and 600° and at initial pressures from 10.6 to

(1) Presented in partial fulfillment of the requirements for the Ph.D. 
degree at the University of Connecticut, June 1967.
(2) R. A. Sieger and J. G. Calvert J. Amer. Chem. Soc., 76, 5197 
(1954).
(3) E. A. Dawidowicz and C. R. Patrick, J. Chem. Soc., 4250 (1964).
(4) D. Clark and H. O. Pritchird, ibid., 2136 (1956).
(5) W. R. Hasek, W. C. Smith and V. A. Engelhardt, / .  Amer. Chem. 
Soc., 82, 543 (1960).
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Table I : Change in Pressure with Time for Various Initial Pressures of TFA at 546.2°

t , sec 23.0 47.7

30 23.3 48.4
60 23.7 49.4

120 24.0 51.1
180 24.7 52.5
240 25.0 53.9
300 26.1 55.2
540 27.4 58.7
780 29.8 61.7

1020 30.9 64.3
1260 33.3 67.6
1500 34.0 70.0
1740 35.0 72.4
1980 36.7 74.3
2220 37.7

■pi, mm-
54.5 69.3 99.5

55.6 70.3 101.5
56.6 72.0 103.9
59.0 74.8 108.7
61.1 76.8 111.8
62.4 78.5 114.9
63.5 80.3 117.6
68.3 86.1 126.2
71.7 90.2 133.4
75.1 94.3 139.3
78.2 98.1 144.1
81.3 101.2 149.2
83.7 103.9 153.3
85.4 107.0 157.4

109.1 161.2

115.2 134.8 141.3

117.3 137.5 146.1
120.4 141.3 150.2
125.5 147.5 156.1
129.7 151.9 160.5
133.8 156.4 164.6
136.9 159.5 168.1
147.8 170.8 179.1
156.8 179.4 188.7
164.6 187.3 196.9
171.2 194.5 205.1
177.2 201.7 212.7

207.5 219.5
214.0

134.8 mm. After the reaction bulb was conditioned 
by the TFA products of reaction for 2 days, the rates of 
decomposition were readily reproducible and the reac­
tion was homogeneous. The ratio of the final to the 
initial pressures, p t / f i ,  was found to be constant at
2.17 over the pressure range from 23 to 128 mm.

2. Order of Reaction. Table I presents typical 
data for the change in pressure with time for various 
initial pressures of TFA at 546.2°. These data, and all 
similar data, were programmed on an IBM 1620 com­
puter to solve for h, the initial rate constant, and n, 
the order of reaction, in the equation

log (dp/df)o = log hi +  n log p ; (1)

A value of n — 1.3 was obtained at each of four dif­
ferent temperatures from 546.2 to 599.1°, indicating 
that the order of the decomposition lay between 1.0 
and 1.5. Visual evidence for the consistency of the 
data can be seen in Figure 1.

The order of the reaction was also determined by 
measuring the amount of TFA that decomposed in 
1 min. This study was conducted over an initial pres­
sure range from 25 to 150 mm at four different tem­
peratures. Figure 2 is a typical plot of the logarithm 
of the rate of disappearance of TFA as a function of 
the logarithm of the initial pressure. The rate con­
stants and order of reaction at the various tempera­
tures were evaluated and are given in Table II.

Table II : The Order and Rate Constants Based upon the 
Amount of TFA Disappearing in 60 Sec

Temp, °C Order
104 f a , mm' 

sec-1
546.7 1.4 5.83
555.7 1.4 9.25
576.6 1.3 23.3
599.1 1.1 65.3

Av 1.3

Figure 1. Variation of the logarithms of the initial rate 
constants with the logarithms of the initial pressures 
of TFA at 599.1°.

Figure 2. Log of initial rate of disappearance of TFA vs. the 
log of the initial pressure at 599.1°.

3. Formation of CF3II, CF3CH3, and CFt=CH2. 
The initial rates of formation of these three products of 
the decomposition of TFA were also determined by 
measuring the number of millimeters of each formed in 
60 sec reaction time over an initial pressure range be­
tween 17 and 150 mm. The orders of reaction and ini­
tial rate constants at various temperatures are pre­
sented in Table III.
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Table I I I : Rate Constants and Orders for the Formation of CFsH, C F 3 C H 3 ,  and C F 2 C H 2  at Various Temperatures

■10* k \ , seo->— --------------------------  ,--------------------------------Order-
Temp, °C C F .H CFjCHj C F.C H ! CF.H C F.C H . C F 2CH 2

546.7 2.17 1.10 0.86 1.2 1.1 1.1
555.7 3.45 1.67 1.37 1.2 1.1 1.0
576.6 9.12 3.76 3.76 1.1 1.2 0.9
599.1 19.5 12.9 1.0 0.8

Av 1.1 I T 0.9

103/7; °K~'.

Figure 3. Log of initial rate constants vs. the reciprocals of the 
absolute temperatures for the disappearance of TFA. Figure 4. Retardation of decomposition rate by propylene for 

50 (O), 100 (•), and 150 mm (©) of TFA at 545.2°.

4- Energies of Activation. The activation energy 
for the thermal decomposition of TFA was determined 
by two methods— one using the rate constants for the 
disappearance of TFA, k0, and the other using the 
initial rate constants, ki. As seen in Figure 3, a plot of 
the logarithms of k0 as a function of the reciprocals of 
the absolute temperatures gave excellent linearity. 
The activation energy and frequency factor associated 
with k0 and ki were calculated by the method of least 
squares, and the rates of decomposition expressed in 
terms of the Arrhenius parameters are

k0 =  3.63 X 1016e -65’20°/OT M~°-3 sec-1 (2)

and

h  =  2.22 X lO1̂ - 66-300 ̂ 7, M~0-3 sec-1 (3)

The close agreement of eq 2 and 3 indicates that the 
determination of initial rates of pressure increase is, 
in effect, a measurement of the rate of disappearance of 
TFA.

The activation energies of CF3H, CF3CH3, and CF2- 
CH2 were determined from the data in Table III by the 
method of least squares. The rates of formation were 
found to be

fccFSH =  1.50 X 1012e -69'400/M’ sec-1 (4)

fcCF,ch, =  1.40 X 10ue - ^ . « sr sec-1 (5)

fccF^m =  1.86 X 1016e~72'°°0/BT sec"1 (6)

5. Effect of Foreign Gases. The thermal decomposi­
tion of TFA was examined in the presence of several

foreign gases, most significant of which were propylene, 
perfluoropropylene, and nitric oxide.

A. Propylene. The inhibiting effect of propylene 
on the decomposition of TFA was studied at three dif­
ferent initial pressures at temperatures of 545.2, 569.6, 
and 591.3°. The initial rate constants and the order 
of the inhibited decomposition were determined by the 
method previously described. A value of n — 1.3, 
identical with that of the uninhibited reaction, was 
obtained. In Figure 4, the ratio of the inhibited to the 
uninhibited initial rate c instants, kin/kun, is plotted as a 
function of the partial pressure of propylene. It is 
seen that the inhibiting effect attains a limiting value at 
about 10-12 mm of propylene pressure, and, at the 
limit, the reaction is approximately 70% inhibited. Of 
interest also is the fact that the amount of inhibition for 
a given pressure of propylene is independent of the 
initial pressure of TFA. Similar inhibition curves were 
also obtained at the other two temperatures investi­
gated. The variation of the initial rate constant with 
temperature for the propylene-inhibited decomposition 
of TFA is

h  =  8.02 X 10;3e -63,900/BT M -°-3 sec“ 1 (7)

B. Perfluoropropylene (PFP). The presence of
1-30 mm of PFP produced a marked catalytic effect on 
the decomposition TFA at 547°. At this temperature, 
the PFP was found to increase the rate of decomposition 
of 50, 100, and 150 mm initial pressures of TFA over 
100%. Although the rates were only approximately
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Table IV: Partial Pressures of Gaseous Products from the Uninhibited Decomposition of 106 mm of TFA at 547°

Time,
min CO CF¡H CF3CH3 CFiCHs CH.

CFjCH=
ch2

1 3.0 4.8 2.6 0.3 0.4
3 8.8 8.0 6.1 0.8 0.9
5 13.2 8.9 7.0 0.9 1.2 0.9

10 23.0 11.4 9.1 1.7 1.8 2.3
20 37.5 20.8 19.2 6.0 2.6 3.9
40 53.5 26.5 23.6 8.1 3.8 5.6

125 84.3 29.8 28.6 17.8 5.9 6.4

—p ,  mm-
CFa-
C2H5 Ketene CsHt CjH. CO2 Hi TFA

3.2 0.4 Neg Neg Trace 97.6
6.3 1.0 0.1 0.2 Trace 81.9

0.4 7.4 1.3 0.1 0.4 Trace 84.3
1.2 4.3 1.6 0.2 1.3 Trace 81.0
2.2 5.9 1.8 0.2 1.8 Trace 60.0
2.9 8.5 1.9 0.1 2.6 Trace 44.4
2.3 1.7 0.2 3.6 Trace 16.9

P n o > n i m .

Figure 5. The acceleration in the rate of decomposition of 100 
mm of TFA by nitric oxide at 546.7°.

reproducible, it was clear that the catalytic effect was 
pressure dependent on the initial pressure of TFA.

C. Nitric Oxide. The effect of nitric oxide on the 
TFA decomposition was studied only at one initial 
pressure, 100 mm, at 547°. Figure 5 shows that NO, 
like PFP, strongly catalyzes the reaction. This is 
consistent with the observation that NO catalyzes the 
decomposition of all ketones containing a methyl car­
bonyl group.

6. Products of Reaction. A. Uninhibited Decom­
position. Analyses of products from the uninhibited 
decomposition of TFA were made over various time 
intervals at 547° by means of a Perkin-Elmer Model 
154D vapor-phase chromatograph. The data in Table 
IV indicate that the predominant reaction products are 
C O ,  C F 3H ,  C F 3 C H 3 ,  C F 2C H 2, and ketene. The pre­
cision of the analyses was good, especially from 5 min of 
reaction time on. It is obvious from the data that the 
sum of the partial pressures of C O ,  C 0 2, ketene, and 
ketone remaining should equal 106 mm, the initial 
pressure of TFA. This is seen to be the case at each 
reaction time within ± 4  mm.

It was suspected that HF might be one of the prod­
ucts of this decomposition. If so, its presence could 
interfere with the analysis for ketene. A number of 
samples were, therefore, withdrawn at various time 
intervals, shaken with distilled water, and qualitatively 
tested for fluoride ion with zirconium-alizarin indicator.

All tests were negative. Since the possibility existed 
that any HF formed might react with the reaction 
flask to form SiF4 and water, the mass spectra were 
taken of the products from a 10-min and a 4-hr decom­
position. There was no evidence for SiF4 in the 10-min 
run but a small peak due to SiF4 was observed in the
4-hr run. It was concluded, therefore, that the amount 
of unreacted HF present was too small to interfere with 
the ketene analyses. In determining the ketene con­
centrations, appropriate corrections were made for the 
acidity due to the C 02 present.

B. Propylene-Inhibited Decomposition. It was seen 
in Figure 4 that propylene produces a pronounced 
inhibitory effect on the decomposition of TFA. In 
order to examine the effect of this inhibition on the reac­
tion products, 100 mm of TFA was decomposed in the 
presence of 15 mm of propylene at 547°. Analyses 
were made at five different time intervals from 1 to 10 
min. The data corresponding to 12.5% TFA decom­
position for the inhibited (8.8 min) and the uninhibited 
(2.3 min) reactions are compared in Table V. These 
data indicate that the main effects of propylene are 
markedly to reduce the amounts of CF3H and CF3CH3 
formed and significantly to increase the concentrations 
of CF3C H =C H 2 and CH4. An increase in the methane 
concentration is not unusual under these conditions and 
is usually attributed to CH3 radicals abstracting hydro­
gen from propylene. That this is true in the present 
case is uncertain. The data in Table V indicate that 
only 0.5 mm of C3He has reacted. In fact, the maxi­
mum amount of propylene found to disappear in any 
analysis was only 0.6 mm. The apparent failure of 
propylene to be consumed is even more difficult to 
understand in view of the decreases in concentration of 
CF3H and CF3CH3. One would normally expect a 
corresponding increase in CF3 addition compounds.

C. Effect of Other Foreign Gases on Product Forma­
tion. Since 15 mm partial pressure of NO and of PFP 
were found to catalyze 100 mm of TFA to the extent of 
about 120% at 547°, analyses of the reaction products of 
these two systems were made at 10-min reaction times.

The presence of CF3C H =C H 2 and CF3C2H5 in the 
uninhibited decomposition products (Table IV) sug­
gested that their formation might be due to the inter-
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Table V : Partial Pressures of Reaction Products from the Uninhibited and Propylene-Inhibited Decomposition of TFA after 
12.5% Decomposition at 547° (pi(un) = 106 mm; (in.) = 100 mm; p 0,H, = 15 mm)

—p , mm- 
CFsCV

CO CF»H CFaCHa CFiCHa CH4 CFiCH=CHj Hs Ketene CaHa CsHe CO! TFA CjHe
Uninhibited 7.0 6.9 5.0 0.7 0.7 5.5 0.8 0.1 0.1 94.0
Inhibited 4.9 1.7 0.9 1.8 4.2 2.7 5.6 1.6 0.1 0.4 81.0 14.5

Table V I: Partial Pressures (mm) of Reaction Products after 10-min Reaction Time 
from the Decomposition of 100 ±  5 mm of TPA in the Presence of 15 ±  2 mm of 
Foreign Gases and 50:50 Mixtures of TFA-Acetone and TFA-HFA at 547°

Products TFA“ TFA-NO TFA-PFP TFA-CiHi TFA-acetone TFA-HFA
C O 23.0 31.3 27.1 21.0 15.4 20.4
c f3h 11.4 16.0 17.4 9.2 6.3 25.2
C F 3 C H 3 9.1 10.8 11.5 7.9 4.0 9.2
c f2c h 2 1.7 2.5 4.5 3.8 1.6 3.2
c h < 1.8 3.3 1.7 7.5 16.2 0.4
cf3c h = c h 2 2.3 1.4 2.4 5.6 0.6 2.0
cf3c2h 6 1.2 1.0 0.8 4.4 0.6 0.2
Ketene 4.3 6.4 10.8 6.1 11.3 42.2
C 2H 4 1.6 0.8 1.1 6.8 3.6 0.3
c2h „ 0.2 0.0 0.1 0.8 0.4 0.0
C 0 2 1.3 3.4 0.6 0.8 1.0 8.7
TFA 81.0 51.9 61.5 83.4 30.3 21.0
N O 7.1
PFP 4.9
Acetone 42.1
HFA 12.7
c3h 6 0.3 2.5
CìFb 0.2

0 From Table IV.

action of CF3, or a radical containing CF3, with ethylene. 
If this were the case, then the addition of ethylene to the 
system should result in a corresponding increase in the 
fluorinated propane and propylene products. To 
test this hypothesis, 100 mm of TFA was pyrolyzed for 
10 min in the presence of 15 mm of C2H4 at 547° and 
the products were analyzed.

Finally, it was thought to be of interest to examine the 
effect of the addition of CH3 and CF3 radicals on the 
decomposition products of TFA. Consequently, 100 
mm of a 50:50 mixture of TFA-acetone and 100 mm 
of a similar mixture of TFA-hexafluoroacetone (HFA) 
were allowed to react for 10 min at 547° and the re­
sulting products were analyzed.

The results of the above analyses are reported in 
Table VI.

It is seen in Table VI that, with the exception of 
propylene, the TFA-NO and TFA-PFP reactions 
yield the same products in approximately the same 
concentrations. The results of the TFA-acetone and 
TFA-HFA reactions are those expected. In the 
TFA-acetone reaction, the CF3H and CF3CH3 con­
centrations are about half that observed in the decom­

position of TFA alone while the CH4 concentration has 
increased eightfold. It should be noted, however, that 
the concentration of C Fi=C H 2 is essentially the same 
as in the TFA reaction. On the other hand, in the 
TFA-HFA reaction, the amounts of CF3H and CF2= 
CH2 formed are about double those from TFA alone 
while the CH4 concentration is fivefold less. It is 
difficult to understand, however, why the CF3CH3 con­
centration is the same as in the TFA reaction.

It was suspected that radical-scrambling reactions, 
similar to those report id in analogous photochemical 
studies, might also occur in the TFA decomposition to 
produce acetone and hexafluoroacetone. With the 
columns employed, acetone and hexafluoroacetone could 
be readily separated aLd identified. Neither of these 
compounds, however, was ever detected in the reaction 
products.

D i s c u s s i o n

The reactions which produce the predominant prod­
ucts found in Table IV may be written as

CF3COCH3 - A -  CF3 +  CH3 +  CO (8)
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CF3 +  CF3COCH3 CF3H +  CH2CO +  CFa (9) 

c f 3 +  CF3COCH3 CF3CH3 +  CO +  CF3 (10) 

CH3 +  CF3COCH3 CH4 +  CH2CO +  CF3 (11)

ifc1!,/ 'C F 3CH3 (12a)
c f 3 +  c h 3 - ^ c f 3c h 3*<^

il2b's‘CF2= C H 2 +  HF (12b)

Although significant concentrations of 1,1,1-tri- 
fluoropropylene are found in the latter stages of the 
decomposition, its formation is undoubtedly due to 
complicated secondary processes. In Table VI, it is 
seen that the decomposition of TFA in the presence of 
ethylene results in a marked increase in the CF3C H =  
CH2 concentration as compared to that in TFA alone. 
Since ketene, a primary product, decomposes into ethyl­
ene and carbon monoxide at these temperatures, 
CF3C H =C H 2 is probably formed according to

CF3 +  C2H4 — > CF3CH2CH2 (13)

R  +  CF3CH2CH2 CF3C H =C H 2 +  RH (14)

where R  is one of the free radicals present.
With the exception of C2F6, the products found in this 

investigation are the same as those reported by Sieger 
and Calvert2 in their photochemical studies. On the 
basis of having found biacetyl as a product, Dawido- 
Wicz and Patrick3 postulated that TFA dissociates 
initially to give CF3 and CH3CO radicals. Rice and 
Walters,6 however, have shown that biacetyl thermally 
decomposes between 424 and 470°. In the temperature 
range of the present experiments and owing to the fact 
that no biacetyl was observed in the products, reaction 
8 would be preferred over that proposed by Dawidowicz 
and Patrick. Reactions 9 and 11 are identical with the 
mechanisms postulated for the formation of CF3H 
and CHt in various photolysis investigations. The 
mechanisms for the formation of 1,1,1-trifluoroethane, 
however, require further explanation.

Reactions 12a and 12b were first substantiated in the 
photochemical studies of Alcock and Whittle7 and, 
later, more thoroughly investigated by Giles and Whit­
tle.8 The latter show that, as the temperature increases 
in the range 23-244°, the elimination reaction, (12b), 
is favored at the expense of the stabilization reaction, 
(12a). They point out that when a methyl and a tri- 
fluoromethyl radical combine in reaction 12 to form 
the activated complex CF3CH3*, 88 kcal/mol must be 
removed in order to stabilize the molecule and prevent 
its dissociation into radicals. While it is unlikely that 
a single collision with a third body would remove the 
entire 88 kcal/mol, it may, nevertheless, be deactivated 
to an extent so as to prevent dissociation but still have 
sufficient energy to react via (12b). From bond energy 
considerations it can be shown that the activation 
energy for the formation of CF2CH2 cannot be less than

1012

45 kcal/mol. Since the activation energy of (12a) is 
zero, or nearly so, it is clear as to why a temperature 
increase would favor reaction 12b over 12a. Based 
on this argument and the data of Giles and Whittle, 
it is highly unlikely that reaction 12a would make any 
significant contribution to the total CF3CH3 concentra­
tion at the temperatures of the present experiments.

A further argument against reaction 12a being pre­
dominant is the high concentration of CF3CH3 ob­
served during the initial stages of the decomposition. 
The probability that such concentrations as shown in 
Table IV are the result of a radical-radical reaction 
would be negligible. On the other hand, it is also 
noted in Table IV that the concentrations of CF2CH2 
are small initially but become appreciable in the latter 
stage of the reaction where the concentration of TFA 
is considerably reduced. It is concluded, therefore, 
that reaction 10 is the primary source of 1,1,1-tri­
fluoroethane.

There is, of course, the possibility that CF3CH3 could 
be formed by

CH3 +  CF3COCH3 — >  CF3CH3 +  CO +  CH3 (15)

However, in the photolysis of azomethane in the pres­
ence of hexafluoroacetone between 163 and 265°, 
Pritchard and Steacie9 found only trace amounts of 
CF3CH3. It is, therefore, unlikely that any appreciable 
amount of this compound was produced by reaction 15 
in the present study.

A question which naturally arises is why do not 
radical-abstracting-radical reactions similar to> (10) 
occur to produce C2H6 and C2F6? Since no ethane or 
hexafluoroethane was ever found in the reaction prod­
ucts, one is forced to conclude that, for reasons not 
yet clear, these particular abstractions do not occur 
under the existing experimental conditions.

The question may also be raised as to whether CFü=  
CH2 might not be formed as the result of hydrogen ab­
straction from CF3CH3 followed by

CF3CH2 — C F ^ C H ,  +  F (16)

To test this, 81 mm of CF3CH3 was allowed to react for 
25 min at 547°. Analysis showed that only 2 mm of 
CFü= C H 2 was formed along with trace quantities of 
C2H6 and C2F6. Since this amounted to only a 2.5% 
decomposition of CF3CH3 over a 25-min period, it is 
safe to conclude that this molecule is essentially stable 
at this temperature and, therefore, not the primary 
source of CF2=CH2.

Although it was impossible to identify HF directly, 
further support for reaction 12b is the previously men-

(6) F. O. Rice and W. D. Walters, J. Chem. Phys., 7, 1015 (1939).
(7) W. G. Alcock and E. Whittle, Trans. Faraday Soc., 61, 244 
(1965).
(8) R. D. Giles and E. Whittle, ibid., 61, 1425 (1965).
(9) G. O. Pritchard and E. W. R. Steacie, Can. J. Chem., 35, 1216 
(1957).

Chas. E. W aring and Alexander J. Fekete

The Journal o f  P h ysica l Chem istry



T hermal D ecomposition of 1,1,1-Trifluoroacetone 1013

tioned presence of SiF4 in the reaction products. Pre­
sumably, this was formed by the reaction of HF on the 
walls of the quartz reaction vessel. In addition, at 
the conclusion of this study the walls of the reaction 
chamber were found to be strongly etched, again indi­
cating the presence of HF.

If one refers to Table IV, it is seen that the ratio 
[CF3H ]/[C F3CH3] =  1.8. Assuming steady-state
conditions for the mechanism of eq 8-12b and employ­
ing eq 4 and 5, it can be shown that

d[CF3H ]/df fc9 1.5 X 1012e-69,4°°/«r 
d[CF3CH3]/df “  fc10 ~  1.4 X 10ue-^,6oo/«r ~

lOe-vm/RT (17)

or, F  io — F 9 = 2.8 kcal/mol, the increase in activation 
energy required for a CF3 radical to remove a methyl 
radical from TFA over that required for hydrogen ab­
straction. Further, at 547°, the ratio ks/k10 was found 
to be 1.8 by eq 17. This close agreement between the 
calculated and experimental values for the [CF3H ]/ 
[CF3CH3] ratio provides additional support to the 
argument that reaction 10 is the predominant source 
of CF3CH3.

It is of interest to note that the value of 2.8 kcal/mol 
for Eio — E» is identical with that found by McGee and 
Waring10 for the difference in activation energy between 
the removal of an ethyl radical from methyl ethyl 
ketone by a CF3 radical and the corresponding hydro­
gen-abstraction process. They reported an activation 
energy of 7.9 kcal/mol for the radical-removal reaction. 
For the present case, Sieger and Calvert2 gave Eq =
6.6 kcal/mol. Employing their value, the activation 
energy for the removal of a methyl radical from a ketone 
by a trifluoromethyl radical, Fio, becomes 9.4 kcal/mol. 
It follows, then, that the difference in activation energy 
for the removal of a methyl over an ethyl radical in 
ketones by a CF3 radical becomes ECh, — F oul =  1-5 
kcal/mol.

It can also be demonstrated under steady-state con­
ditions that

d[CF2CH2]/df =  fci2b[CF3][CH3] =  ks[ TFA] (18) 

This indicates that the Arrhenius constants for the

rate of decomposition of TFA and the rate of formation 
of CF2CH2 should be quite similar. The agreement 
between eq 3 and 6 is seen to be reasonably good.

If one compares the products from the uninhibited 
and propylene-inhibited decompositions of TFA (Table
V), the most significant differences are seen to be the 
marked decrease in CF3H and CF3CH3 and the increase 
in CH4 and CF3C H =C H 2. This suggests that propyl­
ene is effective in removing CF3 but not CH3 radicals. 
At lower temperatures (~350°) there is evidence10 that 
CF3 radicals add to the propylene to form primary and 
secondary free butyl radicals. These then abstract a 
hydrogen to form saturated butanes. Since no such 
butanes were detected in this investigation, it must be 
concluded that some other mechanism is operative.

A mechanism which could perhaps explain the ob­
served increase in CF3C H =C H 2 concentration may be 
written as

CF3 +  CH^=CHCH3 — > CF3CH2CHCH3 (19) 

CF3CH2CHCH3 — »  CF3CHCH2CH3 (20) 

CF3CHCH2CH3 — »  CF3C H =C H 2 +  CH3 (21)

Such a mechanism is, admittedly, purely speculative. 
It does, however, account for the formation of 1,1,1- 
trifluoropropylene and provide an additional source of 
methyl radicals for the production of methane. On 
the other hand, this mechanism does not successfully 
account for the unusuaiy low consumption, of propyl­
ene.

The mechanisms for the nitric oxide and PFP cata­
lyzed decomposition of TFA appear to be even more 
subtle than that of the propylene-inhibited process. 
Although the rates of the catalyzed decompositions are 
over 100% faster than that of TFA alone, the same 
products are observed in essentially the same amounts 
as in the uncatalyzed decomposition.
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Kinetic Investigation of the Radiation-Induced Isotopic 

Exchange between Iodobenzene and Iodine in Benzene

b y  R. Riess and H .  Elias
Lehrstuhl für Kernchemie, Technische Hochschule, Darmstadt, Germany (Received August 7, 1969)

The isotopic exchange between iodobenzene and radioactive elementary iodine induced by ionizing radiation 
(“ Co) has been investigated in benzene as a solvent. The kinetic measurements have been made at 30° in 
the absence and the presence of oxygen and at different dose rates. The following rate law has been derived 
both for aerated and oxygen-free solutions : R = (a[I2]‘A)/(l +  (HR]/[Phi]). No dose rate effect has been 
observed. The mechanism is discussed.

Introduction
Molecular halogens (especially iodine) are frequently 

used as radical scavengers by radiation chemists. It 
has been observed by several authors1-6 investigating 
the radiation chemistry of organic halides that in the 
presence of a radioactive halogen as radical scavenger, 
radioactive halide is formed. In the case of aliphatic 
halides, R -X , the following list of mechanistic steps, 
as given by various authors,1-6 explains this radiation-
induced isotopic exchange

Start R _ x  ^w-> R  • +  X - (1)

Secondary reactions

R- +  X 2 — *■ R -X  — X - (2)

X - +  R - X — ^ R - +  X 2 (3)
exch.

X - +  R -X  — >  R -X  +  X - (4)

Termination reactions

X - +  X - — * -X 2 (5)

R  ■ +  R  • — > R -R  (6)

r . +  X ------> R -X  (7)

If radioactive halogen, *X2, is present, reactions 2, 4, 
and 7 can contribute to the observed formation of 
labeled halide, R -*X . The rate of exchange is reduced 
considerably in the presence of oxygen,1-4 which is 
understandable on the basis of this radical mechanism 
and oxygen being a most powerful scavenger for organic 
radicals. If light is used instead of ionizing radia­
tion,7'8 the photochemical dissociation of X 2 has to be 
considered a start reaction in addition to (1)

X 2 2X- (8)

Only scarce information is found in the literature on the 
radiation-induced isotopic exchange between aromatic 
halides, A r-X , and the corresponding radioactive halo­
gen. Investigating the radiation chemistry of iodo-,

bromo-, and chlorobenzene in the presence of radio­
active halogen as scavenger, Choi and Willard9 ob­
served the same effect as found for aliphatic halides: 
during the irradiation radioactive halobenzene was 
formed. On the basis of the mechanistic interpretation 
given by Choi and Willard9 for the radiation chemistry 
of the halobenzenes it would appear that the observed 
isotopic exchange is mainly due to the following reac­
tions, which correspond to reactions 1 and 2 for aliphatic 
halides

A r - X — > A r - + X -  (9)

Ar- +  * X -X  —^  A r-*X  +  X - (10)

However, the observation of the G values for exchange 
in the system iodobenzene-*I2 not being reduced by 
atmospheric oxygen10 does not back this radical mecha­
nism. The rate of the photochemically induced iso­
topic exchange between o-iodoanisol and radioactive 
iodine is proportional to the square root of the iodine 
concentration.11 This result led Anbar and Rein to 
postulate the exchange step

Ar-I +  *1- — > Ar-*I +  1- (11)

Reaction 11 is suggested also by other authors12-14 to be

(1) R. C. Petry and R. H. Schuler, J. Amer. Chem. Soc., 7S, 3796 
(1953).
(2) R. H. Schuler and R. C. Schuler, ibid., 78, 3954 (1956).
(3) E. O. Hornig and J. E. Willard, ibid., 79, 2429 (1957).
(4) R. S. Hanrahan and J. E. Willard, ibid., 79, 2435 (1957).
(5) R. H. Luebbe and J. E. Willard, ibid., 81, 761 (1959).
(6) A. H. Young and J. E. Willard, J .  Phys. Chem., 66, 271 (1962).
(7) M. Gazith and R. M. Noyes, J. Amer. Chem. Soc., 77, 6091 
(1955).
(8) I. J. Gardner and R. M. Noyes, ibid., 83, 2409 (1961).
(9) S. U. Choi and J. E. Willard, J. Phys. Chem., 66, 1041 (1962).
(10) H. Elias, Radiochim. Acta, 6, 107 (1966).
(11) M. Anbar and R. Rein, Chem. Ind., 1524 (1963).
(12) R. K. Sharma and N. Kharash, Angew. Chem., 80, (2), 69 
(1968).
(13) B. Milligan, R. L. Bradow, J. E. Rose, H. E. Hubbert, and A. 
Roe, J. Amer. Chem. Soc., 84, 158 (1962).
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the main pathway for the photochemically induced 
isotopic exchange between aromatic halides and labeled 
halogen. The photolytic rupture of the carbon-halogen 
bond (according to reaction 9) followed by its re-forma­
tion (according to reaction 10) is assumed to contribute 
to the isotopic exchange only to a minor extent at low 
concentrations of halogen.15-17

There are no kinetic measurements available concern­
ing the radiation-induced isotopic exchange between aro­
matic halides and labeled halogen. We decided, there­
fore, to investigate the kinetics of the exchange between 
iodobenzene and labeled iodine in benzene as solvent, 
using the y radiation of a 60Co source. This investiga­
tion has practical aspects, because radiation-induced 
isotopic exchange reactions can be applied to labeling of 
aromatic halides.10’18'19

E x p e r i m e n t a l  S e c t i o n

Reagents. Iodobenzene (Schuchhardt, Munich) was 
distilled over Hg in an atmosphere of dry N2 at 60° and 
a pressure of 12 mm. The distillation was repeated 
until the product was colorless and free of impurities 
detectable by gas chromatography (7-m Carbowax 
20 M  column (5 wt %  on Chromosorb G) at 200°). 
Shortly before each run the distilled iodobenzene was 
finally purified by fractional sublimation in vacuo with 
a cooling finger (see Figure 1). Benzene (Aral AG, 
Essen) was purified by shaking with concentrated 
H2S04, washing with water and NaHC03 solution, par­
tial recrystallization with rejection of a 20% fraction of 
the unfrozen liquid, drying over CaCl2, and fraction­
ation over P 2O 5. Iodine (Merck, Darmstadt) was not 
further purified.

Sample Preparation. Samples with appropriate con­
centrations of iodine were obtained by dissolving 
weighed amounts of I2 in iodobenzene-benzene mixtures. 
These solutions were activated by shaking with 0.1- 
0.01 cc (about 30 pCi) of a carrier-free, aqueous solu­
tion of Na131I (Farbwerke Höchst, Frankfurt). After 
shaking, these solutions were dried with anhydrous 
Na2S04. Samples with [I2] <  1 X 10~3 M were ob­
tained by diluting solutions of higher iodine concentra­
tion. The oxygen-free samples were obtained by de­
gassing with the freeze-thaw-pumping technique.

Irradiation. A 12,000-Ci “ Co source (Gammacell 
220, Atomic Energy of Canada, Ltd.) was used for the 
irradiations (ferrous sulfate dosimetry). The glass 
tubes containing the samples were mounted repro- 
ducibly in the irradiation chamber which had a tem­
perature of 30°. Dose calculations were corrected 
for the difference in electron density between the dosim­
eter solution and the samples.

Analysis. The analytical procedure applied by 
Choi and Willard9 in their exchange studies (shaking of 
the irradiated sample with an aqueous solution of sul­
fite for iodine reduction and separation; counting of the 
organic phase) appeared to be unsatisfactory. This

K inetic Investigation of Isotopic Exchange

was shown by analyzing the irradiated samples of a 
given exchange run in three different ways: (1) reduc­
tion and separation of the iodine according to the 
procedure of Choi and Willard9 (as described above) 
and counting of the organic phase (benzene, iodoben­
zene, and organic radiolysis products) without further 
purification ; (2) analysis of the organic phase by prepar­
ative gas chromatography, trapping of the iodobenzene 
peak, and counting of the purified iodobenzene; (3) 
partial sublimation of the organic phase (as described 
below). The comparison revealed that methods 
(2) and (3) gave identical results (within the limits of 
error of ± 5 % ), whereas method (1) gave values for the 
fraction exchange which vere 1.5-3 times (depending on 
the dose) higher. This effect was obviously due to the 
iodine containing radiolysis products diiodobenzene and
4-iodobiphenyl9 not being separated from the iodo­
benzene by method (1). The sublimation proce­
dure (3) is as effective as the gas chromatographic 
separation (2) because the radiolysis products men­
tioned above are solids at room temperature which do 
not sublime upon partial sublimation of the organic 
phase. Method (3) is experimentally simpler than 
method (2); therefore, the analysis of the irradiated 
samples was carried out in the following way.

The irradiated samples were shaken with a few drops 
of a 0.1 M Na2S20 3 solution to reduce the iodine. The 
organic layer was separated, dried with anhydrous 
Na2S04, and transferred to the apparatus for sublima­
tion where it was cooled with liquid nitrogen (see 
Figure 1). After the apparatus had been evacuated to 
a pressure of 5-15 mir, the cooling finger was filled 
with liquid nitrogen. The sublimation started when 
the liquid nitrogen cooling the sample was removed; 
it was stopped (by aerating the apparatus) after approx­
imately 50% of the liqu d sample had been transferred 
to the cold finger. The crystals of iodobenzene and ben­
zene deposited on the cold finger were finally thawed 
and weighed. The 131I activity of the sublimate was 
measured in a well-type scintillation counter. The 
concentration of iodobenzene in the sublimated iodo­
benzene-benzene mixtum was determined with a uv 
spectrophotometer (Motel UY 137, Perkin-Elmer) at a 
wavelength of 277 mp.

Calculation of the Rate of Exchange, R. The equation 
given by McKay20 for the description of isotopic ex­
change reactions can be modified for the radiation-in-

(14) B. Miller and C. Walling J. Amer. Chem. Soc., 79, 4187 (1957).
(15) R. M. Noyes, ibid., 77, 2142 (1955).
(16) R. M. Noyes, J. Phys. Chem., 65, 763 (1961).
(17) J. F. Garst and R. S. Col«, Tetrahedron Lett., 19, 679 (1963).
(18) H. Elias, R. Riess, and K. Müller, Naturwissenschaften, 54, 
114 (1967).
(19) H. Elias, Proceedings ot the 2nd International Conference on 
Methods of Preparing and storing Labelled Molecules, Brussels, 
1966, EURATOM 3776 d.f.e., 881, 1968.
(20) See A. C. Wahl and N. A. Bonner, “ Radioactivity Applied to 
Chemistry,” John Wiley & Sons, Inc., New York N. Y., 951, p 7.
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Figure 1. Cooling finger for sublimation.

duced isotopic exchange between iodobenzene and 
iodine by introducing the radiation dose instead of time

log (1 — F) =
(2 [I2] +  [PhI])0.4343D 

2 [la] [Phi]
(12)

where R is the rate of exchange [mol l.-1 X (eV/g)-1]; 
D is the radiation dose (eV/g); F is the fraction ex­
change, and [I2] and [Phi] are concentrations (mol/ 
L). F is given by the ratio of the specific activity of 
iodobenzene, a(Phl), and its specific activity at ex­
change equilibrium, a(PhI)„, which can be calculated

a(PhI)œ =  a(I2)o 2 [E]
2 [I,] +  [Phi] (13)

where a(I2)0 is the specific activity of iodine before 
exchange.

According to eq 12, R can be determined from the 
slope of the curves obtained by plotting log (1 — F) as a 
function of the dose D. For most of the runs, these 
plots gave straight lines up to doses of approximately 
1 Mrad and, correspondingly, up to F values of 30-60%. 
In some cases (especially at low iodine concentrations 
like 5 X 10 ~4 mol/I. and in the absence of oxygen) the 
initially straight lines deviated from linearity with in­
creasing dose (due to the radiolytic formation of iodine 
on the one hand and of iodine containing compounds on 
the other hand). In these cases only the linear, i.e., the 
initial part of the exchange curves (corresponding to 
relatively small doses and relatively small F values up 
to approximately 20%) was used for the determination 
of the slope and of R, the rate of exchange, respectively.

R e s u l t s  a n d  D i s c u s s i o n

The rate law for the radiation-induced isotopic ex­
change between iodobenzene and iodine in benzene 
was derived on the basis of the rate of exchange, R, 
being measured at different concentrations of the ex­
change partners. The experiments were carried out

Figure 2. Rate of exchange R  as function of the concentration 
of iodobenzene. -O -O-, [I2] = 1 X 10-2 mol/1. (oxygen-free 
solutions); [I2] = 1 X 10-2 mol/1. (aerated solutions);

[I2] = 2 X 10~3 mol/1. (aerated solutions).

- - - - - - - - - - - - - - - - - - - - - »  l o g  [ I 2 ]

Figure 3. Rate of exchange R  as function of the concentration 
of iodine. -0 - 0 - ,  [Phi] = 5 X 10_1 mol/1- (oxygen-free 
solutions); [Phi] = 5 X lO-1 mol/1. (aeratedsolutions);
-A -A -, [Phi] =  5 X 10-3 mol/1. (aerated solutions);
[Phi] = 1 X 10-3 mol/1. (aerated solutions).

with oxygen-free solutions as well as with aerated solu­
tions. The results and reaction conditions are com­
piled in Table I.

Derivation of the Rate Law. To analyze the concentra­
tion dependence of R, log R was plotted as a function of 
log [Phi] (at constant concentration of I2) and as a func­
tion of log [I2] (at constant concentration of Phi). Fig­
ures 2 (runs V -VII) and 3 (runs I-IV ) show these plots 
for aerated and oxygen-free solutions. The fact that 
curves are obtained instead of straight lines proves that 
the rate law is not a simple exponential one of the form

R ~  [Phi]" [I2]re (14)

However, Figure 3 indicates that at relatively high 
concentrations of iodobenzene ([Phi] =  5 X 10 _1 mol/
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Table I :  Rate of Exchange U “-6 for the Radiation-Induced Isotopic Exchange in the System  
Iodobenzene-m I2-benzene as a Function of Concentration

Run
[Phi],

mol/l. 5 X 1 0 -* 1 x  10

i 5 X  IO“ 1 1 .3  ) 2 .2 (2 .3d) ’

il» 5 X  IO“ 1 2 .0 4 !
1.57«

3 .0
h i 5 X  10“ 3 1 .18 1 .54
IV 1 X  IO“ 3 0 .7 4 0 .7 4

III], mol/l.-

2.5 X 10-< 5  x  io-> 7.5 X IO"3 1 x  1 0 -«

3 . 2 ] 4 .6  I 5 .3  ) 5 .9  )
1.31« 1.12« [ 1 . 1 5 « [1.13«

4 . 2 J 5 . I 3 J 6 . 0 7 J 6.67J
1.71 1 .65 1 .40 —

0 .63 0 .3 9 0 .3 5 —

Run
(1,1,

mol/l. 1 X 10-* 5 X

V 2 X  IO“ 3 0 .6 5 1 .52
V I 1 X  1 0 "2 0.25] 1.24 '

VII« 1 X  1 0 " 2 0.34J
[ l .36«

1.43j

[Phi], mol/l.-

1 X 10-» 5 X IO '1 1 X 10-‘ 5 x  10-1

2 .0 3 2 .3 2 .5 5 3 .0 7
1.92] 3 . 3 4 ] 4.13] —

[l .2 4 * [ 1 . 5 2 « >1.45« —
2 .3 8  J 5 . 1 0 J 6.04J —

a R in mol l . -1 (e V /g )-1 X 1023. 6 Unless otherwise stated, the data refer to irradiations at 30° in presence of atmospheric oxygen 
and at a dose rate between 3.12 X 1019 and 3.36 X 1019 (eV /g ) hr-1 . « Oxygen-free solutions. d At a dose rate of 1.20 X 1019, 0.776 
X 1019, and 0.252 X 1019 (eV /g ) hr“ 1. « Ratio R (without air)//¡¡(with air).

1.) the dependence of log R on log [I2] is practically 
linear with a slope of approximately 0.5, which means 
that the relationship R ~  [I2]‘/! holds under these con­
ditions. By plotting the R values compiled in Table I 
as a function of various concentration parameters it was 
finally found that'the data can be represented by the 
relationship

i  +  / j [ W [ P h i ]

For the determination of a and d one could plot 
[I2 ] '/2/R against [I2 ] /  [Phi ]. This procedure would put 
all the points on a single plot. It was found, however, 
that in such a plot most of the points are concentrated 
in a rather narrow range of [I2]/[PhI], so that the slope 
of the curve is determined by only a few points at higher 
values of [I®]/[Phi]. Therefore, a and d were deter­
mined separately for each of the seven runs by using 
eq 16, a rearranged form of eq 15

I  =  1 ■ , fl P »]*
R a[I2]Vl a [Phi]

(16)

By plotting l/R against 1/ [Phi ], a results from the 
intercept on the ordinate axis at 1 / [Phi ] =• 0, whereas 
d can be evaluated from the slope of the straight line. 
The results as obtained by the least-squares method are

av = 5.90 X 10~22 (m ol/l.)Vl X  (e V /g )-1;
dv =  2.18

«vi =  6.29 X IO-22 (m ol/l.)v* X (eV /g)“ 1;

dyi =  2.30

own = 7.14 X 10-22 (m ol/l.)v ’ X  (eV /g)“ 1;
dvn =  1-99

Run V and run VI refer to exchange experiments in the 
presence of atmospheric oxygen; the agreement be­
tween av and avi and also between dv and dvi is good. 
The runs which were made at various concentrations 
of I2 with [Phi] = constant (runs I, II, III, and IV) 
can be used now for an ndependent determination of 
a from the slope of the straight line obtained by plot­
ting R( 1 +  j3 [I2]/[PhI[) against [I2].I/s This plot 
is based on eq 17

R( 1 + /3 [ I2]/[PhI]) = a[I2]V‘ (17)

With a mean of d =  2.24 (from dv and dvi; aerated 
solutions) and d =  1.99 (=  dvn; oxygen-free solu­
tions) one obtains

« i .iii,iv =  6.29 X 1C-22 (mol/l.) '/l X (eV /g)_I

an =  7.23 X 10-22 (m ol/l.)1/1 X (e V /g ) '1

By averaging the various a values one ends up with 
the following set of constants.
Aerated solutions

a =  6.16 X 10-22 (m ol/l.),/! X (e V /g )-1 

d = 2.24

Oxygen-free solutions (18)

a = 7.18 X 10-22 (m ol/l.)Vl X (eV /g )“ 1 

d = 1.99

These numbers have an error of about 5% ; they differ 
slightly from the preliminary results published pre­
viously.21 To prove the validity of eq 15 and the num­
bers derived for a and d. Figures 4 and 5 show a sum­
marizing plot of I? as a function of the right side of eq

(21) R. Rieas and H. Elias, Raciochim. Acta, 10, 110 (1968).
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Figure 4. Rate of exchange R as a function of the expression 
(a[I2] l/y i  +  /3[I2]/[PhI]); measurements in the presence of 
atmospheric oxygen.

Figure 5. Rate of exchange R as a function of the expression 
(ex [I2] 1/,2/ l  +  iSM /tPhl]); measurements in 
the absence of oxygen.

15 for all concentrations investigated. As one can see, 
the data are well represented by eq 15. There are only 
very few points which deviate from the straight line 
(slope =  1.0) by more than 10%.

One finds, therefore, that as wel- in the presence as in 
the absence of oxygen the results follow the same type 
of rate law. The only difference is a being about 17% 
greater and 0 being about 11% smaller for oxygen-free 
solutions. Equation 15 and the numbers given for 
a and 0 in (18) imply that for the ratio [PhI]/[I2] >  
200 the contribution of the denominator term [I2]/ 
[Phi] becomes negligibly small (< 1 % ). Under these 
conditions, i.e., in the presence of a large excess of Phi 
as compared to I2, eq 15 is reduced to eq 19, 
in which R is just proportional to the square root of 
the iodine concentration

R =  a[I2],/s (19)

This simple rate law is in agreement with the results of 
runs I and II ( [Phi]/[I2] >  50; see Figure 3) which give 
practically straight lines with a slope of 0.5 in the log 
Rvs. log [I2]plot.

Discussion of the Mechanism. If the mechanism of 
the radiation-induced isotopic exchange between iodo- 
benzene and labeled iodine is of the radical type, one 
would suggest the following sequence of reaction steps.

Phi — > Ph- +  I- (20)

Ph- +  I- — >  Phi (21)

Ph • +  I2 — >  Phi +  I • (22)

I - + I - — >1* (23)

Ph- +  Ph- — > Ph-Ph (24)

According to the scavenger experiments done by Fes­
senden and Schuler,22 oxygen and iodine are competitive 
scavengers for organic radicals. Therefore, in the pres­
ence of air, according to reaction 25

Ph • +  0 2 — >  Ph02 • (25)

oxygen would compete for phenyl radicals together 
with iodine according to reaction 22, which—in the 
presence of radioactive iodine—represents the exchange 
step. As a consequence, oxygen should reduce the rate 
of exchange. As can be seen from Table I (runs I /I I  
and V I/V II), there is a small rate-reducing effect of 
atmospheric oxygen being dissolved in the samples. 
If one assumes that iodine and oxygen are equally 
effective scavengers for phenyl radicals and that 
[02]dissoiv K 3 X  10~4 mol/1. (estimated), then, at [I2] 
=  5 X 10-4 and 1 X 10~3 mol/1. one would expect rate 
ratios /¿(without 0 2)/l?(with 0 2) of 1.6 and 1.3, 
respectively. The actually observed values, 1.57 and 
1.36, respectively, are in good agreement (see Table I; 
runs I /II ). On the basis of the results obtained by 
Fessenden and Schuler,22 the rate-reducing effect of 
oxygen should decrease and finally become negligible 
with increasing iodine concentration. The results 
of run I /I I  (Table I) indicate this trend. However, 
at [I2] =  2.5 X 10-3, 5 X  10-3, 7.5 X 10~3, and 1 X 
10~2 mol/1. one observes the rate ratios 1.31, 1.12, 1.15, 
and 1.13 instead of 1.12, 1.06, 1.04, and 1.03, as to be 
expected. So, at higher iodine concentration the oxy­
gen effect is stronger than it should be. Even more 
inconsistent with the picture of radical scavenging by 
oxygen are the results of run V I/V III (Table I). At 
[I2] = 1 X 10-2 mol/1. and [O2]dissoiv «  3 X  1Q~4 
mol/1., one would expect a rate ratio of 1.03 and ob­
serves clearly higher values with a mean of 1.35. It 
follows, therefore, that the results as discussed on the 
basis of an entirely radical mechanism according to 
reactions 20-25 are not unambiguous. On the one

(22) R. W. Fessenden and R. H. Schuler, J. Amer. Chem. Soc., 79, 
273 (1957).
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hand, the results do not follow strictly the conse­
quences of the suggested radical mechanism with respect 
to the role of oxygen as scavenger; on the other hand, 
it cannot be ruled out definitely that there is some con­
tribution of such radical processes.

According to the observed rate law (see eq 15) the 
rate of exchange is proportional to the square root of the 
iodine concentration. It has been shown by Hamill, 
et aL,28'24 and by Noyes15 that the competition of a 
strong radical scavenger like I2 with geminate recom­
bination reactions like (21) can lead to a square-root de­
pendence for the scavenger. Therefore, the denomina­
tor of the observed rate law could be in agreement with 
the radical mechanism described by reactions 20-25. 
It is hard to see, however, how this radical mechanism 
should lead to the observed denominator term (1 — 
P[E ]/ [Phi]) (see eq 15). This term obviously describes 
the competition of iodine molecules and iodobenzene 
molecules for some relevant species which the radical 
mechanism does not account for.

For the photochemical exchange between o-iodoanisol 
and labeled iodine Anbar and Rein11 suggested as a rate 
determining step

Phi +  *1- — ► Ph-*I +  I- (26)

If the concentration of iodine atoms is given by a 
dissociation equilibrium according to

1 , ^ 2 1 -  (27)

the resulting rate law has the form

R ~  [Phi] [I2]Vl (28)

However, there are several arguments against this
mechanism being responsible for the radiation-induced 
isotopic exchange between iodobenzene and iodine. 
One of these arguments is the observation25 that the 
rate constant for exchange reaction 26 is very low. 
Another argument can be derived from photochemical 
studies.26 If a solution of iodobenzene and labeled 
iodine in benzene is exposed to a certain number of light 
quanta from the visible part of a high-pressure mercury 
lamp spectrum, the degree of isotopic exchange taking 
place is very small. However, if the same solution is 
irradiated under identical conditions with the same 
number of quanta from the uv part of the mercury lamp 
spectrum, the degree of exchange is about 8 times 
higher as compared to the irradiation with visible 
light. This experiment demonstrates that iodobenzene 
in the ground state plus iodine atoms (as produced by 
visible light) causes only a slow exchange, whereas 
excited iodobenzene (as produced by uv light) plus 
iodine atoms exchanges much faster. Very similar 
results have been published by Macrae and Shaw.27

If excited iodobenzene molecules cause the radiation- 
induced isotopic exchange according to eq 26, one has to 
consider the question of how they are produced. It 
appears reasonable to assume that excited iodobenzene

is formed by energy transfer from excited benzene28 be­
cause the solvent benzene is the major constituent in 
the solutions irradiated 'the percentage by weight of 
iodobenzene in the solutions irradiated was 11% for the 
maximum concentration of [Phi] = 5 X 10-1 mol/1. 
and less for all other solutions). Taking into account 
that there can be energy transfer from excited benzene 
not only to iodobenzene 1 ut also to iodine and oxygen, 
one could suggest the following set of reactions as a 
mechanism for the obsert ed radiation-induced isotopic
exchange

Excitation
I

CfiH. Cfjle* (29)

tT = dose rate; = excited state)
ki

Energy transfer Cf,H6 *  +  Phi — > C6H6 +  Phi * (30)

C6H6*  +  I, - X  C6H6 +  I ,* (31)

C6H6*  +  o2 - X  c6h 6 +  02* (32)

Equilibrium
hi

I2^ 2  I-
k -4 (33)

Exchange step Phi *  +  *1 • ~ v Ph-*I *  +  I •
ks

(*I = radioactive iodine)

(34)

Deexcitation C6H6* - ^ C 6H6 (35)

P h i*  Phi (36)

The concentration of radioactive iodine is extremely 
small as compared to inactive iodine. Therefore, the 
equilibrium concentration of inactive and radioactive 
iodine atoms, respectively is 1

[!'1 = (È X [la]) A= Rl/1 X ll2]V2 (3?)
[*!•] =  K'h X  [I -* I]/[I2],/s (38)

Stationary-state treatment of the concentration of 
C6H6*  molecules gives (I = dose rate in (eV/g) sec-1; 
d = density of the solution in g /cc; G =  number of the 
C6H6*  molecules per 100 eV; V L =  Loschmidt num­
ber)

d[C6H6
di

0  =  -  [CeHe+KMPhI] +

k i  [I2 ] +  7̂3 [O2 ] +  k$) (39)

(23) J. C. Roy, R. R. Williams, Jr., and W. H. Hamill, J. Amer. 
Chem. Soc., 76, 3274 (1954).
(24) H. A. Gillis, R. R. Williams, Jr., and W. H. Hamill, ibid., 83, 
17 (1961).
(25) R. M. Noyes, private communication.
(26) R. Riess and H. Elias, unpublished data.
(27) J. F. C. Macrae and P. F D. Shaw, J. Inorg. Nucl. Chem., 24, 
1327 (1962).
(28) W. G. Burns, R. B. Cundall, P. A. Griffiths, and W. R. Marsh, 
Trans. Faraday Soc., 64, 129 (1368).
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With the abbreviation a = lOGId/Nj, one obtains

[C6H6*] =  a/(k i[PhI] +  k2[h] +  fa(02] +  fa) (40)

The stationary-state concentrations of Phi *  and 
Ph*I *, respectively, can be determined from eq 41

d[PhI_] =  Q = fcl[C6H64][PhI] -  fc7[PhI*] (41)

[Phi*] = ^ [ C 6H6*][PhI] (42)
fa

[Ph*I*] =  [Phi*] [Ph*I]/[PhI] (43)

The rate of formation of radioactive Phi molecules, 
Ph*I, is given by the rate of formation of excited radio­
active Phi molecules, Ph*I*, according to reaction 34

d[Ph*I] =  d[Pf t ]  = JfciOPhl*] [*I-] -  at at
[Ph*I *][!• ]) (44)

Introducing eq 37, 38, 42, and 43 in eq 44 one obtains 
(s =  specific activity =  concentration of radioactive 
species/concentration of inactive species)

d[Ph*I]
d t

fafaKl/l
ki

[I2]1/s[C6H6*][PhI] (Sl! -  Sphi)

(45)

Therefore, the rate of exchange, 72, is 20

R = k}k̂  [I2]'A[CeH6*][PhI] (46)

The introduction of eq 40 and rearrangement gives

faK^GId-1 0  [I2]Vl /  mol \
faNL fa[fa] +  fc3[02] +  fa \I. sec/

+  hi [Phi ]
(47)

R is determined in units of mol l.-1 (eV /g)-1 from the 
slope of the curves obtained by plotting log (1 — F) 
as a function of the dose D ( —It) (see Experimental 
Section). Using the abbreviation

h K l/,Gd-10
k,Nj.

(48)

eq 47 can be rewritten, .therefore

a [I2]Vl (  mol \ 
1 +  ß [Ii]/[Phi] \l. eV /g j

(49)

In the presence of oxygen, ß represents the expression

ß  — — A . IQ2] I 1 
fa  +  fa [I2] +  h  [I2]

whereas in the absence of oxygen one obtains

= fa fa 1 
P fa +  h  [I,]

(50)

(51)

It turns out, therefore, that /3 is actually not a constant 
but a parameter depending on the concentration of 
oxygen and iodine. In agreement with eq 50 as com­
pared to eq 51 the observed value for /3 is higher for 
aerated solutions than for oxygen-free solutions. The 
small difference of only 11% indicates, however, that 
the contribution of the term fa/fa ■ [02]/(I2) (and as well 
of the term fa/fa ■ 1 / [I2]) to /3 is small, so that /3 «  fa/fa =  
constant. The rate law 49 as derived from the mecha­
nism described by reactions 29-36 would fit the experi­
mental data. It is obvious, however, that the rate­
determining step 34 consisting in the collision of excited 
iodobenzene molecules with iodine atoms is open to 
discussion. With the assumptions that fa ~  10101./mol 
sec and that the mean lifetime of excited iodobenzene 
molecules is approximately 10~6 sec, one can calculate 
from the observed rate that in a solution with an iodine 
concentration of 2.5 X 10-3 mol/]., the equilibrium 
concentration of iodine atoms should be 0.69 X 10~4 
mol/1. This would mean that during the irradiation 
approximately 1% of the iodine molecules should be 
dissociated into iodine atoms. For a 2.5 X 10“ 3 M 
solution of iodine, one can estimate a thermal equilib­
rium concentration for iodine atoms of approximately 
10-13 mol/1.29'30 One has to conclude that processes 
other than thermal dissociation lead to the formation 
of iodine atoms.

It is possible, of course, to assume that the forward 
reaction of equilibrium 33 is not thermal but radiation 
induced in the sense that excited iodine molecules, I2 *, 
dissociate

I2* — *■ 2 I- (52)

Since fa' »  fa, the steady-state concentration of iodine 
atoms would be increased as compared to the thermal 
case. This assumption would imply, however, that 
the rate of exchange, R, is proportional to the square 
root of the dose rate I, i.e., a dose rate effect should 
be observed.

To check this, the rate of exchange, R, in units of 
(m ol/1.)(eV /g)-1 was determined at four different 
dose rates I  (I =  3.31 X 1019, 1.20 X 1019, 0.77 X 1019, 
0.252 X 1019 (eV/g) hr-1) under constant conditions of 
concentration ([Phi] = 5 X 10_1 and [I2] = 1 X 10~3 
mol/1.). As can be seen from Table I, R =  2.2 X 10-23 
for the highest dose rate and 72 = 2.3 X 10~23 for the 
other dose rates. This means that a variation of the 
dose rates by a factor of 13 does not reveal a dose rate 
effect. It follows from these results, therefore, that 
the suggested mechanism with reaction 34 as rate-deter­
mining step does leave an open question with respect to 
the mechanistic interpretation of how the relatively

(29) J. E. Mayer and M. G. Mayer, “ Statistical Mechanics,” John 
Wiley & Sons, New York, N. Y., 1950, p 216.
(30) J. Zimmermann and R. M. Noyes, J. Chem. Phys., 18, 658 
(1950).
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high concentration of iodine atoms participating in this 
reaction is formed. Another point is that the reaction 
scheme 29-36 cannot explain the fact that «(oxygen- 
free solution) >  «(aerated solution) (one can see 
from eq 50 that the concentration of oxygen enters only 
the expression for /3). As indicated above, this could

possibly arise from a small contribution of the radical 
mechanism (see reactions 20-25) to the exchange.
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The 2537-Â  Photochemistry of Azido-Ammine Complexes of Cobalt (III) in 

Aqueous Solution: Products, Stoichiometry, and Quantum Yields1
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The principal products of the 2527-A irradiation of Co(NHs)5N32+ are Co2+, N2, and probably Co(NH3)4- 
OH2N32+. The yields of Co2+ and N2 have been determined directly under a variety of conditions and exhibit 
a peculiar dependence on the intensity of absorbed radiation. This dependence of product yields on 7» as well 
as the spectral features of irradiated solutions imply the formation and subsequent photolysis of a different 
azido-ammine complex of cobalt(III). The source of product N2 has been shown to be coordinated azide and 
experiments with Co(16NH3)6N32+ show that Co(NH3)6OH23+ cannot be an important product of photolysis. 
Co(NH3)40H2N32+ exhibits kinetic behavior very similar to that of Co(NH3)5N32+. The photochemistry of 
Co(tetraen)N32+, cts-Co(NH3)4(N3)2+, and <rans-Co(NH3)4(N3)2+ appears to be much more straightforward and 
may not involve photolabilization of an ammine ligand.

I n t r o d u c t i o n

Although there have been several investigations of 
the photochemistry of cobalt(III) complexes, there is 
still some dispute about the specific role of the excited 
states which are generated on absorption of radiation.3 
Some of the ambiguity concerning the photochemical 
mechanism arises from a lack of accurate detailed 
information regarding the over-all products and the 
over-all reaction stoichiometry of the photoprocess. 
The identification of all the final products of reaction 
and the determination of product yields are complicated 
by the fact that three experimentally distinguishable 
reaction paths are possible in the photochemistry of 
simple cobalt(III) complexes.4
(I) Photolabilization of weakest ligand bond6

Co(NH3)5X2+ +  hv +  H20  — Co(NH3)6OH23+ +  x -

(II) Photolabilization of the strongest ligand bond6 7

Co(NH3)5X2+ +  hv +  H30 +  — >
Co(NH3)4OH2X 2+ +  n h 4+

(III) Photoreduction6

Co(NH3)8X 2+ +  hv +  5H+ — Co2+ +  5NH4+ +  X -

The photolabilization processes I and II are often 
difficult to establish experimentally since (1) the chemi­
cal and physical propenies of any Co(NH3)4OH2X 2+ 
formed are often so similar to the properties of the 
original Co(NH3)5X 2+ complex as to make in situ 
spectral analyses ambiguous and separations diffi­
cult; and (2) X "  is frequently formed from subsequent

(1) This research was supported by the National Science Foundation 
under Grant GP 7048. The irass spectrometer used was purchased 
from funds provided by the National Science Foundation under 
Equipment Grant GP 5561.
(2) Participant, National Science Foundation Undergraduate Re­
search Participation Program Summer 1966 and the 1966-1967 
academic year.
(3) (a) For recent reviews see E. L. Wehry, Quart. Rev. (London), 21 
213 (1967); (b) V. Balzani, L. Moggi, F. Scandola, and V. Carassiti, 
Inorg. Chem. Acta Rev., 1, 7 (1967); (c) A. W. Adamson, Coord. Chem. 
Rev., 3, 169 (1968); (d) V. Balzani, L. Moggi, and V. Carassiti, Ber. 
Bunsenges. Phys. Chem., 72, 238 (1968); (e) L. Moggi, V. Balzani, 
and V. Carassiti, ibid., 293 (1968); (f) D. Valentine, Jr., Advan. 
Photochem., 6, 123 (1968).
(4) For simplicity we confine tne present discussion to pentaammine 
complexes containing simple tnidentate ligands X  (e.g., Cl- , N i- , 
NH», OH2, etc.).
(5) A. W. Adamson, Discussior s Faraday Soc., 29, 163 (1960).
(6) L. Moggi, N. Sabbatini, and V. Balzani, Gazz. Chim. Itdl., 97, 980
(1967) .
(7) J. F. Endicott and M. Z. Hoffman, J. Amer. Chem. Soc., 90, 4740
(1968) .
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reaction of X - 8,8 (from III) as well as from thermal 
aquation. The stoichiometry of photoreduction reac­
tions may be complicated by radical reactions, some of 
which may involve the cobalt(III) substrate.9'10 Fi­
nally, the determination of the stoichiometry of photo­
reduction may be difficult if the products of ligand oxi­
dation are gases8 8 (e.g., N2) and are many oxidation- 
reduction equivalents removed from the radical ini­
tially generated from the ligand (e.g., NH3) .n

Information obtained from reaction stoichiometries 
is essential to any mechanistic discussion. However, 
the critical test of mechanism is provided by a kinetic 
analysis of the photochemical reaction. Two kinds 
of kinetic information have proved to be particularly 
useful: the form of the rate law for product formation 
(i.e., the dependence of product yield on the intensity 
of absorbed radiation) and the direct or indirect detec­
tion of transient reaction intermediates. It is signifi­
cant that some photolyses of cobalt(III) complexes 
do not have first-order light intensity dependencies311'8'12 
and that some transient species have been detected in 
flash photolysis studies of Co(NH3)6X 2+ complexes.13-15

At present there is much evidence that the radical 
pair model proposed by Adamson,8 for the photochemis­
try of cobalt (III) is itself not sufficient to account for 
all of the relevant photochemistry.315'8'16 On the other 
hand, the present paucity of reliable information about 
reaction stoichiometries, product yields, or photokinetic 
behavior do not permit a definitive general examination 
of any of the proposed models of the photochemistry of 
cobalt (III).

In this paper we report the results of our investiga­
tions of the 2537-A photochemistry of Co(NH3)8N82+. 
The first reported studies of the photochemistry of this 
compound indicated a classically simple photooxida­
tion-reduction behavior6'17

Co(NH3)5N32 + +  hv +  5H+ — >
Co2+ +  5NH4+ +  1.5N2 (1)

These early studies provide only limited information 
about yields of nitrogen, do not make very critical 
evaluation of the extent of the photolabilization paths, 
and provide no kinetic information. They also re­
port5'11'18-20 the generation of some reactive radical 
(presumably N3-) during photolysis. Our original 
interest in reexamining the photochemistry of Co (NH3)6- 
N32+ was to investigate the possibility of scavenging the 
[(H3N)5Co- -N3] radical pairs chemically in much the 
same way as chemical scavengers have been used to 
characterize the solvated electron products in the ir­
radiation of I - .21-22 These scavenging studies will be 
reported separately23 since at the present time they 
do not bear directly on the photochemistry of Co(NH3)5- 
N32+.

The 2537-A photochemistry of Co(NH3)6N32+, pro­
duced by absorption in a predominantly N3-  —► Co(III)

1022

charge-transfer band,24-26 has proved to be very com­
plex.7 In the present paper we report stoichiometric 
and photokinetic studies which have led to the identi­
fication and estimates of yields of the principal reaction 
products. Some comparative studies of other azido- 
ammine complexes of cobalt(III) are also reported.

Experimental Section
Preparation of Reagents. [Co(NH3)6N3]C12 was pre­

pared by direct air oxidation of CoCl2 • 6H20  in ammoni­
acal solution containing an excess of sodium azide.17a 
cis- and ¿ra7is-[Co(NH3)4(N3)2]C104 were prepared from 
[Co(NH3)4(OH2)2](C104)3 in excess NaN3.26 These 
complexes were recrystallized in the dark by the mixing 
of saturated aqueous solutions of the respective pre­
parative mixtures with about 2 M NaC104.

The equilibrium mixture of cis- and ¿rans-Co(NH3)4- 
OH2N32+ was generated in solution by the acidification 
of solutions of either cis- or irans-Co(NH3)4(N3)2+.27 
We were not successful in attempts to separate or crys­
tallize the Co(NH3)4OH2N32+ complexes.

The procedures described by House and Garner were 
used to prepare [Co(tetraen)N3](C104)2 from /3-[Co- 
(tetraen)Br](C104)2.28 Although the /3-[Co(tetraen)-

(8) J. F. Endicott and M. Z. Hoffman, J. Amer. Chem. Soc., 87, 3348
(1965) .
(9) T. B. Copestake and N. Uri, Proc. Roy. Soc. (London), A228, 252 
(1955).
(10) A. Haim and H. Taube, J. Amer. Chem. Soc., 85, 499 (1963).
(11) R. G. Hughes, J. F. Endicott, and M. Z. Hoffman, Chem. 
Commun., 195 (1969).
(12) The experimental evidence with regard to Co(NH3)sI2 + appears 
to be incorrectly represented in a recent review.3/
(13) S. A. Penkett and A. W. Adamson, J. Amer. Chem. Soc., 87, 
2514 (1965).
(14) G. Caspari, J. F. Endicott, and M. Z. Hoffman, submitted for 
publication.
(15) The species which have actually been observed are apparently 
X 2-  radical anions.14
(16) A. W. Adamson, W. L. Waltz, E. Zinato, D. W. Watts, P. D. 
Fleischauer, and R. D. Lindholm, Chem. Rev., 68, 541 (1968).
(17) (a) M. Linhard and H. Flygare, Z. Anorg. Allg. Chem., 262, 328 
(1950) ; (b) M. Linhard and M. Weigel, ibid., 267, 121 (1951).
(18) Attempts at the direct detection of these radical species have 
so far failed,13 no doubt owing to the relatively low molar absorp­
tivity of N3-19,!0 and the very high molar absorptivity of the cobalt-
(III) substrate. The lack of an easily observable transient when 
Co(NH3)6N3! + is flashed has been verified in this laboratory (G. 
Caspari, unpublished observations) and is not accurately represented 
in a recent review article.^
(19) F. Barat, B. Hickel, and J. Sutton, Chem. Commun., 125 (1969).
(20) A. Treinin and E. Hayon, J. Chem. Phys., 50, 538 (1969).
(21) G. Stein, “The Solvated Electron,” Advances in Chemistry 
Series, No. 50, American Chemical Society, Washington, D. C., 1965, 
p 230.
(22) J. F. Endicott and M. Z. Hoffman, J. Phys. Chem., 70, 3389
(1966) .
(23) J. F. Endicott, M. Z. Hoffman, L. S. Beres, and R. W. McQuigg, 
manuscript in preparation.
(24) M. Linhard, H. Siebert, and M. Weigel, Z. Anorg. Allg. Chem., 
278, 287 (1955).
(25) I. Burak and A. Treinin, J. Chem. Phys., 39,189 (1963).
(26) M. Linhard, M. Weigel, and H. Flygare, Z. Anorg. Allg. Chem., 
263,233 (1950).
(27) A. Haim, J. Amer. Chem. Soc., 86, 2352 (1964).
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Br](CK)4)2 complex seemed to be reasonably pure, we 
obtained from different crystallization fractions two 
slightly different (in solubility and visible-ultraviolet 
spectra) samples of [Co(tetraen)N3](C104)2. The more 
slowly crystallizing fraction represented about 80% 
of the product, and we worked mostly with this ma­
terial (Xmax 308 nm, emax 9.6 X 103 M -1 cm-1).

A sample of 95 atom %  16N NH4C1 was obtained 
from Bio-Rad Laboratories. Aliquots of this material 
were diluted (by weight) with normal NH4C1 to prepare 
labeled [Co(*NH3)6N3]Cl2 and labeled solutions of 
*NH4C1.

All complexes were recrystallized at least one and 
generally two or three times before use. Absorption 
spectra of complexes agreed to within a few per cent 
with literature values. The purity of complexes was 
also assessed by comparing the yield of Co2 + after 
complete photolysis to the theoretical amount of co­
balt in the weighed aliquot of complex.29 Theoretical 
and experimental cobalt yields always agreed to within 
2%.

With the exceptions noted, reagent grade chemicals 
were used without further purification. All solutions 
were made using triply distilled and/or deionized water.

Analytical Procedures. Co2+ was analyzed by the 
thiocyanate extraction method22,30 or the hydrochloric 
acid method.8 For purposes of obtaining a calibration 
curve for cobalt analysis, a stock solution of Co2+ was 
standardized by titrating the acid eluted when an aliquot 
of stock solution was passed through an acidic cation- 
exchange resin.

Ammonia was determined by the indophenol 
method.31 This method is very sensitive to the pH of 
the solution and was calibrated with reference to stan­
dard solutions of NH4CI, which contained NH4+ in the 
concentration range produced from photolysis, were 0.1 
M in HCIO4, and were subjected to precisely the same 
experimental procedure as aliquots of the photolyzed 
solutions. Stock solutions of Co(N'H3)6N32+ did not 
contain detectable amounts of NH4+, and the complex 
did not interfere with the analysis.

Gaseous products of reaction were detected and deter­
mined quantitatively from photolyses performed in 
vacuo. The system to be photolyzed was purged of air 
and dissolved gases on a vacuum fine. The solution 
was stirred magnetically before, during, and after 
photolysis. Any product gases resulting from the pho­
tolysis were quantitatively transferred through a cold 
trap to remove water vapor and collected for mass spec­
trometry (Nuclide Model RMS-60-6) or quantitative 
gas chromatography (F & M Model 810) using Linde 
5A molecular sieve with thermal conductivity detec­
tion. Calibration curves for the chromatograph were 
obtained by injecting known quantities of various 
gases and recording the integrated area under the peaks. 
Replicate samples agreed within less than 5%.

The presence of the following possible oxidized species 
was investigated by a number of qualitative tests: 
N3- ,32 H20 2,33 NH2OH,34a and N2H4.36 The test for 
NH2OH was also performed using the method3415 in 
which 1 ml of a 0.2 M THAM buffer solution, 1 ml 
of a 2 N Na2C 03 solution, and 1 ml of 1% 8-hydroxy- 
quinoline are mixed wit a the sample. The green color 
which appears when NH2OH is present can be monitored 
at 700 nm. Since Cc2+ interferes with this test, 
Co(SCN)2 was extracted into methyl isobutyl ketone be­
fore the NH2OH was determined (we found that the pres­
ence of NCS-  does not interfere with this test). In 
addition, the iodate method36 was used to test for N2H4 
and NH2OH. The limits of detectability of the latter 
two methods were determined using dilute solutions of 
reagent N2H4 or NH2OH.

In a few cases the reaction products were separated 
using cation ion-exchange resins (Dowex 50W-X12, 
100-200 mesh) either in the magnesium or the lan­
thanum forms. We also attempted an in situ polaro- 
graphic analysis of partially photolyzed Co(NH3)5- 
N32+ using a Chemtrix Model SSP-2 polarograph. 
This attempt did not provide any useful information 
since the broad irreversib e reduction waves of Co(NH3)5- 
N32+, Co(NHs)4OH2N£2+, and HN3 all occurred at 
about the same potential

Spectrophotometric analyses of photolyzed solutions, 
reagents, and various separated products were accom­
plished using a Cary 14, Unicam SP800, or Beckman 
DU spectrophotometer.

Photolysis Apparatus. In these studies three differ­
ent photolysis units were used. One of them, with 
very high incident lighi intensity (70 — 6.6 X 10-3 
einstein l.-1 min-1) has been described previously.8 
The other two units consisted of an Ultra-violet Prod­
ucts low-pressure mercury immersion lamp separated 
from the photolysis solution by at least one quartz 
jacket and an air space (see Figure 1). One of these 
systems was designed with two coaxial quartz tubes 
(separated by about 1 cm) to permit the use. of filter 
solutions, resulting in about a tenfold decrease in the 
effective path length. The use of the chemical filter

(28) (a) D. A. House and C. S Garner, Inorg. Chern., 5, 2097 (1966); 
(b) D. A. House and C. S. Garner, J. Amer. Chem. Soc., 89, 727
(1967).
(29) R. G. Hughes, J. F. Endicott, M. Z. Hoffman, and D. A. House, 
J. Chem. Educ., 48, 440 (1969).
(30) D. Katakis and A. O. Allen, J. Phys. Chem., 68, 1359 (1964).
(31) W. Bolleter, C. Bushman and P. Tidwell, Anal. Chem., 33, 592 
(1961).
(32) F. Feigl, “Spot Tests in Inorganic Analysis,” Elsevier Publish­
ing Co., Amsterdam, 1958, p 286.
(33) C. J. Hochanadel, J. Phye. Chem., 56, 587 (1952).
(34) (a) G. Endres, Ann., 518, 109 (1945); (b) H. Omura, Y. Osa- 
jima, S. Hatano, F. Yoshiha-a, K. Watanabe, and K. Yamafuji, 
Daigaku Gakugei Zasshi, 20, 179 (1963).
(35) G. W. Watts and J. P. Chrisp, Anal. Chem., 24, 2066 (1952).
(36) I. M. Kolthoff and R. Belcher, “ Volumetric Analysis,” Vol. Ill, 
Interscience, New York, N. Y. 1957.
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Figure 1. Photolysis unit; I 0 =  5.5 X 10 4 
einstein I.-1 min"1.

(C0SO4-MSO4 and K I)37 permits isolation of a rela­
tively pure 2537-A line and virtually eliminates any 
possibility of significant irradiation with lower energy 
radiation. The maximum intensity of radiation in the 
apparatus with the filter solutions was found to be 
about 8 X 10-6 einstein l.-1 min-1 and in the system 
containing no filter solution about 5.5 X 10-4 einstein 
l.-1 min-1.

Adinometry. Each photochemical apparatus was 
calibrated with a standard chemical actinometer, 
either uranyl oxalate38 or potassium ferrioxalate.39 
For each apparatus a calibration curve of the variation 
of 7a with the absorbance of the solution was prepared 
as described in detail previously.8 Quantum yields 
were calculated by dividing the rate of product for­
mation by the / a value of the solution of known absor­
bance. Because the photolysis of Co(NH3)6N32+ 
exhibited kinetic irregularities, we periodically checked 
each apparatus and the particular experimental pro­
cedures by measuring the yield of Co2 + from photolyzed 
solutions of Co(NH3)6C12+. We have determined40 
that for Co(NH3)6C12+ in 0.1 M  H C IO 4 at 25°, <t>Co>+ = 
0.17, independent of 7a (for 2.0 X 10-6 <  7a <  6.6 X 
10-3 einstein l.-1 min-1). The 2537-A photochemistry 
of Co(NH3)6C12+ has always been found to be kineti- 
cally straightforward as is illustrated by two specific 
examples in Figure 2. The behavior of Co(NH3)6N32+ 
is shown for comparison.

J. F. E n d ic o t t , M. Z. H o f f m a n , a n d  L. S. B e r e s

Figure 2. Comparison of photokinetic behavior of 
Co(NH3)6N32+ and Co(NH3)5C12+: [Co(NH3)5N32+] ^  1.8 X 
10-2 M ,  + ;  [Co(NH3)6C12+] 4.5 X 10“ 4 M ,  •. Their
initial absorbancies at 254 nm are nearly the same (~1.3) 
and the initial values of <f>Co,+ are nearly the same (0.17).
Simple kinetic behavior is exhibited for Co(NH3)5C12+ at all 
concentrations in the range 10-4 to 10-2 M ;  kinetic data for 
[Co(NH3)6C12+] = 10-3 M  are included for comparison, O.

Procedure. Solutions were thermostated at 25° in 
the photolysis cell before (and generally during) irradia­
tion. Aliquots of the photolysis mixture were removed 
after timed periods of irradiation by means of a syringe 
equipped with a Teflon needle. Solutions were stirred 
magnetically during photolysis and (except when 
otherwise specifically indicated) scrubbed8 nitrogen 
was passed through solutions continually during photol­
ysis. For each kinetic determination of 0co»+i the 
yield of Co2+ was plotted as a function of time (Figure 
2), and the initial rate was compared to the 7a value of 
an actinometer solution of the same absorbance.8 
There are some experimental difficulties which can 
arise with this technique when the immersion-type 
lamps are used. First of all, the lamp output varies 
with temperature and erroneous results can be obtained 
if a cold lamp is used for short irradiation periods. In 
our work this problem has been avoided by warming

(37) J. G. Calvert and J. N. Pitts, Jr., “ Photochemistry,”  John 
Wiley & Sons, Inc., New York, N. Y., 1967, p 729.
(38) W. A. Noyes, Jr., and P. A. Leighton, “The Photochemistry of 
Gases,” Reinhold Publishing Corp., New York, N. Y., 1941.
(39) C. A. Parker and G. C. Hatchard, Proc. Roy. Soc. (London), 
A 2 3 S , 518 (1956).
(40) J. F. Endicott and M. Z. Hoffman, unpublished observations.

The Journal o f  Physical Chemistry



Photochemistry op Azido-A mmine Complexes of Cobalt(III) 1025

up the lamp for 15-30 min before the beginning of each 
kinetic run. The second problem arises because there 
is some 0 2 in the air space between the quartz jacket 
and the photolysis lamp (Figure 1). During the first 
2 min that the lamp is on there is an apparent buildup 
to a photostationary state of 0 3 which acts as a filter 
to reduce the effective value of 70. This effect is elim­
inated by allowing the jacketed lamp to run for several 
minutes before the start of an actual experiment. 
Provided that the above precautions are observed, we 
have found that for kinetically well-behaved systems 
(<e.g., standard actinometers, Co(NH3)6C12+, etc.), prod­
uct yields are not detectably dependent on exposure 
time (at constant 7a) for periods as short as 10 sec or as 
long as 1 hr.

Results
Photolysis Products. In agreement with the previous 

reports on the photochemistry of Co(NH3)6N32+, we 
find that Co2+ and N2 are the major final products of 
reaction. We have also found that the ultraviolet 
absorbance of irradiated solutions cannot be accounted 
for on the basis of mixtures of Co(NH3)5N32+, Co2+, and 
NH4+ in HCIO4. There is no noticeable shift in the 
near-ultraviolet absorbance maximum of Co(NH3)6N32 + 
(Amax 301 nm) ; rather this change in ultraviolet absor­
bance is most noticeably manifested as a shift to longer 
wavelengths of the ultraviolet absorbance minimum 
(A -~250 nm) as exposure time is increased.* 41 In this 
section we report our attempts to isolate and character­
ize this new absorbing species in the photolyzed solu­
tions. Indirect information about this species will be 
presented in our discussion of the kinetics of the photo­
chemical decompositions.

We have been unable by any means to detect free 
N8_ , NH2OH, N2H4, or H20 2 in the photolyzed solu­
tions (see Table I).42 In several attempts at cation- 
exchange separation of the components of photolyzed 
solutions we found that the species, mentioned above, 
which absorbs significantly in the ultraviolet, is not 
present in solution after passage through the ion-ex­
change column. Careful elution (using 0.1-1 M Mg- 
(C104)2) of material from the resin showed no evidence 
for more than about 1% Co(NH3)6OH23+. The ion- 
exchange studies of Co(NH3)6N32+ were complicated by 
the observation that the absorption spectra of eluent 
fractions varied significantly with the length of time 
the Co(NH3)6N32+ remained on the resin.

The yields of nitrogen gas (based on vpc analysis) are 
reported (see Tables I and II) as molar ratios, compared 
to the [Co2+] resulting from the irradiation. We have 
found that the yield of nitrogen tends to be low unless 
care is taken to keep the reaction vessel scrupulously 
clean. For example, after determination of N2 yields 
in the Co(NH3)5N32+- I _ solutions (Table II), there was 
apparently some water-insoluble residual material in 
the photolysis cell which could repress the N2 yield (to

Table I : Relative Yields of Photolysis Products 
from Co(NH3)5N32 +

Possible product Yield“

Co2+ 1.00
n 2 1.25 ±  ODó6
Co(NH3)50H23+ <0.05°
Co(NH3)4OH2N32+ ~ 3 4
N 02 < 0 .001*
NO < 0 .001*
n 2o <0.03*
n 2h 4 <0.01
n h 2o h <0.01
n 3- <0.01
h 2o 2 <0.003

“ All yields relative to <f>c*-. The upper limits represent the
largest amount of each substance which could have gone unde-
tected using our analytical t achuiques. 6 See Table II; error
limit reflects the range of the observations. * Based on mass
spectrométrie analysis (Table III). 4 See Discussion section. 
* Based on mass spectrométrie analysis.

Table II: Relative N2/C o2 + Yields from the Photolysis of 
Azido-Ammine Complexes of Cobalt(III)“

[CO­
CUI)] initial. Exposure [I 1 initial, [N.]/

Complex 10-» M time, min 10-i M [Co* q 6

Co(NH3)6N32 + 6.2 0.50 1.27
3.1 0.50 1.37
5.7 0.50 1.12
4.6 1.00 1.32
3.3 0.50 1.22
2.1 0.50 1.08

4.3 0.50 11.2* 0.0058
4.2 0.50 4.9* 0.16
4.8 0.50 0.98* 0.88

Co(tetraen)N32 + 1.5 3.00 0.94
2.2 1.00 0.9
2.3 1.00 1.13

as-Co(NH3)4(N3)2 + 1.25 0.50 1.11

t r a n s - C o  (N H3 )4 (N3 )2 + 2.6 0.50 1.24

“ Solutions 0.1 M  in HOC*; 70 — 6.6 X 10_3 einstein 1.“ 
min-1. 6 Concentrations expressed in terms of moles per liter of 
product formed. * [Co2+] = 3.4-4.5) X 10~4Af.

as low as 1% of the Co2+ yield) from the photolysis of a 
pure Co(NH3)6N32+ solution. After each run with I~ 
it was necessary to clean the photolysis cell several 
times with a mixture of concentrated H N 03 and ethanol 
(followed by ethanol and water rinses) before the

(41) It should be noted that the absorptivity changes more rapidly 
at 254 nm than at 301 nm. 1 The statement in ref 7 that the rates 
stand in the reverse order is in error.
(42) The absence of these species in the materials recovered from the 
liquid nitrogen traps used in the photolyses of evacuated solutions has 
also been established.
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Co2+ ratio from pure Co(NH3)5N32+ solutions reached 
the relatively constant value of 1.25.

A few experiments were also performed in which a 
sample of Co(NH3)4N32+ was irradiated in vacuo for 
0.50 min, the gases were pumped off (repeating the cycle 
described in the Experimental Section), and an aliquot of 
deaerated 0.1 M  K I0 3 was added (by means of syringe) 
to the photolyzed solution. In one of these experiments 
we detected a very small amount of nitrogen. Based 
on this small nitrogen yield, we estimate that the ratio 
[N2H4] +  2[NH2O H ]/[C o2+] <  0.0026 in the photo­
lyzed solutions.

In addition to the specific analyses mentioned 
above, it should be noted that photolyzed solutions of 
C3(NH3)iiN32+ do not contain any substance which can 
reduce acidic K I0 3 (0.1 M) and only a trace (about 1% 
with respect to [Co2+]) of a substance which can oxidize 
acidic I “ (0.1M).

Mass Spectral Analyses of Gaseous Products. The 
product gases from the photolysis of Co(NH3)5N32+ 
were examined mass spectrometrically (m/e 12-52). 
After short photolysis periods a slight enhancement in 
m/e 30 (compared to tank nitrogen) was observed 
which may imply a trace amount of NO or N20 . Ex­
periments with 16NH3 enriched Co(*NH3)6N32+ (Table
III) showed a somewhat greater enhancement of m/e 30 
and some enhancement of m/e 29. When irradiation 
was performed for extended periods or for short periods 
in the presence of free NH4+, both m/e 44 and 30 were 
enhanced. Thus it would appear that NO and N20  
are probably not immediate photolysis products. Our 
investigations of the reactions of the immediate photol­
ysis products with NH4+ will be reported in detail 
later.23

Table III : Mass Speetrometrie Determination of Nitrogen 
Isotope Ratios in N2 Resulting from the Photolysis 
of Co(NH3)5N32 +

/--- Nitrogen isotope ratios-
[ C o ( I I I )  ]initial° Exposure m/e 30/28 X m / e  29/28 X Relative to

IO“» M time, min 10* 1 0 s tank Ns"

4 . 1 5 0 . 6 2 0 . 8 0 8 7 . 6 3 0 . 9 8 5
3 . 2 2 » 0 . 5 0 1 . 0 7 7 . 8 3 1 . 0 0 3
4 . 1 2 2 0 . 0 1 . 2 2 8 . 3 0

2 . 6 0 s 6 0 . 0 7 . 5 0 1 3 9

[Co(NH3)6N32+] except as indicated. [H+] = 0.1 M  except 
as indicated. b [ m / e  (29/28)samPie]/[m/e (29/28)tank n . ] .  c ~6.5 
atom % 15NH3 in Co(*NH3)6Na2+. d [H+] = 0.001 M .  e Co- 
(*NH3)5OH23 + formed from the base hydrolysis of Co(*NH3)6- 
N3£+.'! [Co(*NH3)6OH2](C104)3 was recrystallized before pho­
tolysis.

original cobalt(III) substrate for several azido-ammine 
complexes. It appears that the disappearance of the 
original cobalt(III) substrate (as determined using 
«max for Co(NH3)5N32+) generally parallels fairly closely 
the formation of Co2+.

The most startling feature of the photochemistry of 
Co(NH3)5N32+ has been the kinetic behavior in strongly 
absorbing solutions. Ordinarily one expects the rate 
of formation of Co2+ to follow the simple rate law8,43

d[Co2+] 
d t

0 /a =  0 /„(l — e “)

where I a is the maximum light intensity incident on the 
solution and a =  (e254)([Co(III) substrate]) (path length 
of photolysis cell). The expected kinetic behavior is 
exhibited by Co(NH3)5C12+, as shown in Figure 2, under 
identical conditions, using identical techniques as those 
used for Co(NH3)6N32+. In the case of Co(NH3)6N32+, 
for the higher fight intensities (7a >  3 X 10-4 einstein 
l.-1 min-1), we have generally found that d[Co2+]/di 
increases as Co(NH3)6N32+ is consumed. This kinetic 
irregularity, noted in a preliminary communication,7 
is illustrated by another example in Figure 2 and has 
always been observed for the irradiation of Co(NH3)5- 
N32+ at sufficiently high values of 7a and sufficiently 
large extents of reaction. We have indicated the ob­
servation of such kinetic irregularities in the studies 
summarized in Table IV by the entry of a minimum 
value of <f>cos+ observed at large extents (25-75%) of
photolysis (<f>Co2+, final) •

Detailed spectrophotometric analyses of irradiated 
solutions have shown that the absorption of 2537-A 
radiation does not generally decrease in proportion to 
[Co(NH3)6N32+] (see Table V). However, 7aat 2537 A 
generally does decrease during photolysis; the minimum 
value of <f>finai in Table IV has been calculated using the 
initial value of 7a. In one sense the observations cited 
in Table IV can be interpreted as an increase in <£aPP with 
7a. Comparisons of the studies summarized in Table 
IV shows that <£02+ varies with 7a but is apparently 
independent of [Co(NH3)5N32+] at constant 7a (e.g., 
compare entries 1-4,12, and 13).

In a few determinations we have followed the change 
in $ =  (A[Co2+])/(Ai)7a(aT) during a single photolysis 
experiment, and we find that 4> increases during photoly­
sis if Co(NH3)6N32+ (or Co(NH3)4OH2N32+) absorbs a 
high percentage of the incident radiation during the 
early stages of photolysis (e.g., see Table V). The 
percentage of radiation absorbed is a function of both 
the geometry of the photolysis apparatus and [Co- 
NH3)6N32+]. In Figure 3 we have compared <f> or

Kinetics of the Photochemical Reaction. Table IV 
summarizes our determinations of the quantum yields 
of the formation of Co2+ and, in some cases, the ap­
parent quantum yields of the disappearance of the

(43) Because of the geometry of our photochemical apparatus, the 
rates are expected to follow Beer’s law only approximately, and the 
ratio of «/(absorbance of the Co (III) substrate) is an undetermined 
geometrical factor. It is for this reason that we use actinometry 
curves over the relevant absorbance range for each photochemical 
apparatus. See also discussion in ref 8.
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Table IV : Quantum Yields for the 2537-A Photolysis of 
Co(NH3)5N32+, Co(tetraen)N32+, cts-Co(NH3)4(NH3)22+, 
ira»s-Co(NH3)4(N3)22+, and Co(NH3)4OH2N32 +

[Co- (̂ajinitial.
(111) J initial» (10 _‘4 einstein ------- *  Cc2+,------

10-* M [H+], M 1.-1 min-1 Initial Final“ •t>- Co(III)-Nim
Co(NH3)5N32+

5.60 0.10 44* 0.29
8.60 0.20 50* 0.28

19.5 0.10 56* 0.3
24.7 0.10 58* 0.28
4.50 0.010 5.5° 0.20 >0.5 0.2 0.5“
2.96 0.010 4.4' 0.20
3.23 0.10 5.0C 0.22 >0.46 0.2 —► 0.5“
0.99 0.10 3.3' 0.16 >0.35
4.70' 0.010 5.5' 0.20 >0.5
0.26 0.10 0.87' 0.38' 0.38'
0.154 0.10 0.44' 0.27" >0.7 >1.7"
0.079 0.10 0.23' 0.82/
2.50 0.32 0.22'* 0.64/ 0.6
2.50 0.06 0.22'* 0.64/
2.50 0.006 0.22* 0.647
2.50 0.003 0.22* O.ôS7
2.50 0.0016 0.22'* 0.737
2.50 0.0004 0.22* 0.737
2.50 0.03 0.22'* 0.64/,<
2.50» 0.003 ~0.20* 0.7
2.51’ 0.08 ~0.20* 0.7
2.47’ 0.16 ~0.20* 0.65

Co(tetraen)N32 +
2.90 1.0 5.5' 0.30 0.30
2.92 0.047 5.5' 0.29
3.28 0.0093 5.5' ~0.2* 0.24
3.98 0.0074 5.5' 0 . \ 2 f ’ k 0.20

c«-Co(NH3)4(N3)2+
2.60 0.020 52* 0.24' 0.20
2.48 0.020 5.5 ' 0.34‘

£nras-Co(NH3)4(N3)2 +
2.36 0.040 60* 0.137
0.70 0.020 4.8' 0.27 0.36'

Co(NH2)4OH2N32 +
1.60 0.10 4.3' 0.20 >0.5 0.2 -* 0.5“
1.52 0.19 4.2' 0.16 >0.24

° A minimum value for the final Co2+ yield in cases where 
kinetic irregularities were observed; see text. * Io ^  6.6 X 
10-3 einstein l._1 min-1. e  I 0 ~  5.5 X 10-4 einstein l.- ' min-1. 
“  0 - c o ( i i i ) - n 3 increased during photolysis in a manner paralleling 
the change in < t> c o * + . '  Solution prepared with a previously
photolyzed solution of Co(NHa)3N32+ from which all metal ions 
had been removed. ’  No break was observed in the kinetics 
curve. " The initial stages of reaction were not well defined. 
A 70 ~  8 X 10-6 einstein l.-1 min-1. * 0 2 bubbled through solu­
tion during irradiation. ’ [N3- ] = 0.020 M ;  about 25% of the 
absorbance at 254 nm was due to N3.-  Co2 + yields are based 
on ~10%  of reaction. k The extraction method for [Co2+] did 
not work well in this experiment. 1 Values of <t> based on ab­
sorbance changes at 275, 308, and 325 nm. The spread of values 
was about ±10% . ”* This quantum yield for the disappearance
of “ Co(III)” is based on spectral data for the original azido com­
plexes. Since the molar absorbtivities of all azido-ammine 
complexes of Co(III) are not identical at any particular wave­
length, and since the kind of azido-cobalt(III) complex appears 
to change during irradiation in the cases of Co(NH3)5N32+ and Co- 
(NH3)4OH2N3, these are only “ apparent”  quantum yields.

Table V : Photokinetic Behavior of Co(NH3)6N32+ and 
Co(NH3)4OH2N32+ at 2537 A“

Exposure A[Co*+]
Ia, IO"« 
einstein

time, min IO”« M AbS254 l.-1 min-1

Co(NH3)5N32+, [Co(III)] initial = 1.80 X 10 - 3 M

0.0 1.27 4.5 0.18
0.15
0.14
0.20
0.21
0.49
0.48
0.86

0.5 0.39 1.26 4.5
1.0 0.71 1.22 4.5
1.5 1.03 1.17 4.4
2.0 1.48 1.15 4.4
3.5 2.86 1.03 4.2
5.0 5.43 0.63 2.9
7.0 7.84 0.44 2.1

10.0 10.26 0.14 0.7

Co(NH3)4OH2N32+, [CoÇII)] = 1.89 X 10-3 M

0.0 1.30 4.5 0.18
0.28
0.42
0.54
0.58
0.47

0.5 0.38 1.08 4.3
1.5 1.59 1.03 4.2
2.0 2.40 0.80 3.6
3.0 4.30 0.78 3.5
3.5 5.29 0.72 3.3
5.0 6.07 0.60 2.8

At 25° with [H+] = 0.1 M .  * 4> = (A [C 0 2 +])/(A£)7 a(av).

«/»initiai for the irradiation of C o (N H 3) 5N32+ in the three 
photolysis units used in this study with the per cent of 
radiation transmitted through the photolysis cell during 
each stage o f the photolysis.

We have also included Li Table IV some of our obser­
vations of the lack of variation of </>C0!+ in the presence 
of potential scavengers. In general we have found 
foot* to be insensitive to ;he presence of nonabsorbing 
chemical reagents in the solution being photolyzed.7,23 
In addition, in one exper.ment we irradiated an acidic 
solution of Co(NH3)5N3!+ until all the cobalt(III) com­
plex was destroyed (~ 20  min for 70 =  5.5 X 10-4 
einstein l.-1 min-1). High charge type cationic species 
were removed from this solution by ion exchange (acidic 
resin), and the remaining solution was used in the prep­
aration of a solution of Co(NH3)6N32+ for photolysis 
(60 vol %  of this new solution came from the previously 
irradiated sample). This latter solution exhibited pre­
cisely the same photokiretic behavior reported above 
for solutions which did not initially contain photolysis 
products.

We determined the ammonia yield from the irradia­
tion of 5.2 X 10-3 M  C o(NH3)6N32+ in 0.1 M  HC104 
(7a ~  5 X IO-4 einstein l.-1 sec-1). After irradiation 
for 5 min, A[Co2+] =  1.37 X 10-3 M  and [NH3+] =  
(8 ±  1) X 10-3 M; after 10 min, A[Co2+] =  2.21 X 
10-3 M  and [NH4+] =  (16 ±  2) X 10-3 M.

Discussion
Stoichiometry of the Photochemical Reaction. The 

coordinated 16NH3 tracer studies reported in Table III 
can be used to put an upper limit on the amount of
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Figure 3. Quantum yields of Co2 + formation from the 
photolysis of Co(NH3)5N32+ as a function of the percent 
transmittance of the solution. Circled points indicate 
0 initial• Uncircled points indicate $ = (A[Co2+])/(A f)/a(av) 
within a single kinetic run. Incident light intensities, I 0 =
6.6 X 10-3 einstein l.-1 min-1, • and ®; 5.5 X 10-4 
einstein l.-1 min-1, A, and® ; ~ 8  X 10-5 einstein l.-1 
min-1, X and <8. The limiting values at 0 and 100% 
transmittance are given by the horizontal lines.

photoaquation which occurs in the 2537-A irradiation of 
Co(NH3)6N32+. If one assumes that the enrichment of 
the 14N I6N in the nitrogen from the complete photolysis 
of Co(NH3)6N32+ has come from the photolysis of Co- 
(NH3)6OH23+ and that this latter complex has come 
from photoaquation of Co(NH3)5N32+, then the maxi­
mum amount of nitrogen gas which could have come 
from photolysis of Co(NH3)6OH23+ is 0.36% of the 
total nitrogen. Since the 2537-A irradiation of Co- 
(NH3)6OH23+ gives 0.0833 mol of N2 per mole of Co2+,44 
the maximum amount of Co(NH3)5OH23+ produced 
from the 2537-A irradiation of Co(NH3)6N32+ is 0.054 
mol for every mole of Co2+. In fact it now appears 
that the N3 • radical reacts with free NH4+ to give some 
scrambling of isotopes (when the NH4+ is labeled and 
N3~ is not),23 and it is undoubtedly this reaction which 
accounts for the enrichment of 14N 15N. The quantum 
yield for photoaquation of Co(NH3)6N32+ must be very 
nearly zero.

The data shown in Tables II and IV support the 
suggestions6 that the azide radical results from the 
irradiation of Co(NH3)5N32 + and can be scavenged by 
I - .46 It is to be noted, however, that we obtain some 
nitrogen even in the presence of an excess of I - . This 
is to be expected since the radical-radical combination 
reaction (2) would be competitive with scavenging 
reactions such as (3)

Nj- +  N3- — > 3N2 (2)

I "  +  N 3- — > 1 -  +  N s " (3)

The observation that I -  can nearly completely quench 
the N2 yield is certainly strong evidence for the produc­
tion of Ns- in the photoreduction of Co(NH3)5N32+.

Despite the apparent stoichiometric defect in the 
nitrogen yield (Table II), we are inclined at this time to 
regard reaction 1 as representing the correct stoichiom­
etry for the photoreduction of Co(NH3)6N32+. Our 
reasons for this are (1) the yield reported in Table I is
83.5 ±  10% of the expected nitrogen yield which is 
probably close to the maximum error in the two analyti­
cal methods; (2) the radical precursors to N2 appear to 
be very reactive and nitrogen yields are very often 
spuriously low; and (3) small quantities of other gaseous 
products can be detected and appear to arise from the 
reaction of the N3- radical with NH4+23 thus partially 
accounting for the apparent stoichiometric defect.

Our results indicate that the yield of ammonia is 
considerably in excess of that required by (1). The 
observed 8:1 ratio of [NH4+]/[C o2+] is consistent 
with our previous conclusion that photokinetic and 
other evidence implied photolabilization of an ammine 
ligand.7 This analytical result suggests that three 
such photolabilization events occur for each photoreduc­
tion event with a quantum yield of 0.5 (±0.1)  for the 
production of Co(NH3)4OH2N32+ from the 2537-Â 
irradiation of Co(NH3)6N32+.

Kinetics of the Photoreduction of Co(Ni73)6V 32+. 
Although the kinetics curves exhibit some features of 
autocatalysis,7 we can rule out the formation of any 
catalyst from the irradiation of Co(NH3)5N32+ on the 
following grounds. (1) There is no significant dark 
reaction; (2) the species associated with the changes in 
ultraviolet absorbance and with the higher <£co*+ is 
removed by a cation-exchange resin; (3) irradiated 
solutions of Co(NH3)6N32+, after ion-exchange removal 
of cobalt (III) complexes, do not catalyze the photore­
duction of Co(NH3)6N32+; and (4) the photoxidation- 
reduction reaction is insensitive to a great variety of 
potential scavengers or catalysts.7 ■23 The most reason­
able explanation of the peculiar photoxidation-reduc- 
tion behavior of Co(NH3)6N32+ and of Co(NH3)4- 
OH2N32+ is the generation of cobalt(III)-azide com­
plexes which are very similar to these complexes both in 
absorption spectra and in photochemistry.

It was suggested in a preliminary report of this work 
that the generation of Co(NH3)4OH2N32+ account for 
some of the kinetic irregularities observed in photolysis 
of Co(NH3)5N32+.7 Further investigation shows that

(44) J. F. Endicott and M. Z. Hoffman, unpublished observations. 
It is to be noted that this is just one-half of the stoichiometric amount 
of N2 required if the disproportionation of the oxidized ligand, NHj+, 
yields only N2. A recent study has shown that NH4+ is another of 
the disproportionation products;36 the remaining products are still 
being identified.
(45) Because of the absorptivity of I -  at 254 nm, we have not been 
able to carry out these photolyses in solutions as concentrated as re­
ported previously.6 In dilute solutions the I - -N 3 reaction is not 
exactly stoichiometric (Table II and ref 23). Note that I -  does not 
affect 4>co,+.
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upon photolysis, Co(NH3)4OH2N32+ exhibits kinetic 
behavior and a photolysis rate very similar46 to that of 
Co(NH3)5N32+. It appears that the simplest mecha­
nism which accounts for our observation is

Co(NH3)sN32+ +  hv X

Co2+ +  1.5N* +  5NH4+ (fah)

Co(NH3)4OH2N32+ +  NH4+ (fah)

Co(NH3)4OH2N32+ +  hv X

Co2+ +  1.5N, +  4NH4+ (fa'IJ} 

Co(NH3)3 (OH2) 2N32+ +  NH4+ (fa'IJ) 

Co(NH3)3(OH2)2N32+ +  hv

Co2+ +  1.5N» +  3NH4+ (fa "h ")  

Then the rate of formation of Co2+ is

= fah +  fa'h' +  fa " h "  (4)di

where the various values of h  are given approximately43 
by Beer’s law and the absorbancies of the various 
complexes

h  = 7o(l ~ «"*)
V  = 7,(1 -  e~y) 

h "  =  70(1 -  e~‘)

and x, y, and z are the absorbancies of Co(NH3)6N32+. 
Co(NH3)4OH2N32+, and Co(NH3)3(OH1)N32+ at some 
time t, respectively.

It is useful to consider two different limiting cases. 
The first important case is that in which Co(NH3)6N32+ 
initially has a high absorbance. In this limit d [Co2+]/' 
df 0ilo(l — e~x) as t —► 0. This is the lower limit in 
Figure 3 where fa ~  0.2.

The second important limiting case is when (x +  y +
z) -*■ 0. To treat this case it is necessary to observe 
that the experimental values of the quantum yield, 
$exP, are based on the “ initial”  slopes of plots of [Co2+] 
vs. time.47 Under such low absorbance conditions the 
partly aquated species will be photolyzed nearly as 
rapidly as they are produced, and a photostationary 
state in. [Co(NH3)4OH2N32+] and [Co(NH3)3(OH2)2- 
N32+] would be quickly achieved. Assuming such 
photostationary states, y ~  fax/(fa' +  fa’ ) and z ~  
fa'fax/(fa' +  fa') fa". In the Emit of low absorbancies, 
eq 4 becomes

d[Co2+]T, — falox +  fa% y +  df

fa"IoZ ^  \fa + fa'fa , 
fa' +  fa' fa

’h ’fa 1 t _-x(

r •”

where oJ0 is the value of 7a at f =  0, X =  d 0(fa +  fa)

and e is the molar absorbancy of Co(NH3)5N32+ at 254 
nm. At short exposure times, <f>oxp may be identified 
with the time-independent part of this expression

F e : fa +
fa'fa 

fa' +  fa'
+

fa'fa 
fa' +  fa1

Since the photochemistries of Co(NH3)6N32+ and Co- 
(NH3) 4OH2N32+ are very similar at 2537 A, we may 
estimate that fa ca fa' ~  0.2 and fa ~  fa'. For Fexp 
~  0.8, these estimates give a value of fa — 0.6, nearly 
identical with the value estimated from the ammonia 
yield.48

From the work reported here it appears that the 
photolabilization of an amine ligand is of decreasing 
importance in the complexes Co(NH3)6N32+ >  Co- 
(NH3)4OH2N32+ >  Co(tetraen)N32+. This behavior 
may not occur at all for Co(tetraen)N32+, and we have 
not been able to detect such behavior in the Co(NH3)4- 
(N3)2+ complexes. The instability (e.g., to acid 
hydrolysis) of the later complexes and the lack of any 
information about Co(NH3)3OH2(N3)2+ do not allow 
detailed conclusions about their photochemistry. On 
the other hand, careful spectral and kinetic (see Table
IV) analyses have shown that Co(NH3)4OH2N32+ can­
not be an important product of irradiation of either 
ds- or frans-Co(NH3)4(Na)2+.

It appears that the radical pair model proposed6 to 
describe the photochemis try of cobalt (III) complexes 
cannot account for the formation of Co(NH3)4OH2N32+ 
and the lack of formation of Co(NH3)3OH23+ from the 
irradiation of Co(NH3)6N;2+. At present it seems most 
likely that the products resulting from the photolysis 
of cobalt (III) complexes depend on the structure, 
chemistry, lifetimes, and probabilities of formation of 
various excited states which are populated when these 
complexes are irradiated.
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Ramesh C. Patel for a sample of [Co(tetraen)Br](C104)2 
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(46) Even the molar absorptivities of these complexes are similar: 
«S4 0 .6 6  X KF M -i cm -• for Co ;NHs)4 0 HsN3* +. A higher value was 
mistakenly reported previously."
(47) Note that the kinetics curves (i.e., [Co2+] va. time) are nearly 
linear at these low absorptivities (at least up to ~30% of reaction).
(48) A referee has suggested ttat a “ simpler” mechanism would in­
volve the direct production of Co(NH3)3(OH2)2N32 + from the photoly­
sis of Co(NH3)5N82 + without the intermediate formation of Co (NTL) 4- 
OH2Ns2+. The production of several Co(NH3)n(OH2)3-nNa2 + species 
is certainly possible. However, production of each such species 
must be associated with a quantum yield, and the sum of these yields 
must be compatible with the observed stoichiometry in Co2+ and 
NH3. Thus, with 4>i and <fn as defined above and for (n = 3) and 4>4 (n =  2), then 5<£i -j- <j>2 -f- 2 93  +  3 $ 4  =  1.5, or $ 2  +  2^>3 -}- 3<)>4 ^  
0.5. If $2 were taken as negligible, then (#>3 < 0.3. A photostationary 
state treatment for such a meehanism, analogous to the treatment 
described above, would require <ps 0 .6  to agree with the low ab­
sorbance determinations. Although the uncertainties in these 
numbers is large (since they are obtained as differences of experi­
mental yields), the formation oi some Co(NHs)40H2N32+ seems to be 
required. It should also be observed that the sum of the concentrar 
tions of all Co(NH8)n(OH2)5~nN32+ species must necessarily be less 
than about 20% of the total eobalt(III) in solution at any time.
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Charge-Transfer Effects on the Absorption and Fluorescence 

Spectra of Anthroic Acids

by T. C. W em erla and David M . HerculesIb

Department of Chemistry and Laboratory for Nuclear Science, Massachusetts Institute of Technology, 
Cambridge, Massachusetts 02189 (Received August 21, 1969)

The absorption and fluorescence spectra of 1- and 2-anthroic acids (1-C00H, 2-C00H) and their anions (1- 
COO- , 2-COO- ) have been investigated. For 1-COOH and 1-COO- , smearing of the ’A -*■ ’La transition by 
charge-transfer interaction is shown to be greater for carboxyl than for carboxylate substitution. This is 
attributed to the greater possible resonance interaction between the aromatic ring with the—COOH group than 
with the -COO -  group. When the carboxyl group is substituted at the 2 position of anthracene, the 'A ’Lb 
transition is enhanced. The fluorescence of 2-COOH originates from the 'Lb state in polar solvents and from 
the ’La state in nonpolar solvents. Fluorescence lifetime data support these assignments. Comment is made 
on the increased basicity in the lowest excited singlet-state aromatic carboxylic acids and their anions. Greater 
ApKA is expected for the acid than for the anion due to the greater ability of the COOH group to undergo 
resonance interaction with the ring. Previously published data on the pKa* of 9-anthroic acid (9-COOH) are 
found to be too high. An excited-state rotation which occurs for 9-COOH but not for 9-COO-  probably in­
validates the Forster pKA equation when fluorescence frequencies are used.

Introduction
Recently, excited-state rotation of the carboxyl group 

has been shown to occur for 9-anthroic acid (9-COOH) 
and its esters at room temperature, resulting in a co- 
planar configuration in the excited state.2 In this 
configuration charge-transfer interaction between the 
carboxyl group and the ring results in a structureless, 
highly Stokes-shifted fluorescence. The rotation is not 
observed for the ionized form of the acid (9-COO- ) .

We have extended these investigations to include the 
fluorescence and absorption spectra of 1- and 2-anthroic 
acids (1-COOH, 2-COOH) and their salts. Steric in­
hibition to coplanarity of the carboxyl group and the 
ring in the ground state is less important for 1- and 2- 
COOH than for 9-COOH. As a result, excited-state 
rotation is not necessary to achieve a coplanar configura­
tion and carboxyl group effects are evident in absorp­
tion as well as fluorescence spectra.
Experimental Section

Benzene, acetonitrile, benzonitrile, heptane, cyclo­
hexane, and methylcyclohexane were Matheson Cole­
man and Bell Spectroquality solvents. U. S. Industrial 
Chemicals pure grade absolute ethanol and Baker 
Analyzed methanol were used.

1-Anthroic acid, prepared by the method of Carlson 
from benzanthrone,3 melted at 244-246° (lit.3 mp 245°). 
Sodium 1-anthroate was prepared from the acid and 
was crystallized from ethanol. Both 2- and 9-anthroic 
acids were obtained from Aldrich Chemical Co. and were 
recrystallized several times from ethanol. Quinine 
sulfate was recrystallized several times from ethanol.

Absorption spectra were obtained using a Cary Model 
14 spectrophotometer.

Fluorescence spectra were recorded on a G. K. Turner 
Associates Model 210 “ Spectro”  absolute spectro- 
fluorometer. This instrument records corrected spec­
tra in quanta per unit wavelength interval. Fluores­
cence quantum yield measurements were carried out 
on the Turner Model 210 “ Spectro”  according to the 
procedure of Turner.4 Quinine sulfate in 0.1 N 
H2SO4 was used as the fluorescent standard (<t>t = 
0.57). Both fluorescence standard and sample solu­
tions had absorbances less than 0.02 (1-cm cells) at the 
exciting wavelength. All sample solutions were de- 
oxygenated by bubbling with prepurified nitrogen.

Fluorescent lifetimes were measured using a TRW  
Model 31A nanosecond spectral source5 and associated 
system components. The output was recorded on a 
Tektronix 556 dual-beam oscilloscope employing Type 
1A1 dual-trace and Type B plug-in units. A Coming 
110-816 filter (color specification 2A) was used to pass 
emission above 420 nm. All solutions were deoxygen- 
ated by nitrogen bubbling before measurement.

Results

The absorption spectra of 1-COOH in acidic ethanol, 
benzene, and benzonitrile are shown in Figure 1. These 
spectra are displaced toward lower energy and are con-

(1) (a) National Institutes of Health Predoctoral Fellow, 1967-1968. 
(b) Address all correspondence to this author at the Department of 
Chemistry, University of Georgia, Athens, Ga. 30601.
(2) T. C. Werner and D. M. Hercules, J. Phys. Chem., 73, 2005 
(1969).
(3) C. A. Coulson, ./. Chem. Soc., 1932 (1930).
(4) G. K. Turner, Science, 183 (1964).
(5) “ Measurement of Short Decay Times with the TRW Nano­
second Spectral System,” Application Note 6, TRW Instruments, El 
Segundo, Calif.
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Figure 1. Absorption spectra of 1-anthroic acid in acidic
ethanol, benzonitrile, and benzene: -------- , benzene (1.2 X
10-4 M ,  l.Q00-cm cell); --------- , acidic ethanol (9.5 X 10~6 M ,

1.000- cm cell); O—O—O, benzonitrile (1.1 X 10-4 M ,

1.000- cm cell).

A t  (x  I 0 4 cm H )

Figure 2. Fluorescence of 1-anthroic acid in acidic ethanol,
benzene, and benzonitrile: -------- , acidic ethanol (ca. 10-6 M );
-------- , benzene (ca. 10-6 M ) ;  O—O—O, benzonitrile
(ca. 10 M ) .

siderably more diffuse than the spectra of anthracene or
9-COOH in these solvents. The absorption maxima 
of 1-COOH are blue shifted by 800 and 200 cm-1 in 
acidic ethanol and benzonitrile, respectively, vs. ben­
zene.

Fluorescence spectra of 1-COOH in acidic ethanol, 
benzene, and benzonitrile shown in Figure 2 are quite 
liffuse just as for 9-COOH fluorescence in these sol­

Figure 3. Absorption and fluorescence spectra of sodium
1-anthroate in benzonitrile a id in ethanol: ------—, ethanol
(ca. 10-4 M ,  1.000-cm cell); —O—O—, benzonitrile (ca. 
lO“ 4 M ,  1.000-cm cell).

vents. The Stokes shift (absorption to fluorescence 
maximum) increases from benzene (4000 cm“ 1) to 
benzonitrile (4500 cm-1) to acidic ethanol (5000 cm-1). 
The Stokes shifts are greater than those observed for 
anthracene but smaller than for 9-COOH.

In Figure 3, the absorption and fluorescence spectra 
of 1-COONa in ethanol and benzonitrile are shown. 
The absorption spectrum is red shifted relative to 
anthracene absorption but, like that of 9-COONa, 
retains the characteristic anthracene vibronic pattern. 
A 600-cm-1 blue shift of the 0,0 band is observed in 
ethanol relative to benzonitrile. The fluorescence of 
1-COONa is more diffuse than 9-COONa fluorescence 
(Figures 3 and 1 of ref 2). The fluorescence Stokes 
shifts for 1-COONa in ethanol and benzonitrile are 
nearly the same (ca. 3500 cm-1).

Table I lists the frequency of maximum absorption 
and fluorescence and the fluorescence Stokes shifts for 
1-COOH and 1-COONa in the solvents mentioned 
above.

The absorption spectra of 2-COOH in cyclohexane 
and acetonitrile are shewn in Figure 4. In heptane, 
methylcyelohexane, and benzene the absorption spec­
tra are similar to those in cyclohexane while in acidic 
ethanol or acidic methanol the absorption resembles the 
acetonitrile spectrum. Relative to cyclohexane, the 
0,0 transition is found to shift to higher frequencies with 
increasing solvent polarity. An absorption spectrum 
of anthracene in ethanol is included in Figure 4 as a 
comparison.

In Figure 5 the fluorescence spectra of 2-COOH in 
cyclohexane, acetonitrile, and acidic methanol are 
shown. A structured emission is observed in cyclo­
hexane while a diffuse band at ca. 23,000 cm-1 is ob­
tained in acetonitrile and in acidic methanol. The 
fluorescence spectra of 2-COOH in heptane and methyl- 
cyclohexane are identical with the cyclohexane spectra
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Table I : Absorption and Fluorescence Maxima and Stokes 
Shifts for 1-Anthroic Acid and Sodium 1-Anthroate“

Fluor
Abs max X max X Av,

Compound Solvent 10“4 *, cm-1 10-4, cm-1 cm“1

1-Anthroic Acidic ethanol 2.68 (3.65) 2.18 5.0
acid

Benzonitrile 2.62 2.17 4.5
Benzene 2.60 2.20 4.0

Sodium Ethanol 2.75 (3.81) 2.40 3.5
1-anthroate

Benzonitrile 2.70 2.34 3.6
2-Anthroic Ethanol 2.55 (3.55) 2.29

acid
2.68 (3.55) 
2.81 (3.58) 
2.96 (3.52) 
3.08 (3.30)

Sodium Ethanol 2.61 (3.63) 2.56
2-anthroate

2.76 (3.69) 2.41
2.92 (3.58) 2.29
3.03 (3.36) 2.17

* Deviation ±100 cm >.

Figure 4. Absorption of 2-anthroic acid in cyclohexane and 
acetonitrile compared with the absorption of anthracene in 
hexane: anthracene in hexane (c a . 2.0 X 10~s M ,

1.000-cm cell); H---------b, 2-COOH in acetonitrile ( c a .  5.0 X
10-6 M ,  1.000-cm cell); --------- , 2-COOH in cyclohexane
( c a .  5.0 X 10 M ,  10.00-cm cell).

while in acidic ethanol the results are similar to acidic 
methanol.

The absorption and fluorescence spectra of 2-COO ~ 
in basic ethanol are shown in Figure 6. The mirror 
image relationship is evident. Both absorption and 
fluorescence spectra resemble anthracene spectra al­
though the 2-COO-  absorption is more diffuse than 
comparable spectra of 1- and 9-COO- .

Table I also contains the extinction coefficients and 
absorption and fluorescence maxima for 2-COOH in 
basic and weakly acidic ethanol.

Table II contains the fluorescence lifetimes (rt), 
fluorescence quantum yields (<j>¡), and the calculated

Figure 5. Fluorescence of 2-anthroic acid in cyclohexane,
acetonitrile, and acidic methanol: --------- , cyclohexane;
H---------H, acetonitrile; H---------b, methanol +  10~ 3 N  HC1;
c = 1.0 X  10"6 M .

Figure 6. Absorption and fluorescence of 2-anthroic acid 
in basic ethanol; c  = 8.0 X 10-6 M  for absorption 
spectrum, 1.000-cm cell.

Table I I : Values of r t ,  r t ,  and rt0 for 2-Anthroic Acid in 
Cyclohexane and in Acetonitrile

Solvent 4 t Tft nsec (rrtabs, nsec
(Vf®) r a d  t  

nsec

Acetonitrile 0 .31 ±  0.03 19 .5 ±  2 22 63
Cyclohexane 0.49 ±  0.02 13 .6  ±  1 (25)“ 28

a  Estimate based on relative intensities of 2-COOH absorption 
in acetonitrile and cyclohexane. The very low solubility of 
2-COOH in the latter solvent precludes an accurate measurement 
of concentration needed to measure (Tf°)0bs-

intrinsic excited-state lifetimes (rf°) for 2-COOH in 
acetonitrile and cyclohexane. The rf°’s were calculated 
by two different methods.

First, (Tf°)rad was found from the relationship be­
tween the measured <f>{ and rt.6

(6) E. H. Gilmore, G. E. Gibson, and D. S. McClure, J. Chem. Phys., 
23, 399 (1955).
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(Tf°)rad = —

Second, (rf°)abs was obtained by integrating the absorp­
tion spectrum of 2-COOH plotted as e vs. v cm-1. The 
equation below was used for the calculation7

(Tf°)
=  2.88 X 10

abs 9u ) /( F )  e ( p ) d P

where g is the multiplicity of the states involved in the 
transition, v is the average frequency of the transition, 
and

dv

is the integral of the absorption spectrum plotted in 
t(p) vs. v in cm-1.

F is the correction term for the solvent refractive 
index. The relationship of Rabinowicz was used to 
calculate this correction term8

(A 2 +  2)2

where N is the solvent refractive index.
The difference in the ground- and excited-state pKa 

of 9-COOH was calculated using the Forster equation9

hcAv
AP a = 2.303/cT

where Av is the difference in the 0,0 transition for the 
ionized and un-ionized acid.

Previously, the anthracene-like fluorescence of 9- 
COO-  was reported to change in aprotic solvents such 
as benzonitrile to a structureless, lower energy emission 
similar to that of 9-COOH.2 This observation re­
sulted from a trace of acid-base equilibrium to the molec­
ular form (9-COOH). In acid-free benzonitrile, as in 
all other solvents, the fluorescence of 9-COO -  possesses 
the anthracene-like structure shown in Figure 1 of 
reference 2.

Discussion
1-Anihroic Acid. Absorption Spectra of 1-Anthroic 

Acid. Molecular models demonstrate that there is less 
steric hindrance to coplanarity of the carboxyl group 
and aromatic nucleus for 1-COOH than for 9-COOH. 
From X-ray analysis of 1-naphthoie acid, where the 
carboxyl group geometry should be similar to that of 
1-COOH, the angle between the ring and carboxyl 
group is 11 ° .10 At this angle significant resonance inter­
action between aromatic ring and carboxyl group will 
occur. Some charge-transfer (CT) character is thereby 
introduced into the IA -*■ 7La (or ‘L») transition re­
sulting in a red shift and loss of structure relative to 
the parent hydrocarbon.11 Comparison of the absorp­
tion spectra of 1-COOH in Figure 1 with the absorption 
spectra of 9-COOH2 demonstrates this effect.

In benzoic acid the absorption band at 230 nm is 
assigned to a CT transition, involving a one-electron 
promotion from the highest bonding t orbital of the 
ring to the antibonding v orbital of the carboxyl group.12 
The transition is perturbed by the higher energy (ca. 
200 nm) ‘La state.12 For 1-naphthoic acid13 the ‘La 
state will lie below the CT state and the lowest energy 
excitation will be a ring fr it* transition having some 
CT character.14 The extent of the mixing depends 
inversely on the energy separation between the states 
involved.

The 'La transition is essentially a one-electron transi­
tion from the highest bending to the lowest anti­
bonding orbital (<f>-i) of hydrocarbon.16 On going from 1- 
naphthoic acid to 1-anthroic acid the 0+i orbital is raised 
and the 0_i orbital is lowered while the carboxyl group 
antibonding orbital (</>'-.) does not change significantly. 
Therefore, both the *La and CT transitions shift to lower 
energy, but the shift is greater for the ‘La transition. 
The energy difference between CT and ‘La states is there­
fore greater for 1-anthroi 3 acid. In addition, the electron 
density at the 1-position of naphthalene is greater than 
at the 1-position of anthracene.15 Thus, greater reso­
nance interaction between aromatic ring and carboxyl 
group is expected for 1-naphthoic acid than for 1-anthroic 
acid. As a result of these two effects, greater CT char­
acter is expected in the ‘La state of 1-naphthoic acid. 
Evidence for this is seen in the red shifts of ‘La bands in 
the acids relative to their parent hydrocarbons. For 
1-naphthoic acid the shift is 2400 cm-1, while for 1- 
anthroic acid the shift is only 1100 cm-1.

Absorption of 1-Anthroate Anion. Resonance forms, 
such as I, are less important for the ground state of 
1-COO-  than forms like (II) for 1-COOH. The car- 
boxylate anion, alreadj possessing a negative charge, 
will not readily accept the second negative charge neces­
sary for resonance interaction.16 Thus, the inductive

I II

(7) J. G. Calvert, J. M. Pitts, Jr., “ Photochemistry,” John Wiley and 
Sons, New York, N. Y., 1967, p 174.
(8) A. Rabinowicz, Rep. Prog~. Phys., 12, 233 (1948-1949).
(9) A. Weller, Progr. Reaction Kinetics, 1, 187 (1961).
(10) J. Trotter, Acta Cryst., 13, 732 (1962).
(11) J. N. Murrell, “ The Therry of the Electronic Spectra of Organic 
Molecules,” John Wiley and Sons, New York, N. Y., 1963, Chapter 9.
(12) H. Suzuki, “ Electronic Absorption Spectra and the Geometry of 
Organic Molecules,” Academic Press, New York, N. Y., 1967, p 
472.
(13) A. E. Lutskii and L. A Antropova, Zh. Fie. Khim., 39, 1131 
(1965).
(14) Reference 11, Chapter 10.
(15) Reference 11, Chapter 12.
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effect of the carboxylate anion is smaller than that of 
the carboxyl group. Introduction of CT character into 
the :La state therefore is less important for 1-COO -  than 
1-COOH. As a result the absorption spectrum of COO -  
retains the characteristic vibronic pattern of the 
anthracene xLa transition. A slight red shift of the 
1-COO-  absorption relative to anthracene is the only 
evidence for a carboxylate ion effect on the xLa transi­
tion.

Owing to the smaller interaction between the car­
boxylate ion and ring than between the carboxyl group 
and ring it is likely that 1-COO -  ground-state geometry 
involves a less planar configuration than for 1-COOH.

Solvent Effects. Figure 1 shows a blue shift of the 
absorption maximum of 1-COOH with increasing sol­
vent polarity. Similar behavior has been reported pre­
viously for the xLa band of 1-naphthoic acid.13 Gener­
ally, 7r -► x* transitions shift red whh increasing solvent 
polarity. The reason for the anomalous behavior of 
1-COOH is apparent when the relative effects of polar 
and nonpolar solvents on the Franck-Condon (FC) and 
equilibrium excited states are considered. Figure 7 
shows a potential energy diagram for the ground and 
excited states of 1-COOH in benzene and ethanol, as a 
function of the solute-solvent interaction parameter, 
r. Essentially, r is the average distance between a 
solute and a solvent molecule.

Both the ground and excited states of 1-COOH are 
stabilized in ethanol relative to benzene. The molecu­
lar dipole, already in the direction of the carboxyl group 
in the ground state, will be increased on excitation due to 
the direction of the xLa transition dipole. Interaction 
between the solvent 1-COOH will therefore increase on 
excitation, and the equilibrium excited-state solute- 
solvent distance, reE, will become smaller than the 
equilibrium ground-state distance, reG. As solvent 
polarity increases, Are, the distance between reE and 
reG, should also increase. The resulting displacement 
of the ground and excited-state potential curves leads 
to a higher energy FC state, represented by the arrows 
marked A in Figure 7.

It is worth noting that a blue shift of the CT band of 
benzoic acid with decreasing concentration in nonpolar 
solvents17 is attributed to a dimer-monomer equilibrium. 
In polar solvents, the dimerization is inhibited resulting 
in a blue shift of the absorption relative to that in 
nonpolar solvents. This behavior is similar to that dis­
cussed above for 1-COOH. However, since the absorp­
tion spectrum of 1-COOH in benzene from 10-4 to
10-6 M  does not change, acid dimer formation for 1- 
COOH can be ruled out as the cause of the polar solvent 
blue shift.

In ethanol the 0,0 band of 1-COO-  absorption is 
blue shifted 600 cm-1 relative to the 0,0 band in ben- 
zonitrile. This is again attributed to the difference in 
solvation of the ground and FC excited state as dis­
cussed earlier for 1-COOH. The 0,0 band of 9-COO-

Figure 7. Potential energy curves for ground and excited 
states of 1-anthroic acid in ethanol and benzene as a function 
of solute-solvent internuclear distance, r :  reG solute-solvent 
internuclear distance in ground state; reE, solute-solvent 
internuclear distance in excited state; A ,  absorption; F, 
fluorescence; GS, ground state; ES, excited state; E ,  energy.

in ethanol and benzonitrile differs by only 100 cm-1. 
As would be expected, solvent effects are better trans­
mitted when carboxylate group and ring can approach 
coplanarity.

Nature of the Emission Process. Since the transition 
dipole of the xLa transition lies perpendicular to the long 
axis of anthracene, a greater interaction is expected 
between the carboxyl group and the xLa state than with 
the ground state, introducing greater CT character into 
the excited state. As a result, the emission of 1-COOH 
in Figure 2 is more diffuse than it absorption. The 
diffuseness is increased in polar solvents from the normal 
polar-solvent excited-state interactions.18

A consequence of the difference in CT nature of the 
two states is the observation of a greater Stokes shift 
for 1-COOH (4000-5000 cm-1) than for the parent 
hydrocarbon anthracene (3200 cm-1). The Stokes 
shift for 1-COOH is smaller than for 9-COOH (6500 
cm-1). Several factors account for this. First, the 
difference in excited-state and ground-state geometries 
is not as great for 1-COOH as 9-COOH.2 Second, 
theory predicts the electron density in the excited state 
to be greater at the 9 position than at the 1 position,11 
therefore permitting greater resonance interaction in 
the former. Third, the change in the magnitude of the 
molecular dipole on excitation is greater for 9-COOH. 
For 1-COOH the ground-state dipole is larger than for
9-COOH because of the resonance effect of the car­
boxyl group. Therefore, upon excitation and forma­
tion of the planar excited-state, a larger increase in the 
molecular dipole is expected for 9-COOH.

(16) E. S. Gould, “ Mechanism and Structure in Organic Chemistry,” 
Rinehart and Winston, New York, N. Y., 1959, Chapter 7.
(17) H. Husoya, J. Tanada, and S. Nagakura, J. Mol. Speclrosc., 8, 
257 (1962).
(18) B. L. Van Duuren, J. Org. Chem., 26, 2954 (1961).
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The Stokes shift of 1-COOH fluorescence increases in 
going to more polar solvents— i.e., ethanol >  benzoni- 
trile >  benzene. Referring to Figure 7, such a trend is 
predicted by the greater Are and corresponding greater 
displacement of the potential wells in the more polar 
solvent. The difference in the length of the arrows A 
(absorption) and F (fluorescence), represents the Stokes 
shift.

The resonance forms for 1-COO- , improbable in the 
ground state, become more favorable in the excited 
state due to the electron density change induced by the 
1La transition dipole (III). Evidence for this differ-

©
III ’La

ence in ground- and excited-state behavior is shown in 
Figure 3. In the excited state, the carboxylate anion 
interaction with the aromatic nucleus is sufficient to 
make the fluorescence spectrum more diffuse than the 
absorption spectrum. The extent of the interaction is 
not sufficient to produce the large Stokes shifts ob­
served for 1-COOH. Since the Stokes shift for 1-COO -  
in both ethanol and benzonitrile is ca. 3500 cm-1, one 
may conclude that the change in the molecular dipole 
induced by excitation is smaller for 1-COO-  than for 
1-COOH.

2-Anthroic Acid. Absorption of 2-Anthroic Acid. 
Molecular models indicate that steric hindrance to car­
boxyl group and ring coplanarity is negligible. In­
frared studies show less steric interaction between the 
carboxyl group and ring H ’s for 2-COOH.19 Substitu­
tion of the carboxyl group at the 2 position of anthracene 
would therefore be expected to have a greater smearing 
effect than 9 substitution. A comparison of the absorp­
tion spectra of 9-COOH2 and 2-COOH with anthracene 
shows this to be true.

The electron density of the highest filled anthracene 
MO is twice as great at the 1 position as at the 2 posi­
tion.11 Disregarding the small difference in steric inter­
action for 1 and 2 substitution, smaller resonance inter­
action with the carboxyl group would be expected for 2 
substitution, introducing a smaller amount of CT char­
acter into the ’La transition. As a result, the absorp­
tion spectra of 2-COOH in Figure 4 are less diffuse than 
for 1-COOH.

Closer inspection of the 2-COOH absorption spectra 
reveals two interesting features. First, the vibronic 
structure of 2-COOH absorption is different from the 
vibronic pattern of anthracene. Second, a comparison 
of the absorption and fluorescence spectra of 2-COOH 
in Figures 4 and 5 reveals a lack of mirror symmetry. 
The situation is most apparent in cyclohexane where 
both absorption and fluorescence show considerable

structure. The most litely explanation for these ob­
servations is that the 25,000-31,000-cm-1 absorption 
band of 2-COOH is composed of two overlapping 
transitions, although emission occurs only from one 
exicted state.

Besides the well-established ’Ai -► ’La anthracene 
transition in the 31,000-26,000-cm-1 region, a second 
transition designated ’Ai -*■ lLb (or ’Lb) is predicted to 
occur at nearly the same energy. Because it is less 
allowed and consequently less intense, the ’Lb transi­
tion of anthracene is cbscured by the more intense 
’La transition.20 The polarization of the ’Lb transition 
is perpendicular to the 'La transition dipole lying along 
the longitudinal axis of the ring.20

Studies on substituted naphthalene spectra have 
shown that the position of substitution determines the 
relative effects of the substituent on the ’La and ’Lb 
transitions.13 Extension of the molecule in a given 
direction by substitution primarily affects the transition 
polarized in that direction. The magnitude of the 
effect is greatest when there is resonance interaction 
between the polar forms of a particular state and the 
substituent. Platt has defined a spectroscopic mo­
ment which is a transiti in moment induced in the ring 
by the presence of any substituent which destroys the 
symmetry,21 listing a lather large spectroscopic mo­
ment for carboxyl group.21

The discrepancies between the absorption spectra of 
anthracene and 2-COOH can therefore be explained on 
the basis of an enhanced ’Lb transition for the latter. 
Suzuki and Baba have used a similar argument to 
rationalize the spectral behavior of 2-anthranol.22-24 
Supporting evidence fo ' overlapping transitions in 2- 
COOH in acetonitrile, calculated from the measured 
fluorescence lifetime and quantum yield (rf°)rad is three 
times as long as the one calculated from the absorption 
spectrum (Tf°)abs. Sue a a large discrepancy in rf°’s 
is exactly that expected when an absorption band is a 
composite of two transitions. Hidden transitions in 
biphenyls and substituted biphenyls have been dis­
covered in this manner.25

The spectra in Figure 4 reveal a variation in the 
vibronic pattern of the 2-COOH absorption band in 
polar and nonpolar solvents. This spectral depen­
dence can be attributed to the difference in solvation 
energy of the Franck-Condon ’La and ’Lb states. 
These states are not affected equally by changes in 
solvent polarity. The blue shift of the 0,0 vibronic

(19) M. Figeys-Fanconnier, H. Figeys, G. Genskens, and J. Nasielski, 
Spectrochim. Acta, 18, 689 (1932).
(20) J. R. Platt, J. Chem. Phjs., 17, 484 (1949).
(21) J. R. Platt, ibid., 19, 253 (1951).
(22) H. Baba and S. Suzuki, Bull. Chem. Soc. Jap., 35, 683 (1962).
(23) H. Baba and S. Suzuki, J. Chem. Phys., 35, 1501 (1961).
(24) H. Baba and S. Suzuki, 3ull. Chem. Soc. Jap., 34, 82 (1961).
(25) I. B. Berlman and O. J. Steingraber, J. Chem. Phys., 43, 2140 
(1965).
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band with increasing solvent polarity is similar to the 
solvent dependence of 1-C00H absorption. Just as 
for 1-COOH, this blue shift is attributed to the increas­
ing difference in the ground and excited-state solute- 
solvent distance with increasing solvent polarity.

Fluorescence of 2-Anthroic Acid. In cyclohexane the 
fluorescence of 2-COOH, shown in Figure 5, displays 
anthracene-like structure. This is also the case for 
other nonpolar solvents. The intrinsic excited-state 
lifetime (rf0)rad in Table II, calculated from n  and <t>i, is 
considerably shorter in cyclohexane than in acetoni­
trile. Because of the short lifetime and spectral resem­
blance to anthracene fluorescence, emission in nonpolar 
solvents is thought to originate from the xLa state of
2-COOH. This assignment is supported by the similar 
values of n° calculated from the absorption spectrum 
and from fluorescence measurements.

In polar solvents, such as acetonitrile, the calculated 
and measured values of r f° do not agree, as seen in 
Table II. The longer lifetime in acetonitrile indicates 
the emission results from a transition, less allowed than 
the xLa transition. In addition, the spectrum in polar 
solvents lacks structure and is red shifted. On this 
basis, the fluorescence in acetonitrile is assigned to the 
less-allowed xLb transition. In polar solvents, solvent 
stabilization of the longitudinally polarized 'Lb state 
of 2-COOH will be greater than stabilization of the 
transversely polarized xLa state due to the position of 
carboxyl group substitution. This will result in lower­
ing the energy of the xLb state, relative to the 'La state, 
to the point where crossover has occurred and the 'Lb 
state lies lowest in energy. The transition dipole of the 
xLb state will increase the electron density at the 2 posi­
tion relative to the ground state. This leads to a strong 
excited-state interaction between the carboxyl group 
and ring resulting in the almost structureless fluores­
cence seen in polar solvents. The smaller fa for 2- 
COOH in acetonitrile than in cyclohexane is also con­
sistent with the longer intrinsic lifetime of the xLb 
state.

Absorption and Fluorescence for the 2-Anthroate 
Anion. Inspection of the 2-COO-  absorption and 
fluorescence in Figure 6 reveals a good mirror image 
relationship. Although the absorption is somewhat 
smeared, it clearly resembles the anthracene spectrum. 
Thus, significant contribution from the xLb transition 
can be ruled out. This is consistent with the smaller 
ground-state resonance interaction with the ring for the 
carboxylate anion than for the carboxyl group. As a 
result, a less intense xLb band is predicted for 2-COO-  
than 2-COOH.

Hydrogen bonding between solvent and an aromatic 
ring substituent is known to produce spectral broaden­
ing.26 It is this type of interaction which causes the 
diffuseness of the 2-COO-  absorption. The even more 
diffuse absorption of 2-COO-  in water is further evi­
dence for this phenomenon. From a comparison of

Figures 3 and 6 the broadening effect of the carboxylate 
anion on the anthracene xLa transition is greatest for 
2 substitution. This is in agreement with the greater 
degree of ring and substituent coplanarity for substitu­
tion at this position. As might be expected, signifi­
cant hydrogen-bond interaction with the solvent is best 
transmitted to the ring via a coplanar configuration. 
The mirror-image relationship of the 2-COO-  absorp­
tion and fluorescence spectra means that the fluores­
cence, like the absorption, involves the xLa excited 
state.

Excited-State pKJs of Carboxylic Acids. Several 
workers have shown that the pAa’s of aromatic car­
boxylic acids increase in their lowest excited singlet 
state relative to their ground state.27- 30 Considering

,0)
R— C Í  (e 

x 0

H+
K,

*0 ,OH
R— c;\ OH

R—  C f +

OH

the increase in pA a is greater for pKt (ApA2 «  7) than 
for pAi (ApAi ~  4). Charge-transfer-type structures 
involving electron transfer from the ring to the car­
boxyl group have been invoked to explain the increase^ 
basicity. Porter and Vander Donckt suggested that 
the C = 0  bond is most directly affected by the charge 
migration while the -OH  group is only indirectly af­
fected.29 From spectral data on the anthroic acids, 
another important factor affecting changes in pK & is the 
abilities of the -COOH and -COO-  groups to undergo 
resonance with the ring. Both absorption and fluores­
cence spectra indicate greater charge-transfer inter­
actions for the un-ionized acid. Consequently, on 
excitation, the ring can contribute more charge to the 
-COOH group than to the COO-  group and a greater 
increase in basicity results.

Porter and Vander Donckt have calculated the 
ApAi’s of the three anthroic acids using the Forster 
cycle.30 For 9-anthroic acid, they report ApAi =  3.5 
(pAd =  3.0, pAi* =  6.5). Our data yield ApAi =  3.2 
when the A v term in the Forster equation is obtained 
from average values of absorption and fluorescence.

Absorption and fluorescence of 9-COOe are primarily 
the structured xLa transition of anthracene only slightly 
perturbed. The carboxylate group is not coplanar 
with the ring and interaction between it and the ring 
is minimal.2 For 9-COOH, absorption still arises from 
the structured xLa anthracene transition but fluores­
cence results from a CT state caused by rotation of 
the carboxyl group to a coplanar configuration in the 
excited state. Therefore, to calculate the change in

(26) H. Baba and S. Suzuki, J. Chem. Phys., 35, 118 (1961).
(27) A. Weller and W. Urban, Angew. Chem., 66, 336 (1954).
(28) E. L. Wehry and L. B. Rogers, J. Amer. Chem. Soc., 88, 351 
(1966).
(29) E. Vander Donckt and G. Porter, Trans. Faraday Soc., 64, 3215 
(1968).
(30) E. Vander Donckt and G. Porter, ibid., 64, 3218 (1968).
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bacisity of 9-COO® by using averaged absorption and 
fluorescence bands probably is not valid. However, 
excited-state rotation of the carboxyl group does not 
occur for the car boxy late anion, even in aprotic sol­
vents.2 Consequently, the absorption and fluores­
cence of 9-COO ~ are primarily the structured anthra­
cene xLa transition with only minor CT perturbation. 
This implies little transfer of electron density toward the 
-CO O -  group and a small change in basicity. If ApAx 
is calculated by the Forster cycle using the lowest energy 
vibronic components of the 9-COOH and 9-COO-  ab­
sorption spectra, a value of ApAi =  0.5 is obtained. 
Such a value seems more consistent with the spectral 
behavior of 9-COO-  which indicates only a minimal

interaction between the earboxylate group and the ring. 
Since the excited-state rotation occurs for the un-ionized 
acid, the Forster assumption of equal entropy for the 
ground and excited-state ionization is probably not met 
when fluorescence frequencies are included in calculat­
ions. Thus caution must be exercised when calculat­
ing excited-state pAVs of molecular undergoing excited- 
state geometry changes.
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Nuclear Magnetic Resonance Studies on the Intermolecular Association 

in Some Binary Mixtures. I. Chloroform and Proton-Acceptor Solvents1
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A graphic method based on nmr measurements has been developed which enables one to determine the associa­
tion constant and the chemical shift of the 1:1 molecular complex in binary mixtures. Results obtained for 
chloroform in various proton-acceptor solvents are presented and discussed in detail.

I n t r o d u c t i o n

Nuclear magnetic resonance studies have revealed 
that the chemical shift of the chloroform proton in the 
medium of a proton acceptor is largely dependent on the 
chloroform concentration and also on the nature of 
solvent.2 This dependence is attributable to inter­
molecular association between chloroform and solvent 
molecules through hydrogen bonding.2 Chloroform 
also associates with benzene to form a complex3 whose 
bonding is similar to other hydrogen bonds, i.e., essen­
tially electrostatic in character.3b Two types of hydro­
gen-bonded complex with 1: l 3a-4 and 2: l 3a-6 ratios, 
respectively, have been known between chloroform and 
a proton-acceptor solvent.

Many different methods of nmr approach, such as 
curve fitting,2'5 limiting slope,6 and temperature varia­
tion,7 as well as a graphic method,8'9 have been used 
to determine the association constant for 1:1 hydrogen- 
bonded complexes.

The present paper is concerned with the proton mag­
netic resonance of chloroform in a variety of proton-

acceptor solvents. A graphic method will be developed 
to determine the association constant and the chemical 
shift due to its 1:1 hydrogen-bonded complexes.

T h e o r y

In a solution of a 1 1 solute-solvent complex, an 
equilibrium is considered to exist between the unasso-

(1 ) B a s e d  i n  p a r t  o n  m a t e r ia l  s u b m it t e d  f o r  t h e  M a s t e r 's  th e s is  o f  
S. T.
(2 )  C .  M .  H u g g in s ,  G .  C .  P im e n ta i ,  a n d  J .  N .  S h o o le ry ,  J. Chem. 
Phys., 2 3 ,1 2 4 4  (1 9 5 5 ) .
(3 ) (a ) G .  W .  C h a n t r y ,  H .  A .  G e b b ie ,  a n d  H .  N .  M ir z a ,  Spectrochim. Acta, 2 3 A , 2 7 4 9  (1 9 6 7 ) ;  (b) R .  J .  A b r a h a m ,  Mol. Phys., 4 ,  3 6 9  
(1 9 6 1 ) .
(4 ) L. J .  A n d re w s ,  Chem. Rev., 5 4 ,  7 1 3  (1 9 5 4 ) .
(5 ) A .  L .  M c C h e l la n ,  S. W  N ic k s ic ,  a n d  J. C .  G u f f y ,  J. Mol. Spec- 
trosc., 1 1 , 3 4 0  (1 9 6 3 ) .
( 6 ) P .  J .  B e r k e le y ,  J r . ,  a n d  M. W .  H a n n a ,  J. Phys. Chem., 6 7 ,  8 4 6  
(1 9 6 3 ) .
(7 ) R .  E .  K l i n c k  a n d  J .  B .  S to th e r s ,  Can. J. Chem., 4 4 , 37  (1 9 6 6 ) .
(8 ) R .  M a r t h u r ,  E .  D . B e c k e r ,  P .  B .  B r a d le y ,  a n d  N .  C .  L i ,  J. Phys. 
Chem., 6 7 ,2 1 9 0  (1 9 6 3 ) .
(9 ) S. N is h im u r a ,  C . H .  K e ,  a n d  N .  C .  L i ,  i b i d . ,  7 2 ,  1 2 9 7  (1 9 6 8 ) .
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dated and associated forms of the proton donor (D) and 
the acceptor (A ): A +  D 7A AD. The equilibrium 
constant in terms of mole fraction (X ) can be expressed 
as

Z a p _____________A'A D ____________________

Z AZ D ~ (AV -  A a d ) ( A ° d  -  A a d )

(A°a +  A°d — A ad) (1)

where A d° and A a° are the number of moles of proton 
donor and acceptor initially given, and A ad is the num­
ber of moles of 1:1 complex after equilibrium is estab­
lished.

The observed shift of the chloroform proton ( 5 0b s d )  is 
therefore the weighted average of the shift due to the 
unassociated solute (So) and that due to the complex 
( 5 a d  ) , i . e .

„ A°d — A ad t A ad
Oobsd =  -------- 7 7 ----------  ÔD +  7 7 —  0 AD

A°D A°D (2)

or

A ad _  50bsd — 5d _  Aobsd . ,
A°d 5ad — 5d Aad

where A0bsd and A a d  stand, respectively, for (50bsd — 
5o) and (5a d  —  S o ) ,  *.e.

Aobsd = ôbsd D̂ (3)

A a d  =  5  a d  —  S o  ( 4 )

Substitution of eq 2' into eq 1 gives

A o b s d / A a d  f" ̂  ,___________ A°p________
1 — Aobsd/Aad L Z °a — (A0bsd/Aad)Z °d_

(5)
where Z ° ’s denote the initial mole fractions. Equation 
5 after expansion becomes

(6) 1

Rearrangement of eq 6 gives

A o b s d  

1 -  Z°D
1 Z ° D A 2o b s d  A a d

1 -  Z »D +  1 +  (1 /K) (7)

The plot of Aobsd/(1 — Z°D) against Z°DA20bsd/(l — 
Z °D) gives a straight line whose slope and intercept 
determines the values of A a d  and K.

In the present study we are mainly interested in the 
1:1 solute-solvent complex. However, if the formation 
of any other non-1:1 complex or self-association of 
solute proceeds competitively in the system, the plot of 
Aobsd,/( 1 — Z°D) v s . Z°DA2obsd/(1 — Z°D) will exhibit a 
distinct curvature at higher solute concentration, where 
these processes are expected to become more pro­

nounced. Even in this case, a linear plot obtained at 
the lower concentration range may be approximated to 
the behavior due to the 1:1 complex. Accuracy and 
reliability of association constants thus determined 
largely depend on the extension of the linear part of the 
plot.

The product of slope X intercept for the straight 
line mentioned above can be given by eq 7 as

P =  slope X intercept =

One has P -*■ 0 as K  -*■ 0 and P -*■ 1 as K  -*■ °°, indi­
cating that the behavior of the straight line is sensitive to 
small change in K, as long as K  is small, but rather in­
sensitive when K  is large.

Now suppose the case in which K  for solute dimeri­
zation or other non-1:1 complex formation is small9 
over a certain range of solute concentration. Then a 
small value of K  for 1:1 solute-solvent complex forma­
tion will exhibit a plot with pronounced curvature at 
higher concentration range. If the value of K  for 1:1 
complex formation is large enough, so that K  for dimer­
ization or other non-1:1 complex formation becomes 
negligibly small, the resulting plot will exhibit good 
linearity. Thus the straight line obtained over a cer­
tain range of solute concentration can determine the 
association constant for the 1:1 solute-solvent complex 
and rule out unequivocally a weak dimerization or 
other competitive non-1:1 complex formation.

Experimental Section
The chemicals used in the present work were ob­

tained from standard commercial sources and were 
purified mostly according to conventional procedures,10 
but some were purified according to the literature.6

The sample solutions were made up by weight under

Table I: The Nmr Data for the Intermolecular Association 
of Chloroform with a Variety of Pro ton-Acceptor 
Solvents at 26°

Range of 
chloroform 

mole
(dobsd)rcD_ ,0tProton fraction aad , K,

acceptor studied ppm ppm (mf)->

Benzene 0.0468-
0.3242

0.853 3.33 0.36

Toluene 0.0216-
0.3093

0.915 2.31 0.67

Mesitylene 0.0398-
0.3624

1.037 2.26 0.86

Acetonitrile 0.0290-
0.3364

-0 .500 -0 .6 5 3.4

Dimethyl
sulfoxide

0 .0202-
0.4764

-1 .250 -1 .6 4 3.2

(10) J . A . R id d ic k  and  E .  E . Toops, “ O rgan ic  S o lven ts ,”  In te rsc ience  
Publishers, In c ., N e w  Y o rk , N .  Y . ,  1955.
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Table I I  : Literature Values of Association Constants for Chloroform-Proton-Acceptor Complex

Proton acceptor A a d , p p m K, (m f )  -» ■Met.hod- Ref

Acetonitrile -0 .6 3 3.2
-0 .973  ±  0.019 1.14 ±

-0 .752  ±  0.024 0.91 ±

Dimethyl sulfoxide - 1 .5 3.8

Binary mixture a

0.04 Ternary mixture containing 6
CCL as solvent

0.05 Ternary mixture containing 6
CC1, as solvent

Binary mixture c

a  Reference 6. 1 B. B. Howard, C. F. Jumper, and M. T. Emerson, J .  M o l .  S p e c t r o s c . ,  10,117 (1963). c Calculated from ref 5.

open air, degassed at Dry Ice-methanol temperature, 
and sealed in 5-mm od tubes in vacuo.

The 60-MHz nmr experiments were carried out with 
a Varían HR-60 high-resolution nmr spectrometer sys­
tem at 26 ±  Io.

The signal position of the chloroform proton was 
measured with reference to the cyclohexane signal by 
the side-band technique with use of a Hewlett-Packard 
HP-200CD wide-range oscillator in conjunction with 
an HP-521C electronic counter with crystal time base. 
It was thus possible to hold the average deviation with­
in ±0.1 Hz.

Results and Discussion

The chloroform proton shift at infinite dilution in 
the solution of cyclohexane was determined as 5.65 ppm 
(339.0 Hz) from the plots of chloroform proton shift as 
a function of chloroform concentration in solution. 
This value is in good agreement with Jumper’s result11 
and was taken as 5d , the chemical shift of pure chloro­
form monomer.

Several plots of A 0 b s d / ( 1  —  A°d) against Z ° D A 2 0 b » d /  
(1 — X°d) for the binary mixtures under study are shown 
in Figure 1. The results of the determinations are listed 
in Table I. In Table II, some nmr data on association 
constants in the literature are listed for comparison.

Chloroform forms dimers by self-association through 
weak hydrogen bonding.11 However, as can be seen 
from Figure 1, these plots generally exhibit good straight 
lines with the exception of the chloroform-dimethyl 
sulfoxide system, which on extension to the right-hand 
side of Figure 1 gives a distinct curvature above 16 
mol %  chloroform concentration. This indicates that 
the dimerization effect of chloroform is negligibly small 
as compared to the effect of chloroform-solvent asso­
ciation, within the range of chloroform concentration 
studied (below 35 mol % ).

Breakdown of linearity in a higher concentration 
range above 16 mol %  for the case of a chloroform-di­
methyl sulfoxide system mentioned above seems to be 
due to the simultaneous formation of the 2:1 complex in 
addition to the 1:1 complex.6 Even in this case, the 
linear plot obtained below 16 mol %  can be used to 
determine K  and Aad for the 1:1 complex. The 
values of K  and Aad thus determined for the 1:1 com-

Figure 1. Plots of A0b»d/(1 — An0) against XD0A2obsd/(l — 
X d°) for chloroform in a variety of proton-acceptor solvents.

plex of chloroform-dimethyl sulfoxide are in good agree­
ment with those obtained by McChellan, et al.,6 as may 
be seen on comparing Table I with Table II.

For the CHC13-C H 3C'N complex, Howard, et al.,12 
gave two sets of association constants both from mea­
surements in CCh solution as listed in Table II. The 
discrepancy between their results on the one hand and 
those obtained by Berkeley, et al.,* and ours on the 
other hand may be attrioutable specifically to the fact 
that Howard, et al., made their measurements in CC14 
solution. A chloroform-base mixture in the solvent 
carbon tetrachloride presumably undergoes an appre­
ciable amount of CHCl3-solvent association11 which 
may proceed in competition with the predominant 
association of CHCl3-base type even at very dilute 
chloroform concentration. A similar discrepancy was 
noticed by Howard, et al.,12 for association constants of 
the EfiiO-CHCb complex; i.e., association constants 
were determined to be K  =  3.76 ±  0.10 and A a d  ±  

—0.905 ±  0.008 ppm from measurements in cyclohexane 
solution, while these turned out to be A  =  1.46 ±

(11) C. F. Jumper, M. T. Emerson, and B. B. Howard, J .  C h e m -  

Phys., 35, 1911 (1961).
(12) B. B. Howard, C. F. Jumper, and M. T. Emerson, J .  M o l .  

S p e c t r o s c . ,  10,117 (1963).
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0.04 and Aad =  —1.266 ±  0.018 ppm from measure­
ments in CCL solution.

It is obvious from eq 7 that at extreme dilution 
(i.e., X°D —► 0), the first term of eq 7 becomes zero and 
one obtains

(A0b8d)x«D—0 =  1 _[_ (i/K) ®

This latter formula is the same as that obtained by 
Huggins, et al.2 It is noteworthy that Aad should not 
be approximated by (A0bsd)x»D-*-o> unless K  is very 
large. This may find full support in Table I by com­
paring the data in the third and fourth columns in 
conjunction with K  values given in the fifth column.

The dielectric constant of the solvent may have two 
effects on the hydrogen bond of solute-solvent com­
plexes, viz. (1) reduction of the electrostatic force acting 
on the charge centers of the hydrogen bond and (2) 
increased bonding due to increased polar character of 
the proton-acceptor group toward hydrogen atom. 
These two effects are counterbalanced in the equilibrium 
and its extent is best described by K. Thus the depen­
dence of the strength of the hydrogen bond on K  is 
straightforward.

However, the relationship between hydrogen-bond 
strength and hydrogen-bond shift is rather complicated. 
Since a more electronegative group favors stronger 
hydrogen bonding, the stronger the bonding, the larger 
the low-field shift would be (shift a). At the same 
time, the proton shift related to the hydrogen bond is 
also dependent on the specific geometry of the hydrogen 
bond in the particular complex structure, which causes 
a low-field shift of the chloroform proton in the medium 
of a common base like acetone2 but yields a high-field 
shift due to ring currents in the case of aromatic sol­
vents like benzene3b (shift b ).

Thus the net shift due to hydrogen bonding is the 
algebraic sum of shift a and shift b and is not always a 
direct function of hydrogen-bond strength. This is 
why no simple regularity is observed for Aad or 
(Aobsd)x<>D—o> when one compares the complexes with 
different structures in Table I.

Positive values of (Aobsd)xon—0 and Aad, i.e., the 
high-field shift of the chloroform proton in the aromatic 
solvents, as may be seen in Table I, are of course due to 
the anisotropic effect of the aromatic ring, indicating 
that a hydrogen-bonded complex is formed between 
chloroform and the aromatic molecule so as to locate 
the chloroform proton perpendicular to the benzene 
ring13’14 in such a manner that the dipole axis of chloro­
form is along the sixfold axis of symmetry of the benzene 
ring with the proton nearest the benzene.3b-14 In this 
position the proton experiences a high-field shift due to 
the aromatic ring current.8b As has been pointed out 
by Abraham,3b the complex bonding between chloro­
form and the benzene ring, similar to other hydrogen 
bonds, is essentially electrostatic in character but, due

to the weak ionic character of the C -H  bond, is con­
siderably less stable than the more common hydrogen 
bond. This is consistent with lower values of K  ob­
tained by us for chloroform in the medium of benzene, 
toluene, and mesitylene.

Creswell and Allred16 studied the chloroform-benzene 
association in the chloroform-benzene-cyclohexane 
system with cyclohexane used as an inert solvent to 
dissolve the equimolar mixture of chloroform and 
benzene. The K  value was then determined as a param­
eter to be adjusted to make the observed shift vs. 
mole fraction of the 1:1 complex a linear function. 
They obtained K  =  1.06 ±  0.30 (mf)_1 at 25°. How­
ever, using this method it seems rather difficult to rule 
out other competitive non-1:1 complex formation, for 
instance, the formation of the 2:1 CHCl3-C6H6 com­
plex.

In acetonitrile and dimethyl sulfoxide, chloroform 
exhibits negative values of ( A 0b s d ) x V - * - o  and A a d  

(i.e., low-field shifts). The low-field shift of chloroform 
in dimethyl sulfoxide solvent is greater than in acetoni­
trile solvent. This is inconsistent with the prediction 
simply from the values of K, which according to Table 
I are nearly equal, indicating that the chloroform proton 
shifts should be quite close to each other. This incon­
sistency may well be resolved by assuming the structure 
of these 1:1 complexes, respectively, as

V /

As far as the effect of magnetic anisotropy is con­
cerned, the double bond of the sulfoxide group must 
resemble that of the carbonyl group, which results in 
negative shielding of the proton along the double-bond 
axis,13 in agreement with the low-field shift. The 
triple bond of the nitrile group must resemble a -C = C -  
bond, which gives positive shielding of the proton along 
the triple-bond axis,13 in accordance with the high-field 
shift. The diametrical opposition between the mag­
netic anisotropy effects of = S = 0  and -C=sN is ex­
pected to give rise to an additional contribution to the 
relative magnitude of the observed chloroform proton 
shifts in the two association complexes, i.e., CHCI3-

(13) L. M. Jackman, “Application of Nuclear Magnetic Resonance 
Spectroscopy in Organic Chemistry,”  Pergamon Press, New York, 
N. Y „ 1959.
(14) W. T. Huntress, Jr., J. Phys. Chem., 73,103 (1969).
(15) C. J. Creswell and A. L, Allred, ibid., 66, 1469 (1962).
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DMSO and CHCI3-CH3CN, and thus makes the rela­
tive chloroform shift between CHCI3-DMSO and 
CHCI3-CH3CN much larger than that predicted merely 
from the relative hydrogen-bonding strength or from 
the relative magnitude of association constants.

Strictly speaking, K  and Aad determined by eq 7 
might still include the influence both from solvent shift 
and from self-association of chloroform because of 
Aobsd being defined as

Aobsd ôbsd  ̂D  (3)

If the solvent effect is taken into consideration, 
Aobsd at any concentration may be given by the empiri­
cal formula6,16

Aobsd 50bsd A i yAx (9)

In eq 9, A* is the gas-phase difference in shift be­
tween pure donor and reference. yAx is the correction 
for the anomalous shift exhibited by a gaseous solute 
when infinitely diluted with the acceptor solvent, where 
y is the characteristic number6,16 of the acceptor solvent 
and Ax is the difference in the x value between donor 
solute and reference solute, x being the characteristic 
number6,16 of the compound containing the proton.

Substitution of eq 9 into eq 7 gives

[5obsd — A* +  y Ax] _  1 A°D[50bsd — A* +  yAx]2 
1 -  A°d “  ÂIÜ 1 -  Z°D +

Aad

1 +  (1 /K)
(10)

This equation again enables one to determine K  and 
Aad by plotting [iodsd — A* +  yAx]/{l — X°D) against 
A ° D [S o b s d  — A* +  yAx]2/(1 — Xr>°) provided that yAx 
is known for the specific system.

The values of K  and Aad thus determined by this 
refined method, unlike the previous values obtained 
from eq 7 and 3, eliminate automatically the unfa­
vorable contribution from solvent shift due to donor and 
reference solutes and also eliminate the effect arising 
from self-association of chloroform.

Among the series of binary mixtures under study, it 
is only the chloroform-acetonitrile system whose char­
acteristic number yAx is known.6 Application of eq 
10 gave Aad =  —0.63 pp m and K  =  3.1 for the chloro­
form-acetonitrile system, whose plot is also shown in 
Figure 1 for comparison Only a small discrepancy is 
noticed between these two methods of determination. 
A further improvement in the values of K  and Aad with 
application of the refined method would be expected for 
the rest of the binary mixtures, especially for ones with 
smaller K  values, if their characteristic number yAx 
were known.

(16) A. A. Bothner-By, J. Mol Spectrosc5, 52 (1960).
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Dipole Moments of Alkyl Mesityl Ketones and 

Some Aliphatic and Phenyl Analogs1

by A. G. Pinkus and H. C. Custard, Jr.
Department of Chemistry, Baylor University, Waco, Texas 76708 {Received July 1, 1969)

Dipole moments (D) on the ketones listed below were obtained in benzene at 30° (alkyl group listed for each 
series): methylalkyl: methyl,2.84; ethyl,2.86; isopropyl,2.83; i-butyl,2.70; alkylphenyl: methyl, 3.05; 
ethyl, 2.90, isopropyl, 2.93; i-butyl, 2.58; alkyl mesityl: methyl, 2.81; ethyl, 2.76; isopropyl, 2.64; i-butyl, 
2.50. In the methyl alkyl series an increase in C-CO-C angle due to steric interference between methyl and 
i-butyl groups is suggested as a possible explanation of the lower moment of methyl i-butyl ketone. In the 
alkyl phenyl series steric interaction between the i-butyl group and ortho hydrogens inhibits the coplanar con­
formation necessary for maximum *—1r overlap in i-butyl phenyl ketone resulting in the lowest moment; 
similar interactions in certain conformations for ethyl phenyl and isopropyl phenyl ketones result in moments 
lower than for methyl phenyl ketone. In the alkyl mesityl ketones the decrease in moments from methyl to 
i-butyl is attributed to varying degrees of w-w conjugation between aromatic ring and carbonyl depending on 
angle of twist from coplanarity between the plane of the ring and the C-CO-C plane; the smaller the angle, the 
more conjugation and the larger the moment. i-Butyl mesityl ketone is suggested as a more suitable standard 
for a deconjugated system for use with the Braude-Sondheimer equation for calculation of angles of twist from 
dipole moment data of aromatic ketones.

In dipole moment studies on some carbonyl com­
pounds, Kadesch and Weller2 found that the dipole 
moment of methyl mesityl ketone3 >4 (I) (2.71 D) was 
below that of methyl phenyl ketone6 (2.88 D) and about 
the same as those of aliphatic ketones (2.72 D ).2 The 
dipole moment of mesitylaldehyde (2.96 D), however, 
was found to be about the same as its unhindered analog, 
benzaldehyde (2.92 D). They explained the reduction 
of the moment of methyl mesityl ketone to below that 
of methyl phenyl ketone in terms of steric inhibition of 
resonance. Thus, introduction of ortho methyls in 
acetomesitylene resulted in interference of ortho methyls 
with carbonyl methyl when a coplanar position was 
approached and the carbonyl group was thus forced into 
a noncoplanar orientation (I) with respect to the ring. 
This prevented formation of the resonance hybrid 
which would have resulted in a greater charge separation 
and consequently a higher dipole moment as in the case 
of methyl phenyl ketone (II). The fact that the mo­

ment was reduced to about the same value as for ali­
phatic ketones was interpreted by Kadesch and Weller as 
showing that the maximum reduction in moment had 
been attained. Mesitylaldehyde and benzaldehyde, 
however, had nearly the same moments because the 
hydrogen and oxygen atoms of the aldehyde group were 
not large enough to cause interference with ortho meth­

yls. As a consequence of the postulate of Kadesch 
and Weller, all alkyl mesityl ketones would be expected 
to have the same dipole moment based on their inter­
pretation that the maximum reduction in moment was 
obtained with the methyl derivative.

In connection with a program of studies on alkyl 
mesityl ketones6 further information was desired on the 
nature of restricted rotation about the carbonyl group 
and a determination of dipole moments of a series of 
alkyl mesityl ketones (III) was undertaken. In order 
to assess more accurately the differences in dipole mo­
ments between mesityl ketones and their unhindered 
analogs, dipole moments of two of the latter series were 
also obtained under the same conditions: alkyl methyl 
ketones7 (IV) in which conjugation interaction is absent

(1) Presented at the X IX th  In ternational Congress of Pu re  and Ap­
plied C hem istry, London, Eng land ; see A b stracts, pA 3-52 .
(2) R . G . Kadesch and S . W . W eller, J. Amer. Chem. Soc., 63, 1310 
(1941).
(3) In  order to ca ll attention to the relationships among the classes of 
compounds studied in  the present paper, nom enclature is used in  
which compounds are named as ketone derivatives in  place of the 
system  in  which they are named as substituted derivatives of m esity- 
lene, benzene, and methane. Comm only used names of the la tte r 
system  w ill be noted as they occur.
(4) Acetom esitylene.
(5) Acetophenone.
(6) A . G . P inkus, J . I .  R iggs, J r ., and S . M . Broughton, J. Amer. 
Chem. Soc., 90, 5043 (1968).
(7) Although dipole moments for compounds in  series IV  and V  have 
been reported (see Tab le I I I ) ,  they are not com pletely com parable 
w ith  each other because of differences-in tem peratures, methods of 
calcu lation, and so lvents; the data reported in  the present paper de­
term ined under the same conditions are more m eaningful especially 
w ith regard to comparisons and differences among the compounds 
measured. The m esityl ketones (w ith  the exception of m ethyl) have 
not previously been m easured.
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Table I : Physical Constants of Ketones

K e to n e s Bp, °C 7 l * ° D
F C=0. c m “ 1 

(n e a t) Ref

Acetone 55.5 1.3580 1721 a

Methyl ethyl 81 1.3686 1721 b
Methyl isopropyl 94 1.3761 1718 c ,  d

Methyl ¿-butyl 105 1.3890 1707 d ,  e

Methyl phenyl 203.0-203.5 1.5375 1688 f
Ethyl phenyl 98.5 (4 mm) 1.5237 1679 9

Isopropyl phenyl 89 (  4 mm) 1.5159 1679 h

¿-Butyl phenyl 87-90 (5 mm) 1.5018” 1670 i

Methyl mesityl 179-180 (25 mm) 1.5146 1692 3
Ethyl mesityl 162.0-162.5 (18 mm) 1.5058 1694 k
Isopropyl mesityl 104 (4 mm) 1.5042 1702 l
¿-Butyl mesityl 108 (4 mm) 1.5018 1694 m

“ J. Timmermans, “ Physico-Chemical Constants of Pure Organic Compounds,”  Elsevier Publishing Co., New York, N. Y., 1950, p 353. 
6 J. Timmermans, ref a ,  p 360. c  N. A. Lange, “ Handbook of Chemistry,”  9th ed, Handbook Publisher Inc., Sandusky, Ohio, 1956, pp 
610, 1344. i  “ Handbook of Chemistry and Physics,”  45th ed, Chemical Rubber Publishing Co., Cleveland, Ohio, 1964, p C-230. 
‘  Reference c, p 600. 1  R. R. Dreisbach, “ Physical Properties of Chemical Compounds,”  Vol. I, American Chemical Society, Washing­
ton, D. C., 1955, p 353; ref a ,  p 475; ref d, p C-101. » R. R. Dreisbach, ref/, p 365; ref d, p C-506. h “ International Critical Ta­
bles,”  Vol. Ill, McGraw-Hill Book Co. Inc., New York, N. Y., 1933, p 46; ref c, pp 648,1383; ref d, p C-506. * Reference d ,  p C-506. 
’  V. Meyer and W. Moltz, C h a m .  B e r . ,  30,1270 (1897); ref 47; ref 32; M. J. Aroney, M. G. Corfielc, and R. J. W. Le Fèvre, J .  C h e m .  

S o c . ,  648 (1964). * A. Klages, C h e m .  B e r . ,  35, 2245 (1904). 1 R. C. Fuson and C. H. McKeever, J .  A m e r .  C h e m .  S o c . ,  62, 999 (1940). 
m  D. Y. Nightingale, R. L. Sublett, R. A. Carpenter, and H. D. Radford, J .  O r g .  C h e m . ,  16, 665 (1951). ” Corrected to 30° from value
of 1.5050 obtained at 22° by use of correction factor of — 0.0004/deg for increase in temperature: re'd, p 1307.

CH,
VCH3 «H CH3- C ^ f

ch3
m m

and alkyl phenyl ketones7 (V) in which the effect of 
conjugation on dipole moments would be expected. 
The results would also provide a test of expectations 
based on the work of Kadesch and Weller.

Experimental Section
Preparation and Purification of Compounds and Sol­

vents. Reagent grade thiophene-free benzene was 
refluxed overnight or longer with sodium ribbon and 
fractionated through a 3-ft glass, helix-packed column 
retaining the constant-boiling fraction, bp 80.0°, 
n 20D 1.5011. Redistilled material was periodically 
tested for the presence of water with Karl Fischer rea­
gent.

The alkyl mesityl ketones and ¿-butyl phenyl ketone 
were synthesized; the other ketones were best commer­
cial grades. All ketones were fractionated, retaining 
middle cuts. The purity of each ketone was checked by 
gas chromatography. Physical constants are listed in 
Table I along with literature references to published 
physical constants and/or methods of preparation.

Determination of Dielectric Constants. Measurements 
were made with a heterodyne-beat apparatus modified 
from types previously described.8 The variable os­
cillator was tuned with a calibrated General Radio Type 
722-N precision capacitor and operated at a frequency of
1.8 MHz. The beat-frequency signal from fixed and

and variable oscillators was amplified and applied to 
vertical plates of an osci loscope. A standard 1000-Hz 
signal, generated by a tuning-fork oscillator, was ap­
plied to the horizontal p lates of the oscilloscope. The 
resulting 1:1 Lissajous figure was taken as the balance 
point for all capacitance determinations. The 1000-Hz 
beat frequency was used in order to lessen the “ lock-in”  
tendency of the two oscillators as their beat frequencies 
approached zero. The capacitance readings obtained 
in this manner were reproducible to 0.05 pF.

The experimental cel. was of the type designed by 
Sayce and Briscoe9 constructed of two concentric glass 
tubes. The outer surface of the inner tube and the 
inner surface of the outer tube were silvered up to ap­
proximately two-thirds of the length. Connections 
were made to the plates by means of platinum wires 
which passed into the imerior of the inner tube and into 
a side tube sealed to the outer tube.

Prior to each series of determinations, a cell con­
stant was obtained from a capacitance measurement 
with pure benzene using the known dielectric constant 
at a given temperature. Designating the capacitance 
of the cell with air between its plates as Ca and with 
pure benzene (dielectric constant eB) in the cell as 
CB, capacitance (Co) of the leads and the surroundings 
is given by Co =  (C a «b — C b) / ( « b — !)• The dielec-

(8) C. T. Zahn, Phys. Rev., 24, 400 (1924) ; A. Weissberger and R. 
Sângewald, J. Amer. Chem. Soc., 50, 2332 (1928); A. B. Bryan and 
I. C. Saunders, Phys. Rev., 32, 302 (1928) ; H. Müller and H. Sack, 
Phys. Z., 31, 815 (1930); L. E. Sutton, Proc. Roy. Soc., A133, 668 
(1931).
(9) L. A. Sayce and H. V. A. Briscoe, J. Chem. Soc., 315 (1925).
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Table II : Dielectric Constants and Specific Volumes of Ketones in Benzene at 30°

lOHua «a V» «a VIS
Acetone ¿-Butyl Phenyl Ketone

2.151 2.2941 1.1517 4.111 2.2814 1.1510
5.876 2.3470 1.1521 8.723 2.3009 1.1505
7.468 2.3693 1.1523 11.25 2.3120 1.1502

10.34 2.4104 1.1526 15.92 2.3316 1.1497

Methyl E thy l Ketone Methyl Mesityl Ketone
2.711 2.2966 1.1518 4.399 2.2854 1.509
5.861 2.3336 1.1521 8.049 2.3049 1.505
8.394 2.3660 1.1524 12.06 2.3268 1.501

11.34 2.3996 1.1527 16.72 2.3495 1.1496

Methyl Isopropyl Ketone Eth y l Mesityl Ketone
3.406 2.2966 1.1519 4.380 2.2837
6.380 2.3238 1.1522 9.817 2.3091
9.177 2.3502 1.1524 11.88 2.3188

12.49 2.3812 1.1528 13.07 2.3236
15.74 2.3371

Methyl ¿-Butyl Ketone
4.086 2.2933 1.1519 3.422 1.1511
6.302 2.3098 1.1521 6.194 1.1509
9.209 2.3307 1.1525 9.817 . . . 1.1505

11.59 2.3485 1.1527 13.07 1.1502

Methyl Phenyl Ketone Isopropyl Mesityl Ketone
2.994 2.2767

4.420 2.3001 1.1508 3.474 2.2771 1.1513
7.998 2.3294 1.1502 5.997 2.2871 1.1509

12.05 2.3634 1.1495 7.312 2.2924 1.1507
15.48 2.3881 1.1489 9.866 2.3019 1.1506
16.73 2.3987 1.1486 10.71 2.3052

13.52 2.3159 1.1502

Ethy l Phenyl Ketone ¿-Butyl Mesityl Ketone
4.560 2.2941 1.1507 3.737 2.2758 1.1512
8.364 2.3200 1.1502 7.218 2.2873 1.1511

11.75 2.3434 1.1496 10.66 2.2996 1.1506
15.16 2.3672 1.1491 15.27 2.3158 1.1502

Isopropyl Phenyl Ketone
4.357 2.2903 1.1512
8.047 2.3132 1.1505

12.07 2.3375 1.1500
15.93 2.3621 1.1495

trie constant of each solution (e8) was calculated by the 
equation, i8 =  (Co — Ca)/(C0 — CA), where Cs is 
capacitance of the cell containing the solution.

In order to exclude moisture and oxygen as completely 
as possible, all solutions were prepared in a drybox 
under a nitrogen atmosphere. Solutions were trans­
ferred in the drybox to flasks equipped with stopcocks 
terminating with ground-glass joints which fit the inlet 
port of the dielectric sample cell. This procedure for 
filling avoided contact of solutions with the atmo­
sphere. For each series of solutions, the most dilute 
was measured first in order to minimize contamination 
problems. The precision capacitor was read at 5-min 
intervals until a constant reading was obtained, indi­
cating that temperature equilibrium had been attained

in sample cell and solution. After a measurement was 
completed, the cell was emptied by using nitrogen gas 
pressure, rinsed with benzene, and then dried with dry 
nitrogen. Air capacitance of the cell was determined 
before each measurement in order to check that no 
silver had been removed from the surface of the cell 
walls.

For temperature control of solutions in the dielec­
tric constant cell, an insulated bath containing 30 gal of 
mineral oil was used. Previous attempts to use a water 
bath were unsatisfactory because of marked variation of 
cell constant with the level of the water. Temperature 
for measurements was maintained at 30 ±  0.01 ° by means 
of a thermistor regulator. The thermostat employed 
for density determinations was a water bath at 30°. A
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Table ITI : Experimental Data on Ketones

Ketones M R d , cm* ß ao „ P i .  cm* M,3 D »(lit.) (0,6 D Ref

Acetone 15.755 +0.10608 14.23 178.72 2.84 2.4 (30) c
2.5 (30) d

Methyl ethyl 20.297 +0.10429 12.30 184.80 2.. 86 2.5 (30) e

2.76 (25) f
Methyl isopropyl 24.84 +0.10345 9.47 187.04 2.83 2.76 (25) f
Methyl ¿-butyl 29.381 +0.10303 7.32 176.55 2.. 70 2.81 (15) g

Methyl phenyl 34.319 -0.17038 8.25 223.30 a. 05 2.6 (30) c
2.96 (25) h

Ethyl phenyl 40.656 -0.13208 6.645 209.97 2.90 2.88 (25) h
Isopropyl phenyl 45.425 -0.12686 6.140 217.93 2.93 2.89 (25) h
¿-Butyl phenyl 47.806 -0.11600 4.335 183.43 2.58 2.70 (25) h
Methyl mesityl 47.945 -0.10552 5.135 158.80 2.81 2.79 (25) i

2.81 (25) j
2.71 (20) k

Ethyl mesityl 52.487 -0.10256 4.590 208.53 2.76
Isopropyl mesityl 57.029 -0.094377 3.91 201.00 2.64
¿-Butyl mesityl 61.571 -0.08673 3.24 190.27 2.50

“ SO0; benzene solvent. b Benzene solvent except as noted; temperature (°C) in parentheses. c C. R. Murty and D. V. G. L. N. Rao,
J .  S c i .  I n d .  R e s .  B ,  15, 346 (1956); C. R. Murty, C u r r e n t  S c i . ,  25, 49 (1956); ref 25; p 85. 4 A. Vyas and H. N. Srivastava, J .  S c i .  

I n d .  R e s .  B ,  17, 377 (1958); ref 25, p 85. ' A. Vyas, i b i d .  ; ref 25, p 114. 1  G. K. Estok and J. H. Sikes, J .  A m e r .  C h e m .  S o c . ,  75, 2745
(1953); ref 25, p 148. 1 K. L. Wolf andE. Lederle, P h y s .  Z . ,  29, 948 (1928); K. L. Wolf, Z .  P h y s .  C h e m . ,  A  b l .  B ,  2, 39 (1929); ref 25, p216. 
1 C. Cherrier, C .  R .  A c a d .  S c i . ,  225,1306 (1947); ref 25, pp 328, 363, 391. * Reference 33; ref 25, p 391. > Reference 32; ref 25, p 391;
M. J. Aroney, M. G. Corfield, and R. J. W. Le Fèvre, J .  C h e m .  S o c . ,  648 (1964), in carbon tetrachloride. * Reference 2.

two-thermistor bridge circuit between this bath and the 
oil bath made possible a maximum temperature varia­
tion between the two baths of no more than 0.01°.

Densities were measured by means of a 25-ml pyc­
nometer. For calibration purposes the following equa­
tion was used.10 dt =  0.87378 +  10668 X 10-7 (25 —
t) , where d is density and t is temperature.

The equation of Halverstadt and Kumler11 was used 
to calculate solute polarization („P2) at infinite dilu­
tion

„P 2
3aoViMi
(«1 +  2)2

+  Mt(vi +  ß) «i +  1 
«1 +  2

where subscripts 1, 2, and 12 designate solvent, solute, 
and solution, respectively, a =  Ae/w2, Ae =  («i2 — ei), 
v>2 is the weight fraction of solute, v is the specific vol­
ume ( = 1/d), M  is the molecular weight, and e is the 
dielectric constant. Values of a were determined for 
each solution and plotted vs. w2. These linear plots 
were extrapolated to infinite dilution to obtain values 
of a0 using least squares. ¡3 was obtained as the slope 
of a plot of Vn vs. w2. Electronic polarizations ( P e )  

were taken as equivalent to molar refractions which were 
calculated from bond refractivities.12 Atomic polariza­
tion (PA) was taken as 5% of electronic polarization 
( P e ) - 13-16 Dipole moments ( u )  were calculated at 
303°K from molar polarizations and molar refractions 
using the equation of Debye:16 y =  (QKT'^/AwN) ■ 
(„P2 -  P e  -  P a )  =  0.22298(„P, -  1.05 MRv>)l/\ 
where T is the absolute temperature, Avogadro’s con­
stant17 is N =  6.02257 X 1023 mol-1, Boltzmann’s

constant17 is k = 1.38053 X 10-16 erg deg-1, and MRd 
is the molar refraction.
Results and Discussion

Weight fractions (w2) , dielectric constants (ei2), and 
specific volumes (ui2) for solutions are in Table II; 
molar refractions (MRt>), solute polarizations at in­
finite dilution („Pi), vaues of a0 and /3, and dipole mo­
ments (n) are in Table III. Dipole moment values 
from the literature are also listed in Table III for com­
parison. The selected literature moments are those 
reported in benzene solution; however, most of these 
are at temperatures other than 30° and were calculated 
by a variety of methods and thus are not completely 
comparable with each other or the present data.

Methyl Alkyl Ketones. Values for methyl, ethyl, 
and isopropyl derivatives (Table III) are approximately 
the same (average 2.84 D). The lower methyl (-butyl 
ketone value (2.70 D) :s significantly below values for 
the other three.

(10) R. J. W. Le Fevre, “ Dipole Moments,” 3rd ed, Methuen and 
Co. Ltd., London, 1953, p 46.
(11) I. F. Halverstadt and W. D. Kumler, J. Amer. Chem. Soc., 64, 
2988 (1942).
(12) R. J. W. Le Ftvre and K. D. Steel, Chem. Ind. (London), 670 
(1961).
(13) See ref 10, p 17.
(14) C. P. Smyth, “ Dielectric Behavior and Structure,”  McGraw-Hill 
Book Co., Inc., New York, N Y., 1955, p 222.
(15) See also J. W. Smith, “ jllectric Dipole Moments,”  Butterworth
and Co. Ltd., London, 1955, 24.
(16) P. Debye, Phys. Z., 13, 97 (1912).
(17) “ Handbook of Chemistry and Physics,” 45th ed, Chemical 
Rubber Publishing Co., Cleveland, Ohio, 1964, pF-95.
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An explanation for the low moment would appear to 
be linked to restriction of rotation due to the i-butyl 
group. A scale model shows steric interference be­
tween methyl and i-butyl groups. If steric interference 
between methyl and i-butyl groups results in a widening 
of the C-CO-C angle, contribution of the methyl and 
i-butyl group moment vectors to the carbonyl moment 
would be reduced, thus resulting in a reduced dipole 
moment for the molecule. Based on certain assump­
tions, a value for the C-CO-C angle can be calculated. 
Taking 116° as the C-CO-C angle (0C-co -c) in an un­
hindered dialkyl ketone18 (VI), 2.3 D for the bond mo­
ment of a carbonyl group,19 and 2.84 D as the average 
dipole moment of the three unhindered dialkyl ketones 
(nR) in the present work, the group moments of the 
alkyl groups (/¿aik) can be calculated from the equation :20 
MR — Mc=o =  2Maik sin [(180° — 0c-co-c)/2]. Us­
ing the calculated value of 0.5 D for the alkyl group 
moments for both the methyl and i-butyl moments21 in 
methyl i-butyl ketone and the value of the experimen­
tally determined dipole moment of methyl i-butyl ke­
tone (2.70 D ), the C-CO-C angle in methyl i-butyl ke­
tone is calculated to be 134°, a value that appears to be 
too high. This may be due to the incorrect assumption 
that the value of the carbonyl group moment is the 
same22 in the unhindered and hindered ketones. Thus 
if a value of 2.2 D is taken for mc- o in methyl i-butyl 
ketone (VII), a value of 121° is calculated;23 the cal­
culated angle is thus seen to be markedly dependent on 
the value chosen for mc=o-

Evidence for a change in the nature of the carbonyl 
group in methyl i-butyl ketone is manifest in the car­
bonyl stretching frequencies (Table I). Values for 
methyl, ethyl, and isopropyl derivatives are essentially 
the same (ca. 1720 cm-1) whereas that for the i-butyl 
derivative is significantly lower (1707 cm-1). The 
reported value24 for di-i-butyl ketcne (1686 cm-1) is 
also in accord with this trend and the reported25'26 
dipole moment of this ketone also shows a low value of
2.48 D .27 This is in the direction expected for a smaller 
C -C -0  angle (larger C-CO-C angle), thus indicating 
a decreased double-bond order for C -0  stretching. 
Conversely, for a smaller C -CO-C angle, an increase in 
carbonyl stretching frequency would be expected.28 
The value28-29 for cyclobutanone (1775 cm-1) is in accord 
with this expectation.30

oIIo 0
 = o  0111

•c n ,
R n

^ c h 3 > ch3 > , c \
C H 3 > ( C H 3)3

C H 3 C H 3
3 E 3 z n  m r

It is possible that instead of angle widening, an out-
of-plane twisting of one of the alkyl groups could ex­
plain the results as in VIII (showing methyl out-of­
plane). No decision between the two possibilities

(or a combination of the two) can be made at present. 
An electron diffraction study might furnish informa­
tion on this point.

Alkyl Phenyl Ketones. Dipole moment values are 
in Table III. Values for methyl, ethyl, and isopropyl 
derivatives (3.05, 2.90, and 2.93 D, respectively)31 are 
greater than respective values for the dialkyl ketones 
as expected on the basis of conjugation of carbonyl 
with phenyl (greater charge separation). The value 
for the i-butyl derivative (2.58 D), however, is less 
than the corresponding dialkyl derivative. An ex­
planation for this decrease is evident from examination 
of scale models in which interference to the coplanar 
conformation necessary for maximum conjugation 
occurs between ortho hydrogens and the methyls of the

(18) J. D. Swalen and C. C. Costain, J. Chem. Phys., 31, 1562 (1959), 
reported 116° 14' ± 1 °  for the C-CO-C angle in gaseous acetone from 
electron diffraction measurements: L. E. Sutton, Ed., “Tables of 
Interatomic Distances and Configurations in Molecules and Ions,” 
Supplement, Special Publication No. 11, The Chemical Society, 
London, 1958, p 99s.
(19) See ref 14, p 245.
(20) The assumption is also made that the carbonyl moment bisects 
the C-CO-C angle.
(21) (a) This would seem to be a reasonable assumption on the basis
that the dipole moments of alkyl derivatives such as alkyl benzenes,21b ■“ 
alkyl halides,sld and alkyl alcoho!s2Ie show very little variation, (b) 
See ref 14, pp 314, 321. (c) A. L. McClellan, “ Tables of Experi­
mental Dipole Moments,” W. H. Freeman and Co., San Francisco, 
Calif., 1963, pp 251, 292. (d) See ref 14, p 269. (e) See ref 14, p
301.
(22) See below for evidence from infrared spectra.
(23) (a) Using the empirical equation:23*1 0 = (1974 — r)/2.2 where 
0 is the C-CO-C bond angle and v is the position of the infrared car­
bonyl stretching band in cm-1, a value of 121° is calculated for methyl 
i-butyl ketone using the ir absorption band at 1707 cm-1. (It should 
be pointed out that the agreement is fortuitous since the value of 2.2 D 
for gc-o was chosen merely to show that a change of only 0.1 D in this 
value resulted in a large change in the angle, (b) K. Mislow, “ In­
troduction to Stereochemistry,” W. A. Benjamin, Inc., New York,
N. Y., 1966, p 48; J. O. Halford, J. Chem. Phys., 25, 830 (1956). 
Halford gave the equation v (cm-1) = 1278 +  68fc — 2.2$ and 10.2 ±
O. 3 practical units for the stretching force constant. With this aver­
age value for k, <t> = (1972 — r)/2.2 and $ for methyl i-butyl ketone is 
calculated to be 120.5°. The value should be noted of this equation 
in the calculation of C-CO-C angles in unconjugated ketones which 
can then be used for estimation of carbonyl group moments. The 
authors thank Professor K. Mislow, Princeton University, for the Hal­
ford reference as the source of this equation.
(24) R. M. Stiles, Ph.D. Dissertation, Harvard University as quoted 
by Halford;23*1 C. N. R. Rao, G. K. Goldman, and C. Jurie, J. Phys. 
Chem., 63,1311 (1959), reported 1687 cm-1.
(25) A. L. McClellan, “ Tables of Experimental Dipole Moments,” 
W. H. Freeman and Co., San Francisco, Calif., 1963, p 339.
(26) C. Cherrier, Bull. Soc. Chim. Fr., 1076 (1948).
(27) (a) However, the solvent and temperature for this determination 
were not reported.28 On the other hand, a value of 2.79 D was re­
ported25'2711 in benzene at 15°. Unfortunately, because of the various 
conditions (e.g., temperature) the values are not directly comparable 
with those in the present paper, (b) K. L. Wolf and E. Lederle, Phys. 
Z„ 2 9 ,  948 (1928); K. L. Wolf, Z. Phys., Chem., Aht. B, 9 2 ,  39 (1929).
(28) L. J. Bellamy, “ The Infrarred Spectra of Complex Molecules,” 
2nd ed, John Wiley and Sons, Inc., New York, N. Y., 1958, p 149.
(29) D. H. Whiffen and H. W. Thompson, J. Chem. Soc., 1005 (1946).
(30) (a) The dipole moment reported30*1’0 is 2.76 D in benzene at 25°.
(b) See ref 25, p 107. (c) R. Arndt, H. H. Gtlnthard, and T. Gatl-
marai, Helv. Chim. A c t a ,  41, 2213 (1958).
(31) This trend also shows in data reported by C. Cherrier, C. R. 
A c a d .  S c i . ,  225, 1306 (1947), for methyl, ethyl, isopropyl, and i-butyl 
phenyl ketones in benzene at 25°: 2.96, 2.88, 2.89, and 2.70 D, re­
spectively; however, no explanation was given.
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¿-butyl group. In the case of methyl phenyl ketone, 
scale models show little if any interference between 
ortho hydrogens and the methyl group. The methyl 
groups in ethyl and isopropyl derivatives, however, 
show interference in certain conformations and not 
in others. This would account for the largest dipole 
moment observed for acetophenone and smaller ones for 
ethyl and isopropyl derivatives.

Alkyl Mesityl Ketones. Dipole moment values are in 
Table III. The value of 2.81 D (30°) obtained for the 
methyl derivative checks well with the reported values 
of 2.8132 and 2.79 D 33 at 25° in benzene. Two impor­
tant results are notable and require explanation. (1) 
The values are all smaller than respective values for 
corresponding dialkyl ketones; this result is contrary to 
that expected on the basis of the postulate of Kadesch 
and Weller2 as discussed earlier in the present paper. 
(2) The values show a continuous decrease from that of 
methyl (2.81 D) to ¿-butyl (2.50 D).

In considering possible explanations of the fact that 
moments of the alkyl mesityl ketones are less than those 
for the standard dialkyl ketones, the assumption by 
Kadesch and Weller that the dipole moments of hin­
dered aromatic ketones should approach aliphatic 
values as resonance was damped out would appear to 
be invalid. In order to have the same dipole moments, 
the vector contributions of alkyl groups to the carbonyl 
dipole vector would have to be equal to those of aryl 
(mesityl) groups. There is ample evidence that these 
vectors are not equal. Thus, for example, although the 
dipole moment values of bromomesitylene (1.53 D )34'35 
and bromobenzene (1.52-1.57 D )36’37 are approximately 
the same, the values reported for methyl bromide 
(1.6238'39 and 1.84 D 38'40) under comparable condition are 
substantially higher. Furthermore, alkylbenzenes have 
definite dipole moments ranging from 0.34 to 0.61 D 
in benzene.41,42 Similar trends appear for other halides 
and substituents that do not exert steric effects on 
ortho methyl groups. Thus, the dipole vector for an 
aryl group is seen to be less than that of an alkyl (or 
methyl) group.43 This would tend to reduce the overall 
dipole moment in accord with experimental observa­
tions. This explanation is supported by the observed44 
dipole moment of 2.53 D for 2,4,6-tribromobenzalde- 
hyde which is lower than that for mesitylaldehyde 
(2.96 D) and is in the direction expected for inductive 
electron withdrawal from the ring by the bromines.

Reasonable explanations for the experimentally ob­
served continuous decrease in dipole moments of the 
mesityl ketones from methyl to ¿-butyl can also be con­
sidered. It has been pointed out45 that in the case of 
orZ/io-substituted biphenyls overlap of tt orbitals is 
possible even though the rings may be twisted from 
coplanarity. The resonance energy resulting from 
7r-orbital overlap of the two phenyl rings varies with 
cos2 of the angle of twist (Figure 1) ;46 thus, even at 
45°, 50% resonance is present.45 -47 A similar situation

can be visualized with mesityl ketones. In acetophe­
none, maximum tt overlap between phenyl ring and car­
bonyl group can occur when the ring and the plane 
formed by the carbonyl carbon and oxygen and the 
methyl group are coplanar (IX ). In the case of mesityl 
ketones because of ster.c interference between ortho 
methyl groups and the alkyl group (X) (and to a lesser

CH3-1 = ^ C H 3  
(ortho) q (ortho)

21

extent with the oxygen of the carbonyl group), coplan­
arity is prevented or at least would result in a high- 
energy eclipsed-type conformation.

Braude and Sondheimer48 derived an equation which 
related the interplanar angle for substituted methyl 
phenyl ketones and dipole moments : cos2 9 =  (pob8d — 
Mso) / ( mo — M9o)- In the equation 9 is the mean inter- 
planar angle (see X I), fi„had is the observed dipole mo­
ment, go, the moment for a “ completely deconjugated 
system” (where the plane of the ring and the carbonyl

(32) J. B. Bentley, K. B. Everard, R. J. B. Marsden, and L. E. 
Sutton, J. Chem. Soc., 2957 (1949).
(33) C. G. Le Fèvre and R. J W. Le Févre, ibid., 1829 (1950).
(34) See ref 25, p 330.
(35) Benzene, 25°; F. Brown, J. M. A. de Bruyne, and P. M. Gross, 
J. Amer. Chem. Soc., 56,1291 (1934).
(36) See ref 25, p 173.
(37) Benzene, 25-30°.
(38) See ref 25, p 42.
(39) Benzene, 25°; A. D. Buckingham and R. J. W. Le Févre, J. 
Chem. Soc., 3432 (1953).
(40) Benzene, 25°; A. E. von Arkel and J. L. Snoek, Rec. Trav. Chim., 
52,719 (1933).
(41) See ref 25, pp 251, 292, 332, 336.
(42) Aside from the differences in alkyl group, the range of values is 
due to determinations under a variety of conditions.
(43) One of the referees stated that when aiyl is attached to groups 
such as -CHO and -CN, the reverse is true,
(44) J. W. Smith, J. Chem. See., 4050 (1957).
(45) L. L. Ingraham in “ Steric Effects in Organic Chemistry,”  M. S. 
Newman, Ed., John Wiley ard Sons, Inc., New York, N. Y., 1956, 
Chapter 11, p 479 ff.
(46) E. G. Spletzer and H. H. Jaffé, Abstracts, 153rd National 
Meeting of the American Chemical Society, Miami Beach, Fla., April 
1967, No. R-33, reported that near-uv spectra of o-aminobiphenyls 
Bhowed significant resonance interaction between perpendicular 
phenyl rings even in the most sterieally hindered biphenyls.
(47) W. M. Shubert and W. A. Sweeney, J. Amer. Chem. Soc., 77, 
4172 (1955), noted that although ultraviolet spectra indicated prac­
tically complete inhibition of conjugation for methyl mesityl ketone, it 
still showed a carbonyl vibration shift (decrease) of 18 cm-1 from 
methyl ethyl ketone; however, they did not attempt an explanation 
of this observation.
(48) E. A. Braude and F. Sondheimer, J. Chem. Soc., 3754 (1955).
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Interplonar angle.
Figure 1. Excess resonance energy of biphenyl over two 
benzene rings as a function of angle of twist between 
phenyl groups.

group to alkyl carbon plane are at right angles) was 
taken as equal to the dipole moment of a saturated 
ketone (acetone), and ¿tto, the moment for a coplanar 
configuration, was calculated from appropriately sub­
stituted methyl phenyl ketones. The equation was 
used to calculate angles of twist (9) from experimental 
dipole moment data.

It is clear, however, that the Braude-Sondheimer 
equation is inapplicable to the present dipole moment 
data on the mesityl ketones since the mesityl ketone 
dipole moments (mow) are smaller than those of the 
dialiphatic analogs (pw) . The problem seems to reside 
in the assumption of the moments of the saturated 
ketones as standards for the completely deconjugated 
system. This assumption would appear to be unjusti­
fied on the same basis brought out above in the dis­
cussion of the dipole moments of the mesityl ketones— 
that the group moment of an alkyl group is not equiva­
lent to the group moment of an “ unconjugated”  aryl 
group. It would seem that a better standard for a 
deconjugated system would be ¿-butyl mesityl ketone. 
A scale molecular model (Fisher-Taylor-Hirschfelder) 
of this compound shows that the ¿-butyl group is in 
close contact with both ortho methyl groups and as a 
result the carbonyl group to alkyl carbon plane is 
approximately orthogonal to the plane of the mesityl 
ring with very little deviation possible. If the value of 
2.50 D for ¿-butyl mesityl ketone is taken as the best 
available standard for the deconjugated system (y.%), 
the interplanar angles shown in Table IV can be cal­
culated from the Braude-Sondheimer equation using a 
value of 3.09 D for the conjugated system dipole (mo)-49

Similar calculations can be made for data on the 
alkyl phenyl ketones using the methyl phenyl ketone 
moment (3.05 D) for the conjugated system (jio) and a 
corrected value60 of 2.46 D for the deconjugated system 
(mm). The calculated angles are listed in Table IV. 
The calculated angles are probably best regarded as 
average interplanar angles of a minimum energy con­
formation of the molecule, this lowering of energy of the 
molecule (with respect to the rotating alkyl-carbonyl 
group) being related to conjugative interaction as a 
result of w-tr overlap between the mesityl and carbonyl

Table IV : Interplanar Angles (0) of Alkyl Mesityl and Alkyl 
Phenyl Ketones Calculated from Braude-Sondheimer Equation48

0 e

Alkyl group Mesityl Phenyl

Me 44°' 0°“
Et 48° 30°
-i-Pr 61° 27°
f-Bu 90°“ 6 63oli

°  Assumed. 6 If the interplanar angle for the standard, f-butyl 
mesityl ketone is slightly less than 90°, then the angles for the 
other mesityl ketones would be less than those calculated. 
°  Braude and Sondheimer48 calculated a value of 62° for this 
compound based on the dipole moment reported by Bentley, 
e t  a l . 3 i  K. Yates and B. F. Scott, C a n .  J .  C h e r n . ,  41, 2320 
(1963), calculated a value of 74° based on ultraviolet data in 
46-47% sulfuric acid. Yates and Scott point out that strictly 
speaking, the oscillator strengths and not the extinction coeffici­
ents should be used in estimating angles of twist from ultraviolet 
data with the Braude-Sondheimer equation but that experi­
mental difficulties complicate use of the former. Furthermore, 
they point out the difficulties in the estimation of a value for the 
extinction coefficient for the coplanar conformation for o r t h o -  

dimethyl-substituted compounds and consequently the values 
for interplanar angles for these types of compounds are “ less 
quantitative”  than those for other compounds. These consider­
ations may partially account for the differences between inter­
planar angle values calculated from ultraviolet data and dipole 
moment data reported in the present paper. M. J. Aroney, M. 
G. Corfield, and R. J. W. Le Fevre, J .  C h e m .  S o c . ,  648 (1964), 
however, calculated 90° for the interplanar angle based on com­
parison between calculated and observed values for molar Kerr 
constants in carbon tetrachloride. d Braude and Sondheimer48 
reported 34° based on their calculation using ultraviolet data of 
G. D. Hedden and W. G. Brown, J .  A m e r .  C h e m .  S o c . ,  75 , 3744 
(1953), taken on re-heptane solutions. * 49 50

groups. Thus, the closer to coplanarity (the smaller 
the interplanar angle) the more electron delocal­
ization involving carbonyl and mesityl groups and the 
larger the dipole moment. The least amount of de- 
localization would occur in the case of ¿-butyl mesityl 
ketone with the consequence of its having the lowest 
dipole moment.

Two other possible explanations for the decrease in 
dipole moments from methyl to ¿-butyl mesityl ketone 
can be considered. One of these is based on an increase 
in the angle (0c-co-c) between the mesityl and alkyl

(49) This value is obtained by applying a correction of +0.04 D to the 
experimental moment of 3.05 D obtained for methyl phenyl ketone. 
The correction is based on reported moments2 for mesitylaldehyde 
(2.96 D) and benzaldehyde (2.92 D) which reflect an increase of 0.04 
D for mesitylaldehyde in a comparison of mesityl and phenyl systems 
where the same carbonyl group is not sterically prevented from con­
jugation with the ring. Braude and Sondheimer48 used a corrected 
value of 3.03 D.
(50) Obtained by applying a correction of —0.04 D to the experi­
mental moment of 2.50 D for f-butyl mesityl ketone (the deconjugated 
“ standard” ). The correction is on the same basis as stated in ref 49 
which corrects for the decrease in group moment of 0.04 D in going 
from mesityl to phenyl. The moment of 2.58 D for f-butyl phenyl 
ketone cannot be used as a standard for the deconjugated system since 
molecular models indicate some “ free play” in the f-butyl group making 
the interplanar angle substantially less than 90°.
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groups attached to the carbonyl carbon. It would be 
expected that this angle should increase with the steric 
requirement of the alkyl group (from methyl to ¿-butyl). 
On this basis a decrease in the carbonyl stretching fre­
quencies from methyl to ¿-butyl (Table III) would be 
expected (see discussion above for methyl alkyl ke­
tones). A gradual increase is actually observed from 
methyl to isopropyl and then a decrease to the ethyl 
ketone value for the i-butyl ketone. This lack of corre­
lation would tend to exclude this explanation.

Another possible explanation is based on possible 
perturbation of the x-electron cloud of the mesityl ring 
by the alkyl groups. Scale models show that such per­

turbation would increase from methyl to ¿-butyl. Im­
plicit in this suggestion would be a correlation of the 
degree of perturbation with a reduction of the vector 
contribution by the mesityl group to the overall dipole 
moment. This explanat on cannot be discounted at 
present and must be considered as a possibility. Fur­
ther studies are being carried out in order to attempt to 
decide more conclusively between possible explana­
tions.

Acknowledgment. The authors express appreciation 
to the Robert A. Welch Foundation of Houston, Texas, 
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Ethylene-Maleic Anhydride Copolymers and Derivatives. Potentiometrie 

Titrations and Interactions with Polypeptides1 2 3 4

by E. Bianchi, A. Ciferri, R. Parodi, R. Rampone, and A. Tealdi

Chemistry Department, University of Genoa, Genoa, Italy {Received June 20, 1969)

The titration behavior of ethylene-maleic anhydride, propylene-maleic anhydride, isobutylene-maleic anhy­
dride, 2-methylpentene-l-maleic anhydride, and styrene-maleic anhydride copolymers was investigated. The 
carboxyl groups of each copolymer are characterized by two intrinsic pX’s, one of which is increased and the 
other decreased on increasing the number of carbon atoms on the alkyl side chain of the olefin comonomer. The 
phenomenon is attributed to an alteration of the effective dielectric constant and its consequent effect on charge- 
dipole and charge-charge interactions. The titration behavior of the corresponding polycations having di- 
methylaminopropylmaleimide as comonomer was also investigated. The interaction of the polyanion copoly­
mers with poly-L-lysine and poly-L-ornithine was investigated by determining the conditions for formation of a 
coprecipitate. The alkyl side chain of the polyanion influences complex formation through the effect it has on 
the ionization of the carboxyl groups as well as through hydrophobic interactions. The two effects are not, in 
general, additive.

A series of polyelectrolytes corresponding to different 
R substituents was used. The variation of the alkyl or 
aromatic substituent affords a method for investigating 
in a systematic manner the role of steric hindrance on 
the ionization of titratable groups. The results obtained 
can possibly be applied to the titration of more complex 
systems (i.e., the proteins).

Besides the titration behavior of these copolymers, 
we present here some results pertaining to their inter­
action with model polypeptides in an attempt to inves­
tigate the forces involved in the formation of insoluble 
complexes between the copolymers and the proteins.

The variation of alkyl and aromatic substituents on 
the polymer chain backbone also represents a potential 
variation in the so-called5 6 hydrophobic bonding. This 
bond is now regarded as a major parameter in the sta­
bilization of the tertiary structure of proteins and 
possibly contributes to the forces responsible for the 
formation of a copolymer-protein complex.

Experimental Section
Maleic anhydride copolymers were kindly supplied by 

Dr. J. E. Fields and Dr. J. H. Johnson of the Monsanto 
Co. They were described as essentially 1:1 copolymers 
and were prepared by free radical catalyzed solvent- 
nonsolvent techniques which traditionally yield rela­
tively narrow molecular weight distributions {i.e.,

(1) Thesis submitted by Miss R. Parodi as a partial requirement 
for the doctoral degree in chemistry.
(2) E. T. Feltz and D. W. Regelson, Nature, 196, 642 (1962).
(3) J. H. Johnson, J. E. Fields, and W. A. Darlington, ibid., 213, 665 
(1967).
(4) A. H. Sehon, Symposium Series Immunobiological Standard,
Vol. IV, Karger, Basel/New York, N. Y., 1967, pp 51-70.
(6) G. Nfemethy, H. A. Scheraga, and W. Kauzmann, J. Phys. Chem., 
72, 1842 (1968).

Introduction

Ethylene-maleic anhydride copolymers and their 
derivatives have recently come to be considered for a 
number of applications generally involving the forma­
tion of insoluble complexes with proteins and viruses.2-4

Since the physicochemical properties of the corre­
sponding class of polyelectrolytes have not been ade­
quately investigated, we present here a study of the 
titration behavior of polyanions having the structure

Ri
-CH 2-C -C H ------ CH -

r 2 c o o h  c o o h _

and polycations having the structure

Ri
I

- c h 2- c —c h — c h -

r 2 CO CO
\ /

N ß

c h 2
I

c h 2 

c h 2

CH3-N I a
/ \  

c h 3 c h 3

(1)

(2)
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M „ / M n to 1.5-2.0). The molecular weight of the 
ethylene-maleic anhydride copolymer, determined by 
osmotic pressure in H20  at 37°, was found to be M n =
92.000. Viscosity measurements in dimethylform- 
amide confirmed the molecular weight ( M y)  to be about
100.000.

The essential 1:1 composition of the comonomers was 
confirmed on the basis of our titration data (yielding the 
total number of carboxyls in solution) and the known 
composition (dry weight) of the corresponding solution. 
Hydrolysis of the anhydrides was performed in the 
presence of 0.1 N NaOH at 90° following the change in 
the titration behavior with time for over 10 hr. No 
further change in the titration curve could be detected 
after 10 hr treatment at 90°. Five different copoly­
mers were used corresponding to the following R  sub­
stituents

Ri =  H, R2 =  H; ethylene-maleic anhydride poly­
anion copolymer (EMA)

Ri =  H, R2 = CH3; propylene-maleic anhydride 
polyanion copolymer (PMA)

Ri = CH3, R2 = CH3; isobutylene-maleic anhy­
dride polyanion copolymer 
(IBMA)

Ri =  CH3, R2 =  C3H7; 2-methylpentene-l-maleic
anhydride polyanion co­
polymer (MMA)

Ri = H, R2 =  C6H5; styrene-maleic anhydride
polyanion copolymer (SMA)

Hydrolyzed EMA, PMA, and IBMA were soluble in 
0.1 M  KC1, pH 1.5-12, T =  25°, at least up to polymer 
concentrations equal to 0.5% (maximum limit investi­
gated). Under the above conditions MMA was insolu­
ble at pH <  3 and SMA was insoluble at pH <  4.

Dimethylaminopropyl maleimide copolymers, also sup­
plied by Dr. J. E. Fields, were obtained by treating 
the anhydride precursor with DMAPamine. The de­
gree of polymerization of the maleimide copolymers was, 
therefore, the same as that of the corresponding maleic 
anhydride copolymer. Quaternization was performed 
by suspending the polymers in ethyl acetate, adding a 
stoichiometric quantity of methyl iodide (calculated 
mole/mole of dimethylamino groups present), and 
stirring at 60° for 3 hr. Under the conditions used, no 
further change in the titration curve was detected by 
increasing the methyl iodide concentration, the time, or 
the temperature of reaction. The intrinsic viscosity 
of the ethylene-dimethylaminopropyl copolymer mea­
sured in a 1:1 H20-dimethylformamide solution at 
25° (pH 1.5) before and after quaternization was 
found to be 0.74 and 0.64 dl/g, respectively. This 
result suggests the occurrence of some degradation 
during the quaternization step.

Three different quaternized copolymers were used 
corresponding to the following R  substituents

Ri =  H, R2 = H; ett ylene-dimethylaminopropyl- 
msleimide polycation copolymer 
(E :at)

Ri =  CH3, R2 = C3H7; 2-methylpentene-l-dimeth-
ylaminopropylmaleimide 
polycation copolymer 
(Meat)

Ri =  H, R2 = C6H5; styrene-dimethylaminopro- 
pylmaleimide polycation co­
polymer (Scat)

The corresponding unquatemized copolymers are 
indicated as Ecat,unqua,; Mcat,unquat; Scat,unquat. 
Ecat was found to be soluble before and after the qua­
ternization process. Scat and Meat were also soluble. 
Scat,unquat and Mcat,unquat precipitated when pH 
>  7.8.

Model polypeptides poly-L-lysine hydrobromide 
(PLL) and poly-L-ornithine hydrobromide (PLO) were 
obtained from Pilot Chemicals. The reported molec­
ular weight was 115,000 ior PLL and 90,000 for PLO. 
Both polymers were completely soluble in the pH range 
from 1.5 to 11.

Potentiometric titrations were performed as described 
before6 in solutions containing about 50 mg of polymer 
in 10 ml of 0.1 M  KC1 at 25°. A fresh solution was 
used in each case taking particular care to start the 
titration with a clear solution.

Solubility determinations for the polyanion copolymers 
in the presence of the polypeptides were performed at 
pH from 2 to 1, T =  25°, in the presence of 0.005 M 
KC1 by mixing adequate amounts of solutions contain­
ing the separate (soluble) polymers at the indicated 
pH, readjusting the pH, stirring, and visually observing 
the solutions against a dark background. Observations 
made after 10 min and after 24 hr from mixing are 
reported since occurrence of time effects was noticed.

In another set of soluoility experiments in the pH 
range from 2 to 5, adequate amounts of the solutions 
containing the separate polymers in 0.1 M  KC1 were 
mixed and stirred under N2 at T = 25°. After equili­
bration, certainly reached in 48 hr, the amount of 
precipitate was determined using an EEL nephelometer. 
At the concentration employed (5.2 X 10 ~7 equiv/cc 
for each component polymer) the precipitate was in the 
form of an opalescent suspension. This allowed the 
nephelometric determination to yield reproducible 
data.

Infrared spectra of a film of Ecat was obtained using a 
Model 225 Perkin-Elir.er spectrophotometer. The 
film was obtained by evaporation (on an Hg surface) of 
a solution previously ma.ntained for 24 hr at low and 
high pH.

(6) A. Ciferri, D. Puett, L. Rajtgh, and J. Hermans, Jr., Biopolymers, 
6, 1019 (1968).
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pH
Figure 1. Titration curves for polyanion copolymers at 25° 
in 0.1 M  KC1.

Results
Titration curves for EMA, PMA, IBMA, MMA, and 

SMA are reported in Figure 1, where the volume (in 
milliliters) of 1 A" HC1 added are reported as a function 
of the measured pH. The total degree of dissociation, 
« t o t ,  is indicated on the right-hand side. We note 
that the titration of the first carboxyl group is fairly 
well distinct from that of the second one in the case of 
PMA, IBMA, MMA, and SMA while the titration of 
the two carboxyl groups overlap considerably in the 
case of EMA.

In order to calculate the intrinsic pA, pAOJ of the 
carboxyl groups from the apparent pA, pA app, vs. degree 
of ionization, a, curves,6 it is necessary to know the pH 
vs. a curves for each dissociating group. The difficulty 
introduced by the overlapping of the titration curves 
of the two carboxyl groups, particularly in the case of 
EMA, is overcome on the basis that half of the total 
equivalents used can be attributed to only one carboxyl 
group. In this manner pH vs. a curves can be calcu­
lated avoiding the use of data near the overlapping 
region. pAapp =  pH — log [ a / (1 — a) ] vs. a curves thus 
obtained for the five polyanions are reported in Figure
2. We note that the slopes of the curves are unexpect­
edly negative in the case of one of the two carboxyl 
groups of MM A and SMA. The pA0 values, obtained 
when the corresponding a is = 0, are collected in Table 
I and reported in Figure 3, as a function of the number 
of carbon atoms, n, in the side chains of the olefin 
comonomer (i.e., 0 for EMA, 1 for PMA, 2 for IBMA, 
4 for MMA). In the same figure is also indicated the 
value of N =  n +  2, i.e., the total number of carton 
atoms in the olefin comonomer. It is seen that an 
increase of n has a different effect on the ionization of

Figure 2. Apparent pK  v s .  degree of ionization plot 
corresponding to the data in Figure 1.

1 2 3 4 5 6 N

Figure 3. Variation of the intrinsic pK ,  pK o ,  with the number 
of carbon atoms, n ,  in the side chain of the olefin comonomer 
corresponding to the data in Figure 2. N { =  n  +  2) is the 
total number of carbon atoms in the olefin comonomer.

the two carboxyl groups present in each polymer. In 
particular, the ionization of the more acidic carboxyl 
group is increased on increasing n while the reverse is 
true for the weaker carboxyl group.
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Table I :  Intrinsic p K ’ s  of the Dissociating Groups Present 
in the Polyanions and Polycations

Polyanion p E o .A P E o .B

EMA 3.65 6.40
PMA 3.40 7.40
IBMA 2.72 8.83
MMA . , , 9.35
SMA 7.75

Polycation P -K o ><x pKo.ß
EcatjUnquat 10.32 4.43
Ecat 4.61
McatjUnquat (—8)
Meat . . .
Scat,unquat
Scat

8.16

PH

Figure 4. Titration curves for polycation copolymers at 
25° in 0.1 M  KC1.

Titration curves for the quaternized and unquater- 
nized poly cations are reported in Figure 4. We note 
that there is one titratable group for Ecat and two 
titratable groups for Ecat,unquat. No titratable groups 
are evident for Meat and Scat, whereas one titratable 
group is evident for both Mcat,unquat and Scat,un- 
quat. The p /fapp vs. a curves for these polycations are 
reported in Figure 5 and corresponding pK0 values are 
collected in Table I. The slope of the pKapp vs. a 
curves for Mcat,unquat is negative while that for 
Scat is near zero. The infrared spectra of Ecat (pre­
viously exposed to high and low pH) revealed the char­
acteristic imide peaks at 5.65 and 5.90 p.

Titration curves (unreported) for PLL and PLO are 
similar to those previously reported6 and the pK0 values 
are, respectively, 10.2 and 9.9. From the titration 
curves it is deduced that when pH <  7, a =  0 for both

Figure 5. Apparent p K  v s .  cegree of ionization plot 
corresponding to the data in Figure 4.

n
Figure 6. Turbidity of mixt ires of EMA-PLL, PMA-PLL, 
and IBMA-PLL as a function of the number of carbon 
atoms, n, in the olefin comonomer of the polyanions. The 
degree of dissociation for the polyanions is indicated, a  for 
PLL = 0. The temperature is 25° and the concentration of 
the individual polymers is 5.2 X 10-7 equiv/cc.

polymers (i.e., the polymers are fully charged and in 
the random coiled conformation).

Figure 6 summarizes she solubility results for mix­
tures of poly-L-lysine with EMA, PMA, and IBMA at 
pH 2-5. The direct galvanometric reading of the EEL 
nephelometer is plotted against the number of carbon 
atoms n in the olefin comonomer for a constant value of 
the degree of dissociation on the poly anions (the pH’s 
of the mixtures were chosen, on the basis of the titra­
tion curves, so that comparison of the different poly­
anions could be made at a given « tot)-
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Table II: Solubility Characteristics of Mixtures of Polyanion Copolymers with Polypeptides ( T  =  25°, C ,  = 0.005 M  KC1)

-------------------Appearance--------------------------------
At pH 2 At pH 1.15, At pH 1.0,

Mixture -Composition------------------------* 10 min after 24 hr after 24 hr after 24 hr after
no. Polymers Equiv X 10«/10 cc Ratio g/10 cc mixing mixing mixing mixing

1 PLL/EMA 339.75/37.75 9:1 0.0071/0.0025 Clear Clear Clear
2 PLL/EMA 37.75/37.75 1:1 0.0008/0.0025 Precipitate Precipitate Clear
3 PLL/EMA 3.775/37.75 1:10 0.00008/0.0045 Precipitate Clear Clear

4 PLO/EMA 339.75/37.75 9:1 0.0066/0.0025 Clear Clear Clear
5 PLO/EMA 37.75/37.75 1:1 0.00074/0.0025 Clear Clear Clear
6 PLO/EMA 3.775/37.75 1:10 0.00007/0.0025 Precipitate Clear Clear

7 PLL/IBMA 319.05/35.45 9:1 0.00667/0.0023 Precipitate Precipitate Precipitate Clear
8 PLL/IBMA 35.45/35.45 1:1 0.00074/0.0028 Precipitate Precipitate Precipitate Clear
9 PLL/IBMA 3.545/35.45 1:10 0.00007/0.0028 Precipitate Precipitate Precipitate Clear

10 PLO/IBMA 319.05/35.45 9:1 0.00622/0.0028 Precipitate Precipitate Clear Clear
11 PLO/IBMA 35.45/35.45 1:1 0.0007/0.0028 Precipitate Precipitate Clear Clear
12 PLO/IBMA 3.545/35.45 1:10 0.00007/0.0028 Precipitate Precipitate Clear Clear

Table II summarizes the solubility results for mix­
tures containing different proportions of polyanion 
copolymers with the cationic polypeptides at pH 2-1.

Discussion

Titration Behavior. The effect of the alteration of 
the alkyl side chains on the ionization of two adjacent 
carboxyl groups, demonstrated in Figure 3, appears to 
be one of the most interesting results of this investiga­
tion. We suggest the following qualitative interpreta­
tion for the different effects of the side chains on the 
ionization of the two carboxyl groups. The polyanion 
chain is represented (c/. Figure 7) as a sequence of 
pairs of carboxyl groups alternated with hydrophobic 
side chains. Two types of carboxyl groups are arbi­
trarily distinct as type A and type B. For the sake of 
discussion, the more acidic carboxyls are assigned to 
group A and the weaker ones to type B. The ionization 
of the first A-type carboxyl takes place while the 
neighboring B-type carboxyls are completely un­
ionized. It is known that the presence of neighboring 
dipoles favors the ionization of carboxyl groups. For 
instance,7 the dissociation pK  of the carboxyl group in 
R -C H 2-COOH is 4.87 when R - CH3 and 1.7 when 
R = COOH. If the effect of increasing the number of 
carbon atoms in the hydrophobic side chain is regarded 
as a decrease of the effective (local) dielectric constant,7 
a corresponding increase of the net interaction (favoring 
ionization) between the charge on the A-type carboxyl 
and the dipoles on B-type carboxyls should occur, 
according to general electrostatic considerations, on 
increasing n.

A different situation arises in the case of the ioniza­
tion of the first B-type carboxyl which takes place when 
all A-type carboxyls are essentially ionized. Here 
the prevailing interaction is of the ion-ion type and 
must necessarily be a repulsive one, hindering ioniza­
tion. Therefore, in this case, an increase of n, regarded

as a decrease of the effective dielectric constant,7 results 
in an increase of the net ion-ion interaction and thus 
in an increase of pK0 with n.

In the above interpretation the role of the alkyl side 
chain is an indirect one (i.e., an alteration of the ion- 
ion or ion-dipole interaction through the local dielectric 
constant). The possibility of a direct effect of the 
side chain on the ionization of the A- or B-type carboxyl 
groups is reduced considering, for instance, the effect of 
the side chain on the pA0’s of acetic, propionic, and re- 
butyric acids which are essentially similar. It is 
gratifying to note that the values of pKa which can be 
extrapolated to N =  0 (—4.5 and 5.5) are in good agree­
ment with the values for succinic acid. We also note 
that the relative strengths of the B-type carboxyls are 
accurately described8 by Newmann’s9 empirical “ rule of 
six.”

The effect of hydrophobic side chains on the ioniza­
tion of an adjacent group, which has been demonstrated 
in our synthetic copolymers, may also play a role in the 
case of more complex copolymers. For instance, some 
of the anomalous pA0’s which are often observed in the 
titration of proteins may be explained in terms of the 
above considerations.

The behavior of the polycation copolymers is also 
interpreted in terms of the titration of two functional 
groups which are indicated as a and ¡3 in (2). It is 
assumed that, upon quaternization, group type a is 
so strong as to be practically fully ionized at pH <  12. 
The observation of a group with pK 0 =  10.32 for Ecat,- 
unquat, pA0 — 8 for Mcat,unquat, and pK„ =  8.16 for 
Scat,unquat is associated with the titration of the un- 
quaternized a group. The difference between these

(7) J. T. Edsall and J. Wyman, “ Biophysical Chemistry,” Academic 
Press, Inc., New York, N. Y., 1958.
(8) J. H. Johnson, Monsanto Co., private communication.
(9) M. S. Newmann, “ Steric Effects in Organic Chemistry,”  John 
Wiley & Sons, Inc., New York, N. Y., 1950.
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Figure 7. Schematic representation of a polyanion 
copolymer chain.

pA0’s can, again, be attributed to the effect of the side 
chains. Upon quaternization this group is no longer 
titratable. The occurrence of a second basic group is 
associated with the titration of group /?. This group is 
titrated in the case of Ecat (piU0 =  4.43) and Ecat,- 
unquat (pA„ =  4.61) but is not titrated in the case of 
Meat, Scat, Mcat,unquat, and Scat,unquat. A pA0 
of the order of 4.5 is certainly uncommon for an imide. 
The possibility that the hydrolysis of the -C O -N -C O - 
bond has taken place, resulting in amide formation, 
seems, however, to be ruled out by the spectrophoto- 
metric data.

We finally note that the occurrence of zero or negative 
slopes in the cases of MMA, Mcat,unquat, and Scat,- 
unquat can be associated with some structural trans­
formation occurring during the titration, although the 
phenomenon is not as sharp as in the case of the crys­
tallization and helix —*■ coil transformation of polypep­
tides6 or in the cases of maleic acid +  n-butyl vinyl 
ether copolymers10 and polymethacrylic acid.11 While 
the phenomenon requires further investigation, we 
suggest, in view of the limited solubility of these poly­
mers, that it might be associated with an aggregation 
gradually leading into precipitation.

Interaction with Polypeptides. Insoluble complexes 
between polypeptides and ethylene-maleic anhydride 
copolymers can be obtained4 as a result of the formation 
of a covalent bond between an NH2 group of the peptide 
chain and a carboxyl group of EMA. Here we consider 
the occurrence of a coprecipitate between the polyanion 
copolymers and model polypeptides in the absence of 
covalent bond formation. The process is of interest in 
practical applications such as removing viruses from 
water.3

Preliminary (unreported) results indicated that the 
formation of a coprecipitate in solutions containing 
EMA and PLL reached a maximum in the neutral pH 
range and decreased at the pH extremes when the 
charge on one of the polymers approached zero. This 
fact is indicative of the important role of electrostatic 
interactions in the coprecipitation. If we assume that 
the polymer to be coprecipitated has a given positive 
charge, then the order of increasing effectiveness of the

poly anions for precipitation, based solely on electro­
static interactions, could be deduced on the basis of the 
total degree of dissociation of the polyanions. Using 
the data in Figure 1, this order should depend on the 
pH of precipitation. For the alkyl side chain poly­
anions at pH 4 the order would be

IBMA >  MMA >  PMA >  EMA (3) 

while at pH 8 the order would be

EMA >  PMA >  IBMA >  M M A (4)

In this classification the role of the alkyl side chain is 
taken account of only in so far as it affects the dissocia­
tion of the carboxyl groups. However, it is conceivable 
that an increase of the size of the alkyl side chain may 
favor precipitate formation because of the increased 
hydrophobic character cf the polyanion. The data in 
Figure 6 and Table II do in fact support the occurrence 
of this second contribution to the coprecipitation (in 
addition to electrostatic interaction). The data in 
Figure 6, pertaining to a situation where the polypep­
tide is fully ionized (pH <5), indicate that the amount 
of precipitate due to an increase of the degree of ioniza­
tion from a =  0.1 to 0.15 for a given polyanion (i.e., n 
=  constant) is about the same as that due to an increase 
of one carbon atom in the alkyl side chain when a = 
constant. In fact, on the basis of the data at a =  con­
stant reported in Figure 6, the order for increasing effec­
tiveness for precipitation, based only on hydrophobic 
interactions, should be

IBMA >  PMA >  EMA (5)

The data in Table II pertain to a situation (pH 1-2) 
where electrostatic interaction is minimal since the 
polypeptides (PLL and PLO) are both fully charged 
while the charge on the polyanions approaches zero. 
The data indicate the effect of an alteration of the alkyl 
side chain of the polypeptides, all other conditions being 
the same. Formation of a precipitate corresponding to 
the larger side chain of FLL and lack of a precipitate in 
the case of PLO (compare data at pH 2 for mixtures 
no. 2 and 5 and at pH 1.5 for mixtures no. 7, 8, 9 and 
no. 10, 11, 12), confirms that hydrophobic interactions 
play a part in the formation of insoluble complexes. 
In addition, the data obtained at pH 1.0 (when the 
polyanions are certainly uncharged) indicate that any 
difference in hydrophobicity between EMA and IBMA 
(and also between PLL and PLO) is not enough, alone, 
to assure the formation of insoluble complexes. It 
thus appears that the roie of the alkyl side chain of the

(10) P. Dubin and TJ. P. Strains, J. Phys. Chem., 71, 2757 (1967).
(11) A. M. Liquori, G. Barone, V. Crescenzi, F. Quadrifoglio, and V. 
Vitagliano, J. Macromol. Chem., 1, 291 (1966).
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polyanion on complex formation has to be understood in 
terms of the effect it has on the ionization of the car­
boxyl groups and of the effect related to hydrophobic 
interactions. The two effects are not, in general, 
additive, as is evident on comparing series 3,4, and 5.
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On the Viscosity of Concentrated Aqueous Electrolyte Solutions12
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The viscosities of concentrated aqueous electrolytic solutions have been correlated by use of an equation' 
developed by Thomas, for the viscosities of concentrated suspensions of macroscopic spheres. The Thomas 
equation, 77/770 = 1 +  2.50 +  1O.O502, where 77/770 is the relative viscosity and 0 is the particle volume fraction, 
is a truncated form of a seventh-order regression which has been shown effective for 0 < 0.25. For ionic parti­
cles, 0 is related to an “effective” rigid volume by Fe = 0/c, where c is the salt concentration; V„ is obtained 
directly from viscosity measurements and is shown to be relatively concentration independent. Analysis of 
viscosity data for 72 salts in aqueous solution results in an additional correlation of Ve with the Jones-Dole B 
coefficient from whieh viscosities of concentrated aqueous salt solutions can be estimated. For univalent salts, 
B = 2.907 — 0.018; for salts involving a multivalent ion, B = 6.067, — 0.041. The difference between these 
two correlations is attributed to the differences in hydrodynamic effects and ion-solvent interaction.

Introduction
The properties of aqueous electrolytic solutions are 

highly specific to the individual ions concerned and 
generalizations are difficult to find. In the case of 
viscosity, Jones and Dole4 developed an empirical equa­
tion for the concentration dependence of viscosity of di­
lute electrolytic solutions, given by

v/vo — 1 +  A -Jc  +  Be (1)

where 77 and 770 are the viscosities of the solution and 
pure solvent, respectively; c is the solute concentration 
(moles/liter); and A and B are constants specific for the 
given solute-solvent system.

This well-known equation has undergone extensive 
investigation, especially with respect to the interpreta­
tion of the constants A and B. Falkenhagen, etal.,b~7 
demonstrated that the square root term was due to long- 
range interionic forces and that the coefficient A 
could be theoretically calculated from the Debye- 
Hiickel theory. While no quantitative theory exists 
for the independent determination of the linear B 
coefficient, important qualitative determinations have 
been advanced relating it to ion-solvent interaction.8 
Since, in general, A/B is <3C 1, the second term may be 
neglected at concentrations above 0.002 M, and eq 1 
may be rewritten as

77/770 =  1 +  Be; 0.002 M < c <  ~0 .1  M  (2)

Although the B coefficient is empirically derived, 
it is a highly specific property of the solute and can be 
determined by adding individual contributions of the 
solute constituent ions. Thus

B =  z+B- +  z-B+ (3)

where z+_ and f?+_ refer to the ionic valence and ionic 
viscosity B coefficient. Cox and Wolfenden9 formed 
tables of ionic B coefficients based on Li+ and I0 3_ ions; 
Gurney8 and later Kaminsky10 formed similar tables 
based on the K + and Cl-  ions, assuming that BK+ = 
Bc\-, and corroborated the results of Cox and Wolfen­
den. Other sources of tables are Stokes and Mills,11

(1) Based on part of a thesis submitted by Barry R. Breslau in partial 
fulfillment of the requirements for the Ph.D. degree in Chemical 
Engineering at the Polytechnic Institute of Brooklyn.
(2) The authors gratefully acknowledge financial support for this 
work from the National Institutes of Health, under Grant No. GM- 
12013.
(3) Pioneering Research Laboratory, DuPont Co., Wilmington, Del.
(4) G. Jones and M. Dole, J. Amer. Chem. Soc., 51,2950 (1929).
(5) H. Falkenhagen and M. Dole, Phys. Z . ,  30, 611 (1929).
(6) H. Falkenhagen, and E. L. Vernon, Phil. Mag., 14, 537 (1932).
(7) H. Falkenhagen, Phys. Z., 32, 745 (1931).
(8) R. W. Gurney, “ Ionic Processes in Solution,”  McGraw-Hill Book 
Co., Inc., New York, N. Y., 1953, Chapter 9.
(9) W. M. Cox and J. F. Wolfenden, Proc. Roy. Soc. (London), A145, 
475 (1934).
(10) M. Kaminsky, Discussions Faraday Soc., 24,171 (1957).
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Robinson and Stokes,12 and Asmus.13 From these 
tables, viscosity B coefficients can be constructed for a 
wide variety of salts with good precision. Equation 2, 
therefore, could be potentially quite useful for predict­
ing viscosity of electrolytic solutions, were it not re­
stricted to relatively low concentrations (^0.1 M).

In the case of suspensions, Einstein14 developed an 
equation similar to eq 2, giving the relative viscosity of 
dilute suspensions of rigid spheres. This equation

of the power series expressed in eq 7 to the seventh 
degree. These data were obtained with both rotational 
and capillary viscometers on systems with a range of 
particle diameters from 0.99 to 435 /j. and for such ma­
terials as polystyrene, rubber latex, glass, and methyl 
methacrylate. He further demonstrated that a simple 
second-degree equation (eq 8) will correlate the experi­
mental data to within 97.5% of the 77/770 value for 0 <  
0.25.

v/vo =  1 +  2.50 (4) v/vo — 1 +  2.50 +  1O.O502 (8)

where 77 and 770 are the viscosity of the suspension and 
suspending medium, respectively, and 0 is the particle 
volume fraction, is based on hydrodynamic considera­
tions alone and is strictly valid only when applied to 
macroscopic, rigid spheres in the limiting case of infinite 
dilution. Experimentally, however, it has been found 
effective to volume fractions as high as 0 ~  0.01.

A number of workers15-18 have attempted to relate 
Einstein’s equation (eq 4) to the Jones-Dole equation 
(eq 2) by performing the transformation

0 =  cV (5)

where V is an estimate of the molar volume of the solute 
molecules in solution. The B coefficient can then be 
related to V by

B =  2.5V (6)

Estimates of V are often based on the hydrated or 
crystal radius of the solute ions. In fact, this approach 
has been used in certain instances to estimate degrees of 
hydration.12

Fuoss and coworkers,16•16 working with apparent 
molar volumes (F) obtained from density measure­
ments, were successful in demonstrating a like corre­
spondence between additivity of ion contributions to 
both B and F. They were not able, however, to con­
firm eq 6, and found it valid only for large ions which 
can be said to resemble macroscopic particles. For 
smaller ions, B/V >  2.5 with the ratio growing as the 
ions tested became smaller. In particular, Kurucsev, 
et al.,17 reported that eq 6 is valid only for ions of ra­
dius >5 A.

While very little work has been done in the area of 
concentrated electrolytic solutions, a considerable ef­
fort has been made, both theoretical and empirical, 
with respect to determining the viscosity of concentrated 
suspensions.19’20 Equations which result can gener­
ally be represented by a polynomial of the form

77/770 = 1 +  2.50 +  fci02 +  fc203 +  . . .  (7)
Vand21 demonstrated that the addition of the second- 

and higher order terms to Einstein’s equation (eq 4) 
are due to particle interactions of various types. 
Thomas22 made a critical analysis of extensive experi­
mental data collected from 16 different sources, and, 
using statistical techniques, determined the coefficients

Since, at 0 = 0.25, the average particle separation is 
only 0.35 particle diameter, this equation seems to be 
valid for quite highly concentrated suspensions.

To date, even though there is considerable work avail­
able from suspension theory, no one has been able to 
relate suspension to solution theory in such a way that 
viscosities of concentrated electrolytic solutions can be 
calculated in a general manner.

Proposed Model
In this contribution, eq 8 is taken as the starting 

point. Performing the transformation presented in 
eq 5 on eq 8 results in

77/770 =  1 +  2.5 cFe +  10.05c27e2 (9)

where we have added the subscript e to V to designate 
it as an “ effective”  rigid molar volume. Equation 9 
may be rearranged to solve for Ve

Fe
-2 .5 c  +  Vj(2.5c)2 -  4(10.05c2)(l  -  77/770) 

2(10.05)c2 (10)

If viscosity-concentration data are available for any 
given salt, its “ effective” rigid molar volume, Ve, may 
be obtained from eq 10 as a function of concentration. 
This computation was performed with the aid of an 
IBM 360/50 computer for 72 different salts; data were 
obtained from a variety of sources11'23 24 covering a

(11) R. H. Stokes and R. Mills, “ Viscosity of Electrolytes and Re­
lated Properties,” Pergamon Press, Oxford, 1965.
(12) R. A. Robinson and R. H. Stokes, "Electrolytic Solutions,” 2nd 
ed, Butterworth, London, 1959.
(13) V. E. Asmus, Z. Naturforsch., 49, 589 (1949).
(14) A. Einstein, Ann. Phys., 19, 289 (1906) ; 34, 591 (1911).
(15) D. F. T. Tuan and R. M. Fuoss, J. Phys. Chem., 67,1343 (1963).
(16) J. F. Skinner and R. M. Fuoss, ibid., 68, 2998 (1964).
(17) T. Kurucsev, A. M, Sargeson, and B. O. West, ibid., 61, 1567 
(1957).
(18) S. P. Moulik, ibid., 72, 4682 (1968).
(19) F. R. Eirich, Ed., “ Rheology, Theory and Applications,”  Vol. 
1, Academic Press, New York, N. Y., 1956.
(20) T. F. Ford, J. Phys. Chem., 64, 1168 (1960).
(21) V. Vand, J. Phys. Colloid Chem., 52, 277 (1948): 52, 314 
(1948).
(22) D. G. Thomas, J. Colloid Sci., 20, 267 (1965).
(23) N. A. Lange, “ Handbook of Chemistry,” 10th ed, McGraw-Hill 
Book Co., Inc., New York, N. Y., 1961.
(24) E. W. Washburn, Ed., “ International Critical Tables,” Vol. V, 
McGraw-Hill Book Co., Inc., New York, N. Y., 1929.

Volume 74, Number 5 March 5, 1970



1058 Barry R. Breslau and Irving F. M iller

Table I : Effective Rigid Molar Volumes of Salts from Viscosity Data

Salt B ,  l./mol
No. of data 

points
Concentration range, 

mol/L Range of V e  calcd, l./mol
V e ,  l./mol, 
av value Std dev, %

CHaCOOH 0.117 4 0.125-1.00 0.0391-0.0533 0.0457 12.9
AgNOa 0.045 7 1.00-7.00 0.0247-0.0355 0.0304 12.5
A12(S04)3 1.967 4 0.125-1.00 0.1121-0.1180 0.1152 2.08
CeHsNHsCl 0.319 10 0.098-3.67 0.0892-0.1539 0.1048 18.9
BaCl2 0.206 4 0.125-1.00 0.0401-0.0422 0.0414 2.18
Ba(N03)2 0.128 4 0.125-1.00 0.0265-0.0331 0.0310 10.0
BeS04 0.601 4 0.125-1.00 0.0472-0.1081 0.0910 32.2
CaCl2 0.271 4 0.125-1.00 0.0518-0.0550 0.0538 2.80
Ca(N03)2 0.193 4 0.125-1.00 0.0240-0.0409 0.0348 22.4
CdCl2 0.306 4 0.125-1.00 0.0454^0.0627 0.0504 16.3
Cd(N03)2 0.228 4 0.125-1.00 0.0536-0.0582 0.0553 3.80
CdS04 0.529 4 0.125-1.00 0.0994^0.1122 0.1044 5.25
CoCl2 0.371 4 0.125-1.00 0.0648-0.0719 0.0692 4.77
Co(N03)2 0.292 4 0.125-1.00 0.0485-0.0560 0.0533 6.2
CoS04 0.593 4 0.125-1.00 0.1008-0.1212 0.1095 8.03
CsCl -0 .052 £> 0.598-4.058 -0 .0138-( + 0.001) -0.0069 85.5
Csl -0 .113 5 0.284^2.00 -0 .0 4 6 3 - ( -  0.0437) -0 .0454 2.21
CuCl2 0.371 4 0.125-1.00 0.0650-0.0823 0.0716 10.5
Cu(N03)2 0.293 4 0.125-1.00 0.0557-0.0603 0.0579 3.29
CuS04 0.594 4 0.125-1.00 0.1017-0.1161 0.1096 6.48
FeCl3 0.740 4 0.125-1.00 0.0842-0.0924 0.0888 3.95
HBr 0.027 4 0.125-1.00 0.0122-0.0215 0.0154 28.1
HC1 0.062 4 0.125-1.00 0.0244-0.0299 0.0265 9.06
HClOä 0.043 4 0.125-1.00 0.0187-0.0227 0.0201 8.95
HC10< -0 .011 4 0.125-1.00 -0 .0 0 2 6 -(+0.0046) 0.0011 2.91
h n o 3 0.023 5 0.116-5.806 0.0081-0.0158 0.0117 30.8
h 3p o 4 0.272 4 0.125-1.00 0.0855-0.0957 0.0917 5.24
h 2s o 4 0.184 4 0.125-1.00 0.0259-0.0334 0.0309 11.0
KC1 -0 .014 7 1.00-4.00 — 0 .0012-(+0.0068) 0.0028 104.0
k 2c o 3 0.336 4 0.125-1.00 0.0547-0.0596 0.0574 4.01
KF 0.113 12 0.525-6.445 0.0395-0.0465 0.0416 5.05
K3Fe(CN)6 0.117 4 0.125-1.00 0.0163-0.0566 0.0281 68.4
K4Fe(CN)6 0.372 4 0.125-1.00 0.0352-0.0389 0.0372 4.57
KI -0 .075 12 0.500-6.00 -0 .0 2 8 9 -(+ 0.0075) -0.0120 108.0
KNOs -0 .058 4 0.125-1.00 -0 .0 2 5 6 - ( -0.0103) -0 .0180 37.8
KOH 0.102 4 0.125-1.00 0.0408-0.0478 0.0448 6.92
k 2so4 0.195 4 0.125-1.00 0.0247-0.0366 0.0324 17.3
LaCR 0.567 3 0.250-1.00 0.1918-0.2145 0.2019 7.92
LiBr 0.105 10 0.597-4.728 0.0314-0.0398 0.0331 7.86
LiCl 0.140 12 0.441-4.964 0.0431-0.0546 0.0471 7.85
LiClOs 0.126 15 0.512-8.047 0.0420-0.0524 0.0456 7.03
LiNOs 0.101 13 0.0581-8.726 0.0365-0.0484 0.0397 9.06
Li2S04 0.508 4 0.125-1.00 0.0863-0.0976 0.0930 5.26
MgCl2 0.371 4 0.125-1.00 0.0639-0.0667 0.0653 2.30
Mg(N03)2 0.293 4 0.125-1.00 0.0557-0.0615 0.0590 4.07
MgS04 0.594 4 0.125-1.00 0.0976-0.1127 0.1054 6.07
MnCl2 0.420 4 0.125-1.00 0.0660-0.0718 0.0695 37.4
Mn(N03)2 0.356 4 0.125-1.00 0.0592-0.0726 0.0644 9.04
MnS04 0.740 4 0.125-1.00 0.1030-0.1109 0.1085 3.50
CHaCOONa 0.333 4 0.125-1.00 0.1089-0.1318 0.1210 8.36
NaBr 0.044 14 0.500-7.00 0.0222-0.0413 0.0307 19.9
NaCl 0.079 9 1.00-5.00 0.0338-0.0386 0.0356 4.76
NaClOa 0.062 4 0.125-1.00 0.0317-0.0368 0.0336 7.15
NaC104 0.006 4 0.125-1.00 0.0089-0.0173 0.0139 25.9
NaNOa 0.040 8 0.972-6.24 0.0191-0.0381 0.0310 21.0
NaOH 0.195 4 0.125-1.00 0.0729-0.0924 0.0809 10.8
Na2S04 0.371 4 0.125-1.00 0.0712-0.0775 0.0738 3.65
NH4C1 -0 .014 4 0.125-1.00 -0 .0 0 4 7 - ( -  0.0003) -0.0021 90.5
NH4NOa -0 .053 4 0.125-1.00 — 0.0149-( —0.0113) -0.0129 13.2
NH4OH 0.102 4 0.125-1.00 0.0083-0.0096 0.0091 6.59
(NH4)2S04 0.195 4 0.125-1.00 0.0386-0.0463 0.0430 9.06
NiCl2 0.370 4 0.125-1.00 0.0651-0.0681 0.0662 2.11
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Table I (C o n t i n u e d )

Salt B ,  l./mol
No. of data 

points
Concentration range, 

mol/1. Range of V e caled, l./mol
Fe, l./mol, 
av value Std dev, %

Ni(N03)2 0.292 4 0.125-1.00 0.0583-0.0635 0.0606 3.47
NiSO< 0.593 4 0.125-1.00 0.0985-0.1084 0.1039 4.25
Pb(N03)2 0.141 4 0.125-1.00 0.0209-0.0354 0.0287 21.6
RbN03 -0 .076 7 0.188-2.174 -0 .0 2 3 8 - ( -0.0101) -0 .0160 38.2
ZnCfi 0.356 4 0.125-1.00 0.0608-0.0780 0.0700 10.7
Zn(N03)2 0.378 4 0.125-1.00 0.0540-0.0611 0.0580 5.17
ZnSO< 0.579 4 0.125-1.00 0.1037-0.1179 0.1107 5.42
CfCkHshNBr 0.343 1 0.100 0.132 0.132
C(C2H5)4NC1 0.378 1 0.100 0.132 0.132
C(CH3),NC1 0.136 1 0.100 0.057 0.057

concentration range from 0.1 (approximately the upper 
limit of the Jones-Dole equation (eq 2)) to ~  8 M. 
Since we were primarily interested in high concentra­
tion effects, we have only used salts for which data were 
available to concentrations of at least 1 M . The results 
of these calculations are presented in Table I.

Analysis of this work brings out a number of inter­
esting points. Although for any given salt there is 
some variation in Fe with concentration, this variation 
did not follow any defined trend. Furthermore, when 
average “ effective”  rigid molar volumes, f e, were cal­
culated for each salt over the entire concentration 
range studied, it was observed that the range variation 
in Ve was most pronounced for those salts having a low 
value of Fe. For example, of the 72 salts investigated, 
56 have Ve >  0.03 l./m ol; the relative, average standard 
deviation of Ve values corresponding to these 56 salts 
is only 8.7% as compared to 42.5% corresponding to the 
16 remaining salts having Ve <  0.03 l./mol. To ac­
count for this effect, we need only note that salts with 
low values of f e have only a minor effect on solution 
viscosity (see eq 9). Consequently, in these cases the 
(1 — y/no) term in eq 10 is quite small, and Fe is ob­
tained by taking the difference of two numbers essen­
tially equal in magnitude. This type of calculation 
tends to magnify any differences which may result from 
lack of precision in the measured values o i n / v o  and c.

A reasonable conclusion, therefore, that can be drawn 
from these results is that there exists a unique value of 
Fe, independent of concentration, and that the observed 
variation of Fe can be attributed to experimental error. 
With this as a hypothesis, the calculated average “ ef­
fective”  rigid molar volume, f 6, is then the best approx­
imation to the true “ effective”  molar volume for each 
salt.

Having thus obtained unique values for Fe based 
on high concentration viscosity data, we seek an addi­
tional correlation with the Jones-Dole viscosity B 
coefficient, which is also unique, but is based on low 
concentration data. The arguments for such a corre­
lation are purely qualitative and are based on an under­
standing of the significance of Ve.

Embodied in the development of Einstein’s equation 
(eq 4) are the assumptions that (1) the solution is in­
finitely dilute, (2) the sp lerical particles move in a con­
tinuum, and (3) there is no slip at the surface of the 
particles. Under the stipulation of infinite dilution, 
disturbances of the solvent flow pattern, caused by the 
presence of particles, do not overlap. As the particle 
concentration increases, a point is reached where per­
turbations of solvent flow can no longer be treated as 
being independent. This results in the power series 
extension of Einstein’s equation (eq 7) which forms the 
basis of the Thomas equation (eq 9) from which f e 
values are obtained; the restrictions of no slip and a 
continuous medium (i.e , that the radius of the sus­
pended particle is large in comparison to that of a 
solvent molecule) are this still in effect. On a micro­
scopic level ionic particles certainly do not satisfy 
these restrictions, for not only are they essentially of 
the same dimensions as "he solvent molecules but they 
move with considerable ‘ slip.”  The significance of the 
Fe value thus obtained, therefore, is that of a “ fictitious”  
or “ effective”  volume; i.e., it is that volume which 
a mole of solute particles behave like when considered, 
for purely hydrodynamic reasons, as rigid macroscopic 
spheres. A particle which has a major effect on neigh­
boring solvent molecules, from physical considerations 
alone, would be expectec to have a higher Fe than one 
which has a lesser effect. Since the B coefficient is an 
empirical measure of the degree of ion-solvent inter­
action, a relation should therefore exist, with positive 
slope, when B is plotted against Ve. This plot has been 
prepared for the 72 salts studied and is presented in 
Figures 1 and 2. Figure 1 represents a correlation for 
uni-univalent salts; a least-squares fit of the data pre­
sented in Figure 1 results in the following correlation.

B =  2.90 Fe -  0.018 (11)

When values of B are plotted against f e, for salts 
involving divalent ions, a second linear relationship, 
different from eq 11, is obtained. Figure 2 presents 
such a plot for all salts involving a divalent ion. Again,
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Figure 1. Jones-Dolê'fî coefficient v s .  effective rigid molar 
volume, V e , for 33 uni-univalent salts. Least-squares 
correlation is given by B  =  2.90 V e  — 0.018; B  and Fe are 
given in liters per mole.

Figure 2. Jones-Dole B  coefficient v s .  effective rigid molar 
volume V 6 for 39 multivalent salts (O, divalent-univalent;
A, univalent-divalent; □, divalent-divalent; V, tri- and 
tetravalent). Least-squares correlation is given by B  =

6.06 V e  — 0.041 (excluding tri- and tetravalent); B  and 
V e  are given in liters per mole.

a good straight line is obtained with the least-squares 
fit resulting in the correlation

B =  6.06 Ve -  0.041 (12)

It should be mentioned here for clarity that it is 
not reasonable to suppose that a relationship such as

B =  2.5 f e (13)

should result from these correlations. In the case of 
comparing Einstein’s equation (eq 4) to the modified 
Jones-Dole equation (eq 2), one compares two linear 
relationships both valid over the same concentration

range. It is mathematically correct, therefore, to 
compare coefficients of like terms, resulting in eq 6. 
In the present case, however, one compares a second- 
order equation with a first-order equation valid over 
different concentration ranges

17/170 =  1 +  Be (0.002 K c < 0 . 1 1 )  (2)

v/v o =  1 +  (2.5 Fe)c +  (10.05 f e V  (9)

(Fec <  0.25)

Since the coefficient of the square term in eq 9 is always 
positive

B >  2.5 Fe (14)

a result that is substantiated in eq 11 and 12. Note 
that one cannot go further than this since it would be 
incorrect to take the limit of eq 2 and 9 as c —► 0 since, 
in this case, eq 2 is no longer valid and eq 1 must be 
used.

Results and Discussion
From the correlation presented above, it is now possi­

ble to estimate the viscosity of concentrated solutions 
of electrolyte with confidence from a knowledge of the 
B coefficient alone.

From the salt B coefficient, either obtained from the 
literature or constructed from the B coefficient of the 
constituent ions, a value of Fe is obtained using eq 11 
or 12 depending on which is applicable. This value 
of Fe is then used in eq 9 to predict the viscosity of the 
salt solution at the concentration of interest. Such an 
estimate should be valid up to concentrations in the
5-6 M region. This approach is demonstrated in 
Figure 3 in which estimated values for 17/170 are plotted 
against measured values (all at 25°) at a series of con­
centrations up to 5 M for the 72 salts studied in aqueous 
solution. The applicability of the technique is obvi­
ous.

With respect to explaining the difference in slope 
between the uni-univalent and multivalent correlations, 
it should be emphasized that in this approach we are 
comparing two unique properties of a given salt, both 
pertaining to viscosity, but both the result of different 
effects. By going to the second-order Thomas equation 
(eq 9), one tacitly implies that at high concentrations 
the greatest contribution to the increase in viscosity of 
an electrolytic solution is due to a strictly hydrodynamic 
phenomenon, i.e., the interaction of solvent perturba­
tions. This effect should be quite independent of 
charge type. On the other hand, when working with 
the modified Jones-Dole equation (eq 2), one implies 
that the concentration range is one where solvent flow 
perturbations can be considered independent and, there­
fore, the increase in viscosity is solely a result of ion- 
solvent interaction. This interaction is quite substan­
tial for a divalent ion in comparison to a univalent ion of 
the same size and is reflected in an increased B coeffi-
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Figure 3. Calculated values of relative viscosity (17/ 770) v s ,  experimental values (O, 1 M ;  □, 2 M ;  A, 3 M ;  •, 4 M ;  a , 5 M ).

cient. This accounts for the fact that for a given Ve 
value, divalent salts exhibit a marked increase in B 
values. Note, in particular, that B — 2.5 Ve is not to 
be expected in this case and that all that is required is 
that the relationship B =  f (Ve) be one of positive slope.

Merker and Scott26 studied the viscosity of solutions 
of tetrakis(trimethylsilyl) methane in ten different 
organic solvents and attempted to correlate their re­
sults by use of Einstein’s equation (eq 4). The ob­
served viscosities proved to be linear with concentra­
tion (at low concentration) but, instead of a slope of
2.5, they found slopes ranging from 0.92 to 3.09.

They explain their results by suggesting that, as a 
result of solute-solvent interaction, small density 
changes take place at the interface between solute and 
solvent molecules. These density changes lead to 
changes in the microscopic viscosity of the solvent at 
the interface and, thus, appear as increases or decreases

in the Einstein slope, depending on whether the micro­
scopic viscosity is, respectively, higher or lower than 
the pure solvent value.

If these arguments are applied to the aqueous sys­
tems studied in our work, the implication is that diva­
lent ions, as a result of their higher charge density, tend 
to induce much more structuring in the solvent water 
at the interface than do monovalent ions of the same 
size and, thus, the microscopic viscosity of the solvent 
water at the interface is higher than it would be for 
monovalent ions of the same size.

It might be noted that one might expect that the 
tri- and tetravalent salts would correlate with an equa­
tion of still higher slope than eq 12. Unfortunately, 
there are insufficient data from which to draw a con­
clusion. The available data are presented in Figure 2.

(25) R. L. Merker and M. J. Scctt, J. Colloid Sci., 19, 245 (1964).
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Micellar and Electrolyte Effects upon the H0"  and H0" '  Acidity Functions1

by C. A. Bunton and L. Robinson

Department of Chemistry, University of California, Santa Barbara, California 93106 {Received October 1, 1969)

A n  a n i o n i c  d e t e r g e n t ,  s o d i u m  l a u r y l  s u l f a t e  ( N a L S )  i n  d i l u t e  a c i d  ( 0 . 0 1 - 0 . 1  M H C 1 )  i n c r e a s e s  —Hi," a n d  
b a s e d  o n  t h e  i o n i z a t i o n s  o f  N - m e t h y l  a n d  N , N - d i m e t h y l - p - n i t r o a n i l i n e s  a n d  l - N - m e t h y l a m i n o - 4 - n i t r o -  
n a p h t h a l e n e ,  b y  u p  t o  0 . 7 5  u n i t  f o r  t h e  a n i l i n e s  a n d  1 . 2 5  u n i t s  f o r  t h e  n a p h t h y l a m i n e .  S a l t s  d e c r e a s e  t h e  e f f e c t s  
o f  a n i o n i c  m i c e l l e s  w i t h  t h e  s e q u e n c e  f o r  a c i d i t y  b e i n g :  n o  s a l t  >  L i C l  ~  N a C l  ~  N a B r  »  ( C H a h N C l .  
A d d e d  c e t y l t r i m e t h y l a m m o n i u m  b r o m i d e  ( C T A B r )  d e c r e a s e s  b o t h  — H i ,"  a n d  — H 0' " .  C o m p a r i s o n  w i t h  
e a r l i e r  r e s u l t s  o n  t h e  H0' a n d  H r a c i d i t y  f u n c t i o n s  s h o w s  t h a t  m i c e l l a r  e f f e c t s  u p o n  i o n i z a t i o n  o f  t h e  H r i n ­
d i c a t o r  t r i - p - a n i s y l m e t h a n o l  a r e  c o n s i d e r a b l y  l a r g e r  t h a n  o n  t h e  p r o t o n a t i o n  o f  p r i m a r y ,  s e c o n d a r y ,  a n d  t e r t i a r y  
a r o m a t i c  a m i n e s .  T h e  s a l t  e f f e c t s  u p o n  H0"  a n d  II a" h a v e  b e e n  m e a s u r e d  i n  t h e  a b s e n c e  o f  d e t e r g e n t  a n d  
c o m p a r e d  w i t h  t h o s e  o n  Ht> a n d  H r . S p e c i f i c  s a l t  e f f e c t s  u p o n  t h e  a c t i v i t y  c o e f f i c i e n t  o f  t h e  N - m e t h y l - p -  
n i t r o a n i l i n i u m  i o n  r e l a t i v e  t o  t h a t  o f  t h e  p - n i t r o a n i l i n i u m  i o n  a r e  s m a l l ,  b u t  l a r g e r  e f f e c t s  a r e  o b s e r v e d  w i t h  t h e  
N , N - d i m e t h y l - p - n i t r o a n i l i n i u m  i o n  w h i c h  i s  s t a b i l i z e d ,  r e l a t i v e  t o  t h e  p - n i t r o a n i l i n i u m  i o n  b y  m o s t  s a l t s ,  
p a r t i c u l a r l y  b y  t h o s e  h a v i n g  l a r g e ,  l o w  c h a r g e  d e n s i t y ,  a n i o n s .

A number of workers have shown that ionic micelles 
can affect the ionization of indicators,2-6 and there are a 
number of examples of systems in which the pK  of an 
indicator is different in the micellar and aqueous phases, 
and an anionic micelle should attract protons and other 
cations.

The incorporation of an ion into an ionic micellar 
pseudophase depends not only upon the electrostatic 
interactions between it and the micelle, but also upon 
the charge density of the ion, and bulky low charge 
density ions are most strongly incorporated into coun­
terionic micelles,7 because of strong hydrophobic inter­
actions between solute and micelle, and low hydration 
energies of a low charge density ion. These specific 
effects are important in both kinetic and equilibrium 
systems.

We have shown that anionic micelles of sodium 
lauryl sulfate, NaLS, increase the acidity of a dilute 
acid, as measured by the H0' and Hr scales, and that 
cationic micelles of cetyltrimethylammonium bromide, 
CTABr, decrease it.6 These results are readily under­
standable in terms of electrostatic effects. However, 
the effects on the Hr scale, measured using tri-p-anisyl

methanol, are much larger than on the H0' scale mea-

N 0 2— ^ ~ y ~ N H 2 +  H =«=*= N 0 2- hQ k - Î h 3

sured using a nitroamine,8'9 and we explained these 
differences in terms of the lower hydration energy of a 
carbonium as compared with an anilinium ion, and the 
large hydrophobic interactions between the anionic

micelle and the large, low charge density, triaryl car­
bonium ion.6 In neither system could we estimate the 
effect of micelles upon the hydrogen ion activity, but 
we could assume that it would not be affected by the 
indicators, which were present in very low concentra­
tions.

We have now extended these observations to the pro­
tonation of secondary and tertiary amines, using either 
nitroanilines or naphthylamines, because it is known

that there are differences between H0', H0"  and H0'"  
acidity scales, determined using primary, secondary 
and tertiary amines, respectively, especially at high 
acid concentrations.9’10 The differences between these 
scales and the H r  scale have been shown to depend upon 
the differing numbers of acidic hydrogen atoms in the 
conjugate acids which can hydrogen bond to water,9'10

(1) Support of th is work by the National Science Foundation is 
gratefully acknowledged.
(2) G . S . H artley , Trans. Faraday Soc., 3 0 ,  444 (1934).
(3) E .  F .  J .  Duynstee and E .  Grunwald, J . A m er . Chem . Soc., 81, 
4540, 4542 (1959).
(4) M . T .  A . Behme and E .  H . Cordes, ibid., 87, 260 (1965); M . T . 
A . Behme, J .  G . Fullington, R . Noel and E .  H . Cordes, ibid., 87 ,266
(1965) .
(5) P . M ukerjee and K . Banerjee, ./. Phys. Chem ., 68, 3567 (1964).
(6) C . A . Bunton and L .  Robinson, ibid., 73, 4237 (1969).
(7) C . A . Bunton, L. Robinson, and L .  Sepulveda, J . A m er . Chem . 
Soc., 91, 4813 (1969), and references cited.
(8) M . A . Paul and F .  A . Long, Chem . R ev., 57, 1 (1957).
(9) E .  M . Arnett and G . W . Mach, J .  A m er. Chem . Soc., 88, 1177
(1966) .
(10) R . W . T a ft , ibid., 82 , 2965 (1960).
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and therefore it seemed possible that there would be 
differences in the micellar effects upon ionization of 
primary, secondary and tertiary amines. In the pres­
ent work we used N-methyl-p-nitroaniline, N,N- 
dimethyl-p-nitroaniline, and l-N-methylamino-4-nitro- 
naphthalene. The nitronaphthylamine allowed us to 
examine the effect of bulk in the organic residue.

Added electrolytes have different effects upon the 
Ho' and Hn acidity scales, and the effects are caused at 
least in part by specific salt effects upon the relative 
free energies of the tri-p-anisyl carbonium ion and the 
p-nitroanilinium ion.11 We have now examined the 
specific salt effects upon the Ho" and H o"  scales and 
have taken into account the effects caused by charges 
in the stabilities of the secondary and tertiary amines in 
salt solutions.

Experimental Section
Materials. The purification and preparation of 

solutions of the detergents and electrolytes has been 
described.6’11 N-Methyl-p-nitroaniline and N,N- 
dimethyl-p-nitroaniline were commercial samples 
(Chemical Procurement Co.) which were crystallized 
from aqueous methanol before use. They had mp 
152° for N-methyl-p-nitroaniline (lit.12 152°) and 
164° for N,N-dimethyl-p-nitroaniline (lit.18 164°). 
l-N-Methylamino-4-nitronaphthalene was prepared by 
methylation of the amine using dimethyl sulfate14 
and was purified by chromatography over alumina. 
It had mp 184° (lit.14184-185°).

Measurements of pKa. The pA’ a of N,N-dimethyl-p- 
nitroaniline has been measured,9 but the pA a values for 
the other indicators were measured spectrophotometri- 
cally,8 using a Gilford spectrophotometer and 1-cm 
cells for the aniline and a Cary 15 spectrophotometer 
and 10-cm cells for the naphthylamine. For N-methyl- 
p-nitroaniline pKa =  0.52 and for 1-N-methylamino-
4-nitronaphthalene pK a =  —0.4. The naphthylamine 
derivative is sparingly soluble in water, but with 10-cm 
cells the absorbances were in the range 0.2-0.8. The 
detergent solubilizes the amine so that acidity mea­
surements with this amine in detergent solutions were 
not restricted by its low solubility.

These pX a are in the ranges expected from the known 
values of 0.98-1.00 for p-nitroaniline,8 0.66 for N,N- 
dimethyl-p-nitroaniline,9 and 0.36 for l-amino-4-nitro- 
naphthalene.6

Micellar and Electrolyte Effects on Protonation. The 
indicator ratios I  =  Cb/C hb+ were measured spec- 
trophotometrically using a Gilford or Cary spectro­
photometer as already described.6 The wavelengths 
were approximately 4080 k  for N-methyl-p-nitroaniline, 
4230 A for N,N-dimethyl-p-nitroaniline, and 4550 A 
for l-N-methylamino-4-nitronaphthalene. A range of 
wavelengths was used to allow for spectral shifts caused 
by the electrolyte or detergent. For any given acid con­
centration the absorbance was measured in the acid-

electrolyte or acid-detergent mixture and in the same 
solution but without the acid, and the difference gave 
the absorbance of the colored species. Because of the 
basicities of the indicators it was necessary to measure 
the I  values for the nitroanilines in 0.1 M  HC1 in the 
absence of detergent, and the value of I  for 0.01 M 
HC1 was then calculated on the assumption that at 
these acid concentrations it is proportional to C'h+. 
(This assumption was found to be valid for the primary 
amines.6’8) For 1-N-methyl amino-4-nitronaphthalene 
we had to use 1 M  HC1 i:i the absence of detergent, and 
therefore the changes in I  values and AHo" for this 
indicator are less accurate than for the anilines.

Micellization increases the rate of the acid hydrolysis 
of long-chain alkyl sulfates,16 but the rate of hydrolysis 
of lauryl sulfate is very slow under our experimental 
conditions. However, to minimize any effect due to 
hydrolysis, freshly made solutions of acid and NaLS 
were used.

One major problem in the measurements of acidity 
functions in detergents is that it is virtually impossible 
to follow a greater than tenfold change in / ,  and this 
fact reduces the accuracy of the measurements at high 
detergent concentrations. To some extent we were 
able to minimize these problems by using different 
concentrations of (dilute) hydrochloric acid in the 
presence and absence of detergent, as was done in our 
previous work.6 The indicator concentrations were 
N-methyl-p-nitroaniline 3 X 10~5 M, N,N-dimethyl-p- 
nitroaniline 2 X 10~6 M, and l-N-methylamino-4- 
nitronaphthalene 3 X  I I -6 M, and were much lower 
than the detergent concentrations.

The values of the acidity functions are given by8

Ho =  pKa -  log ( “ r ~ )  =  -  log aH+

(B =  ArNR2)

but because we are concerned with changes in the 
acidity functions rather than their absolute values 
uncertainties in pK a are not a problem, although 
knowledge of pK & allows us to calculate the value of the 
acidity function in the detergent-acid solution.

Solubility Measurements. The solubilities of the 
nitroanilines were measured in various electrolyte 
solutions (0.5-2.0 M) by saturating the solutions with 
the amine by leaving the solutions for several days at 
25° with occasional shaking. Portions of the solutions

(11) C . A . Bunton, J .  H . Crabtree, and L .  Robinson, J. Amer. Chem. 
Soe., 90, 1258 (1968).
(12) M . Frankel and S . Pata i, “ Tables for Identification of Organic 
Compounds,”  Chemical R u b ie r  Publishing Co., Cleveland, Ohio, 
1960, p 175.
(13) “ Handbook of Physics and Chem istry ,”  R . C . Weast, E d ., 
Chemical Rubber Publishing Co., Cleveland, Ohio, 1967, p C119.
(14) V . Vesely and A . Vojtech, Coll. Czech. Chem. Comm., 1, 104 
(1929).
(15) J .  L .  K u rz , J. Phys. Chem., 66, 2239 (1962).
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were filtered and were then diluted with water, 
and the absorbance was determined spectrophotometri- 
cally.8,18,17

Results

Effects of Micelles. The values of A H0"  and A H f"  
are given in Figures 1 and 2. In most of the experi­
ments the detergent concentrations were considerably 
larger than those of the indicators and were larger than 
the critical micelle concentrations, cmc, of the de­
tergents. For NaLS in water18 cmc =  4 X 10-3 M, 
and it is 2.5 X 10-3 M  in 0.05 M NaOH.19 For 
CTABr the corresponding values are 7.8 X 10-4 M 20 
and 3.2 X 10~4M .19

Added electrolytes and organic solutes generally 
stabilize micelles and lower the cmc,21 and therefore in 
our systems the cmc should be lower than in water. 
The simplest theories assume that detergents will have 
little effect upon rates or equilibria at concentrations 
below the cmc, but in the present system, as in other 
cases,6 effects are observed below the cmc, either 
because added solutes promote micellization or because 
submicellar aggregates are formed.7,19,22-24 There is 
kinetic and structural evidence for these submicellar 
aggregates.

With increasing concentration o:’ NaLS the values of 
— A H f  or — AHo'" increase to plateaux and in some 
cases then decrease. The plateaux should be reached 
when all the indicator is taken up into the micelles, and 
the fall off at higher concentrations could be caused by 
the addition of sodium counterions,24 which should 
hinder incorporation of protons into the Stern layer 
around the anionic micelle, and by the fact that once 
sufficient micelles are present to take up all the in­
dicator the addition of other micelles may merely trap 
protons and keep them away from the indicator.19 
We observed such maxima in measurements of micellar 
effects upon I l f  f  and they are frequently observed in 
kinetic studies of the micellar catalysis of ion-molecule 
reactions.7,19,24,25

For a given concentration of NaLS added salts 
decrease the acidity as measured by H f  or I l f "  using 
N-methyl- and N,N-dimethyl-p-nitroaniline (Table I).

Table I  :  S a l t  E f f e c t s  u p o n  H f  a n d  H f "  i n  t h e  
P r e s e n c e  o f  N a L S “

S a l t - A f f o ” - A f f o ' “

0 . 7 8 0 . 6 4
L i C l 0 . 7 1 0 . 5 2
N a C l 0 . 6 9 0 . 5 1
( C H A N C I 0 . 4 9 0 . 4 1

N a B r 0 . 7 0 0 . 5 2

°  W i t h  0 . 0 1  M  H C 1  a n d  0 . 0 3  M  N a L S  a n d  0 . 0 3  M  s a l t  a t  
25.0°. T h e  v a l u e s  o f  A  H o "  a n d  A / / / "  a r e  r e l a t i v e  to t h e  a c i d i t y  
f u n c t i o n s  i n  t h e  a b s e n c e  o f  d e t e r g e n t .

Table I I  :  S a l t  E f f e c t s  u p o n  H o "  a n d  I l f  in t h e  
A b s e n c e  o f  D e t e r g e n t “

S a l t Cm It - A f f o ” -  A f f o ' "

L i C l 0 . 5 0 0 . 1 5 0 . 2 1
L i C l 1 . 0 0 0 . 3 3 0 . 4 3
N a C l 0 . 5 0 0 . 1 3 0 . 1 9
N a C l 1 . 0 0 0 . 2 7 0 . 3 5
K C 1 0 . 5 0 0 . 1 1 0 . 1 7
K C 1 1 . 0 0 0 . 2 2 0 . 2 9
( C E L h N C l 0 . 5 0 - 0 . 0 5 0 . 0 1
( C H A N C I 1 . 0 0 - 0 . 1 2 0 . 0 0

L i C l O o 0 . 5 0 0 . 2 3 0 . 3 0
L i C 1 0 4 1 . 0 0 0 . 4 0 0 . 5 4
N a C l O o 0 . 5 0 0 . 1 7 0 . 2 7
N a C 1 0 4 1 . 0 0 0 . 3 3 0 . 4 8
N a B r 0 . 5 0 0 . 1 6 0 . 2 2
N a B r 1 . 0 0 0 . 3 1 0 . 4 0
N a N O a 0 . 5 0 0 . 1 3 0 . 1 7
N a N O , 1 . 0 0 0 . 2 6 0 . 2 9
N a O T O S 0 . 5 0 - 0 . 0 4 - 0 . 0 3
N a O T O S 1 . 0 0 - 0 . 1 6 - 0 . 0 8

A t  2 5 . 0 °  i n 0 . 1  M  H C 1 , a n d  r e l a t i v e  t o  t h e  v a l u e s  i n
a b s e n c e  o f  a d d e d  s a l t .

Table I I I  :  S a l t  E f f e c t s  u p o n  t h e  A c t i v i t y  C o e f f i c i e n t s  o f  
N - M e t h y l  a n d  N , N - D i m e t h y l - p - N i t r o a n i l i n e “

Salt / b ” fW "

L i C l 0 . 1 4 0 . 1 2
N a C l 0 . 1 3 0 . 1 1
K C 1 0.09 0 . 0 8
( C H a h N C l - 0 . 1 5 - 0 . 1 3

N a N 0 3 - 0 . 0 1 - 0 . 0 5
N a B r 0 . 0 6 0 . 0 2
L i C 1 0 4 - 0 . 0 7 - 0 . 1 5
N a C 1 0 4 - 0 . 0 5 - 0 . 1 3
N a O T O S - 0 . 6 0 - 0 . 8 6

“  A t  2 5 . 0 °  i n  1  M  s a l t  i n  t h e  a b s e n c e  o f  d e t e r g e n t .

Salts Effects on Acidity Functions. The effects of 
added salts upon H0"  and H f "  are shown in Table II. 
The salt order is very similar to that for H f.*’11 

Salt Effects on Solubilities. The activity coefficients 
of N-methyl- and N,N-dimethyl-p-nitroaniline in 1 M

(16) F .  A . Long and W . F .  M cD evit, Chem. Rev., 51, 110 (1952).
(17) M . A . Paul, J. Amer. Chem. Soc., 76, 3236 (1954).
(18) M . L .  Corwin and W . D . Harkins, ibid., 69 , 679 (1947).
(19) C . A . Bunton and L .  Robinson, ibid., 90 , 5972 (1968).
(20) E .  W . Anacker, R . M . Rush , and J .  S . Johnson, J. Phys. Chem., 
68, 81 (1964).
(21) P . H . E lw orthy , A . T .  Florence and C . B . M acfarlane, “ Solu­
bilization by Surface-Active Agents,”  Chapman and H a ll, London, 
1968, Chapter I .
(22) P . Mukerjee and K .  J .  M ysels, J. Amer. Chem. Soc., 77, 2937 
(1955).
(23) T .  C . Bruice, J .  Katzhendler, and L .  R . Fedor, ibid., 90, 133 
(1968).
(24) R . B . Dunlap and E .  H . Cordes, ibid., 90 , 4395 (1968); L .  R . 
Romsted and E .  H . Cordes, ibid., 90, 4404 (1968).
(25) F .  M . Menger and C . E .  Portnoy, ibid., 89, 4698 (1967).
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aqueous salt solution determined by solubility measure­
ments are given in Table III. The salt order is that 
generally found for the activity coefficients of amines 
and other polar organic solutes.11,1617

Discussion

Effects of Anionic Micelles. Making the simplest 
assumptions, the interactions between the micellized 
detergent D n, and the bases, B, and their conjugate 
acids can be written as6

Baq +  D„ BD„

4 t  4 t
HB+aq HB+Dn

For the anionic detergent, NaLS, the relation be­
tween the acidity functions and detergent concentra­
tion in the region in which the indicators and their 
conjugate acids are present in both the aqueous and 
micellar phases is complicated,6 and it is therefore 
simplest to consider the values of —H0"  and —H f "  in 
the plateau region where B and HB + are wholly in the 
micellar phase.

Figure 1. Variation of H a "  with detergent at 25°. Solid 
points, 0.1 M  HC1; open points, 0.01 M  HC1: •  O, protonation 
of N-methyl-p-nitroaniline in NaLS; ■  □ , protonation of 
l-N-methylamino-4-nitronaphthalene in NaLS; ♦ , protonation 
of N-methyl-p-nitroaniline in CTABr.

In our earlier measurements on I l f  and Hu we found 
that relatively small amounts of NaLS, 0.005 M, 
increased — Hu by 2.5 units,6 and because of the experi­
mental difficulty in measuring such a large change of 
acidity with only one indicator this value may un­
derestimate the increase of acidity. The increases in 
—H f  were much smaller, being ca. 0.7 unit with 
p-nitroaniline and ca. 1.2 units with l-amino-4-nitro- 
naphthalene, and these values were only reached with 
0.01-0.02 M  detergent.6

These differences were readily understandable in 
terms of the greater stability of the carbonium ion in the 
micellar as compared with the aqueous phase, relative 
to the behavior of the anilinium ions. The greater 
bulk of the naphthylamine, and therefore the better 
binding of it, and its conjugate acid, to the micelle, was 
responsible for the greater increase of —H f  using 
l-amino-4-nitronaphthalene instead of p-nitroaniline.6 
The present results fit very well into the earlier pattern, 
and protonation of the primary, secondary, and tertiary 
amines is less assisted by anionic micelles than is 
formation of a p-trianisyl carbonium ion.

With N-methyl and N,N-dimethyl-p-nitroaniline in 
0.01 M  hydrochloric acid, —H0"  is increased by 0.75 
unit at 0.02 M  NaLS, and with l-N-methylamino-4- 
nitronaphthalene the corresponding increase is 1.25 
units (Figures 1 and 21. These increases in acidity 
function are almost identical with those observed using 
primary amines6 and suggest that the amines and the 
ammonium ions reside in the outer water rich area of 
the micelle, and that all the anilinium ions either lose 
little, or the same amount of, hydration energy in 
going from the aqueous to the micellar phase. These 
conclusions accord with nmr and other evidence that 
polar organic molecules are taken up into the water 
rich outer layer of ionic micelles and that their polar 
groups are oriented toward the water molecules which 
surround the micelles.26 Therefore we ascribe the 
larger effects of anionic micelles upon Hu as compared 
with the Ho acidity functions to the charge delocaliza­
tion in the bulky carbonium ion which helps it to bind 
more strongly to the micelle.

In all our studies we find that the increase in acidity 
function brought about by an anionic micelle is less 
with 0.1 than with 0.01 M  hydrochloric acid (Figures 1 
and 2 and ref 6).

Several factors could eause this difference; once there 
are enough protons to occupy the Stern layer of the 
micelles addition of further protons will, by virtue of 
increasing the ionic strength, increase the aggregation 
number of the micelles and therefore decrease the 
number of micelles in solution. In addition, acids 
acting as electrolytes will inhibit incorporation of the

(26) J .  C . Eriksson and G . Uilberg, A cta  Chem . Scand., 20 , 2019
(1966) ; R . M . M uller and R  H . B irkha ln , J . Chem. P h ys., 71, 957
(1967) .
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Figure 2. Variation of H0"  with detergent. Solid points, 0.1 
M  HC1; open points, 0.01 M  HC1; determined using 
N,N-dimethyl-p-nitroaniline; •  O, in NaLS; in CTABr.

conjugate acids in the micellar phase. Similar satura­
tion effects have been observed in kinetic systems.19

Effects of Cationic Micelles. The results are very 
simple (Figures 1 and 2 and ref 6). The indicators are 
incorporated into the cationic micelle where they are 
protected from protonation. (Alternatively, we could 
say that whereas anionic micelles stabilize the conjugate 
acids relative to the indicator bases, cationic micelles 
have the opposite effect.)

In our earlier work we noted that cationic micelles of 
CTABr were very effective at inhibiting ionization of 
p-trianisyl carbinol (IIk scale) as compared with 
protonation of p-nitroaniline (I lf' scale).6 Anionic 
micelles of NaLS have very similar effects upon H f ,  
H0", and H f "  (Figures 1 and 2 and ref 6), and much 
larger effects upon IIR. However, cationic micelles of 
CTABr have different effects on H f , H 0" ,  and Ho” '; for 
example, 0.02 M CTABr decreases — H f  by 0.6 unit, 
and —H0"  and —H f "  by 0.9 unit, suggesting that the 
cationic micelles stabilize N-methyl and N,N-methyl-p- 
nitroaniline more than they stabilize p-nitroaniline, 
and these differences are understandable in terms of the 
greater detergent solubilization of compounds which 
contain bulky alkyl groups.

Salt Inhibition of the Detergent Effects. The results in 
Table I agree with earlier results which showed that

added salts reduced the enhancement of — H f  or —H r 
by anionic micelles of NaLS.6 There are many ex­
amples of inhibition of micellar catalysis by counter­
ions,7'19,24’27 and the ability of a counterion to inhibit 
micellar catalysis increases with decreasing charge 
density of the ion. A similar pattern is shown by the 
present results, and tetramethylammonium ions are 
much more effective than alkali metal ions. (The low 
solubility of potassium lauryl sulfate prevented our 
examining potassium salts.) Added anions appear to 
have little effect, as shown by the similarity of bromide 
and chloride ions (Table I).

iSalt Effects upon H0"  and Ho"'. Added salts affect 
acidity functions by changing the hydrogen ion activity 
and the activity coefficients of the indicator base and 
its conjugate acid.8,11,17 We can measure the activity 
coefficients of the indicators in salt solution and can 
therefore calculate the relative activity coefficients of 
the proton and the conjugate acid, / h+/ / hb+, and we 
can also calculate the activity coefficient of one con­
jugate acid relative to another. When this treatment 
was applied to salt effects upon the H f  and Hr acidity 
functions it was found that chlorides and nitrates had 
similar effects upon / hb+/ / r+ but that perchlorates 
markedly stabilized the tri-p-anisyl carbonium ion 
(R+), relative to the p-nitroanilinium ion (HB+).11

The salt effects upon different acidity scales, e.g., I l f  
and H f  allow us to relate the activity coefficients, 
/ ' hb+ a n d /"HB+ using eq 1.

A log =  Atf„' -  Atf„" +  A log (^ j~ j  (1)

where A indicates the change in the property brought 
about by the electrolyte in the presence of a low con­
stant acid concentration. A similar equation can be 
written using the H f  and H f"  acidity scales and the 
activity coefficient ratio, / ' hb+/ / ,,hb+. Table IV gives 
the values of the activity coefficients of the tri-p-anisyl 
carbonium ion and the N,N-dimethyl- and N-methyl- 
p-nitroanilinium ions, relative to the p-nitroanilinium 
ion in 1 M  salt solutions. These values are calculated 
using the data given in Tables II and III and ref 8, 11, 
and 17.

The results in Table IV show that added salts have 
very similar effects upon the relative stabilities of the 
p-nitroanilinium and the N-methyl-p-nitroanilinium 
ions, particularly in view of the uncertainties in the 
determination of acidity functions.8 However, most 
salts stabilize the N,N-dimethyl-p-nitroanilinium ion 
relative to the p-nitroanilinium ion, and the effects are 
largest for those salts which have large, low charge 
density, anions. To this extent the N,N-dimethyl-p- 
nitroanilinium ion behaves similarly to the tri-p-anisyl

(27) C . A . Bunton, E .  J .  Fendler, L .  Sepulveda, and K -U . Yang, 
J . A m er. Chem . Soc., 90, 5512 (1968).
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Table IV : Salt Effects upon Relative Activity Coefficients 
of the Conjugate Acids“

A log A log A log
Salt i f  H B  V / " h B  +) U 'H B  V / " H B  +) ( / 'h b  +/ / k  +)6

LiCl 0.04 0.16 -0 .0 9
NaCl 0.01 0 .1 1 0.00
KC1 0.01 0.10
(CHANCI - 0 . 1 3 -0 .0 3
NaNOs 0.04 0 .1 1 0.04
NaBr 0.09 0.22 0.28
NaCHsSOa 0.40
LiC104 0.10 0.32 0.58
NaClOi 0.05 0.28 0.59
NaOTOS -0 .0 3 0.33

“ For 1 M  salt at 25.0°. b Reference 1 1 .

carbonium ion with respect to added salts, although the 
effects of the larger anions, e.g., perchlorate and tosyl- 
ate are smaller.

These results complement the observations of Arnett 
and Mach on the specific effects of acids on the H0', 
Ha"', and Hr acidity functions.9 Insofar as a primary

anilinium ion should derive more stability from hydro­
gen bonding than would a corresponding tertiary 
anilinium ion we would expect all salts to stabilize the 
tertiary relative to the primary ion, simply because of 
their lowering of water activity.9'10’28 The specific 
stabilization of a carbonium relative to a primary 
anilinium ion,11 is evident in this system, but to a lesser 
extent, and suggests that there are interactions, either 
direct, or via changes in the water structure,29 between 
the salt anion and the cation of the indicator. We note 
also the similarities between the interactions between 
ions of various charge densities and counterions and 
the interactions between ions and counter ionic micelles. 
Although the micellar effects are much larger than those 
of simple electrolytes, they are in the same direction, 
and examples of this behavior have been provided from 
studies of both kinetics and equilibria.19'30

(28) R . A . Robinson and R .  H . Stokes, “ Electro lyte Solutions,”  
Butterworth and Co. L td ., London, 1965, Appendix 8.
(29) H . S . F ran k  and M . G . Evans , J . Chem . P h ys., 13, 507 (1945); 
G . R . Choppin and K .  B u ijs , ibid., 39 , 2042 (1963).
(30) C . A . Bunton and L .  Robinson, J . A m er. Chem . Soc., 90 , 5965
(1968); 91, 6072 (1969).

The Surface Tension of Polyatomic Liquids and the 

Principle of Corresponding States

by D. Patterson and A. K . Rastogi

Chem istry D epartm ent, M cG ill U niversity, M ontreal, Canada (Received August 12, 1369)

The Prigogine corresponding-states principle for the bulk properties of liquids is extended to their surface 
tension. Two distinct empirical curves of reduced surface tension against reduced temperature of aT are 
found, one containing data for simple liquids and the other data for polymers and polyatomic liquids. The 
Prigogine-Saraga cell model theory of surface tension is then used together with several models of the liquid 
state, including the recent Flory theory which gives the best results. Good predictions of the empirical curves 
are found, and the Macleod-Sugden parachor correlation is predicted.

Introduction

Following dimensional considerations of van der 
Waals, the critical constants have been used to give a 
principle of corresponding states for the surface tension 
y of simple liquids,1 yielding a common curve of a 
reduced surface tension

Ÿ =  7/fcV,PcvT c,/l (1)

against a reduced temperature, f  =  T/Tc. Here k is 
the Boltzmann constant. This treatment can be

extended to polyatomic molecules by introducing a 
third characteristic quantity, the acentric factor,2 but 
the reduction procedure must break down for high 
polymers. Prigogine and collaborators,8 however, have

(1) F .  P . Bu ff and R . A . Lo ve tt in  “ Simple Dense L iqu id s,”  H . L .  
F risch  and Z . W . Salsburg, E d ., Academic Press, New Y o rk , N . Y . ,  
1968, p 17.
(2) J .  R .  Brock and R . B . B ird , A .I .C h .E . J ., 1, 174 (1955).
(3) I .  Prigogine (with A . Bellemand and V . M athot), “ The  Molecular 
Theory of Solutions,”  N ortt-H olland Publishing Co., Amsterdam, 
and Interscience Publishers, In c ., New Y o rk , N . Y . ,  1957, Chapter 
17.
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proposed a single corresponding-states principle valid 
for the bulk thermodynamic properties of both simple 
and polymeric liquids. Roe4 has extended it to surface 
tensions and found two different reduced surface 
tension curves, y (f ) ,  for three high polymers on the 
one hand and for argon and methane on the other. 
(The reduced temperature, T, is not the ratio T/Te 
used by van der Waals and is explained below.) We 
believe there is an error in Roe’s application of the 
corresponding-states principle to the surface tensions of 
argon and methane. In this article, we extend the 
corresponding-states principle for bulk properties to the 
surface tension in a simpler form than used by Roe. 
A single y(T) curve is found for some 40 common 
polyatomic liquids and five high polymers. Liquids 
such as argon, methane, and nitrogen still give a 
slightly different curve, however. Cell models of the 
liquid state give good predictions of the Macleod- 
Sugden parachor correlation and of the Eotvos con­
stant. The models may be used for the prediction of 
the surface tension from bulk thermodynamic prop­
erties and could be particularly useful in the case of 
polymeric liquids.

Bulk Reduction Parameters
According to the Prigogine corresponding-states 

theory,3’6 the bulk molar configurational quantities 
(apart from the combinatorial entropy) of different 
chain-molecule or spherical-molecule liquids are related 
to universal dimensionless reduced quantities (with 
tilde) through reduction parameters (with asterisk)

7 ( 7 »  =  V*(ri)f(T); V*(n) =  N0r(n)(R*)3
TJ(T,n) =  U*(n)tJ(T); U*(n) =  N0q(n)e* (2)
S(T,n) = S*(n)S(T); S*(n) =  N0c(n)k

and

f  =  T/T*] T* ■= U*/S*; p* =  U*/V* (3)

Here N0 is Avogadro’s number and n is the number of 
atoms in the principal chain; e* and R* are characteris­
tic depth and distance parameters of the interaction 
potential between the chain molecules or spherical 
molecules. The parameters r, q, and c can be con­
sidered as numbers of “ segments”  per chain molecule, 
but only the value of c can be ascribed an absolute 
significance. In the theory 3c is the number of ex­
ternal (volume-dependent) degrees of freedom of the 
molecule.

Various models have been used to predict the reduced 
quantities and obtain the reduction parameters. The 
original Prigogine cell model for chain-molecule liquids 
uses a dependence of th e : configurational energy on 
volume equivalent to the Lennard-Jones (6,12) energy- 
distance relation, i.e.B

tHV) =  — 2 7 - 2 +  V~4 (4)

More generally for an (m,n) potential

17(7) =  — - —  I +  mV~nlz (5)
n — m L J

Flory6 and collaborators used the cell partition function 
and a simple van der Waals energy-volume relation, 
V =  — 7 _1, equivalent5 to putting m =  3 and n -*■ °° 
in eq 5. The reduction parameters for the temperature, 
T*, and the pressure, P*, may be more easily deter­
mined than those for the extensive quantities in eq 2. 
They are related to the isobaric thermal expansion 
coefficient (a) and the isothermal compressibility (/?) 
through

T* =  a(T)/a(n,T)
P* =  ¡3(f)/P(n,T)

Equations 3 and 6 show that the dimensionless 
quantity aT is already in reduced form equal to a(T)T. 
Using any model, experimental values of aT yield 
values of T and hence T*. Values of the P* parameter 
may be found in turn from experimental values of ¡3 
through eq 6. In the Flory model, for instance

aT =  (1 -  7 - 'A) / ( 4/ 3 Y ~ h ~  1) (7)

from which V  is obtained to give f  from

T =  f - i ( l  -  U -I/a) (8)

and P* is found from eq 6 and

0 = &TV2 (9)

The Reduced Surface Tension
The use of bulk properties to reduce the surface 

tension involves an assumption about the thickness of 
the surface layer. This was taken by Roe to correspond 
to the dimension of the chain segment, defined by c; 
i.e., it is a sufficient section of the chain to have three 
external degrees of freedom. Its characteristic inter- 
molecular energy is U*/N0c, and the area taken up at 
the surface is (V^/Noc)^2. These two quantities 
define a reduction parameter for the surface tension

r ( f )  -  y(n,T)/y>(n) (10)

Apart from a difference of nomenclature, this is the 
reduced surface tension expression used by Roe.4 
However, the definitions of the reduction parameters 
allow the equation to be put in the following form 
analogous to that used by van der Waals (i.e., eq 1)

y(T) =  y(n,T)/y*(n) =  y(n,T)/kyP * l/,T*lh (11)

(4) R . J .  Roe, P roc. N at. A cad. Sci. U . S., 56, 819 (1966).
(5) D . Patterson, S . N . Bhattacharyya, and P . Picker, Trans. Fara­
day Soc., 64, 648 (1968).
(6) (a) P . J .  F lo ry , R . A . Orwoll, and A . V r i j, J . A m er. Chem. Soc., 
86, 3507 (1964); (b) A . Abe and P . J .  F lo ry , ibid., 87, 1838 (1965).
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F i g u r e  1 .  T h e  q u a n t i t y  a g a i n s t  a T :  •  ,  A r ; 1 ' 7  Y ,  C h ; 1 ’ 7  0 ,  N 2 ; 1 , T  0 ,  C r , 1  A ,  C 3 ; 8  • ,  C 4 ; 8  O ,  C 5 ; 8  V ,  C 6 ; 8
▼, C8;8 D, C i 6 ; 8  A, p o l y m e t h y l e n e ; 9  O, p o l y i s o b u t y l e n e ; 9 , 10 ©  , p o l y d i m e t h y l s i l o x a n e ; 9  -Ĉ  d i m e r ,  t r i m e r ,  t e t r a m e r ,  a n d  
p e n t a m e r  o f  d i m e t h y l s i l o x a n e , 1 1  © ,  p o l y o x y p r o p y l e n e  g l y c o l ; 1 2 ’ 1 3  a  ,  p o l y o x y e t h y l e n e  g l y c o l . 9 ' 1 3  F o r  e a c h  l i q u i d  t h e  f i r s t  a n d  
s e c o n d  r e f e r e n c e s  a r e  t o  t h e  s o u r c e s  o f  s u r f a c e  t e n s i o n  a n d  e q u a t i o n  o f  s t a t e  d a t a ,  r e s p e c t i v e l y .  S o u r c e s  o f  t h e  e q u a t i o n  o f  s t a t e  
d a t a  f o r  t h e  a l k a n e s  a n d  d i m e t h y l s i l o x a n e  o l i g o m e r s  a r e  g i v e n  i n  r e f  1 4  a n d  5 ,  r e s p e c t i v e l y .  D o t t e d  l i n e s  a r e  t h e o r e t i c a l  c u r v e s  
u s i n g  c e l l  m o d e l  t h e o r i e s  w i t h  t h e  f o l l o w i n g  ( m , n )  c h o i c e s :  ( a ;  ( 6 , 1 2 ) ;  ( b )  ( 3 ,  ° ° )  o r  F l o r y  m o d e l ;  ( c )  ( 6 ,  ” ) .

The P* and T* parameters are more accessible than 
those in eq 10. Each of the models used to obtain 
them is consistent with the Prigogine corresponding- 
states principle for the bulk properties and hence each 
gives a and /3 as functions of values of T obtained 
from experimental aT. The discovery of a universal 
y ( f )  function would show that the corresponding- 
states principle is valid for the surface tension and for 
bulk properties without, however, implying that the 
particular model of the liquid is correct.

The bulk properties may be used directly to yield a 
corresponding-states plot. Equation 6 allows T* and 
P* to be eliminated from eq 11 which then shows that 
the dimensionless quantity

7/3 !V /yfc1A = 7/3Vi« A (12)

is a universal function of f  or aT for all liquids. We 
believe this to constitute the most direct test of the 
corresponding-states principle for surface tension.

The same plot of y ^ ^ a '  ’/k1/8 against a T  is suggested 
by dimensional considerations and also by eq 1. Using 
the van der Waals equation of state in reduced form, 
reduced quantities a  and /3 may be defined by

à  =  T ea ( T ,n ] ; 0  =  P $ { T , n )  (13)

Elimination of Tc and P c from eq 1 then leads to eq 12. 
However, the corresponding-states principle for bulk 
properties given by ec 13 is itself unsuccessful when 
applied to a  and /3 of more complex molecules and 
requires the introduction of the acentric factor. It 
therefore seems preferable to regard eq 12 as an ex­
tension of the Prigogine corresponding-states principle 
for bulk properties. Finally, quantities other than a  
and /3, but of dimensions of temperature and pressure, 
may be used to determine T *  and P * .  In particular, 
the internal pressure anc the cohesive energy might be 
convenient.
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Comparison with Experiment

Figure l 7_u shows y^^a^/k^3 as a function of aT 
for the normal alkanes from methane to polymethylene 
over a 100° temperature range, for polyisobutylene 
over 100°, for four dimethylsiloxane oligomers and the 
high polymer at 30°, for polyethylene and polypropyl­
ene glycol at 20°, and for argon, nitrogen, and oxygen 
over some 25°. The data separate into two distinct 
curves. The lower holds for the alkanes from butane 
to polymethylene and for the other chain-molecule 
liquids to within ± 5 %  of the mean. Furthermore, the 
ratio was obtained at 20° for surface tension,16 and 
equation of state data13 of some 25 other liquids were 
divided among branched alkanes, esters, ethers, alco­
hols, and other common solvents. The accuracy of the 
values of the ratio should be ~  ±  3% and they usually 
fell on the lower curve of Figure 1 to within this value. 
Benzene and cyclohexane, however, fell 7%  higher. 
The largest deviation was found with 2-propanol, 12% 
lower than the curve, although methanol, ethanol,
2-butanol, and propanol gave good results. In general 
it seems that the same corresponding-states principle is 
obeyed by polyatomic liquids and by chain-molecule 
liquids from high polymers down to very short chains. 
The corresponding-states plot for the polyatomic 
liquids thus permits the surface tension to be calculated 
from the thermal expansion coefficient and the com­
pressibility. The surface tension data for propane and 
methane, argon, nitrogen, and oxygen all fall on a 
single curve some 30% higher. We can offer no ex­
planation for this. It seems surprising that data for 
butane and higher alkanes lie on the lower curve 
while propane data are on the upper.

Roe4 also found a single y(T) curve using eq 10 for 
three high polymers, but argon and methane data fell 
on a curve 50% lower. There was a much greater 
separation between polymer and simple liquid data 
than in the present case and the relative position of the 
curves is opposite. The bulk reduction parameters 
tabulated by Roe for the simple liquids are clearly in 
error when compared with those of the polymers which 
were obtained16 using the Prigogine model. This is 
probably due to the assumption that a simple molecule 
must constitute a segment with three external degrees 
of freedom, making c =  1 in eq 10. This assumption is 
reasonable but the model gives different results17 for 
argon and methane, c ^  1.

We have also obtained (but do not show) experi­
mental curves of y against f  using the y(T) data and 
the different theoretical models to obtain y* and T* 
from the a and ¡3 data at the appropriate temperatures; 
i.e., we have used eq 11. This type of plot is another 
representation or mapping of y $ hd ,ll fcl/* against aT. 
As expected, with each model, a universal curve is 
found for the polyatomic and chain-molecule liquids 
which corresponds to the curve in Figure 1.

Cell Model Calculations of the Surface Tension

Prigogine and Saraga18 have given a simple cell 
model theory of the surface tension of spherical mole­
cule liquids based on a (6,12) choice of (m,n) in the 
potential, eq 5. In the following extension to 
the chain-molecule case, a segment, in moving from the 
bulk to the surface, experiences an increase of the 
configurational energy equal to —MU(V) due to 
the loss of a fraction, M, of its nearest neighbors at the 
surface. The cell partition function \p of a segment at 
the surface is increased due to the loss of constraining 
nearest neighbors in one direction so that

tfWfaee/V'bu.k =  (F 1/! -  0.5b)/(V'/3 -  b) (14) 

Here b is a packing factor given by6

and tends to unity when n -*■ co. The factor x/ 2 
introduced in the Prigogine-Saraga theory could 
presumably be adjusted to another value. The re­
duced surface tension is then, following eq 3.13 of ref 18

yV ’/3 =  - M l 7 ( f )  -  T In ^ / - ° f  (15)

with the actual surface tension found through multi­
plication by 7* according to eq 11.

The surface energy and entropy are given by

t/ ' / j _ 0 55
yv = -M V (V ) ; y s =  In ? i/, _  & (16)

The quantities, T, a, and 0 are given as functions of V 
in eq 16-19 of ref 5 for the different models. For 
example, with the (3, °°) choice of (m,n) or the Flory 
model, eq 15 becomes

t?1/» _  n s
7 ? Vs =  M  -  (1 -  V ~ h) In r , t _  1 (17)

(7) J. S. Rowlinson, “Liquid and Liquid Mixtures,” Butterworth and 
Co. Ltd., London, 1959, Chapter I.
(8) F . D. Rossini, et al., “Selected Values of Physical and Thermo­
dynamic Properties of Hydrocarbons and Related Compounds,” A PI 
Research Project 44, Carnegie Press, Pittsburgh, Pa., 1953.
(9) R. J. Roe, /. Phys. Chem., 72, 2013 (1968).
(10) B. E . Eichinger and P. J. Flory, Macromolecules, 1, 285 (1968).
(11) Dow Corning Technical Bulletin 05-145, Dow Corning Co., Mid­
land, Mich., 1966.
(12) A. K . Rastogi and L. E . St. Pierre, J. Colloid Interfax. Sci., in 
press.
(13) G. Allen, G. Gee, and G. Wilson, Polymer, 1, 456 (1960); G. 
Allen, G. Gee, D . Mangaraj, D . Sims, and G. J. Wilson, ibid., 1, 467 
(1960).
(14) D . Patterson and J. M . Bardin, Trans. Faraday Soc., in press.
(15) J. Timmermanns, “Physico-Chemical Constants of Pure Organic 
Compounds,” Elsevier Publishing Co., Inc., New York, N. Y ., 1950.
(16) V. S. Nanda and R. Simha, J. Phys. Chem., 68, 3158 (1964).
(17) T .  Somcynsky and R. Simha, Macromolecules, in press.
(18) I. Prigogine and L . Saraga, J. Chim. Phys., 49, 399 (1952).
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Using the expressions for a and j3, the quantity y $ l%- 
a /’/k'/‘ =  7/3Vs<5i/s may be calculated as a function of 
aT. In Figure 1, curves are drawn using three choices 
of (m,n): (6,12); (3, <») or the Flory theory; and 
(6, oo), the original choice of Prigogine and Saraga. 
The following values of M  were found to give the best 
fit: (6,12), 0.35; (3,=°), 0.29; (6,°°), 0.53. Reason­
able agreement is found with all of the models. How­
ever, the value of M found with the (3, °°) or Flory 
theory is the most realistic. On the basis of a close- 
packed lattice, M =  0.25, and if there were any effect of 
the next-nearest neighbors, the value could be increased 
somewhat. Values of M with the other models, 
particularly the (6, °°), seem too high. We have 
calculated the surface energy and entropy using the 
Flory model and eq 16. As in the Prigogine-Saraga 
work, there is a tendency of the theory to obtain the 
correct surface tension while giving too low values of 
the surface energy and entropy.

The Parachor

The Macleod-Sugden correlation states that

where [P] is the molar parachor and V the molar 
volume. For polymers, [P] is expressed per mole of 
repeat units. In the relation to reduced volume, the 
reduction parameter F* is expressed per mole or per 
mole of polymer repeat units. A least-squares analysis 
shows that y  from eq 17 with M =  0.29 may be re­
placed over the temperature range of data by

y =  0.238/F3-86 (19)

making an error of less than 0.3%. With the exponent 
changed to 4, the best fit is

y =  0.247/F4 (20)

and a maximum error of 0.9% is made.
A similar treatment was possible with the (6, °°) 

model but here the exponent of V was 5.6. In the 
case of the (6,12) model y was only imperfectly propor­
tional to F~" throughout the whole range of aT, but 
adequately so in the range of aT <  0.4 where the ex­
ponent of F was found to be 3.3. All of the models 
therefore are consistent with the parachor correlation. 
In the case of the (3, °°) or Flory model, the agreement 
is remarkably good and the model may be used to 
predict values of the parachor using bulk thermody­
namic properties. Identifying eq 18 and 20, we have

[P] =  [0.247fcVlP*vT * ,/!]'AF* (21)

Values of the parachor calculated from reduction

parameters for the bulk properties agree with those 
calculated from parachor group contributions to 
within a few per cent in most cases. Where a greater 
difference was found, the present values agree better 
with experiment than rjhose calculated from group 
contributions.

As an example, Flory, et al.,6b listed P* =  101 cal/ 
cm3, T* =  4447°K, and V* =  99.64 cm3/m ol for 
n-hexane obtained from experimental values of ¡3, a, 
and F  at 20° using the Flory model and the procedure 
outlined above. Equation 21 gives [P] =  271 erg0-26 
cm2-6 mol-1, whereas the method of group contribu­
tions19 gives 273, and che value from experimental 
values of y  is 270 erg0 25 cm2-6 mol-1. For polydi- 
methylsiloxane, the reduction parameters6 are P* =
81.5 cal/cm3, T* =  5513°K, and F* =  61.76 cm3/  
repeat unit of SiO(CH3)2. Equation 21 gives [P] =  165 
ergo.25 cm2.5 (moi 0f repeat unit)-1. The corresponding 
value from group contributions is 154 and from the 
experimental value of y, it is 162 in the same units as 
above. For polyisobutylene, the reduction param­
eters20 are P* =  107 cal/cm3, T* =  7577°K, and F* 
= 53.14 cm3/repeat unit of CH2(CH3)2. Equation 21 
gives [P] =  153 erg0-26 cm2-5 (mol of repeat unit)-1. 
The corresponding value from group contributions is 
also 153 and from the experimental value of y,  [P] = 
147 in the appropriate units.

The Eotvos Constant

The polymer analog of the Eotvos constant kE is

kE =  — d(7WV3)/d  T (22)

where v is the volume per mole of segments of polymer 
rather than the molar volume as for quasispherical 
molecules. According to eq 2 and 3, v — VkT*/P* 
and the Eotvos constant is fcE =  fed (7 F!/V)/dP , hence a 
function of F. Using the Flory model and eq 17 and 
performing the differentiation, we have to a good 
approximation

F'A _  QC
kE ~  k N ^  In ~~,A — - (23)

This relation shows that kE increases as the temperature 
is lowered or as the chain length is increased, as often 
found experimentally.21 For aT =  0.5, kE =  1.7 and 
aT =  0.25, kE =  2.1.
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T h e  F r i c k e  e q u a t i o n  f o r  c o n d u c t a n c e  i s  a p p l i e d  t o  s u s p e n s i o n s  o f  s o d i u m  m o n t m o r i l l o n i t e  i n  s o d i u m  c h l o r i d e  
s o l u t i o n s .  I t  i s  s h o w n  t o  b e  p o s s i b l e  t o  d e d u c e  v a l u e s  o f  m i c e l l e  c o n c e n t r a t i o n ,  a  m e a s u r e  o f  m i c e l l e  s h a p e ,  a n d  
a  m i c e l l e  i n t e r n a l  c o n d u c t a n c e  w h i c h  r e p r o d u c e  t h e  d a t a  o v e r  w i d e  r a n g e s  o f  s a l t  c o n c e n t r a t i o n  u p  t o  a b o u t  
4  w t  %  i n  c l a y ,  a n d  a t  d i f f e r e n t  t e m p e r a t u r e s .  T h e  a c t i v a t i o n  e n e r g y  f o r  t h e  i n t e r n a l  c o n d u c t a n c e  i s  4 . 2  k c a l /  
m o l  a s  c o m p a r e d  t o  3 . 6 4  k c a l / m o l  f o r  t h e  l i m i t i n g  a q u e o u s  c o n d u c t a n c e  o f  s o d i u m  c h l o r i d e .  I t  i s  s u g g e s t e d  
t h a t  t h i s  d i f f e r e n c e  m a y  b e  d u e  t o  a n  e n h a n c e d  w a t e r  v i s c o s i t y  n e a r  t h e  c l a y  s u r f a c e .

In 1924, Hugo Fricke1 produced the generalization to 
ellipsoids of revolution of Maxwell’s formula for the 
overall conductivity of suspensions in conducting 
media of spheres with an internal conductivity. Al­
though Fricke himself as well as others applied the 
resulting equation to cases in which the internal 
conductivity of the particles was either assumed or 
known to be zero, it has apparently never been ade­
quately tested in cases where a definite internal con­
ductivity must exist. In connection with our work on 
self-diffusion through colloidal suspensions2 we have had 
occasion to extend earlier work on the conductivity of 
highly purified clays3 into the region of very dilute 
solutions and low clay content, where the Fricke 
equation might be expected to be applicable. It is the 
purpose of this paper to show that the equation can be 
quite successful in such cases.

The necessary limitations of the Fricke equation due 
to the assumptions made in its derivation should first be 
pointed out. The suspended material is supposed to 
consist of ellipsoids of revolution in arbitrary orientation 
with respect to the direction of the applied field. It is 
further implicitly supposed that the suspended material 
is isotropic insofar as its conducting properties are 
concerned. In addition, it is assumed that the sus­
pended particles themselves carry no current because of 
their own motion in the applied field. Finally, and 
perhaps of greatest importance, the result is necessarily 
limited to the case of dilute suspensions. This results 
from the fact that the electric field in the suspension is 
considered to be made up of additive contributions from 
the applied field and from the suspended particles (or 
micelles), interactions between the latter not being 
taken into account. Strictly, the result is a typical 
limiting law and only experiment can decide how far 
into the region of finite suspension concentrations it 
can usefully be extended.

Fricke’s result can be put into the form

ks — =
(Jc$ hi) pR

1  +  pR

with

(1)

P =
1 p'
3 1 -  p' (2)

where p' is the volume fraction of the suspended 
micelles and

___________ 1__________

1 +(I: -  0 (i - m)

(3)
In these expressions fcs is the conductance of suspending 
solution, kg is the conductance of the suspension, and 
h  is the internal conductance of the colloidal micelles. 
The quantity M  depends only on the average shape of 
the micelles. It is connected with the axial ratio, a/b, 
of the corresponding ellipsoid through two expressions, 
one for oblate spheroids (a <  b, plates to spheres) and 
another for prolate spheroids (a >  b, spheres to nee­
dles)

M(a <  b) =

M(a >  b) =

0 — sin 0 cos <t> 
sin3 <f> cos 4>

(with cos <t> = a/b) (4)

sin20
cos2 0 1 +  sin <t>-------- log ---------------

2 / sin3 <j> 1 — sin <f>
(with cos <f> =  b/a) (5)

(1) H . Fricke, Phys. Rev., 24, 575 (1924).
(2) A. Cremers and H. C. Thomas, J. Phys. Chem., 70, 3229 (1966).
(3) A. Cremers and H. Laudelout, J. Chim. Phys., 62, 1155 (1965).
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Suspension of Conducting Colloidal Particles

Figure 1. E xperim ental values o f  the difference betw een 
solution and suspension conductances, kB — ke, and those 
calculated from  the F ricke equation  for k-, =  5.08 m m h os /cm , 
p =  0.011, 0.024, 0.038, and M  =  0.065.

For flat plates M =  0; for spheres M  =  2/ 3; for long 
needles M =  1. All of the above are Fricke’s results.

In the following we shall apply eq 1 to the case of 
suspensions of the sodium form of carefully purified 
montmorillonite from Camp Berteau, Morocco. The 
preparation of this material and the conductivity 
measurements have already been described.2 Since it 
seems to be impossible to learn by direct experiment 
what size should be assigned to the suspended clay-ion- 
water micelle, p must be taken as an adjustable param­
eter. The same consideration applies even more 
certainly to the internal conductivity ki and to the 
shape parameter M. We must test the Fricke equa­
tion by getting these three quantities from the con­
ductivity data themselves. This would constitute a 
vitiating circular argument if the values of p, kit and M 
so obtained did not bear simple and sensible relations to 
what is already known about the clay, and if these 
values did not apply over a wide range of conductivities 
for various suspensions at various temperatures. We 
believe we can show that these requirements are 
fulfilled.

The original conductivity data are to be found in a 
report to the Petroleum Research Fund of the American 
Chemical Society.4 Generally, conductances have 
been measured at three temperatures, over a range of 
NaCl concentration of 0.0001-0.1 N, and for clay 
content from about 1 wt %  to well out of range of 
validity of the Fricke equation, up to 50 wt %  in some 
cases. The overall reproducibility of the conductance 
measurements is 0.008 mmho/cm, as seen from eight 
pairs of replicas. The root-mean-square deviation for 
the calculated curve in Figure 1 at 25°, for p =  0.024, is 
0.012 mmho/cm, and this is for the difference ks — icg. 
Thus in this case the agreement between theory and 
experiment is essentially perfect. It does not yet 
appear possible to give meaningful estimates of the 
accuracy of the parameters p, ki, and M.

The application of the Fricke equation has been

0 1 2 3 4 5 6  7 8 9 10 11 12 /15°
O 1 2  ► 25°

0 1 2 —  35°
ks, mmhos/cm.

F igure 2. Tem perature dependence o f  the difference betw een 
solution  and suspension cone uctances, kB — kg, and those 
ca lcu lated from  the F ricke equation  w ith  the in dicated  values 
o f k „  p =  0.024, and M  =  0.065.

carried out by a least-squares procedure in the following 
manner. A Fortran program has been constructed 
which causes the computation of the sum of the squares 
of the deviations of ka — fcK as observed and as calcu­
lated for a selected set of values of kit p, and M. If the 
ranges of the three parameters have been properly 
selected and, of course, if the data in fact approximately 
obey the Fricke equation for a fixed set of values of the 
parameters, a single minimum in the sum of squares can 
be found by inspecting the output of the computer.

Two clues initially guided this work. Inspection of 
eq 1 shows at once that if a clay-ion-water micelle does 
in fact have a definite average internal conductance, the 
value of ka — ke vanishes for ki — ks, as in any case is 
physically obvious. In addition, if the value of ki is 
independent of p, the mrves for k3 — kg vs. ks, for 
different values of p, should all cross the k8 axis at a 
single point, at the value of k¡. This is the well-known 
“ isoconductivity point” for clay suspensions as deduced 
from the Fricke equation. The existence of this 
nearly constant value of h  makes the least-squares 
procedure possible. The second point was the recogni­
tion of the fact that the value of p could certainly not be 
expected to be directly calculable from the dry weight 
of the clay and its density. The size of the micelle is in 
a sense dictated by our demand that it be describable 
by the Fricke equation. Whether a fixed and reason­
able value of p exists, for a given clay content, is to be 
decided on the basis of the conductivity data. The 
fact that all these poirts are correct over a range of 
values of both p and ka is seen from the actual existence 
of sharp minima in the various sums of squares produced 
by the computer for diff erent sets of data.

Figures 1 and 2 give tne results of these computations 
for some of the most co nplete sets of data. (To avoid 
crowding, not all experimental points are shown.) As

(4) H . C . Thomas, final report of work under Grant No. P R F  
3251-D5.

Volume tit, Number 5 March 5, 1970



1074 Henry C. T homas and Adrien Cremers

is seen in Figure 1, single values of fa, p, and M  do 
suffice to reproduce the rather complicated behavior of 
the data over a range of concentrations which corre­
sponds to a 900-fold change in solution conductance. 
At the low values of clay content here treated and at a 
fixed temperature, a single value for the internal 
conductance suffices for the three different values of p.

The Fricke equation is quite insensitive to the value 
of M, as was long ago pointed out by the original 
author. It seems probable that differences in the 
values of M in the range found, 0.05-0.07, are meaning­
less. The value M =  0.06 corresponds to an oblate 
spheroid of axial ratio x/-&. Thus the picture of a clay 
micelle forced on us by this model is that of a pancake 
25 broad and 1 thick, entirely consistent with the 
known mica-like structure of montmorillonite. Of 
course, the micelles in the suspension must be highly 
heterogeneous in shape and size, and our model only 
gives us some average for these.

There is a significant point to be made in connection 
with the values of p', the volume fraction of micelles as 
calculated from the values of p produced by the least- 
square process. These are all almost exactly seven 
times the value of the volume fraction of the dry clay 
as calculated using 2.7 g/ml as the density of the so­
dium montmorillonite. This uniform relation adds 
confidence to the idea that p' is a meaningful quantity. 
If one takes 10 A as the thickness of a single alumino­
silicate sheet and assumes that such a sheet is the basiso
of a micelle, then the average micelle will be 70 A thick,o
corresponding to layers of water molecules 20-30 A 
thick to be counted as “ belonging to”  the clay sheet. 
It will be of interest to examine potassium and cesium 
clays for which, because of their greater tendency to 
flocculate, one would predict a lower volume fraction 
and a higher value of M, corresponding to more compact 
micelles.

T a b le  I : Param eters of the F ricke E quation  b y  L east Squares 
from  C on du ctan ce M easurem ents on  Sodium  
M on tm orillon ite  Suspensions

C on d ition : w t %  clay  =  2.34 ±  0 .02“

.------------------------ Temp, °C -
15 25 35

fci, m m h os /cm 4 .0 0  5 .0 8 6 .5 2
P 0 .0 2 3 5  0 .0235 0 .0 23 0
M 0 .0 6 5  0 .070 0 .0 6 5

C on ditions: 25°, ki =  5 .0 m m h o s /cm 6

Wt % clay P M

1 .21 0 .011 0 .0 5 0
2 .4 3 0 .0 2 4 0 .0 5 9
3 .8 0 0 .0 3 8 0 .0 4 2

“ F rom  data  obta in ed  at the C ath olic  U n iversity  o f  L ou vain , 
B elgiu m , 1969. 6 F rom  less abundant data obta in ed  at the U ni­
v ers ity  o f  N orth  C arolina, C hapel H ill, about 1965.

Figure 3 . Arrhenius p lots for the internal con du ctan ce of 
sodium  m on tm orillon ite  micelles in  sodium  chloride solutions, 
fci, and o f the lim iting equivalent con du ctan ce o f N aC l.

p = 0.994 X weight fraction.

Figure 4. T ests o f the range o f v a lid ity  o f the F ricke equation  
in to the region  o f finite c lay  content, p, fo r  different values of 
the solution  con du ctan ce: (a ) ks =  1.200; (b )  ks =  3.51.

If the values of the internal conductance found at 
different temperatures, Table I, refer to some meaning­
ful average conductivity for ions moving near the clay 
surface, they should depend on the temperature in 
much the same way as does a solution conductance. 
Figure 3 is an Arrhenius plot for In kit together with one 
for In A0 for NaCl. The “ energy of activation”  for the 
surface conduction process is 4.2 kcal/'mol and that for 
the limiting aqueous conductance is 3.64 kcal/mol. It 
is generally agreed “ that the increasing mobility [with 
temperature] is closely related to the increasing fluidity 
of water.” 6 The difference between the two energies 
may indeed be within the experimental error in the In 
fa, but it is in the expected direction if the water 
adsorbed on the clay surface is in fact more viscous

(5) R . A . Robinson and R . H . Stokes, “ Electrolyte Solutions,”  2nd 
ed, Butterworth and Co. L td ., London, 1959, p 129.
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Figure 5. T ests o f the range o f va lid ity  o f  the F ricke equation  
in to  the region  of finite elay content, p, for k, =  4.79.

than liquid water, as has often been suggested.6 A 
more extensive investigation of this internal conduct­
ance would be highly desirable as a means of studying 
the adsorbed solution in colloidal micelles.

A somewhat unsatisfactory attempt has been made, 
with the data presently available, to assess the range of 
validity, as a function of p, of the Fricke equation. It 
is frequently the case with such limiting laws that they 
provide good approximations well into the region of 
finite concentrations. The work shown in Figure 1 is 
sufficient to establish it up to about p =  0.04 for solution 
concentrations up to 0.1 N in NaCl. Equation 1 
solved for kg gives

fa +  kipR
g _  1 +  PR

(6)

In this form the equation has been applied to data in 
which conductances were measured for single concentra­
tions of NaCl over a wide range in clay content.3 
The internal conductance has been taken to be fa =
5.0 mmhos/cm and the value 0.06 assigned to M. In 
Figures 4 and 5 are shown the results of these calcula­
tions and the data which are supposed to be reproduced. 
The agreement for the lower solution conductances is 
quite good up to p =  0.06-0.08, but it is far from good 
for k8 =  4.79. If one determines the limiting slope of 
kg vs. p, at p =  0, for eq 6, it is found that this slope will 
be positive, zero, or negative according to whether fa 
< h, ka =  h, or fa >  fa- For the case of Figure 5 we 
would have to choose fa <  4.7 mmhos/cm. Now it is 
indeed probable that fa is not truly a constant, but one 
would expect it to increase, not decrease, with solution 
concentration. In any case there is certainly no good 
reason to invoke nonconstancy in only one of the three 
parameters in trying to reproduce the data. We have 
not attempted more elaborate calculations.

We believe that the above account establishes, or 
perhaps reestablishes, the Frieke equation as a useful 
and meaningful tool in the study of colloidal suspen­
sions, and we hope that others will find data for en­
tirely different systems to which the test can be ex­
tended.

Acknowledgment. Credit is given to the donors of the 
Petroleum Research Fund, administered by the Amer­
ican Chemical Society, for support of this research, and 
by A. C. for support of the Nationaal Fonds von Weten- 
schappelyk Onderzoek of Belgium.

(6) E.g., P. F. Low, Isr. J. Chem., 6, 325 (1968).
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An Effusion Study of the Reaction of Zirconium 

Carbide with Calcium Oxide

by Juey Hong Rai and N. W . Gregory

Department of Chemistry, University of Washington, Seattle, Washington 98105 (Received October 8, 1969)

Pressure-time studies of the reaction of CaO with ZrC in effusion cells indicate that the rate of reaction is con­
trolled by diffusion of reactant ions through the product layer of CaZrCh. Extrapolation back to time zero 
gives total effusion pressures in general agreement with those expected for the reaction ZrC(s) +  CaO(s) = 
CaZr03(s) +  3Ca(g) +  CO(g) at equilibrium. The behavior of ZrC samples of different carbon content is 
reported. Experiments on the reaction of Z1O2 with graphite are also described.

Zirconium carbide is recognized as a nonstoichio met­
ric compound; phases with compositions in the range 
ca. ZrCo-55 to ZrCo-96 (carbon saturated) have been re­
ported.1 Available information about thermodynamic 
properties has been summarized by Storms;1 properties 
of the carbon saturated phase have also been tabulated 
by Schick2 and in the JANAF tables.3 Data on the 
carbon-deficient phases are relatively scarce. Charac­
terization of these materials is confused by their possible 
inclusion of varying amounts of oxygen. Little defini­
tive work on this aspect of the problem has been pub­
lished.

We have been interested in the study of oxidation- 
reduction processes involving zirconium carbide by the 
effusion method. Observations on the reaction of 
graphite with Zr02 have been reported earlier.4 In 
addition to further work on this system, we now report 
a torsion-effusion study of the interaction of calcium 
oxide with zirconium carbide. Calcium zirconate and 
calcium vapor are shown to be products, along with an 
additional gas, assumed to be carbon monoxide. The 
steady-state pressure-time (P-f) behavior at various 
temperatures between 1500 and 1600°K is found to be 
that expected if the rates of the forward and reverse 
reactions are diffusion controlled. At various constant 
temperatures, plots of 1 /P  vs. f‘A are found to be linear; 
extrapolation to t =  0 gives the same “ initial pressures” 
over a range of cell orifice and sample sizes. When 
these initial pressures are assumed to be equilibrium 
values, thermodynamic properties calculated are close 
to those expected for the reaction

ZrCx(s) +  (3 +  z)CaO(s) =  CaZr03(s) +

(2 +  x)Ca(g) +  zCO(g) (1)

Experimental Part

The torsion-effusion apparatus, cells, calibration 
method and general procedure have been described 
previously.4- 6 The characteristics of the graphite

cells and 2-mil tungsten suspension wires used for the 
present work are summarized in Table I; torsion cell 
constants were determined by calibration with the vapor 
pressure of silver and were verified by measurement of 
the vapor pressure of copper.6 Orifices were cylindrical 
and a good approximation to knife edge (Clausing fac­
tors 0.96-0.97); the outer edges were flared to a hemi­
spherical shape (ca. 5-mm diameter) in the Vs-in. cell 
wall.

T ab le  I : T orsion  C ell C onstants

Total orifice Suspension Torsion cell
area wire length, constant X 104

Cell a, cm2 X 10* cm atm radian-1

1 3 .4 7 60 7 .3 6
2 5 .9 1 58 4 .7 7
3 6 .5 1 55 5 .2 7
3 6 .5 1 5 9 .2 3 .0 7
4 13 .16 4 0 .7 3 .4 0
4 13 .16 55 2 .4 2

Two zirconium carbide samples were used: ZrCT 
(Titanium Alloy Manufacturing Division of the 
National Lead Co., Niagara Falls, N. Y .) and ZrCj 
(Jet Propulsion Laboratory, Pasadena, California).7

(1) E . K . Storms, “ The Refractory Carbides,”  Academ ic Press, 
New Y ork, N . Y „  1967.
(2) H . L. Schick, “ Thermodynamics of Certain R efractory C om ­
pounds,”  Academ ic Press, New York, N . Y ., 1966.
(3) “ JA N A F Thermochemical D ata,”  D . R . Stull, Ed., D ow  Chemical 
Co., M idland, M ich.
(4) J. R . Hollahan and N. W . Gregory, J. Phys. Chem., 68, 2346 
(1964).
(5) See the Ph.D . Thesis of J. H. Rai, University of Washington, 
Seattle, W ash. 98105, 1969.
(6) J. H . Rai and N. W . Gregory, J. Phys. Chem., in press.
(7) These samples were obtained through the Ceramic Engineering 
Division at the University of Washington. W e thank Professors 
J. I. Mueller and A . D . M iller for providing them and also for helpful 
discussions relative to this work.
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Chemical and X-Ray analysis8 of these materials gave 
the following results.

Sample T Sample J

Wt %  Zr 
C

0

86 ±  3 87.5 ±  2
Total 13.2 ±  0.2 11.8 ±  0.2
Free 3.2 ±  0.5 1.1 ±  0.5

1.07 ±  0.05 0.75 ±  0.05

Apparent Chemical
Formula of Carbide
(a) if oxygen in car­

bide phase
(b) if oxygen in 

separate oxide 
phase (as Zr02)

Lattice Parameter Â 
(from high angle 
reflections)

ZrCo.83Oo .07

ZrCo.9i

4.696

ZrC0.93O0.05

ZrCo.96

4.698

The uncertainties represent the spread of values for the 
three or four samples analyzed in each case. When the 
carbide phase was dissolved in a mixture of 40 ml of 16 
M  HNO3, 10 ml of 98% H2S04 and 1-2 ml of 48% HF, 
the residue appeared to be only free carbon, i.e., no 
Zr02 remained after ignition. Since crystalline Zr02 is 
not appreciably soluble in this acid mixture, these obser­
vations indicate that the samples did not contain Zr02. 
However, inasmuch as trace quantities may behave 
differently when distributed through or on the surface 
of the carbide, we have represented the apparent for­
mula in two ways: (a) if the oxygen is an integral part of 
the carbide phase and (b) if the oxygen is present as 
Zr02.

Prior to preparation of the reaction mixture, samples 
of the carbide were placed in the effusion cell and de­
gassed under vacuum at temperatures up to 1600°K 
until no angular deflection of the torsion system was 
apparent. The lattice parameter was unchanged after 
this treatment. The CaO powder (Allied Chemical, 
Morristown, New Jersey, Code 1529, 98%) was also 
heated under vacuum at 300° for 5 to 12 hr. Mixtures, 
usually in the ratio 1:4 (mol carbide:mol CaO), were 
then ground together and pressed (1500 psi) into pellets. 
The pellets were broken into small pieces and about 2.4 
g (the maximum that could reasonably be accommo­
dated) placed in the effusion cell. The cell was placed 
in the vacuum system and brought slowly (over a 2-3 hr 
period) to within 100° of the desired reaction tempera­
ture. The temperature was then raised quickly to the 
point of interest. Cell displacements were not recorded 
until about 1 hr after the temperature had been 
established; initial values were quite high because of 
further degassing. Steady-state pressures were then 
observed for periods of 4 to 9 hr.

To aid in identification of products, several experi­
ments were continued for longer periods, ca. 22 hr, to

form amounts of solid product detectable by X-ray 
analysis. Debye-Scherrer X-ray patterns of the re­
maining solid showed lines of the ZrC phase, CaO, and 
CaZr03; these phases accounted for all lines observed. 
Following is a comparison of the lines attributed to 
CaZrOs with values listed in the ASTM file (d spacings, 
in A)

ASTM 4.01 2.87 2.83 2.00 1.651 1.625
Observed 4.01 2.87 2.83 2.01 1.659 1.623

No change in the initial lattice parameters of the car­
bide phase was detected after this reaction period.

A blank run in which only CaO was placed in the cell 
showed that contact of this material with the graphite 
cell wall was insufficient to produce a significant dis­
placement of the cell at the temperatures of interest (by 
formation of Ca(g) and CO(g)).6 Several Knudsen 
effusion experiments on the reaction of ZrOr with CaO 
were carried out at lSlS^K. The calcium vapor in the 
effusate was condensed on a molybdenum liner, which 
surrounded the cell and extended into the cool region 
outside the furnace. The quantity collected was deter­
mined by chemical analysis and was found to agree with 
results of the torsion experiments when the reaction was 
assumed to have the stoichiometry expected for eq 1. 
Quantitative collection of the effusate was not practical 
in the torsion apparatus.

No previous report on the reaction of ZrC and CaO 
has been found in the literature. The phase diagram 
for the system CaO-Zr02 indicates the existence of the 
compound CaZr03.9 According to Rabenau, CaZrOs 
has little tendency to dissolve CaO or Zr02 at 1400°.10

Results and Discussion

Preliminary experiments demonstrated that effusion 
cell steady-state pressures developed by the reaction of 
CaO with ZrC were dependent on cell orifice area, 
sample size, and in a given experiment at constant tem­
perature, decreased wi:,h time. Figure 1 shows the 
behavior of CaO-ZrCj mixtures and is representative. 
When, after a period of several hours, the samples were 
removed, reground, and repressed and the experiment 
repeated, the P-t curve on the second heating was very 
similar to the first. When the results were plotted in 
the form 1/P vs. t'/\ v.rtually straight lines were ob­
tained. Data at various temperatures for the two 
different carbide samples are shown in Figures 2, 3, and
4. The following considerations appear to explain 
the P-t relationship.

The rate of reaction (1) may be expected to depend 
on (i) the rate of reaction at the interface of the solids

(8) The analytical results were obtained by M r. Satya K .  Sarkar, 
of the Ceramic Engineering D ivision . W e thank him for permission 
to quote them. S . K .  Sarkar, P h .D . thesis, U n iversity of Washington, 
1969.
(9) O. R uff, F .  Ebert, and E .  Stephan, Z . A norg. A llgem . Chem ., 
180, 219 (1929).
(10) A . Rabenau, ibid., 288, 221 (1956).
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4 ■
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3 ■

0  1 2  3 4

Time (hours)

Figure 1. T im e  dependence o f tota l effusion  pressures generated 
b y  the C a O -Z r C j reaction ; sym bol, cell no., T ,°K : O, 1, 1596; 
A , 3, 1581; • , 3, 1568; 0 ,  3, 1543; © , 4, 1578;
X ,  4, 1559; □ , 4, 1538.

and, once the reaction is underway, (ii) the rate of dif­
fusion of reactants through the CaZr03 product layer. 
The steady state in the effusion cell is established by 
the condition: rate of effusion = rate of forward reac­
tion — rate of reverse reaction or

kea0P  =  n — r, (2)

where a0 is the total orifice area, P is the total effusion 
steady-state pressure, and ke includes the kinetic theory 
of gas term (2wmkT)~1/\ If (i) is the rate-determining 
step, the rate of the forward reaction may be assumed 
proportional to the interfacial contact area A, i.e., rt = 
kiA. By microscopic reversibility, the rate of the re­
verse reaction must also be proportional to A and, at 
the same time, the number of gas molecules striking 
the interfacial area. It is proposed that the reverse 
reaction occurs when a particular gas molecule, Ca or 
CO, strikes a complex at the reaction boundary appro­
priately formed to lead to conversion of CaZr03 to 
ZrC and CaO; hence we assume that rT may be written 
as kiAP (for stoichiometric effusion, Pc» and Pco are 
each proportional to P, the total pressure).

If instead the rate of reaction is determined by (ii), 
rt may be given the form hA/t], where 17 is the thickness

t z (hours)2
Figure 2. 1 /P  (tota l effusion pressure) vs. i ‘A  (tim e);
C a O -Z rC j reaction ; sym bol, cell N o . and tem perature 
identification  sam e as designated fo r  F igure 1.

of the product layer; similarly rr =  kiAP/rj. If both 
the phase boundary process and diffusion process are 
important, we may combine the two effects and (2) 
becomes

kçdoP —

kiA k3A

(3)
+hAP kiAP

For a0 =  0, we may assume that P  becomes equal to 
Pe, the equilibrium pressure; thus h  =  k2Pe and k3 =  
fc4Pe. With these substitutions and the assumption 
that the growth of the product layer follows a parabolic 
rate law,11 i.e., 17 =  ktl/l, eq 3 may be reduced to the 
form

Pe 1 , kedo ked0k
P =  +  M  +  1 (4)

At t =  0, (4) reduces to the form discussed for the CaO- 
graphite reaction (in which no new solid phase is

(11) G . Cohn, Chem. Rev., 42, 527 (1948); see also N . B . Hannay, 
“ Solid State Chem istry,”  Prentice-Hall, In c ., Englewood C liffs, N . J . ,  
1967.
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Figure 3. 1 fP  vs. i 1̂  for  the C aO -Z rC T  reaction ; cell 4
(sym bol, T , ° K ) :  □ , 1578; A , 1546; © , 1522; ©, 1505.

f 2(hours)2

Figure 4. l/P  vs. t1'1 fo r  the C a O -Z rC r  reaction ; sym bol, cell 
no., T ,°K ; O, 1, 1594; A , 2, 1563; • , 2, 1527; +  , 4, 1533.

formed).6 If, as time increases, the diffusion process 
becomes rate controlling, i.e., if kt'^/k4 becomes signifi­
cantly larger than l/fc2, and if kea0/k2A «  1, eq 4 
becomes

PJP  =  1 +  fcea0kf1/yfc4d. (5)

If A remains virtually constant, (5) corresponds to the 
experimentally observed relationship between P  and t 
after 1 hr of reaction time.

Equation 5 also accounts for the observed variations 
in slopes of the l /P  vs. tl/' lines in the various experi­
ments. The slopes increase as a0 of the cell is increased, 
e.g., see Figure 2; the total orifice area of cell 4 is about 
4 times larger than that of cell 1. A special experiment 
in cell 3 with a sample one-half the normal size was 
found to give a slope roughly twice that of the standard 
sample as expected if the values A for the two samples 
are in a 2:1 ratio.

If the l/P vs. fI/! plots are extrapolated to t — 0, the 
“ initial pressures,”  Pi, may be expected to be virtually 
equal to Pe if the ratio kea0/k2A\, where A; is the initial 
contact area, is very much smaller than unity. This 
appears to be the case. The intercepts for the various

cells show no systematic variation with orifice area. 
Intercepts were also within experimental error for the 
experiments in which different size samples were used, 
although slopes were different. The same result was 
observed when the mole ratio in the initial mixture was 
varied from 1:4 to 1:3.

Thermodynamic Aspects. Thermodynamic analysis 
of the data is complicated by the questionable presence 
and role of oxygen in the carbide phases. We present 
first results of calculations based on the assumption that 
the formulas are ZrC0.9i, for ZrCT, and ZrCo.96, for 
ZrCj, respectively. These compositions give rise to 
the following expressions for AP°298°e: for reaction 
(1).

For ZrCo.ss

AH°298 =  -1 7 .9 3 8 T lo g P atm +  4.359T -

TA(P°t -  i?°298) /P  (6)

For ZrCo.91

AP°298 =  -17 .480T  log Patm +  4.187T -

TA(P\ -  S°m)/T  (7)
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where P  is the total equilibrium pressure generated by a 
reaction of form (1). Free energy functions (fef) 
tabulated by Storms were used for ZrCo.96-1 Values for 
ZrCo.91 were estimated by evaluation of its fef at 3000°K 
( — 23.586) from equilibrium pressures of Zr(g) at this 
composition, as reported by Storms, carbon activities 
based on a Gibbs-Duhem treatment of his data,12 heat 
capacity data based on measurements by Neel, et al.,

1 0 , 0 0 0
T ° K

Figure 5. L og  P i, atm  vs. 1/T for  the C a O -Z r C j and 
C a O -Z rO r  rea ction s : sam ple T :  A , cell 1 ; O, cell 2 ; • , 
cell 4 ; sam ple J : + ,  cell 1; © , cell 3 ; A, cell 4. Solid  line
is the predicted  tota l equilibrium  pressure for reaction  1 
for ZrCo.96, using data of S torm s.1’14

on ZrCo.92,1'13 and the value for the enthalpy of forma­
tion based on heat of combustion data.1’14 It was then 
assumed that the ratio of the free energy functions of 
ZrCo.91 and ZrOo-96 is the same in our temperature range 
as found at 3000°K. This approximation appears 
satisfactory for the niobium carbide system.1

Free energy functions for CaZr03 were calculated by 
extrapolation of calorimetric data of Mezaki, et al.,n 
from 1200 to 1600°K and the standard entropy given 
by King and Kelley.16 For Ca(g), CaO(s), and CO(g), 
data given by Kelley17 and the JANAF tables18 were

used. Table II lists the results obtained when the Pi 
values, determined by least-square treatment of the data 
in the form of eq 5, are assumed to be the total pressures 
at equilibrium.

T ab le  I I :  Values for A H °2ss for  (1 ) from  E q  6 and 7

-A (P ° t  -  AH°m, 
T,°K —log Pi, (atm) cal deg“ 1 m ol"1 kcal mol-1

1596 4 .2 0 4 2 128 .02 3 3 1 .6
1581 4 .3 39 9 128 .12 3 3 2 .5
1578 4 .3 4 1 2 128 .12 3 3 1 .9
1568 4 .4 55 5 128 .16 3 3 1 .1
1559 4 .4 7 7 0 1 28 .20 3 3 1 .9
1543 4 .6 49 9 128 .24 3 3 3 .3
1538 4 .6 57 9 128.25 3 3 2 .5

A verage 3 3 2 .1
rr /-i «i.

1594 4 .0 5 0 8 1 24 .88 3 1 8 .6
1578 4 .1 6 9 9 124.91 3 1 8 .8
1563 4 .3 2 1 4 124 .99 3 2 0 .1
1546 4 .4 22 3 125.01 3 1 9 .2
1533 4 .5 1 6 8 125.11 3 1 9 .3
1527 4 .6201 125.12 3 2 0 .8
1522 4 .6 7 3 8 125 .12 3 2 1 .2
1505 4 .7031 125 .24 3 1 8 .6

A verage 3 1 9 .6

The standard deviations are believed to be appre­
ciably less than the absolute uncertainty, estimated at 
± 4  kcal. No trend with temperature is observed in 
either set of data. The enthalpy of formation of the 
carbide phases may be calculated from these results 
and standard values for the other components17,18 (for 
CaZr03, AK°298 was taken as —418.7 kcal mol-1) .19 
For ZrCo.96, the value —50.4 ±  4 kcal mol-1 was ob­
tained. This may be compared with —47.0 ±  3 kcal 
given in the JANAF tables, based on combustion work 
of Mah,20 and —48.3 kcal mol, based on the formula 
— AH°(ZrCx)m =  —7.4 ±  84.1a; — 27.2a;2 derived by 
Storms, based on the combustion work of Baker, et al.14

(12) H . W . Schimmelbuach, University of W ashington, Seattle, 
private communication.
(13) D . S. Neel, C. D . Pears, S. Oglesby, Jr., W A D D -T R -60-924  
(1960).
(14) F . B . Baker, E . K . Storms, and C. E . H olley, Jr., private com ­
munication, 1968.
(15) R . Mezaki, E . W . Tilleux, T . F. Jambois, and J. L. M argrave, 
3rd Sym . Therm ophys. Properties, Lafayette, Ind. (1965).
(16) K . K . Kelley and E. G. King, U. S. Bureau M ines Bulletin N o. 
592, U . S. Government Printing Office, Washington, D . C., 1961.
(17) K . K . Kelley, U. S. Bureau Mines Bulletin N o. 584, U . S. 
Government Printing Office, Washington, D . C., 1960.
(18) “ JA N A F Thermo chemical D ata,”  D . R . Stull, Ed., D ow  Chem­
ical Co., Midland, M ich.
(19) A . S. L ’vova  and N . N . Feodos’ ev, Zh. Fiz. Khim., 38, 28 
(1964).
(20) A . D . Mah, Bureau o f Mines, R eport o f Investigation 6518, 
U. S. Government Printing Office, Washington, D . C., 1964.
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This formula gives —46.6 kcal mol-1 for ZrCo.91, which 
was the value used to estimate the free energy function 
of this phase. The value derived from the result in 
Table II is —46.0 ±  4 kcal mol-1.

For ZrCj, the van’t Hoff slope (Figure 5) gives 
AH°i55̂ k (1) as 352.7 kcal; for ZrGr, 329.5 kcal. Conver­
sion to 298°K with the heat capacity data cited gives 363 
kcal and 339 kcal, respectively, with uncertainties esti­
mated at ±  15 kcal. The former is about 9% larger 
than the fef value; the latter about 6% larger. Because 
of the sensitivity of the van’t Hoff slope to temperature 
errors, we believe the fef results are more reliable.

The solid line in Figure 5 represents the predicted total 
equilibrium pressures of calcium vapor and carbon mon­
oxide for reaction 1 when data tabulated by Storms for 
ZrCo.96 are used.2a Our results for ZrCj lie slightly be­
low this line; those for ZrC-r, slightly above. The agree­
ment is well within the combined experimental errors of 
our study and those of the data used to derive the 
literature values. The difference between the total 
pressures observed for our two samples is of the magni­
tude expected for the difference in composition indicated 
by the analysis.

Data are not available which would permit us to make 
a similar comparison based on the assumption that the 
oxygen content indicated by the analysis is an integral 
part of the carbide phase. Also we have no assurance 
that the oxygen content of the phases under the actual 
effusion conditions remains the same as found in the 
samples prior to preparation of the reaction mixtures. 
No change was seen in the carbide lattice parameter 
following the effusion study; however, this was observed 
only after cooling the mixture to room temperature. 
Furthermore, small changes in oxygen content may be 
difficult to detect in this way. Analysis of the carbide 
phase following the effusion experiments was not prac­
tical because it remained mixed with unreacted CaO 
and the CaZrOs product. Usually less than 10% of the 
reactants are converted during the effusion period. 
We can only conclude that the small amount of oxygen 
which appears to be in these samples does not change 
the chemical potential of ZrC significantly from that for 
samples characterized in the literature as ZrCo.91 and 
ZrCo.96, respectively.

The Reaction of ZrOz with Graphite. The earlier ef­
fusion study4 of the reaction of Zr02 writh graphite led 
to the conclusion that either the rate of the reaction 
was not sufficient to establish near equilibrium pres­
sures or that the reaction was not correctly represented 
by the equation

Zr02(s) +  3C(s) =  ZrC (s) +  2CO(g) (8)

The pressures observed were lower than those expected 
if the carbide phase is ZrC0.96 by a factor of ca. 100; the 
apparent entropy of the reaction was also unreasonable 
for (8).

We have made some further observations on this 
system. In particular a quantitative study was made 
of the pressure-time behavior to see if an extrapolation 
method similar to that developed for the CaO-ZrC 
reactions would lead to more satisfactory results. Sam­
ples were prepared as described previously.4 Experi­
ments in cell 2 confirmed the behavior reported earlier. 
Very little change of steady-state pressures with time 
was observed. When cell 4, with its larger orifices, was 
used, the steady-state pressures fell noticeably with 
time. Extrapolation of 1 /P  vs. tl/‘ plots, which were 
virtually linear, to zero time lead to initial pressures 
approximately equal to those obtained with cell 2. 
The addition of up to 5% of CaF2, found to decrease the 
rate of pressure fall-off with time for the CaO-graphite 
reaction,6 had no noticeable effect on steady-state pres­
sures in cell 2.

These observations suggest that the reaction of 
pressed mixtures of Zr02 and graphite under effusion 
conditions in the temperature range 1422-1520°K 
establishes an equilibrium-like behavior with a carbide 
phase distinctly different from ZrCo.se- It is clear, how­
ever, that if this phase contains only zirconium and 
carbon, it cannot be in true equilibrium with graphite. 
Of the various possibilities, formation of either carbon- 
deficient ZrCj or an oxvcarbide ZrCxO„, with x +  y < 
1, seem most likely. X-Ray diffraction patterns of the 
effusion cell reaction product after 18 hr of reaction in 
the cell showed the presence of a ZrC-like phase with a 
lattice parameter of 4.693 A. (expected for ~ Z rC 0.63);2a 
after 72 hr, the cell parameter had fallen to 4.688 
(ZrCo.59?); 4.698 A is characteristic of the carbon- 
saturated carbide phase.

Possibly a carbon-deficient phase is formed at the 
Zr02-graphite interface and “ equilibrates”  with CO(g). 
Estimated free-energy calculations for a phase such as 
ZrCo.63 in (8), instead of ZrC0.96, gives rise to CO pres­
sures of the magnitude observed. Kinetic studies on 
the reaction of zirconium with carbon above 2000° by 
Adelsberg, et al.,21 show that carbon diffuses through 
zirconium carbide very slowly, even for carbon-deficient 
material. From the magnitude of the diffusion coef­
ficients reported, it appears saturation of a ZrC0.63 phase 
by diffusion of carbon from graphite may not keep pace 
with the continuous reaction in the effusion cell. Pos­
sibly this helps to explain the dilemma that while such 
a phase accounts for the CO pressures observed, it 
cannot be truly in equilibrium with carbon. If the com­
position of such a phase varied with reaction tempera­
ture, this would also explain the anomalous values de­
rived for the entropy. The possibility that the phase 
contains some oxygen cannot be excluded; however, 
the oxygen activity in the effusion cell, if one assumes

(21) L .  M . Adelsberg, L .  H . Cadoff, and J .  M . Tobin, Trans. M et. 
Soc., A IM E ,  236, 972 (1966).
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it to be fixed by the C-O2-CO equilibrium, is very 
low relative to that found over ZrC^O,, phases with 
measurable oxygen content.8 Chemical analysis of 
the phase formed in effusion experiments was not prac­
tical; it is formed only in small amounts and could not 
be isolated from the reactant phases.
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Mechanism of Polarographie Reduction of Germanium (IV) 

in Acidic Catechol Medium1

by R. G. Canham,!a D. A. Aikens, Nicholas Winograd,2b and Glenn Mazepa2b

Departm ent o f  Chem istry, Rensselaer Polytechnic Institute, Troy, N ew  Y ork 12181 (Received September 8, 1969)

The mechanisms of the preelectrochemical reactions involved in electrodeposition of Ge(IV) from acidic cate­
chol have been studied by means of Koutecky’s analysis of the limiting current. Dissociation of the tris- 
catechol complex and reaction of Ge(OH)4 with one or two catechol moieties have been identified as the im­
portant preelectrochemical steps. The electroactive complexes are the mixed catechol-hydroxy complexes 
Ge(OH)2L, Ge(OH)2L2, and possibly GeOHL. Adsorption of the electroactive species precedes electroreduc­
tion, but electron bridging does not seem to be important. It is postulated that a Irans effect in the mixed 
complexes facilitates deposition by increasing the ease of release of the coordination sphere.

The value of the formal heterogeneous rate constant 
of the Ge(IV)-Ge° couple is extremely low in most 
electrolytes and the electroreduction of Ge(IV) is 
usually highly irreversible. Although the reversible 
reduction potential for Ge(IV) in 1 M  acid solution is 
— 0.25 V vs. see,3 no reduction is observed at the drop­
ping-mercury electrode prior to the onset of hydrogen 
evolution at approximately —1 V vs. see.4 This 
behavior appears to be representative and the polaro- 
graphic half-wave potential of Ge(IV) in most elec­
trolytes is displaced approximately 1 V from the 
reversible value, with values ranging from —1.3V vs. 
see in 0.1 M  Na^EDTA5 to —1.6 V vs. see in 0.1 M 
KC1.6 Catechol effectively catalyzes the reduction of 
Ge(IV), however, and in acidic catechol medium the 
half-wave potential is shifted as far positive as —0.4 V 
vs. see. The ability of catechol and related compounds 
to catalyze the reduction of Ge(IV) was first reported 
by Konopik,7 who proposed that the electroactive 
species was the diprotonated form of the tris-catechol 
complex of Ge(IV), H2GeL3. Recently, however, 
Konopik and Kalvoda8 reexamined the mechanism and, 
in a novel application of Job’s method to polarographic 
kinetic currents, demonstrated the existence of two 
electroactive complexes. The first species, a 1:1

complex, predominates at pH 1 and the second species, 
a 1:2 complex, predominates at pH 3.5. Although 
this study clearly established the existence of the two 
electroactive species, it was not possible, however, to 
define the precise nature of either the electroactive 
species or the preelectrochemical reactions.

This paper reports a detailed study of the polaro­
graphic reduction of Ge(IV) in acidic catechol solution 
based on the Koutecky treatment of preelectrochemical 
reactions. The preelectrochemical reactions leading to 
the electroactive species are identified and the signifi­
cance of the nature of the coordination of the several 
electroactive species is discussed.

(1) Supported in part by Grants G P  5668X and G P  9577 from the 
National Science Foundation. Abstracted in part from the B .S . 
thesis of N . W ., Rensselaer Polytechnic Institute , 1967.
(2) (a) Participant, N S F  Summer Institute in Instrum ental Anal­
ysis, Rensselaer Polytechnic Institute , 1968. (b) N S F  under­
graduate research participant.
(3) B . Lovrecek and J .  O’M . Brockris, J . P h ys . Chem ., 63, 1368 
(1959).
(4) B . Lovrecek and L .  Duic, J . Electroanal. Chem ., 10, 151 (1965).
(5) P . Valenta and P . Zuman, A n a l. Chim . A cta , 10, 591 (1954).
(6) G h . Sauvenier and G . Duckyaerts, ibid., 13, 396 (1955).
(7) N . Konopik, M onatsh . Chem., 91, 717 (1960).
(8) R . Kalvoda and N . Konopik, Z . A n a l. Chem., 244, 30 (1969).
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Experimental Section
Reagents. Distilled water and reagent grade materi­

als were used throughout except as noted. Stock 
solutions 0.01 M  in Ge(IV) were prepared by dissolu­
tion of 550 mg of Ge02 (Fairmount Chemical Co., 
Newark, N. J.) in 100 ml of 0.1 M NaOH. The solu­
tion was filtered through a glass frit, and the filtrate 
was acidified with HC1 to pH 5 and diluted to 500 ml. 
Aliquots were analyzed for Ge(IV' content by titration 
with standard base in the presence of excess catechol as 
described by Bevillard.9 Catechol stock solutions 
were prepared by solution of weighed quantities of 
Eastman grade catechol in deoxygenated water. 
The polarographic supporting electrolyte was 1.00 M 
NaCl-HCl. The pH values of solutions were de­
termined using an expanded-scale pH meter standard­
ized with four 1.00 M  NaCl-HCl solutions 1.00 X 
10~3, 1.00 X 10“ 2, 1.00 X 10-\ and 1.00 M in HC1, 
respectively. Solutions were deoxygenated prior to 
addition of catechol, and addition of concentrated base 
to solutions containing free catechol was avoided.

Equipment. A standard H cell with an see as 
reference electrode and a potassium chloride-agar salt 
bridge was used. The dropping-mercury electrode 
had a drop time of 5.0 sec at a column height of 105 
cm. The cell resistance was 140 ohms and no correc­
tions for ir drop were made. The cell was thermo- 
stated at 25.0° ±  0.1°. A Sargent Model X X I re­
cording polarograph was used without damping.

Results
Limiting Currents. Plots of the logarithm of the 

limiting current for reduction of 10-4 M  Ge(IV) at 25° 
in 1 M  NaCl-HCl from pH 0 to pH 4 are given in 
Figures 1 and 2. The catechol concentration corre­
sponding to each curve is indicated numerically by the 
value of pL adjacent to the curve. Currents calculated 
from the proposed rate laws are denoted by solid lines.

Figure 1. L im iting current for reduction  o f G e (IV )  from  
acidic catechol solution  at low  catechol concentrations. Solid 
lines represent currents ca lcu lated on  the basis o f the proposed  
com plex  form ation  m echanism . N um erals in d icate  p L  values.

1083

PH

Figure 2. L im iting current for electrodeposition  of G e (IV ) 
from  acidic catechol solution at h igh catechol concentrations. 
Solid lines represent currents calcu lated on  the basis o f the 
proposed com plex form ation  and dissociation  m echanism s. 
N um erals indicate p L  values.

Dashed lines are used in Figure 2 to connect experi­
mental current values at low pH and high catechol 
concentrations which are nearly diffusion controlled 
and in both Figure 1 and Figure 2 to connect several 
experimental points that deviate substantially from the 
calculated values. The diffusion current, estimated 
from the dependence on the catechol concentration of 
the limiting current at pH 0, is 1.42 /¿A. The un­
certainty in measuring limiting currents increases 
substantially for currents less than 0.025 pA, and 
currents less than this value have not been reported.

No correction has been made for the influence of 
solution viscosity which even at the highest catechol 
concentrations is relatively minor. The viscosity of 
the pH 1 electrolyte is increased only 6% from 10~3 M 
catechol to 0.2 M  catechol, the highest concentration 
studied. This increase in viscosity corresponds to a 
decrease in diffusion current of only 3% or 0.02 log 
unit whereas this increase in catechol concentration 
causes a net increase ir. current of 50-fold or 1.7 log 
units.

The limiting current shows the expected transition 
from strict kinetic control at the lower values to pure 
diffusion control at the higher values, as judged by the 
dependence of the current on the mercury column 
height. Currents less than 0.2 pA are essentially purely 
kinetic in nature and are independent of the mercury 
column height while currents greater than 1 pA are 
essentially diffusion controlled and vary with the square 
root of the mercury column height.

Kinetic currents are strictly first order in germanium 
over the usual polarographic concentration range 
provided catechol is present in large excess. As an 
example, for a solution 10-2 M in catechol and pH 1, 
the ratio of the limiting current in microamperes to the 
Ge(IY) concentration in millimoles per liter is 1.93 ±

(9) P . Bevillard , B ull. Soc. Chim. F r „  21, 296 (1954).
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0.05 for Ge(IV) concentrations between 10-4 and 2 X 
10“ 8 M. For Ge(IV) concentrations above 2 X 10~3 
M, the current does not increase in proportion to the 
germanium concentration, probably because the con­
centration of catechol begins to limit the current.

Discussion

Interpretation of Limiting Currents. For polaro- 
graphic limiting currents controlled by the rate of a 
preelectrochemical step, Koutecky’s analysis10'11 of the 
limiting current provides a powerful approach to study 
of the mechanism of the preelectrochemical step. 
This analysis is applicable to electrode reactions of the 
type exemplified by the cathodic reaction in eq 1 where 
Z represents an electroinactive species, 0  represents the 
electroactive species, R  represents the electrode reaction 
product, and k{ and h, denote, respectively, the rate 
constants of the forward and reverse steps of the pre­
electrochemical reaction. The limiting current, i, is

ne
Z 0  — > R (1)

kb

related to the diffusion current, td, and the values of h  
and kb by the Koutecky variable, x, and the Koutecky 
function, F(x), as shown in eq 2.

X = h\/l/y/kb

i/id = F(x) (2)

Quantitative application of Koutecky’s analysis
requires that the preelectrochemical reaction be first
order or pseudo first order in both Z and 0 . This 
requirement was easily satisfied with respect to catechol 
by restricting the catechol concentrations to values of 
10~3 M or higher, thereby ensuring that the catechol 
concentration was at least tenfold greater than the 
Ge(IV) concentration. This approach could not be 
used to ensure that the hydrogen ion concentration was 
held essentially fixed, however, because it was desired 
to study the reaction at pH values up to 4 and it was 
necessary to maintain the Ge(IV) concentration at 10~4 
M in order to obtain sufficiently large polarographic 
currents. Further, the use of pH buffers was de­
liberately avoided because it was feared that the com­
ponents of suitable buffers would interfere by com- 
plexing Ge(IV). Hence, at pH 4 hydrogen ion is not 
present in excess over Ge(IV), and the possibility that 
diffusion of hydrogen ion controls the Ge(IV) reduction 
current must be considered. Comparison of the 
limiting current for reduction of Ge(IV) at pH 4 with 
the current which would be supported by diffusion 
of 10-4 M hydrogen ion indicates clearly, however, 
that the Ge(IV) reduction current at pH 4 is not limited 
significantly by diffusion of hydrogen ion. Reduction 
of Ge(IY) at pH 3-4 requires two hydrogen ions and the 
diffusion current for reduction of 10-4 M  Ge(IY) is 1.4 
/¿A. On the conservative assumption that the diffusion

coefficient of the hydrogen ion equals that of Ge(IV), 
the limiting current for reduction of 10~4 M  Ge(IV) at 
pH 4 would be 0.7 ¿¿A if diffusion of hydrogen ion were 
the current-limiting step. The limiting current at pH 
4 does not exceed 0.23 pA, however, or one-third the 
value which could be supported by diffusion of hydro­
gen ion. Hence diffusion of hydrogen ions does not 
significantly influence the Ge(IV) reduction current at 
pH 4. By the same reasoning it also follows that 
diffusion of hydrogen ion is not the current-limiting 
step at lower pH values. This reasoning is confirmed 
by the observation that limiting currents less than 20% 
of the diffusion-limited value are purely kinetic in 
nature. As an example, at pH 3.66 and with a catechol 
concentration of 0.1 M, lowering the mercury column 
reservoir from 90 to 40 cm caused the limiting current 
to decrease only 7%, as compared to a decrease of 33% 
for a diffusion-limited current.

Application of Koutecky’s analysis to the limiting- 
current data in Figures 1 and 2 together with knowledge 
of Ge(IV) complex formation indicates that electrore­
duction of Ge(IV) in acidic catechol solution involves 
both complex formation and complex dissociation 
reactions. In the dilute hydrochloric acid solutions 
employed in this study Ge(IV) exists as germanic acid, 
Ge(OH)4.12 The hydroxide ions in the coordination 
sphere of Ge(IV) can undergo not only simple dis­
placement by the entering ligand, but also direct acid- 
base reaction with protons. Hence, in order to define 
the reaction precisely, it is necessary to determine the 
reaction order of Ge(OH)4 with respect to both hydro­
gen ion and catechol.

The preelectrochemical pathway involves complex 
formation reactions between Ge(OH)4 and catechol if 
either the catechol concentration or the pH is low. 
The preelectrochemical step involves partial dissocia­
tion of the tris-catechol complex of Ge(IV) if both the 
pH and the catechol concentration are high. The 
formulation of x and establishment of proposed mecha­
nisms for the complex formation reaction and the 
dissociation reaction are discussed separately below.

Current Control by Complex Formation. For pH 
values between 0 and 4 and catechol concentrations 
between 1 X 10~3 M  and 2 X 10~2 M, the limiting 
current at fixed pH increases with increasing catechol 
concentration. Hence the preelectrochemical reaction 
leading to the electroactive species must involve 
reaction of Ge(OH)4 with catechol.

Data for this range of variables are given in Figure 1 
where the points represent experimental limiting 
currents and the solid lines represent the current 
calculated from the value of x defined by eq 3. The

X =  6 6 C h  / ! C h i l  +  3 . 5 C ' h ~ 1C 'h 2l 2 ( 3 )

(10) J. Koutecky, Collect. Czech. Chem. Commun., 18, 597 (1953).
(11) J. W eber and J. Koutecky, ibid., 20, 980 (1955).
(12) R . L. Benoit and P. Clerc, J. Phys. Chem., 65, 676 (1961).
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limiting current at pH 0 is determined by the first term, 
and the limiting current at pH 4 is determined by the 
second term, while the limiting current near pH 2 is 
controlled by both terms. Observed and calculated 
currents agree within 15% or less with one notable 
exception, the consistent deviation observed for 2 X
10-2 M  catechol (pL 1.70) above pH 2.5. Here the 
observed current falls below the calculated current, and 
the deviation increases with increasing pH until at pH 4 
the calculated current exceeds the observed current by a 
factor of 4. The onset of this deviation coincides with 
conversion of a significant fraction of Ge(OH)4 to 
GeL3~2 which lowers the concentration of Ge(OH)4. 
The formation of GeL32_ from Ge(OH)4 via eq 4 was 
studied by Antikainen,13 who reported that the equilib-

Ge(OH)4 +  3H2L GeL32_ +  2H+ (4)

rium constant at 25° in 0.1 M KC1 is 0.17. This value 
predicts approximately 50% conversion of Ge(OH)4 to 
GeL32- at pH 3. This result has only qualitative 
significance in 1 M  NaCl-HCl, of course, but appears to 
be entirely consistent with the pH dependences of the 
observed and calculated limiting currents. The dis­
crepancy between the observed and calculated currents 
at pH 3 is, of course, much less than the factor of 2 
suggested by the equilibrium concentrations of Ge(OH)4 
and GeL32_, because the equilibrium between the two 
species is relatively mobile.

As the catechol concentration is increased above 
2 X 10-2 M, the onset of the formation of GeL32_ and 
the resultant deviation of the experimental limiting 
current from the values calculated from eq 3 move to 
lower pH values. Establishment of the preelectro- 
chemical reaction at intermediate pH values is com­
plicated by the presence of significant amounts of both 
Ge(OH)4 and GeL32_, but only Ge(OH)4 is present at 
substantial concentration at catechol concentrations up 
to 2 X 10_1 M  for pH values below 1 and the analysis is 
straightforward. Limiting currents for this range of 
pH and for catechol concentrations between 2 X 10-2 
and 2 X 10-1 M are given in the left side of Figure 2. 
The current increases steadily with increasing catechol 
concentration, and for the highest catechol concentra­
tions, the current is essentially diffusion controlled. 
The direct dependence of the current on the catechol 
concentration shows clearly that complex formation is 
the predominant preelectrochemical mechanism. Ob­
served currents for the intermediate catechol concentra­
tions, however, consistently fall 10-15% above the 
values calculated from eq 3. The reason for this 
discrepancy is not clear, but it may be related to ad­
sorption of catechol, which has been shown by Kalvoda 
and Konopik8 to be extensive.

Formulation of Rate Laws. Because the form of x is 
determined by the forms of both the forward and 
reverse rate laws of the preelectrochemical reaction, 
establishment of the form of x usually does not permit

M echanism of Polarographic R eduction of Ge(IV)

unambiguous assignment of the forward and reverse 
rate laws. A number of pairs of forward and reverse 
rate laws are generally consistent with a given form of x 
and are thus equally acceptable in a mathematical 
sense. Fortunately, all but one of the mathematically 
acceptable pairs of forward and reverse rate laws can 
usually be eliminated on the basis of kinetic considers 
tions. As an example, the first term in eq 3 is con­
sistent both with the reaction pair in which a forward 
reaction second order in hydrogen ion is coupled with 
a reverse reaction third order in hydrogen ion and with 
the reaction pair in winch a forward reaction first 
order in hydrogen ion is coupled with a reverse reaction 
first order in hydrogen bn. In the absence of known 
acid-base reactions that could account for the second 
and third orders of the first reaction pair with respect to 
hydrogen ion, this pair appears implausible and has been 
rejected in favor of the second pair which is first order in 
hydrogen ion in each direction. In a similar manner, 
evaluation of each x term generally leads to the result 
that one pair of forward and reverse rate laws is more 
attractive kinetically than other alternatives.

Complex Formation Mechanisms. The presence of 
two additive terms in eq 3 for x indicates the existence 
of two independent paths leading to formation of 
electroactive species from Ge(OH)4 and catechol. 
The nature of the mechanism and the identity of the 
electroactive species are discussed below in detail for 
each path.

The first term of eq 3 leads to a forward rate law first 
order in catechol and firs" order in hydrogen ion coupled 
with a reverse rate law zero order in catechol and first 
order in hydrogen ion. Thus, both formation and 
dissociation of the electroactive species are catalyzed by 
hydrogen ion. Several plausible mechanisms are 
consistent with the orders of the forward and reverse 
steps with respect to catechol and hydrogen ion, and 
all lead to formation of the mixed complex, Ge(OH)2L, 
as the electroactive species. The sequence in eq 5 has 
been selected as both consistent with the properties of 
the reactants and capable of providing an energetically

Ge(OH)4 +  H+ ^  Ge(OH)3OH2+ (fast) (5a) 

Ge(OH)3OH2+ +  H2L Ge(OH)2L +  H+ (slow)

(5b)

favorable path. Protonition of Ge(OH)4 in the initial 
equilibrium step 5a provides a favorable site for ligand 
displacement through 3onversion of a coordinated 
hydroxide ion to the more loosely bonded water mole­
cule. This step is followed by replacement of the water 
molecule by catechol in rate step 5b. This step is 
probably facilitated by simultaneous proton transfer 
from catechol to coordinated hydroxide in a concerted 
mechanism.

(13) P . J. Antikainen, Acta Chsm. S c a n d 22, 2867 (1968).
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Analysis of the second term in eq 3 indicates that the 
preelectrochemical reaction is second order in catechol 
in the forward direction and second order in hydrogen 
ion in the reverse direction. The mechanism proposed 
for this reaction is given in eq 6 and the electroactive

H2L ^  H L - +  H+ (fast) (6a)

Ge(OH)4 +  2H L- Ge(OH)2L22-  +  2H20

(slow) (6b)

species is the bis-hydroxyl-bis-catechol complex, Ge- 
(OH)2L2. Deprotonation of catechol in equilibrium 
step 6a is followed by attack of the monoprotonated 
catechol on Ge(OH)4. The attack by the two mono­
protonated catechol moieties described by eq 6b 
probably occurs in two consecutive steps rather than 
one concerted step. Koutecky14 has shown that the 
form of x for a two-step reaction of this type is di­
mensionally identical with the form of x for a single- 
step reaction, and the first order of the successive 
steps is more plausible than the second order of a 
single complex-formation step. As with the mechanism 
outlined in eq 5, simultaneous proton transfer from 
the entering catechol to coordinated hydroxide prob­
ably facilitates the ligand exchange by providing a 
concerted pathway.

Current Control by Dissociation of GeLf1- .  For 
catechol concentrations of 2 X 10-2 M  and above and 
pH values between 3 and 4, the limiting current at 
constant pH decreases with increasing catechol con­
centration, and the limiting current at fixed catechol 
concentration increases with decreasing pH. These 
facts indicate that the preelectrochemical reaction is 
dissociation of a germanium(IV)-catechol complex 
involving protons. The relative stabilities of germa- 
nium(IV)-catechol complexes indicate that the complex 
undergoing dissociation is GeL32~. For catechol con­
centrations of 2 X 10~2 M and above, conversion of 
Ge(OH)4 to GeLs2_ via eq 4 is driven essentially to 
completion above pH 3, and Bevillard9 has shown that 
intermediate complexes are not present in appreciable 
amounts. Limiting currents for this range of variables 
are given in the right-hand side of Figure 2, where the 
solid lines represent the currents calculated from x as 
defined by eq 7. Observed and calculated currents

X  =  S.0CuCmi- l/l (7)

generally agree within 15% or better except near pH 3 
for a catechol concentration of 2 X 10~2 M, where the 
experimental current drops sharply below the calculated 
value. This deviation is attributed to the incomplete 
formation of GeL32~ under these conditions and is 
consistent with the value of the formation constant of 
GeL32_. For the higher catechol concentrations, the 
experimental current near pH 3 is somewhat above 
the value calculated from eq 7. This deviation may 
represent the onset of an additional dissociation mecha­

nism, but the data are insufficient for quantitative 
evaluation of this possibility.

Complex Dissociation Mechanism. Of the mecha­
nisms consistent with x as defined by eq 7, two appear 
to be relatively plausible in terms of kinetics. Both 
involve loss of a single catechol molecule from GeL32_, 
and the resulting bis-catechol complexes differ only in 
respect to the number of coordinated hydroxide ions.

The first mechanism, in which the forward reaction is 
first order in hydrogen ion, is described by eq 8. Pro-

GeL32- +  H + v i  GeLsH - (fast) (8a)

GeL3H - +  IRO v i GeL2O H - +  H2L (slow) (8b)

tonation of the complex and partial removal of one 
catechol group in the first step are followed by co­
ordination of an hydroxide to Ge(IY) and protonation 
of the catechol anion to yield GeL2OH~. The second 
mechanism is second order in hydrogen ion in both 
forward and reverse directions and is described by eq 9.

GeL32-  +  2 H + ^  GeL2 +  H2L (slow) (9a)

GeL2 +  2H20  ^  Ge(OH)2L22-  +  2H+ (fast) (9b)

Protonation and removal of catechol in the first step is 
followed by hydrolysis of GeL2 to yield the bis-hydroxy 
complex Ge(OH)2L22~. As with eq 6, the steps in eq 9 
probably proceed in a stepwise manner. Hence, both 
eq 8 and eq 9 represent kinetically plausible mecha­
nisms and the electroactive species may be either the 
mono-hydroxy complex GcOHL2~ or the bis-hydroxy 
complex Ge(OH)2L22~. Fortunately, the differences 
between the two electroactive species are minor and the 
major structural aspects of the electroactive species are 
clearly defined.

Adsorption Effects. Although neither the Koutecky 
analysis of the limiting current nor the dependence of 
the limiting current on the mercury column height 
gives any direct evidence of adsorptive processes, other 
studies indicate clearly that adsorption plays an im­
portant part in electrodeposition of Ge(IV) from acidic 
catechol solution. Through drop-time studies, Kono­
pik16 has shown that germanium(IV)-catechol com­
plexes are adsorbed at potentials less negative than 
—1.4 Y vs. see. The desorption of complexed Ge(IV) 
at —1.4 V vs. see is reflected in the polarogram as a 
broad current minimum, an indication that adsorption 
of the electroactive species precedes electrodeposition. 
Adsorption of the electroactive species was confirmed by 
Kalvoda and Konopik8 by means of ac polarography 
and rapid-sweep voltammetry. Bard16 found that the 
polarogram of tin (IV) in acidic pyrogallol exhibits a 
broad minimum that is associated with desorption of

(14) J .  Koutecky, Collect. Czech. Chem. Commun., 19, 1093 (1954).
(15) N . Konopik, Monatsh. Chem., 92, 8 (1961).
(16) A . J .  Bard , Anal. Chem., 34, 266 (1962).
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the electroactive pyrogallol complex. Adsorption of 
the electroactive complex is fast and equilibrium 
surface coverage is attained throughout the drop life. 
The strong similarity of the polarography of tin(IV) in 
pyrogallol to the polarography of Ge(IV) in catechol 
suggests that adsorption of germanium(IV)-catechol 
complexes is also very fast and this would explain the 
failure to detect adsorption control by varying the 
mercury column height. Because the rate of adsorp­
tion of the electroactive species is much faster than the 
rate of its formation, the rate of formation remains the 
current-controlling step. The failure to detect a 
significant influence of adsorption with changes in 
catechol concentration is puzzling, however, because 
Konopik16 has shown that catechol is strongly adsorbed 
at the mercury electrode. Adsorption of catechol 
would in general be expected to influence the rate of 
the preelectrochemical steps and the value of x through 
the change in double-layer structure,17 but the in­
fluence of the catechol concentration on the rate of the 
preelectrochemical reaction agrees well with the 
Koutecky analysis which neglects adsorptive effects. 
Evidently, the net effect of adsorption on the rate of the 
overall electrode reaction must be relatively small.

The mechanistic significance of adsorption in the 
electrodeposition of germanium(IY)-catechol com­
plexes is conjectural, but it appears that ligand bridging 
is probably not involved. Ligand bridging by hy­
droxide appears unlikely because the reduction of

M echanism of Polarographic R eduction of Ge(IV)

Ge(OH)4 is far less revert ible than the reduction of the 
electroactive germanium < IV)-hydroxide-catechol com­
plexes. The half-wave potential of the electroactive 
complexes varies from —3.4 to —0.7 V vs. see, whereas 
the half-wave potential of Ge(OH)4 is —1.6 V vs. see. 
Participation by hydroxide as an effective bridge for 
reduction of germanium!IV)-catechol-hydroxide com­
plexes is difficult to reconcile with the highly irreversible 
reduction of Ge(OH)4. It is tempting to attribute 
ligand-bridging properties to catechol, but it is difficult 
to envision an efficient mechanism for charge transfer 
involving the delocalized t electrons.

The fact that only mixed catechol-hydroxide com­
plexes are electroactive suggests that the coordination 
sphere as a whole may control electroactivity in a less 
direct manner than ligard bridging. Removal of the 
coordination sphere must make a major contribution to 
the activation energy for electrodeposition, and an 
inhomogeneous coordination sphere would be expected 
to facilitate concerted displacement. The labilization 
of one ligand by a second coordinated trans to the first, 
the so-called trans effect, is well established in homo­
geneous ligand-exchange reactions,18 and it is probable 
that such effects are important in electrode reactions of 
metal complexes also.

(17) P. Delahay, “ D ouble Layer and Electrode K inetics,”  Inter­
science Publishers, New York, N . Y ., 1965, pp 207-208, 293-298.
(18) J. Lewis and R . G. Wilkins, “ M odern Coordination Chem 
istry,”  Interscience Publishers, New York, N . Y ., 1960, pp  133-140.
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Adsorption of Blood Proteins on Metals Using Capacitance Techniques

by G. Stoner

D epartm ent o f  M ateriah  Science, School o f  E ngineering and A pp lied  Science, U niversity o f  V irginia , 
Charlottesville, V irgin ia  22901
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Electrochemical and B iophysical Laboratories o f  the Vascular Surgical Services, Departm ent o f  Surgery and Surgical Research, 
State University o f  N ew  York, Downstate M edical Center, B rooklyn, N ew  Y ork 11903 (Received September 17, 1969)

A differential capacity method was applied to the measurement of adsorption of proteins on solid metal elec­
trodes. The differential capacity is measured by observing the square-wave current output response of two 
working electrodes in series to a small triangular voltage input. The double-layer capacity is then recorded as a 
function of electrode potential by a slow potential scan input into the potentiostated circuit. Capacity curves 
are first compared on mercury, gold, and platinum in pure solutions with reported literature values obtained by 
electrocapillary and ac bridge techniques. The coverages (6) of the amino acids glycine and tryptophan and the 
blood proteins fibrinogen, thrombin, and Hageman factor on mercury and platinum are then computed for var­
ious concentrations using the Frumkin equation, which relates 9 to the measured capacity. Glycine and Hage­
man factor were found not to adsorb appreciably on mercury or platinum whereas tryptophan, fibrinogen, and 
thrombin all adsorbed appreciably on both mercury and platinum. The adsorption results on mercury are in 
agreement with previous work using electrocapillary methods.

Introduction

Over the last twenty years, considerable evidence has 
been accumulated to show that the interfacial reaction 
of thrombosis on the blood vessel wall and on prosthetic 
materials depends on the electrochemical characteristics 
of the solid-solution interface.1-4 Thrombosis on con­
ducting materials is found to be accelerated at poten­
tials above 100 mV nhe and inhibited at negative 
potentials. This reaction is thus probably triggered by 
the interaction of one or more of the blood coagulation 
factors on the blood vessel wall or on the prosthetic 
materials at the more positive potentials. One of the 
characteristics of the adsorption of species on conduct­
ing surfaces from electrolytic solutions containing the 
adsorbates is its potential dependence. Thus, in the 
present work, the adsorption of some amino acids (the 
basic units of proteins) and some blood coagulation 
factors was determined on metal electrodes as a function 
of potential.

One of the methods of obtaining information on ad­
sorption of species on electrodes is by a determination of 
the capacity at the metal-solution interface as a func­
tion of potential. Bridge methods have been mainly 
used for capacity measurements.6-7 While these meth­
ods have proved useful for a determination of the capac­
ity on mercury, several problems have been encountered 
in the extension of these methods to solid electrodes, 
these include time and frequency variation of capaci­
tance due to unevenness of surface, adsorption pseudo­
capacity, dielectric relaxation, and impurities in solu­
tion and on the electrode.8 A sine-wave voltage, super­
imposed on a triangular potential sweep, coupled with 
an ac impedence bridge has been used by Breiter9 to

measure capacitance. Recently, Gileadi and Tsherni- 
kovski10 have developed an instrument for the measure­
ment of capacities across solid electrode-solution inter­
faces. In this method, a triangular wave in which the 
frequency and amplitude could be varied is superim­
posed between two small electrodes which are main­
tained at the same dc potential, and the amplitude of the 
resulting square wave is a measure of the capacity across 
the solid-solution interface. Thus, by making the 
measurements with varying dc potentials of the test 
electrodes it is possible to obtain the capacity of the 
electrode as a function of potential.

The present work reports the following series of ex­
periments, a few of which were carried out as a check of 
the method of Gileadi and Tshernikovksi and the re­
mainder of which were done with the purpose of obtain­
ing adsorption characteristics of some amino acids and 
blood coagulation factors.

1. Determination of the capacity-potential relation

(1) P . N . Sawyer, “ Biophysical Mechanisms in Vascular Homeostasis 
and Intravascular Thrombosis,”  Appletor.-Century-Crofts, New 
Y o rk , N . Y „  1905.
(2) P . N . Sawyer and S. Srinivasan, A m er . J . S urg ., 114, 42 (1967).
(3) S. Srinivasan and P . N . Sawyer, J . A dvan. M ed . In stru m ., 3 , 116 
(1969).
(4) G . Stoner and L . W alker, J. B iom ed. M at. Res., 3, 645 (1969).
(5) D . C . Grahame, Chem. Rev., 41, 441 (1947).
(6) D . C . Grahame, J . A m er. Chem. Soc., 63 , 1207 (1941); 68, 301 
(1946); 71, 2975 (1949).
(7) K .  M uller, P h .D . Thesis, University of Pennsylvania, 1965.
(8) S . D . Argade and E .  Gileadi, in  “ Eleetrosorption,”  E .  Gileadi, 
Ed ., Plenum Press, New Y o rk , N . Y . ,  1967, p 87.
(9) M . W . Breiter, Electrochim . A cta , 7, 533 (1962).
(10) E .  Gileadi, N . Tshem ikovski, and V . Am dursky, Proceedings of 
19th Meeting of C .I .T .C .E . ,  Detroit, M ich ., 1968.
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on mercury electrodes in 0.1 m NaCl in 1 N NaOH for 
comparison of the results on the liquid metal with those 
of the classical work of Grahame,6'6 who used bridge 
techniques. Experiments were also carried out in 0.1 N 
HC1 for which there are the recent data of Bockris, 
Gileadi, and Muller.7

2. Determination of the capacitance-potential rela­
tions on the solid metals: Au and Pt in 10~3 M HCICh. 
These metals were selected because of the fact that it is 
possible to work on them over a wide range of potential 
in which there are no competing reactions such as 
hydrogen or oxygen adsorption, metal dissolution, etc. 
The HCIO4 electrolyte was chosen because there is the 
recent work of Argade8 which may be used for confirma­
tory purposes.

S. Determination of the capacitance-potential rela­
tions on Hg and on Pt in 0.1 M NaCl containing varying 
concentrations of tryptophan and glycine. The reason 
for selecting these amino acids is that they are basic 
amino acids in blood protein, and tryptophan is strongly 
adsorbing on mercury while glycine is not.11 Hg is the 
simplest metal to work with and its surface is repro­
ducible. Platinum was selected for the reason given 
above. In addition, the capacity measurements were 
made on mercury in 0.1 M NaCl solution containing 
fibrinogen, thrombin, and Hageman factor. These 
compounds are actively involved in the intrinsic blood 
coagulation sequence.12 From the capacity-potential 
relations, the coverage-potential relations of the ad­
sorbates typtophan, fibrinogen, and thrombin were ob­
tained, according to the theory of Frumkin.13

Experimental Section
1. Electrical Components. The capacity meter, de­

signed and developed by Gileadi and Tshernikovski, has 
been adequately described in the literature.10 The 
measured capacity in the form of a square wave was 
monitored on a Tektronix 546 storage oscilloscope. The 
magnitude of the capacity was recorded as a function of 
potential on a Hewlett-Packard Model 2D X -Y  re­
corder. The potential of the working electrodes was 
varied using an Elron CP-1 potentiostat and Elron 
CHP-1 function generator.

2. Cells, Electrodes, and Solutions. The present 
method is most accurate when the series (solution) 
resistance between the two working electrodes is very 
small. Thus the distance between the electrodes was 
kept at a minimum by using a Teflon disk containing two 
concentric mercury electrodes (Figure 1) or two sput­
tered film electrodes (Figure 2) in the case of solid 
metals.

In alkaline and neutral solution, calomel reference 
electrodes were used and in acid solutions with the solid 
metals, reversible hydrogen electrodes were used. The 
solutions were prepared with conductivity water (p >  2 
X 106) and reagent grade chemicals. The mercury was 
triple distilled (Bethlehem Instruments) and the sput-

Figure 1. C ell for m easurem ent o f  differential 
capacity  on  m ercury.

Figure 2. Cell for m easurem ent o f  differential capacity  on 
solid m etals.

tered electrodes were prepared in a manner described 
elsewhere.14 Solutions of the protein fibrinogen and 
Hageman factor were prepared as described else­
where.4 ’14 Pure bovine thrombin was obtained through 
the courtesy of W. Seegers.

(11) G . Stoner, J. Biom ed. M ai. Res., 3 , (1969).
(12) W . Seegers, “ Blood Clott_ng Enzym ology,”  Academic Press, 
New Y o rk , N . Y . ,  1967.
(13) A . N . Frum kin  and B . B . Damaskin, “ Modern Aspects of Elec­
trochem istry,”  No. 3, J . O’M . Bcckris and B . E .  Conway, E d ., Butter- 
worth and Co. L td ., London, 1964.
(14) J . O’M . Bockris, B . D . Caban, and G . E .  Stoner, C hem .Inst., 1, 
273 (1969).
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VOLTAGE SIGNAL PURPOSE ELECTRODE RESPONSE

TO MEASURE DOUBLE LAYER
RESPONSE: CAPACITOR IS AN 0.1-5 ^ F - i
INTIGRATING CIRCUIT PRC'-

~ r DUCING A  SQUARE WAVE CUR-
1 RENT OUTPUT WHOSE AN PLI- .  „ T

- H  k - 2 -5  msec. TUDE IS A MEASURE OF “ HE
DOUBLE LAYER CAPACITY.

1 ------------------ TO RECORD CAPACITY AS  A
/  \ CONTINUOUS FUNCTION OF >■

in /  N. POTENTIAL GOING ANODIC AND
CATHODIC: AMPLITUDE OF Î?

/  'V SQUARE WAVE IS RECORDED ON \  /
-i_ /  \ X -Y  RECORDER AS A  FUNC-

U------- 15-20 MIN ------- *J ELECTRODE POTENTIAL

Figure 3. S chem atic o f potentia l sequence in 
capacity  m easurem ents.

3. Procedure. The capacity was recorded in the 
anodic and cathodic branches of a slow triangular po­
tential scan and the criteria for an acceptable measure­
ment were (i) suitable square wave form was obtained 
by varying the frequency of the triangular wave input; 
(ii) the lack of any hysteresis in the recorded capacity in 
the anodic and cathodic branches of the curve was 
achieved by reducing the overall scan rate to about 10-3 
V/sec. (Since the low range of the Elron instrument is 
10-2 V/sec, a 1/10 potential divider was used across the 
input of the potentiostat.) These procedures are il­
lustrated in Figure 3.

Results

1. Comparison with Other Methods, (i) Measure­
ments on Mercury. Capacity-potential curves in 0.1 M 
NaCl and 1 M  NaOH are compared with the work of 
Grahame5-6 in Figure 4 and for 0.1 M  HC1 with Muller7 
in Figure 5. The above authors used ac bridge and 
electrocapillary methods.

(it) Measurements on Solid Metals. Figures 6 and 7 
compare the respective capacity values on platinum and 
gold (in the neighborhood of the potential of zero 
charge) with the ac bridge work of Argade8 in dilute 
HC104 solutions. The values of the capacity are higher

Figure 4 . C apacity  as a fun ction  o f  electrode potentia l in 
1 M  N a O H  and 0.1 M  N a C l on  m ercury.

F igure 5. C apacity  as a function  o f e lectrode potentia l in 
0.1 M  HC1 on  m ercury.

Figure 6. C apacity  as a function  o f electrode potentia l in 
dilute HCIO4 solutions on  platinum .

in the present work (probably due to differences in 
absolute electrode area or roughness factor); however, 
the shape of the curves and the characteristic minima 
are comparable.

2. Effect of Various Blood Proteins and Relevant 
Amino Acids on Capacity-Potential Curves. (i) Mea­
surements on Mercury. Capacity-potential curves are 
shown in Figure 8 for the amino acids glycine and tryp­
tophan. Figure 9 shows the effect of the protein 
thrombin.
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Figure 7. Capacity as a function of electrode potential in 
dilute HClOi solutions on gold.

P O T E N T IA L  AG AIN ST  N .C.E.

Figure 8. Capacity as a function of potential in glycine and 
various concentrations of tryptophan on mercury.

(ii) Measurements on Platinum. Capacity-potential 
curves for glycine and various concentrations of tryp­
tophan are given in Figure 10. The effects of two pro­
teins which are active in the blood clotting sequence, 
fibrinogen and thrombin, on the differential capacity are 
shown in Figures 11 and 12. Four concentrations 
(0.1, 1, 10, and 100 times physiological concentration) of

POTEN TIAL u s  N.C.E.

Figure 9. Capacity as a function of potential in solutions of 
thrombin on mercury.

Figure 10. Capacity as a function of potential in various 
concentrations of tryptophan on platinum.

a third blood protein, Hageman factor (Factor X II), did 
not lower the base (0.1 M NaCl) curve.

Discussion

1. Evidence for Using Technique of Gileadi and Tsher- 
nikovski for Measurments of Double-Layer Capacities on 
Metals in Solution, (i) Experiments on Mercury. Ex­
tensive work has been done on this metal using bridge 
techniques.6'6 The present measurements of the capac­
ity as a function of potenti al in 1 M NaOH, 0.1 M NaCl, 
and 0.1 M HC1 (Figures 4= and 5) are in good agreement 
with the corresponding C-V relations obtained by other 
investigators using bridge techniques. This agreement 
lends considerable support to the method of Gileadi and 
Tshernikovski, whose technique has several advantages 
over the bridge technique in that (a) the method is simple 
and more rapid; (b) the capacity is readily recorded 
while the potential is varied linearly with time at any 
desired rate; in this way by choosing the appropriate 
sweep rate, the effect of impurities in solution could be 
minimized; (c) the met hid can be used both on liquid
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and solid metals; and (d) bridge methods are for bridge 
techniques; it is necessary to use very small electrodes. 
Though in the present method there are advantages of 
small electrodes, measurements are still possible on elec­
trodes of large areas.

(if) Experiments on Gold and Platinum. The pres­
ent results on platinum and on gold in HCIO4 are com­
parable with those of earlier work using bridge tech­
niques. However, one observes a shift in the C-V  
curves of the present work. Higher capacities, re­
corded at any potential in this work, may be due to the 
differences in the roughness factors of the electrodes— 
the capacities are represented per unit geometric area of 
the test electrode.

2. Method for the Calculation of the Coverage of 
Proteins as a Function of Potential from the Capacity- 
Potential Plots. There are two possible approaches to 
obtaining information on coverage as a function of po­
tential from the capacity-potential plots. In one, 
which is a tedious procedure but perhaps more accurate, 
the C-V  curve is integrated twice with respect to the po­
tential (which gives a plot of the surface tension vs. 
potential) followed by a differentiation of the surface ten­
sion with respect to the activity of the component whose 
adsorption behavior is to be ascertained. For this 
method, it is necessary to know the potential of zero 
charge (which is necessary to obtain the constant of 
integration of C vs. V) and also the surface tension at 
any one potential which is necessary to evaluate the 
second integration constant. These constants are not 
readily available. Thus, the alternative method was 
chosen to obtain the coverages of the proteins as a func­
tion of potential of the test electrode. Here, the empir­
ical equation proposed by Frumkin13

Ce =  C0(l -  6) +  6Ce = 1

which relates the measured capacity Ce to the degree of 
coverage (6) is used. Co and represent the capac­
ities when 0 =  0 and 6 = 1, respectively. Though this 
equation is approximate, it has proved to be valid in the 
determination of adsorption of methanol on platinum 
from capacity measurements; there was good agree­
ment in the coverage-potentials relations using this 
method and a transient technique.15 In order that this 
equation may be applied it is necessary to know C0 and 
C9 = 1. The first, Co, is obtained from the capacity-
potential relations in control solutions with no adsor­
bate. To obtain Cfl = 1 it is necessary to carry out the 
C-V  measurements varying the concentration of ad­
sorbate in solution and make the assumption the C9 = 1 is 
the value of the minimum capacity for the highest con­
centration of adsorbate in solution. Generally one may 
observe a plateau in the region corresponding to the 
capacitance minimum (Figures 9-12). In the case of 
highly adsorbable materials, the minimum of the C-V  
plots may occur at fairly low concentrations. A prob­
lem with this method will be encountered if the capacity

Figure 11. C apacity  as a fun ction  o f  potentia l fo r  various 
concentrations o f  fibrinogen  on  platinum .

Figure 12. C apacity  as a fun ction  o f  potentia l in  solutions o f  
throm bin  on  platinum .

in the presence of the adsorbate exceeds that on the ab­
sence of the adsorbate over certain potential regions. 
In the present work, this was found only on mercury in 
solution containing tryptophan at fairly anodic and 
cathodic potenitals. Even in these cases, it is possible 
to obtain coverage information in the region where this 
anomaly does not exist.

3. Adsorption Characteristics of Tryptophan on 
Mercury and on Platinum. Due to the fact that the 
capacity-potential curves on mercury in 0.1 M NaCl 
containing tryptophan (in varying concentration) 
intersects the control C-V  curve (with no tryptophan), 
it is possible to determine the 6-V  relation only over a 
short potential region (Figure 13). The adsorption at 
any potential is markedly dependent on concentration. 
There is a steep fall in the coverage at highly anodic 
potentials. The adsorption maximum for 10-3 M 
concentration of tryptophan in solution occurs at a po­
tential of ~ 0  V vs. see.

(15) M . W . Breiter, Electrochem. Acta, 7, 533 (1962).
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The adsorption of tryptophan on platinum from 0.1 
M  NaCl solution containing varying concentrations of 
tryptophan shows the typical type of parabolic 0 -7  be­
havior16 for organic compounds on solid electrode

Figure 13. F raction al coverage o f  tryp top h an  as a fun ction  
o f  potentia l on  m ercury.

P O T E N T IA L  vs N.C.E.

Figure 14. F raction al coverage o f tryp top h an  as a fun ction  
o f  potentia l on  platinum .

Figure 15. F ractional coverage o f  th rom bin  as a fun ction  
o f  potentia l on  m ercury.

F igure 16. Fractional coverage o f  th rom bin  as a  fun ction  
o f  potentia l on  platinum .

Figure 17. Fractional coverage o f  fibrinogen  as a fu n ction  o f 
potentia l on  platinum .

(Figure 14). There is again a marked concentration 
dependence of adsorption. There appears to be no shift 
in the potential of maximum adsorption (~ 0  V vs. see) 
with concentration of tryptophan. As on mercury, 
there is strong adsorption of tryptophan on platinum.

If.. Adsorption of Thrombin on Mercury and on 
Platinum. Only one concentration of thrombin was 
used in the studies on mercury. The assumption was 
made that the coverage is unity in the minimum of the 
C-V  relation on mercury in 0.1 M  NaCl at this concen­
tration of thrombin. The results show that there is a 
significant adsorption of thrombin over a considerable 
range of potential (Figure 15). The adsorption maxi­
mum is quite cathodic ( —1.1 V vs. see). The results of 
this work are in fair agreement with coverage data ob­
tained from electrocapillary data.11

(16) E .  Gileadi, B . T .  Rubin , and J .  O’M . Bockris, / .  P hys. Chem., 69, 
3335 (1965).
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The shapes of the coverage-potential relations for 
thrombin in Pt show an unusual type of behavior—more 
than one maximum (Figure 16). Evidence was ob­
tained for fu ll coverage here at the highest peak because 
the same minimum capacity was obtained for the two 
higher concentrations of thrombin in solution. There is 
no shift in the position of the maximum with change of 
concentrations of thrombin in solution. The potential 
at the highest peak is about 0.1 V vs. see. The region 
of adsorption is quite extensive ( ~ 1  V).

5. Adsorption of Fibrinogen on Platinum. Fibrino­
gen plays an important role in the clotting mechanism.17 
Its adsorption is quite strong even at concentrations 
which are less than physiological (maximum adsorption 
is observed at 0.05-0.1 of physiological concentrations). 
Parabolic 6-V relations are obtained (Figure 17). The 
potential of maximum adsorption appears to be in­
dependent of concentration and has a value of about 0.4 
V. Adsorption is significant even at low concentrations 
of fibrinogen over a potential range of nearly 1V. The 
fall in adsorption at potentials cathodic to the potential 
of maximum adsorption (Fm) is steeper than that at 
potentials anodic to Fm.

6. Nonadsorbability of Hageman Factor. I t  is 
interesting to note that the capacity-potential relation 
on platinum is identical in the presence and in the ab­
sence of Hageman factor, which is the blood component 
initiating the blood coagulation mechanism. This im­
portant result indicates that Hageman factor does not 
trigger the reaction by an adsorption mechanism. This 
was confirmed by electrocapillary measurements on 
mercury in 0.1 M  NaCl with and without Hageman 
factor in solution.

Conclusions

The following conclusions may be reached from the 
present work, (i) The capacitance meter developed 
by Gileadi and Tshernikovski is a satisfactory instru­
ment for capacity measurements on mercury and on 
solid metals, (ii) Tryptophan adsorbs strongly on 
mercury as well as on platinum. The coverage poten­
tial relations are quasi-parabolic, (iii) The coverage- 
potential relations of thrombin on platinum show more 
than one maximum. Thrombin is also a strongly ad­
sorbing compound, though at more negative potentials, 
(iv) Fibrinogen shows the adsorption characteristics of 
simple organic compounds (e.g., hydrocarbons, alco­
hols). Maximum adsorption occurs at a potential of 
0.4 V vs. see. (v) Hageman factor does not adsorb on 
mercury or platinum. I t  is possibly activated by a 
collision with surfaces of certain (positive) 18 charge 
characteristics.
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(18) L. Vroman, Thromb. Diath. Haemorrhag., 10, 445 (1963).

The Journal of Physical Chemistry



C o n d u c t iv it y  o f  Ni0-a-Fe20 3 S y s t e m 1095

Electrical Conductivity of the Nickel Oxide-a-Ferric Oxide System

by Jae Shi Choi and Ki Hyun Yoon

Department of Chemistry, Yonsei University, Seoul, Korea (Received August 4, 1969)

The electrical conductivity of polycrystalline samples of the Ni0-a-Fe20 3 system containing 2.1, 4.2, 8.2, 10,
19.2, 34.8, and 41.6 mol %  of NiO has been measured in the temperature range of 400 to 1 1 0 0 ° under oxygen 
pressures from 1.12 X 10-6  to 152 mm, using a new contact method which has been devised in this laboratory. 
It was found that, for a given temperature, the slope of log conductivity vs. mole per cent of NiO is negative up 
to a certain mole per cent of added NiO, becoming positive for further increase in NiO concentration. This 
inversion point was found to move toward higher values of NiO concentration at higher temperatures. This is 
explained according to the controlled valency principle. The variation of conductivity with temperature is 
described. Fermi degeneracy is found to occur above about 34.8 mol %  of the added NiO.

Introduction

A quantitative investigation of the electrical con­
ductivity of Ni0-a-Fe203 system has not been pub­
lished since 1960, when Lord and Parker1 reported 
on the electrical resistivity of nickel ferrite. Their 
experimental results were limited to the investigation 
of the influence of oxygen pressures on the electrical 
properties of this material.

This investigation has been undertaken to determine 
the inversion point (decrease to increase) of the elec­
trical conductivity of Ni0-a-Fe203 as a function of the 
amount of added NiO by analyzing the results of con­
ductivity measurements made over a range of oxygen 
partial pressures on samples of varying relative com­
position. I t  is generally believed that the conductivity 
of a semiconducting oxide can be shifted in the direction 
of increased P conductivity or decreased N conductivity 
by doping small proportions of lower valency cations 
and that the reverse is true for higher valency cation 
doping. Because the only necessary conditions for the 
doping effect are solubility in the solid state and a simi­
larity of cation radii, the electrical properties of the 
Ni0-a-Fe203 system seem to be similar to that of ZnO2 
doped Li20. The electrical conductivity of the NiO- 
a-Fe203 system depends on temperature and the am­
bient oxygen pressure in the sintering process. In 
these measurements, thermal hysteresis was negligible. 
Since electrical conductivity has been correlated with 
defect structure, the influence of oxygen pressure of the 
sintering process in the preparation of the spinel NiO- 
a-Fe203 system is important. With high oxygen pres­
sure during sintering, the Ni0-a-Fe203 system turns 
to a P type semiconductor and under low oxygen pres­
sure it converts to an N type.1 The explanation of the 
conduction mechanism is given by applying the princi­
ple of controlled valency.3-6

Sample Preparation

Specpure NiO powder from Johson Matthey Co. and 
a-Fe203, which was prepared from chemically pure

FeCl2 and KOH by the wet method according to the 
procedure of Balz,7 were used for the preparation of 
Ni0-a-Fe203. The sample was identified as a-Fe203 
by X-ray diffraction.

NiO and a-Fe203 were weighed precisely, mixed in 
varying proportions, ball-milled for 15 hr in a C2H6OH 
solution, and then dried at 150°. Three grams of the 
powder mixture was mad 3 into a pellet containing four 
Pt leads (length 10 mm, radius 0.04 mm) with 0.6 g 
of powder between leads under a pressure of 2 tons/cm2. 
This pellet was presinter:;d for 3 hr at 800° and then 
sintered for 3 hr at 1200° under oxygen pressure and 
then cooled rapidly.

A difficult problem in ffie measurement of electrical 
conductivity is the contact method. In this labora­
tory, the 4 Pt leads were inserted into the Ni0-a-Fe203 
powder at equal intervals and the combination com­
pressed under high pressure and sintered to allow inter­
diffusion of both cations. By this method, contact 
resistance is kept constant with temperature change 
and good contact between the four Pt leads and sample 
is maintained.
Experimental Section

The experimental apparatus used is shown in Figure 
1. The vacuum system was connected to a Cenco 
Hyvac force pump through an EC GF-20A oil diffusion 
pump. The pressure was measurable down to 10~6-  
10-6 mm. Among the four Pt leads which were in con­
tact with the sample, «he two inside leads were con­
nected to a battery through an ammeter. Before the 
sample was inserted, it was first polished with abrasive
(1) H . Lord and R . Parker, Nat ive, 188, 929 (1960).
(2) K . Hauffe and A. L . Vierk, Phys. Chem., 196, 160 (1950).
(3) W . Schottky, ibid., B29, 335 (1935).
(4) C. Wagner, and W . Schottky, ibid., B l l ,  163 (1930).
(5) E. J. W . Verwey, P. W . Haaijman, F. C. Rom eijn, and C. W . 
Van Oosterhout, Philips Research Repts., 5, 173 (1950).
(6) G. Brouwer, ibid., 9, 366 (1954).
(7) W . Balz, Badische Anilin and Soda Fabric., Fr. 1, 357, 866 
(1964).

Volume 74, Number 5 March 5, 1970



1096 Jae Shi Choi a n d  K i Hyun Y oon

F igure 1. Schem atic draw ing o f the furnace assem bly and 
vacu u m  system : 1,2, rotary  pu m ps; 3, diffusion p u m p ; 4,5, 
D r y  Ice  traps; 6 , M cL e o d  gauge; 7, quartz tu b e ; 8, Y y co r  
tu b e ; 9, P t lead ; 10, N i0 -a -F e 20 3 sam ple; 11, furn ace; 12, 
P t -R h  th erm ocoup le ; 13, am m eter; 14, m an om eter; 15, 0 2 
storage tan k ; 16, C aC l2 tu b e ; 17, K C 1 0 3 flask.

paper of silicon carbide, etched in dilute HN03, washed 
with distilled water, dried, and connected to the Pt 
leads of the sample container. When the temperature 
and the oxygen pressure were adjusted to the desired 
values, the stopcock which connected the vacuum sys­
tem and sample container was closed. After 1 hr of 
annealing,8 the temperature was raised by increments 
of 20°. The dc current in the sample was measured 
with a Hewlett-Packard dc microvolt ammeter and the 
dc voltage was measured with a Leeds & Northrop 
K -2 potentiometer. The galvanometer used was a 
Leeds & Northrop Type E galvanometer whose sen­
sitivity is 0.005 fiA/mm. The current in the sample 
was kept below 1.5 mA.9 Typical analyses of these 
samples show that they contain 40 ppm, mainly Cu, 
Si, Al, and Pb.
Experimental Results

The results of the electrical conductivity measure­
ments are shown in Figure 2. Log conductivity for 
seven different samples is plotted vs. the reciprocal of 
absolute temperature. We may note that for every 
curve a straight line is obtained. The slope is nega­
tive and its value depends on the concentration of NiO. 
From samples 1 to 4 the slope becomes more negative, 
while at higher concentrations of NiO the curves become 
almost flat, showing that the temperature dependence 
becomes less for higher concentrations of NiO.

The electrical conductivity isotherms of various com­
positions in Ni0-a-Fe203 systems are presented in Figure
3. The clusters of points show conductivity values at 
the same temperature under the different oxygen pres­
sures for the same sample.

Figure 4 shows the results of isobarics in which log 
<r is plotted against 1/T. A t high temperatures there 
is little variation in the value of log <j over the whole 
pressure range. As seen already in Figure 4, noting 
points falling on the same position indicate that the

IOOO°C 900°C 800°C 700°C 600°C 500cC

Figure 2. R epresentative tem perature dependence of 
con d u ctiv ity  o f com position  in  the system  N i0 - a -F e 20 3.

conductivity is nearly independent of the ambient 
oxygen pressure.
Discussion

Since the sintering was done under low oxygen pres­
sure (152 mm) the excess N i3+ ions, which were dis­
solved in the Ni0-a-Fe203 lattice, were reduced com­
pletely to N i2+ ions and the electrons which were re­
leased from the oxygen reduced the Fe3+ ions to Fe2+ 
ions; Fe3+ +  e —► Fe2+. This may be represented by1

NiO +  a-Fe203 —>
N i2 +F e 8 +2_23F  e2 +260  2~4-s +  7 25 ( 0 2)

Thus the electrons function as the carriers. Also 
thermoelectric power showed that all samples had nega­
tive Seebeck coefficients. Therefore, as shown in 
Figure 4, the electrical conductivity is not affected by 
the partial oxygen pressure regardless of the doped 
NiO mole percentage. As shown in Figure 3 the in­
crease in the amount of the doped NiO, according to 
the principle of controlled valency, prevents the process 
Fe3+ +  e -*■  Fe2+ conduction mechanism of the 
Ni0-a-Fe203 system. Because the number of conduc­
es) R . S. Toth, R . Kilkson, and D . Trivich, J. Appl. Pkys., 31,1117 
(1960).
(9) W . J. M oore, “ Physical Chemistry,”  Prentice-Hall, Inc., Engle­
w ood Cliffs, N . J., 1962.
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Figure 3. Values of conductivity of Ni0-a-Fe20 3 as the function of the amount of NiO added. Clusters of points show 
conductivity values measured at different oxygen pressure for the same sample.

tion electrons is decreased, the electrical conductivity 
is decreased. In the Ni0-a-Fe203 system, when the 
amount of doped NiO is increased to more than about 
10 mol %, the conductivity increases due to the in-

900°C SOO'C 700°C 600°C 500°C 400°C

Figure 4. Conductivity isobarics of NiO-a-Fe/A as a function 
of 103/T .  Sample: 10 mol %  of NiO doped a-F^Oj.

creasing positive holes arising from N i3+ ions dissolved 
in the Ni0-a-Fe203 lattice through an excess amount of 
nickel oxide. In other words, the concentration 
carrier in the NiO concentration region then mostly 
converts to positive holes due to the excess NiO. As a 
result, the electrical conductivity increases due to the 
increasing doped nicke. oxide in the Ni0-a-Fe203 
system.

With increasing temperature, independent of oxygen 
pressure, the inversion point (decrease to increase) of 
the electrical conductivity shows a tendency to move 
in the direction of increasing mole percentage of nickel 
oxide. The reason, in general, is that when a-Fe20 3 is 
in its pure state, it begins to reduce. Fe3+ +  e -*• 
Fe2+, at 1388° ;10 but in tire case of the ferrite, it reduces 
at a rather lower temperature and the amount of Fe2 + 
increases in proportion to the increases of temperature. 
Therefore the initial slope of conductivity vs. NiO con­
centration is shallower a; high temperatures (cf. Figure
3). Furthermore, according to the controlled valency 
principle, more electrons occur by the process Fe3+ +  
e —► Fe2+ as the temperature increases, requiring ad­
ditional N i2+ ions, so lube inversion point moves to the 
right.

The decrease of conductivity above around 34.8 
mol % of added NiO is not clear.

In Figure 2, sample 1 shows that the inversion point 
appears around 600°. Above this temperature range 
the intrinsic conductivity of a-Fe203 appears rather than 
the impurity (NiO) effect. Below this temperature
(10) R . G. Richard and J. W hite, Trans. Brit. Ceram. Soc., 53, 233 
(1954).
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range it becomes an extrinsic semiconductor because of 
the doped NiO. Therefore it does not satisfy the 
general semiconductor equation, <r = Ae~E,RT, 11 but 
shows a higher electrical conductivity. Sample 6 and 
7, which show little change in conductivity over the 
temperature range 400-900°, show Fermi degeneracy 
because of a very high concentration of nickel oxide and 
conduction electrons in the system of Ni0-a-Fe203. 
Above 900° the carrier concentration is constant be­
cause of the complete ionization of the donors; on the 
other hand the mobility of the carriers decreases with 
rising temperature due to the “ impurity scattering” 12 
because of the excess nickel oxide. Therefore the elec­
trical conductivity is reduced.

The values of the electrical conductivity measured 
both as the temperature was raised and lowered are 
similar. Therefore the sample was in a state of thermal 
equilibrium at the moment of measurement. I t  ap­
pears that the new contact method devised in this 
laboratory is satisfactory.
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Graduate School of Yonsei University and Ministry of 
Science and Technology of Korea for support of the 
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(11) L. G . Uitert, J. Chem. Phys., 23, 1883 (1955).
(12) N . B . Hannay, “ Semiconductors,”  Reinhold Publishing Corp. 
New Y ork, N . Y ., 1959.

Electron Paramagnetic Resonance Studies of Silver Atom Formation 

and Enhancement by Fluoride Ions in 7 -Irradiated 

Frozen Silver Nitrate Solutions

by Barney L. Bales1 and Larry Kevan2

Department of Physics and Department of Chemistry, University of Kansas, Lawrence, Kansas 66044 
(.Received July 14, 1969)

The 7  radiolysis of AgN03 ices at 77°K produces trapped Ag°, OH, and N 02. Addition of fluoride ion increases 
Ag°, prevents N 0 2 formation, increases the total number of observable spins, and increases the linear range of 
the dose-yield curve for Ag°. The initial Ag° yields are (r(Ag°) =  1.2 in 1M  AgN03 and 0 (Ag°) =  3.2 in 1  M  
AgN03-0.5 M  KF. These effects indicate that fluoride ion acts as an efficient hole trap for H20 + and prevents 
electron-hole recombination. Low fluoride concentrations are effective; thus some H20  + is mobile.

Introduction

The radiolysis of ice has been the subject of much 
research3 and is understood in terms of the initial reac­
tion scheme given in (1) and (2). The details of the

H20 — ►  H +  OH (1 )
H20 -------- H20+ +  em-  (2)

fate of the electron and the hole depend on the nature of 
the solutes present in the ice and, to some extent, on the 
phase of the ice.4 Shields6 and Zhitnikov and Orbeli6 
have shown that y-irradiated silver salt solutions at 
77°K yield silver atoms which were attributed6'7 to the 
electron-capture reaction

em-  +  Ag+ —> Ag° (3)
The epr spectra of Ag° were analyzed, but no quantita­

tive data on yields or on the reactions occurring in the 
frozen system were reported. One interesting observa­
tion was that fluoride ion enhanced the yield of Ag° in 
the irradiated silver salt ices. Shields6 inferred that 
fluoride ion “promotes” the reactivity of electrons with
(1) Department of Physics.
(2) Department of Chemistry. Address inquiries to this author at 
Department o f Chemistry, W ayne State University, Detroit, M ich . 
48202.
(3) L. Kevan in “ Radiation Chemistry o f Aqueous Systems,”  G . 
Stein, Ed., Interscience Division, John W iley & Sons, Inc., N ew  
York, N. Y „  1968, pp 21-72.
(4) H . Hase and L. Kevan, J. Phys. Chem., 73, 3290 (1969).
(5) L. Shields, J. Chem. Phys., 44, 1685 (1966); Trans. Faraday Soc., 
62, 1042 (1966); L. Shields and M . C. R . Symons, Mol. Phys., 11, 
57 (1966).
(6) R . A . Zhitnikov and A. L. Orbeli, Fiz. Tverd. Teh.., 7 ,1929  (1965); 
Sov. Phys. Solid State, 7 ,1559 (1966).
(7) B . L. Bales and L. Kevan, Chem. Phys. Lett., 3 ,484 (1969).
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Ag+ but did not suggest a mechanism. In this work we 
investigate the radiation chemistry of AgN03 frozen 
solutions and the mechanisms which lead to Ag° and its 
enhancement by fluoride ion. The relative radical 
yields and the magnitude of the fluoride effect change 
drastically with dose. The fluoride effect can be 
explained by hole trapping by fluoride to prevent elec­
tron-hole recombination.
Experimental Section

Reagent grade chemicals and triple-distilled water 
were used to prepare the solutions. Concentrations 
were determined by the solute weight. Nondegassed 
solutions were used since degassing of solutions had no 
effect on the radical yields measured in the solid state. 
Drops containing 5 /d of solution were dropped directly 
into liquid nitrogen in which they rapidly froze to form 
opaque, spherical samples. Because of their opacity 
the samples were considered to be largely polycrystal­
line. This type of sample preparation avoids the use of 
any irradiation cells which could contribute impurities 
and background epr signals. In order to have maxi­
mum sensitivity, 8-12 spherical samples were irradiated 
and measured as a single sample. The samples were 
immersed in liquid nitrogen and were irradiated in the 
dark in a cobalt-60 y irradiator at a dose rate of 0.4 
Mrad/hr. The dose rate was measured by ferrous sul­
fate dosimetry using C?(Fe+3) = 15.5.

After irradiation, the samples were poured into a 
quartz epr insertion-type dewar together with liquid 
nitrogen thus keeping the sample temperature at 77°K. 
Helium gas was bubbled through the liquid nitrogen in 
the dewar above the microwave cavity to eliminate 
bubbling within the cavity which is a source of noise. 
A Varian X-band reflection-type epr spectrometer using 
100-kHz field modulation was used to make the mea­
surements. Field modulation and microwave power 
amplitudes were kept low enough to avoid modulation 
broadening or power saturation. Radical yields per 
100 eV of energy deposited by the y irradiation (G 
value) were found by comparing the doubly integrated 
first derivative spectra in the irradiated silver nitrate 
samples with the uncorrected trapped-electron spec­
trum in irradiated 10 M NaOH. The G value for the 
uncorrected trapped-electron spectrum was taken to be 
2 .1 .3

Results

Figure 1 shows epr spectra of y-irradiated 1 M AgN03 
(Figure la) and 1 M AgNOs-O.5 M KF (Figure lb). 
The dose was 3.0 Mrads and the measurements were 
taken a few minutes after irradiation. The spectra are 
similar to those reported in the literature.6'6 Figure la  
consists of features due to Ag°, the groups of lines split 
by approximately 500 G; OH, the central doublet; and 
N02, the central triplet which is partially obscured by 
the hydroxyl radical. The stick diagrams in the

Figure 1. F irst-derivative epr spectra  o f Y-irradiated frozen 
solutions at 7 7 °K : (a ) 1 M  A g N 0 3; (b )  1 M  AgN O s-O .5 M  
K F . N ote  th at the spectrom eter gain  in  (a ) is a factor  o f  8 
larger than in  (b ) . D ose is 3 .0 M rads.

F igure 2. N u m ber o f  Ag° atom s per gram  as a fu n ction  of 
7 -irradiation  dose at 77 °K : • , 1 M  A g N 0 3;
O, 0.1 M  AgN O s.

figure show the positions of the main features. Figure 
lb  is similar to Figure la  except that no N02 is detected 
(even at high gain) and the yield of Ag° is much larger. 
Note that the spectrometer gain in Figure la is higher 
by a factor of 8 than in Figure lb  and that the hydroxyl 
radical yield in the two systems is comparable.

The doubling of the features due to Ag° results be­
cause naturally occurring silver has two spin */2 isotopes 
which are almost equally abundant. The complexity 
of the epr of Ag° is due to g anisotropy and to the fact 
that the silver atoms are trapped in several sites of 
different symmetry, a fact which has been interpreted7 
as being due to different water dipole orientations in the 
solvation shell of Ag°. Full details on the epr param­
eters of Ag° in various sites are reported in ref 7. The 
relative concentration of Ag° in various sites is time 
dependent at 77°K, but the total Ag° concentration 
depends only on irradiation dose.7 Measurements of
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Figure 3. Number of Ag° atoms per gram as a function of 
7 -irradiation dose at 77 °K: O, 1 i f f  AgN03- l  M  KF; •,
1 i f f  A g N 0 3.

Ag° concentration require double integrations of rather 
complex spectra rather than peak-to-peak line intensity 
measurements and this is the main source of error in 
determining silver atom yields. I t  is estimated that 
relative silver yields are accurate to ±  15% and absolute 
silver yields (as determined by comparison with the 
trapped-electron yield in irradiated 10 M NaOH) are 
accurate to ±30%.

The Ag° yield as a function of dose is given in Figure
2 for 1 M AgN03 and 0.1 M AgN03. These results are 
not completely reproducible when solutions of AgN03

Figure 4. Number of radicals per gram in 1 iff AgN03 as a 
function of 7 -irradiation dose at 77 °K: O, OH; •, NO2.

which have been allowed to “ age” are used. The 
reproducibility of several samples from the same solu­
tion is ± 10% while samples prepared from freshly 
made solutions give less intense signals. The reported 
results are all for freshly made solutions. The yield- 
dose curve in Figure 2 is linear only to doses less than 
0.05 Mrad.

Figure 3 shows the yield-dose curve over a wider 
dose range in 1 M AgN03 and in 1 M AgN03- l  M KF. 
In the presence of fluoride, the linearity of the yield- 
dose curve for Ag° is increased to about 1.0 Mrad. 
Also in the fluoride-containing system the silver atom 
concentration reaches a plateau at high dose, whereas 
in the AgN03 system without fluoride, the Ag° concen­
tration goes through a maximum and decreases at very 
high doses. A t these high doses the nonfluoride-con­
taining samples change from bright yellow to brown.

Table I : Initial G Values of Paramagnetic Species“ at 77 °K

A g ° OH N O * Reference

Ice 0 .8 3
1  iff KNO/ 0 .3 6  ± 0 . 1 0 This

work
1 M  K N 0 3-  

0 .5  iff K F 4
0 .0 9  ±  0 .0 3 This

work
1 i f f  A g N 0 3-  

0 .5  iff K F
3 .2  ±  0 .5 1 .5  ±  0 .4 0 .0 This

work
1 iff A g N 0 3 1 .2  ±  0 .2 1 .5  ±  0 .4 0 .2 0  ±  0 .0 6 This

work

“ The errors quoted are relative to G(et~ ) = 2.1 in 10 i f f  NaOH. 
b Irradiated and measured in the dark.

Figure 4 gives the yield-dose curve of N02 and OH in 
1 M AgN03. As is illustrated in Figure 1, the OH yield 
is not a function of fluoride concentration while N0 2 
is not produced in fluoride-containing silver nitrate 
ice. The yield of OH at low dose was estimated by 
comparing the peak-to-peak height of the low-field line 
of the apparent doublet in ice and silver nitrate ice. 
The N02 yield was determined by measuring the peak- 
to-peak height of the high-field line. A factor was 
determined relating the peak-to-peak height to the 
integrated area by doubly integrating the N02 spectrum 
in 7-irradiated HN03 ice and correcting for a small line- 
width difference. The results were compared with the 
trapped electron in irradiated 10 Af NaOH to calculate 
the yield. The yield-dose curves of OH in 1 M AgN03 
and ice are similar except that the absolute yield is 
larger in the former. The yield-dose curves of N02 in 
1 M AgN03 and 1 M KN03 are somewhat different: 
the initial yield is less in the former (Table I), but the 
linearity extends over a longer dose range. The curve 
is linear in potassium nitrate to ~0.05 Mrad while in 
silver nitrate the curve is linear to ~0.25 Mrad.
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Table I gives the initial G values of the paramagnetic 
species in ice, and in ice containing AgN03, AgN03-  
KF, KNOs, and K N 03-K F . At low doses, Ag+ in­
creases the production of OH and decreases the yield of 
N02. In 1 M  AgN03, fluoride does not affect the OH 
yield, eliminates N 02, and enhances Ag°. The epr 
spectrum of irradiated 1 M  AgN03 at low dose is com­
posed of approximately 41%  Ag°, 52% OH, and 7% 
N 02. In the presence of 0.5 M  fluoride a corresponding 
spectrum consists of 68% Ag° and 32% OH. At higher 
doses, due to the differences in the dose-yield curves of 
the various paramagnetic species, the difference in total 
spin concentration and per cent Ag° concentration can 
vary vastly as is evident in Figure 1 where the total spin 
concentration is larger in Figure lb by 200% while the 
silver yield ratio in Figure lb is 20 times that in Figure 
la.

The effect of fluoride ion concentration on the Ag° 
yield in irradiation of 1 M  AgN03 ice is shown in Figure 
5 for a low dose (0.03 Mrad) and a high dose (4.5 
Mrads). The fluoride ion is quite effective in enhancing 
Ag° even at low concentrations. A yield of N 02 is ob­
served at low dose up to a concentration of ~ 1 0 -3 M  
KF. Above 10~3 M  K F  only CH and no N02 is ob­
served. However, at concentrations above about

Figure 5. N u m ber o f Ag° atom s per gram  in  7 -irradiated 
1 M  A g N 0 3 a t 7 7 °K  as a fu n ction  o f tu or id e  con centration : 
(a ) y  dose 0.03 M ra d ; (b )  y  dose 4 .5 M rad s. T h e  solid  line 
in  (a ) is a sm ooth  cu rve through  the experim ental poin ts.
T h e  solid  line in  (b )  is a p lo t o f  [F “ ] 1/2.

Figure 6. Initial G(Ag°) as a, function of silver nitrate 
concentration: O  contains 1 M  KF; • contains no KF.
Dose is 0.04 Mrad.

0.5 M KF, a new three-line spectrum whose perpen­
dicular features are g± =2.005 and A± = 63 ± 2 G 
appears. The parallel features are obscured somewhat 
by the overlapping lines of the various radicals around 
g = 2. This spectrum is similar to those attributed in 
the literature8'9 to N032“ and is identified here as such. 
Further confirmation is provided by the fact that irradi­
ation by ultraviolet light converts our spectrum as­
signed to N032_ into N02. This conversion by ultra­
violet is characteristic cf N032~. Note that the Ag° 
concentration reaches a maximum at about 0.5 M  KF 
and decreases at higher fluoride concentration.

A search was made for the spectrum of F2_ in 1 M  
AgN03-3 M  KF by looking for perpendicular epr fea­
tures at g± = 2.023 and A± = 296 G,10 but no evidence 
for this species was found

The yield of silver atoms as a function of silver nitrate 
concentration is given in Figure 6, in the presence and in 
the absence of fluoride ion. The silver atom yield has a 
very nonlinear dependence on the silver nitrate concen­
tration and also shows a very strong enhancement due to 
fluoride ion even at very low concentrations of Ag+. 
The yields of OH and N02 show similar nonlinear be­
havior with silver nitrate concentrations.

The effect of added fluoride ion on the radicals 
produced in the radio.ysis of 0.5 M  KN03 was also 
briefly investigated (Table I). The addition of 0.5 M  
KF to 0.5 M  KNOa causes the N02 radical to be reduced 
by a factor of about 4 and causes the N032_ radical to be 
increased by a factor of 2-3.

(8) P. B . Ayseough and R . G. Collins, J .  Phys. Chem., 7 0 ,  3128 
(1966).
(9) B . G. Ershov, A. K . Pikaev, B. Y a. Glazunov, and V. I. Spitsyn, 
Dokl. Akad. Nauk SSSR, 149, 363 (1963).
(10) P. W . Atkins and M . C. F.. Symons, “ The Structure of Inorganic 
Radicals,”  Elsevier Publishing Co., Amsterdam, 1967, p 115.
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Discussion

A. Primary Reactions in AgNOz Ices. The primary 
species produced in the radiolysis of ice are given in 
reactions 1 and 2. At 77 °K the directly produced OH 
radicals are trapped, but the H atoms are mobile. The 
H atoms back-react to some extent with OH radicals and 
also react with each other to form H2. In this work, we 
are primarily concerned with the reactions of the elec­
trons and holes produced in reaction 2, both of which 
are considered to be mobile. In NaN03 ice, the mobile 
electrons react with the anion as shown in reaction
4.3,9 From the suggested correlation of mobile electron 
reaction rates with solutes in ice,11 electrons are ex­
pected to react several times faster with Ag+ than with 
NO- 3 in AgN03 ices. The reduced N02 yield and the 
absence of N032_ in AgN03 ice compared to NaN03 ice 
bear this out. Some electrons must recombine with 
holes as portrayed in reaction 5. In addition to reac­
tion 5, holes react by reactions 6 and 7 in NaN03 ice.12

em-  +  N03-  —> N032-  —> N02 +  20H - (4) 
em-  +  H20+ —>■ H20 (5)

H20+ +  H20 H30+ +  OH (6)
H20+ +  N03-  —> N02 +  0 (7)

As shown in Figure 2 the yield-dose curve is linear to 
less than 0.05 Mrad. This suggests that there is an­
other reaction which destroys Ag° at relatively low 
concentration. We suggest that the reaction is (8). 
The postulate that mobile holes reduce the Ag° yield 
at low concentrations is supported by the fluoride 
effects discussed below. I f  reaction 8 is primarily

H20+ +  Ag° Ag- +  H20 (8)
responsible for the shape of the yield-dose curve, then 
it implies that some H20 + can travel considerable dis­
tances in ice without participating in reaction 6.

B. Hole Trapping by Fluoride Ion. The addition of 
fluoride ion to silver nitrate ices has several dramatic 
effects. I t  (a) increases the Ag° yield, (b) prevents the 
formation of N02 at low 7 doses, (c) increases the total 
number of observable trapped paramagnetic species, and
(d) increases the linear range of the yield-dose curve 
for Ag°. A ll of these effects can be explained by the 
assumption that fluoride ion acts as an efficient hole 
trap for H20+ as indicated by reaction 9. The com-

H20+ +  F - —>- H20 +  F (9)
petition of (9) and (8) increases the Ag° yield and in­
creases the linear range of the yield-dose curve of Ag°. 
The competition of (9) with (7) prevents the formation 
of N02. This, in fact, supports the mechanism of N02 
formation by hole reactions.12 Finally, competition of 
(9) with (5) increases the total number of observable 
trapped paramagnetic species by allowing more elec­
trons to react with Ag+.

Reaction 9 is postulated to form trapped fluorine 
atoms. If the fluorine atoms are trapped as such, they 
would not be expected to show an epr spectrum in the 
solid phase because of a strong spin-orbit interaction 
which probably broadens the lines beyond detection.

A search was made for the known epr spectrum10 of 
F2~, but no evidence for it was found. The fact that 
fluoride ion exhibits its effects at very low concentrations 
also argues against the involvement of F2_. In work on 
frozen chloride solutions, Cl2-  is formed only at con­
centrations above 0.5 M .18 The possibility that a 
silver fluoride complex is responsible for the effects 
observed can also be ruled out because the fluoride 
effects occur at such low fluoride concentrations.

If fluoride ion indeed acts as a hole trap, it should also 
do so in other systems. To test this, the effect of flu­
oride on the radical yields in irradiated KN03 ice was 
examined (Table I). I t  was predicted that the N02 
yield, which is mainly formed by reaction 7, would be 
decreased while the N032~ yield would be increased. 
This is precisely what was observed as shown in Table 
I. The decrease in the N02 yield was expected because 
of competition of reaction 9 with 7. Also, competition 
of (9) with (5) allows more electrons to participate in 
reaction 4 in the absence of silver ions. The N02 yield 
is slightly smaller in AgN03 ice compared with KN03 
ice. This is expected because in AgN03 ice most of the 
electrons react with Ag+, whereas in the KN03 ice 
most of the electrons react with N03~ and form a small 
amount of N02.

C. Radical Yields. The radiolysis of pure ice at 
77°K produces G(OH) = 0.8.3 Addition of AgN03 
causes reaction 3 to compete with (5). This causes the 
OH yield to increase by reaction 6 relative to pure ice 
because fewer holes undergo reaction 5. The N02 
arises largely from (7). In 1 M AgN03, Table I  shows 
that the total yield of trapped-electron species (Ag°) is a 
little  smaller than the total yield of trapped-hole species 
(OH +  N02). Some H2 may be formed as is postulated 
in pure ice.3 However, within the experimental error 
the yields of electron and hole species are approximately 
equivalent.

Figure 6 shows that the increase in Ag° with AgN03 
concentration is quite sublinear and that the Ag° yield 
plateaus at 0.5 M AgN03. The Ag° yield is approxi­
mately linear with either the square root or cube root of 
the silver ion concentration from 5 X 10~4 to 5 X 10 ~2 
M Ag+ but deviates considerably at higher concentra­
tions. This concentration dependence is consistent 
with scavenging electrons by Ag+ from recombination 
reaction 5 if H20 + and em~ are considered to be diffus­
ing from an initial inhomogeneous distribution in

(11) L. Kevan, J. Amer. Chem. Soc., 89, 4238 (1967).
(12) L . Kevan, J. Phys. Chem.. 68, 2590 (1964).
(13) D . M . Brown and F . S. Dainton, Nature, 209, 195 (1966).
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spurs.12'14 The cube root dependence has usually been 
applied to scavenging in irradiated aqueous solutions16 
while the square root dependence has more recently 
been applied to ion scavenging in irradiated organic 
liquids.14 Both correlations fail at high solute concen­
trations as is also found here.

The effect of added KF as a hole trap has been dis­
cussed. I t  is striking that the optimum concentration 
of KF (0.5 M) increases the maximum, initial G(Ag°) 
from 1.2 to 3.2. This high value is reasonable for the 
maximum ionization yield of electrons in the system. 
This means that reaction 5 is nearly eliminated in 1 M 
AgNO3-0.5 M KF. Note that both electron and hole 
traps are necessary to achieve this condition.

The concentration dependence of the enhancement 
of Ag° by F~ is quite sublinear (Figure 5) and approxi­
mately fits square root or cube root dependencies on the 
F_ concentration. The fit is better at high doses than 
at low doses. As discussed above for the Ag+ concen­
tration dependence, this is expected for ion scavenging 
in irradiated systems.

D. Mobile and Nonmobile Holes. In the presence 
of F- , N02 is eliminated. Thus F~ is a better hole trap 
than N03~ in ice at 77°K; i.e., F_ effectively competes 
with N03~ in reaction 7. Fluoride ion increases the 
initial Ag° yield by scavenging holes from reaction 5. 
On the other hand, the OH yield is unaffected by F-  so 
F-  does not scavenge the holes in reaction 6. We sug­
gest that there may be two populations of holes which 
are differentiated by their reactivity. One H20 + 
population readily undergoes reaction 6 with an H20

molecule in its own solvation shell, is not appreciably 
mobile, and is not scavengeable. The yield of these 
nonmobile holes is the maximum OH yield in AgN03 
ice (G = 1.5). The other H20+population reacts only 
slowly, if at all, by reaction 6, is mobile, and can be 
scavenged. This mobile hole yield is given by the in­
crease in Ag° due to F-  (G = 2).

If we postulate the existence of two types of holes in 
ice, how can they be described physically? We suggest 
that the mobile hole is unrelaxed; that is, it has the 
same geometry as a neutral water molecule so charge 
conduction is facile. Reaction 6 is inefficient because 
charge conduction is rapid. The nonmobile hole is 
relaxed and has attained a new equilibrium geometry 
consistent with the loss c f one electron from the neutral 
molecule. The relaxed hole readily undergoes proton-, 
transfer reaction 6 but charge conduction is slow be­
cause of the change in geometry required. This physi­
cal description of two types of holes in ice is rather 
analogous to a recent proposal by Hamill for two types 
of holes (dry and hydrated) in liquid water radiolysis.16
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(1 4 ) J .  M . Warman, K . D .  Asmus, and R . H . Schuler, Advances in 
Chemistry Series, No. 82 , American Chemical Society, Washington, 
D .  C., 1 9 6 8 , p  2 5 .
(1 5 ) H .  A. Schwartz, J. Amer. Chem. Soc., 7 7 ,  4 9 6 0  (1 9 5 5 ) .
(1 6 )  W . M . Hamill, J. Chem. Fhys., 49, 2 4 4 6  (1 9 6 8 ) .
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A Molecular Structure Study of Cyclopentene1

by Michael I. Davis2 and T. W . Muecke

Department of Chemistry, The University of Texas at Austin, Austin, Texas 78712 (Received November 25, 1988)

The molecular structure of cyclopentene has been determinedly the gas-phase electron diffraction technique. 
The C = C  double-bond length was found to be 1.343 ±  0.010 A . The value obtained for the average length of 
the C— C single bonds was 1.533 ±  0.007 A . Only a rough estimate of the difference between the lengths of the 
two distinct types of C—  C single bonds could be made. The five-membered ring was found to be puckered by
29.0 ±  2.5°. A value of 111.0 ±  1.2° was obtained for the CCC bond angles adjacent to the double bond.

Introduction

To the best of our knowledge, there has been only 
one previous attempt to determine the molecular struc­
ture of cyclopentene.3 From the microwave spectrum, 
values were obtained for the rotational constants of the 
ground and lowest excited vibrational states. Since 
18 parameters are required to describe the equilibrium 
geometry, numerous assumptions were required to 
enhance the three pieces of experimental information. 
I t  was found, from that study, that the ring is puckered 
by more than 20°.

Several studies have been made of norbornadiene,4'6 
the general features of which are in good agreement. 
A comparison of the structural parameters of cyclopen­
tene and norbornadiene might provide some insight 
into the manner in which the molecular strain is dis­
tributed through their respective carbon skeletons.
Experimental Section

Intensity data were collected photographically at 
distances of 100, 50, and 25 cm from the scattering cen­
ter. The de Broglie wavelengths of 0.05663 A  was 
determined from gold foil diffraction patterns. The 
sample reservoir was maintained at a temperature of 
— 16°, while the nozzle was presumably close to room 
temperature. Exposure times ranged from 10 to 120 
sec. Transmission values were obtained from traces 
of microdensitometer records at an interval of As = 
0.25 A-1 for the two shortest camera distances and 
0.125 A“ 1 for the longest. The preliminary data- 
handling and background-insertion procedures were 
carried out along lines described in a previous paper.6 
Reference 6 also contains the theoretical expressions 
employed in the analysis and appropriate source ref­
erences.
Structure Determination

When an undamped version of the molecular scat­
tering curve was Fourier inverted, the resulting radial 
distribution curve was found to possess several dis­
tinctive features (see Figure 1). The peak at 1.1 A is a 
composite of five nonsymmetry-related C—H bond con­
tributions. The C=C bond peak is sufficiently well

isolated from that of the C—C single bonds to provide a 
tolerable estimate of its length. I t  is evident that there 
is no appreciable difference between the lengths of the 
two types of C—C single bond. The contribution at
2.2 A is attributable to nonbonded C-H atom pairs. 
The larger peak at 2.4 A  contains contributions from 
all three distinct types of nonbonded C-C pairs. Its 
sharpness indicates that the three internuclear distances 
are very nearly identical. The peaks at 3.0 and 3.4 A  
contain the contributions of the longer C-H atom pairs.

Assuming that the molecule possesses a plane of 
symmetry (see Figure 2), five parameters are required to 
describe the equilibrium geometry of the ring. The 
knowledge that the two C-C single bond lengths and the 
three C-C nonbonded distances are within a few hun­
dredths of an Angstrom of their respective mean values 
made it possible to obtain a fairly good estimate of the 
ring structure at an early stage of the investigation.

Thirteen extra parameters would have been needed to 
determine all of the hydrogen positions unambiguously. 
This amount of information is not available from our 
data. Thus it was assumed that the five types of C-H 
bond are of identical length. The hydrogen atoms 
bonded to C(3) and C(4) were assumed to be coplanar 
with carbons 2, 3, 4, and 5. The bisectors of the HCH 
bond angles at C (l) and C(2) were assumed to coincide 
with the bisectors of the corresponding CCC angles. 
Further, the HCH planes at C(l) and C(2) were assumed 
to intersect the CCC planes perpendicularly.

(1) Material supplementary to this article has been deposited as 
Docum ent N o. NAPS-00707 with the ASIS National Auxiliary Pub­
lications Service, c /o  COM  Information Corp., 909 3rd Ave., New 
York, N. Y . 10022. A  copy m ay be secured by citing the document 
number and by remitting $1.00 for microfiche or $3.00 for photocopies. 
Advance payment is required. M ake checks or m oney orders pay­
able to : A SIS-N A PS.
(2) Department of Chemistry, The University of Texas at E l Paso, 
El Paso, Texas 79999.
(3) G. W . Rathjens, Jr., J. Chem. Phys., 36, 2401 (1962).
(4) (a) T . W . M uecke and M . I. Davis, Trans. Amer. Crystallogr. Ass., 2, 173 (1966); (b) Y . M orino, K . Kuchitsu, and A. Yokozeki, Bull. Chem. Soc. Japan, 40, 1552 (1967); (c) G. Dallinga and L. H . Tone- 
man, to be submitted for publication.
(5) W . C. Hamilton, Ph.D . Dissertation, California Institute of 
Technology, 1955.
(6) M . I. D avis and H. P. Hanson, J. Phys. Chem., 69, 4091 (1965).
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Figure 1. Radial distribution curve fcr cyclopentene (no damping).

Much of the structural analysis was carried out using 
a cyclic process of univariant parameter adjustments. 
Considerable use was also made of the least-squares 
procedure.7 The assumption was adopted throughout 
that those atom pairs whose radial distribution curve

Figure 2. C yclopentene m olecu le : top , p ro jection  
perpendicu lar to  the plane contain ing carbons 2, 3, 4, and 5 ; 
b o ttom , p ro jection  a long an axis parallel to  C3-C4.

contributions lie under the same peak should be as­
signed identical vibrational amplitudes.

There are two somewhat ambiguous features of this 
investigation. I t  was passible to determine the HCH 
bond angles to within a few degrees. There are, how­
ever, two distinctly different values of the C(3)C(4)H(4) 
bond angle that appear t a conform with our data. The 
value of 12 1° is about what one might have predicted. 
The other value of 143c is not. I t  was the larger of 
the two values that gave the slightly better correlation 
between theoretical and experimental molecular scat­
tering curves.

One would anticipate 'hat the C-C single bonds that 
are adjacent to the double bond would be a few hun­
dredths of 1 A shorter than those that are not. Our 
data were not adequate to provide verification of this 
feature. Two separate analyses were performed. In 
one, the C-C single bonds were assumed to be all of 
identical length; in the other the difference between the 
two types of bond length was included as a refinement 
parameter.

Some relatively naive calculations were carried out 
to investigate the sensitivity of the rotational constants 
to the difference betweer the two C-C bond lengths and 
to variation of the C(3)C(4)H(4) bond angle.
Results

The results of this investigation are set out in Table 
I. In view of the two ambiguous features, several sets 
of parameters are given. I t  is apparent that most of 
the structural features are relatively insensitive to
(7) K . Hedberg and M . Iwasaki, Acta Crystallogr., 17, 529 (1964).
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Figure 4. Cyclopentene. Radial distribution curves for cyclopentene: □, experimental; ------ , theoretical (k =  0.003).
Theoretical version obtained by Fourier inversion of the corresponding molecular scattering curve.
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Table I :  Cyclopentene Molecular Structure Parameters

a b c d

r{C i— C 2), A 1 .546 1 .5 44 0 .0 3 5
r (C 2— C 3), A 1 .519 1 .519 0 .0 3 0
r(C ----C )av, A (1 .5 3 3 ) 1 .5 33 (1 .5 3 3 ) 0 .0 0 7
r ( C = C ) ,  A 1 .3 42 1 .3 43 1 .341 0.010
r (C — H )av, A 1 .0 98 1 .0 98 1 .096 0 .0 0 6
C 2C 3C 4, deg 1 1 1 .0 1 1 0 .9 111.2 1.2
Pucker, deg 2 8 .8 2 9 .2 2 8 .8 2 .5
I L C J L , deg 1 0 4 .8 101.0 1 0 4 .8 e
H 2C 2H 2, deg 101.8 102.6 101.8 e
C 3C 4H 4, deg 1 4 3 .5 1 4 3 .6 121.8 e
z ( c = c ) ,  A 0 .0 3 5 0 .0 3 4 0 .0 3 2 0 .0 1 5
z(C— c ) av, A 0 .0 4 6 0 .0 4 7 0 .0 4 6 0 .020'
z ( c — c u ,  A 0 .0 5 4 0 .0 5 5 0 .0 5 5 0.020
Z(C— H ), A 0 .0 5 9 0 .0 5 9 0 .0 5 9 0 .0 0 5
z(Ci— h 2), A 0 .0 7 5 0 .0 7 6 0 .0 7 4 e
z(C2— h 5), A 0 .0 9 2 0 .1 0 4 0 .1 0 7 e
Z(CX— h 3), a 0 .0 7 6 0 .0 7 5 0 .0 7 9 e

“ C i C 2 and C s!-C 3 treated as distinguishable entities; C C H  =
143.5°. h C .-C * and C 2—C 3 treated as being identica l; C C H  =
143.6°. ‘  C C H =  121.8 °. d C on fidence lim its. ‘  Param eters
evaluated by unitary parameter adjustment method but not 
treated as parameters in least-squares procedure. / Confidence 
range diminishes to ± 0 .0 0 5  A  when '•(C1-C 2) is assumed equal 
to r(C2-Ca).

either the difference between the two types of C-C 
single bond length or the variation of the CCH angle. 
In the latter case one finds that changing the CCH angle 
from 121 to 143° switches the lengths of two pairs of 
nonbonded C-H atom pairs.

The standard errors of the least-squares calculation 
were doubled to account for data correlation and further 
multiplied by 2.5 to give the limits of confidence values 
cited.

Theoretical and experimental versions of the radial 
distribution and molecular scattering curves are shown 
in Figures 3 and 4, respectively. Such changes as 
occur in these curves as one switches from one set of 
parameters to another are too small to be discernible on 
this scale.
Discussion

The C—H, C—C ,  and average C—C  single bond 
length values all appear to be normal. The C (1) C (2) C (3) 
and C(2)C(1)C(5) bond angles are both about 6° less 
than the tetrahedral value. The C(2)C(3)C(4) angle 
is some 9° less than the trigonal value. None of these 
features is significantly affected by the two ambiguous 
aspects of the investigation.

The individual HCH bond angle values are somewhat 
sensitive to both the C-C single bond length difference 
and the value of the C(3)C(4)H(4) bond angle. The 
average of the two HCH angles, however, remains more 
or less constant. The average value may then be taken 
to be fairly reliable while the individual differences are 
clearly not well established.

1107

Table I I :  C yclopentene R o :a tion a l C onstants (M e )

,------- CCH = 14 3°------- ,----- CCH =  12 1 ° ----- .
(C1- C 2) (Ci-Cü)

(Ci-Cî) -  (C2-C 3) (C1- C 2) -  (C2-C3)
Microwave8 =  (C2-Cs) =  0.027 Á =  (C3-C 3) =  0.027 À

7294 7391 7391 7255 7244
7227 7105 7093 7195 7194
3950 3959 3953 3948 3942

I t  is perhaps surprisin 5 that the HCH values should 
be less than tetrahedral. While we are satisfied that our 
value is the best that could be obtained from the analy­
sis, its reliability is marginal in view of the approxima­
tions made concerning the hydrogen positions.

When some appropriate quantitative estimate of the 
degree of correlation between the theoretical and experi­
mental molecular scattering curves is plotted as a func­
tion of the C(3)C(4)H|4) bond angle, the resulting 
curve possesses two well-defined minima that are sep­
arated by a fairly sizable peak. The relative depths of 
the two minima are moderately sensitive to the values 
chosen for the other parameters but the general features 
of the curve are not. There are no indications from 
our experiment as to which of the two values should be 
preferred although the smaller value of 12 1° is evidently 
the more acceptable in terms of precedent.

While changing the CCH angle from 121 to 143° 
appears to have very little effect upon the appearance 
of the molecular scattering and radial distribution 
curves, it does make a fair difference to the rotational 
constants. When the rotational constants calculated 
for models with the two different CCH angles are com­
pared with those obtained from the microwave spec­
trum3 (see Table II), it is seen that the value of 121° 
gives the better set of the two.

The value of 29° for ~he puckering angle represents 
a considerable departure from planarity. While the 
resulting decrease in the CCC bond angles must in­
evitably introduce extra strain, it is accompanied by a 
withdrawal of the CH2 groups from the unfavorable 
eclipsed orientation.

Table I I I :  C yclopentene ar.d N orbornadiene 
C orresponding B on d  Lengths and A ngles“

C5H8. 
this work Ref 4a

C7H12-----
Ref 4b Ref 5

r (C i— C 2), A 1.546 1.567 1.573 1.558
r (C 2— C 3), A 1.51) 1.549 1.522 1.522
r (C 3= C 4), A 1.342 1.357 1.339 1.333
C 2C ,C r„ deg 104.) 96.5 92.0 96.7
C ,C 2C 3, deg 103.) 96.0 99.0 96.4
C 2C 3C 4, deg 111.) 108.5 107.7 109.1
Pucker, deg 28.8 57.3 57.5 55.1

C arbon  atom s num bered in accordance w ith  cyclopentene
structure.
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The results of our investigation are presented to­
gether with those of three studies of norbornadiene 
(see Table I I I ) . I t  is of interest to note that while none 
of the investigations can rightly be claimed to have de­
termined unambiguously the difference between the two 
types of single C-C bond length, each of them reports 
that the single bonds adjacent to the double bond is 
the shorter.

The dihedral puckering angle in cyclopentene is 
approximately half the corresponding norbornadiene 
angle. That the latter compound should be the more 
strained is of course to be expected. I f  the deviations 
of the bond angles from tetrahedral or trigonal values 
may be used as a measure of the manner in which the 
strain is distributed through the carbon skeletons, it is 
evident that the distribution is fairly uniform.

A Refinement Procedure for Determining the Crystallite Orientation 

Distribution Function1

by W . R. Krigbaum
Departm ent o f  Chem istry , D u ke U niversity, D urham , N orth Carolina (Received A ugust 18, 1969)

One obtains the most complete information concerning the crystallite orientation in a polycrystalline sample 
through use of the crystallite orientation distribution function. Nevertheless, in some instances one may desire 
better resolution in the representation of the distribution than is offered by the current procedure. A successive 
refinement procedure is proposed which is based upon the close analogy between the determination of a crystal 
structure and determination of the crystallite orientation distribution function. Its application is illustrated 
using four pole figures for a fiber texture sample of isotactic polystyrene. The refinement effects a marked 
improvement, as judged by comparison of the observed and recalculated plane-normal profiles and by the 
behavior during refinement of the standard deviations of the plane-normal distributions and of the crystallite 
orientation distribution.

I. Introduction

A wide variety of polycrystalline materials occurs 
among the polymers, metals, and minerals. Preferred 
orientation of the crystalline regions in such samples 
may be investigated by X-ray diffraction. In this 
way one obtains information concerning the preferred 
orientation of each Bragg plane examined, and these 
data may be summarized concisely by the pole figure 
diagrams. The preferred orientation of different sam­
ples may be compared qualitatively through use of 
averages such as (cos2 Xi), where xt is the angle be­
tween the zth plane normal and the drawing direction. 
However, a collection of pole figure diagrams for a 
single sample implicitly contains information which is 
both more general and more useful, namely, the dis­
tribution of orientations of the crystallographic unit 
cells. Mathematical procedures have been developed 
for deducing this information in the form of the crystal­
lite orientation distribution2'3 or its equivalent in the 
case of a sample having fiber symmetry, the inverse 
pole figure.4-6 Once the crystallite orientation dis­
tribution function has been determined, it may be used 
to compute pole figures for unmeasured planes. The

procedure, as generalized by Roe,3 may be applied to 
samples of arbitrary texture, and its application has 
been illustrated for both fiber symmetry7-9 and the 
more general case of biaxial texture.10 The crystallite 
orientation distribution function offers the most 
complete representation which can be gained from a 
given set of pole figure data. Nevertheless, in some 
instances one might desire higher resolution than the 
current procedure offers.
(1) Supported by the National Aeronautics and Space Adm inistra­
tion under the Sustaining University Program. P roject Grant N G L  
34-001-005.
(2) R .-J . R oe and W . R . Krigbaum, J . Chem . P hys., 40, 2608 (1964).
(3) R .-J . Roe, J . A p p l. P hys., 36, 2024 (1965).
(4) H . J. Bunge, M onatsber. D eut. A kad . IViss. B erlin , 1, 400 (1959); 
2, 479 (1960); 3, 97, 285 (1961); 5, 293 (1963).
(5) H . J. Bunge, A cta  Cryst., 15, 612 (1962).
(6) H . J. Bunge and H . Sanderman, M onatsber. D eut. A kad . W ise. 
B erlin , 5,343, (1963).
(7) W . R . Krigbaum and R .-J . Roe, J . Chem . P hys., 41, 737 (1964).
(8) W . R . Krigbaum and Y . I . Balta, J . P h ys . Chem., 71, 1770 
(1967).
(9) D . W . Baker, H . R . Wenk, and J. M . Christie, J . Geol., 77, 144 
(1969).
(10) W . R . Krigbaum, T . Adachi, and J. V. Dawkins, J . Chem . P hys., 
49, 1532 (1968).
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Concerning the matter of resolution, we recall that 
the crystallite orientation distribution function is 
represented as a series of polynomials.2 The coeffi­
cients in this series are determined by solving a set of 
simultaneous linear equations, and the number of 
terms which may be retained is governed by the number 
of pole figures measured experimentally and by the 
symmetry elements present in the sample. As an 
illustration of the latter dependence we observe that, in 
order to evaluate the coefficient (s) A ,m (and Blm) 
having l = 22 for a fiber texture sample, the number of 
pole figures required is: cubic (2), hexagonal (4), 
trigonal (8), orthorhombic (12), and triclinic (45). 
The fidelity of the calculated crystallite orientation 
distribution depends, of course, on the order of the 
harmonic terms retained. The resolution requirement 
in any particular case depends upon the character of the 
preferred orientation. If the pole figures are sharply 
peaked, a large number of terms will be needed for an 
adequate representation. Thus, if one encounters a 
highly oriented sample belonging to a crystal class of 
low symmetry—for example, triclinic or monoclinic—it 
may not be possible to obtain experimental data for a 
sufficient number of Bragg planes to achieve an ade­
quate representation. Even for a crystal class of 
higher symmetry, it may happen that the crystalline 
regions are quite small or highly imperfect, so that 
only a limited number of Bragg planes diffract ade­
quately for convenient study. Finally, experience 
indicates that the set of simultaneous equations often 
becomes ill conditioned in the higher coefficients due to 
errors in the experimental pole figures, in which case the 
polynomial series must be terminated short of the 
anticipated lim it. If the resolution is low for any of 
the above reasons, the reconstructed pole figures will 
have their maxima lowered and broadened, and spurious 
oscillations will be introduced due to series termination 
errors.
II. Proposed Refinement Procedure

We propose a possible method for improving the 
resolution which involves a successive refinement 
procedure. This is suggested by the close parallel 
between the method used to deduce the crystallite 
orientation distribution function from pole figures and 
that used to determine a crystal structure from single­
crystal diffraction data. In the latter case the struc­
ture amplitudes measured in reciprocal space and the 
electron density sought in real space are connected via a 
Fourier transform. The analogs in the present problem 
are the pole figures in reciprocal space and the crystallite 
orientation distribution in real space. In the crystal 
structure problem the number of observed structure 
amplitudes greatly exceeds the number of parameters 
sought; however, the phase angles, which are required 
to calculate the electron density, are not directly 
observable. One fruitful approach involves deduction

of a trial structure—for example, by use of the Pat­
terson function—which may be used to calculate both 
the structure amplitudes and their phases. A combina­
tion of the observed structure amplitudes with the 
calculated phases leads, through an inverse transform, 
to an electron density distribution. Hopefully, this 
structure will be more nearly correct than the trial 
structure, in which case it replaces the tria l structure 
and one is ready to perform a second cycle of refine­
ment. We propose to obtain a better approximation 
for the crystallite orientation distribution in a similar 
fashion. In this case *Le problem of unknown phases 
is absent, but the solution is limited by the number of 
measured pole figures. As we shall see, this limitation 
also applies to the quality of the representation of each 
pole figure which is used as input information in 
determining the crystallite orientation distribution. 
Our procedure seeks to relax both of these limitations.

Let us assume that N pole figures have been deter­
mined, and let imax be the maximum term whose 
coefficient can be evaluated for the particular sample in 
question. We first solve the crystallite orientation 
distribution function using, for the maximum term, 
some value X < Zmax. This function is then used to 
reconstruct the N measured pole figures and to compute 
an additional AN unmeasured pole figures. Com­
parison of the N reconstructed pole figures with those 
determined experimentally will reveal certain dis­
crepancies arising from series termination errors. As 
mentioned above, the principal maxima will be more 
diffuse, and oscillations will appear in the reconstructed 
pole figures. Using this comparison as a guide, one 
smooths the oscillations and sharpens the principal 
maxima in the AN unobserved pole figures. These AN 
smoothed pole figures are then combined with the N 
measured pole figures to begin a second cycle, this time 
retaining more terms in she series. One might perform 
this cycle several times, increasing AN and the number 
of polynomial coefficients determined, in order to im­
prove successively the agreement between the re­
calculated and measured pole figures. The key to 
this procedure is that as additional terms are added, it 
becomes possible to utilize a more faithful representa­
tion of the measured pole figures for solution of the 
crystallite orientation distribution, and hence each 
cycle draws from a larger store of input information.
III. An Illustrative Example

As an illustration of the application of this refinement 
procedure we consider data for a uniaxially oriented 
iso tactic polystyrene sample, V-3, which has been 
described elsewhere.11 This particular sample was 
melted and quenched, drawn to an elongation ratio of 5 
at 110°, and crystallized approximately 5% by heating 
for 11 min at 137°.
(11) W . R. Krigbaum and S. Maruno, J. Polym. Sci., A, 2, 1733 
(1968).
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T a b le  I : C rystallograph ic D a ta  fo r  A ll P lane N orm als 
U tilized in  the Analysis

No. hkil 2 9 e,- Pia

1 3030 1 4 .07 9 0 .0 0 0 .0 0 1 .0 0
2 2240 16 .19 90. do 3 0 .0 0 1 .0 0
3 2131 1 8 .30 4 2 .8 3 19 .11 1 .0 0
4 1123 4 1 .6 5 1 1 .4 4 3 0 .0 0 0 .0 0
5 4150 2 1 .4 7 9 0 .0 0 1 0 .89 0 .6 0
6 1012 2 7 .2 4 9 .9 4 0 .0 0 0 .0 0
7 4261 2 8 .3 1 6 1 .6 8 19 .11 0 .6 0
8 2022 2 8 .5 4 2 9 .3 2 0 .0 0 0 .4 0
9 5270 2 9 .4 1 9 0 .0 0 16 .11 0 .8 0

10 5161 2 9 .4 6 6 2 .8 8 8 .9 5 0 .8 0
11 2132 2 9 .6 2 2 4 .8 8 1 9 .11 0 .4 0
12 5491 3 9 .51 6 9 .9 4 2 6 .3 3 0 .6 0
13 4372 3 9 .6 3 4 6 .8 4 2 5 .2 9 0 .5 0
14 7291 4 1 .2 6 7 0 .7 9 12 .22 0 .0 0

W eights used in  the final (th ird) cycle.

The crystal structure of isotactic polystyrene has 
been examined by Natta, Corradini, and Bassi.12 
They assigned polystyrene to one of the two rhombo- 
hedral space groups R3c or R3c. The dimensions of 
the unit cell, as indexed using a hexagonal lattice, are 
a = b — 21.9 A and c = 6.65 A. For the purpose of 
the present illustration we will treat polystyrene as 
pseudohexagonal and will employ diffraction data for 
four plane normals. During the course of the analysis, 
unmeasured pole figures were reconstructed for an

Figure 1. C om parison  o f the polynom ia l representation 
ob ta in ed  fo r  the 2240 profile using Zmax =  16 (dashed cu rve) 
and lmax =  32 (fu ll cu rve). C ircles represent the 
experim ental data.

F igure 2. Sam e as F igure 1 for the 2131 profile.

additional 10 planes. The pertinent crystallographic 
data for these 14 planes are given in Table I. The 
observed planes are numbered 1-4.

As mentioned above, the individual pole figures are 
fitted by a series of Legendre polynomials, and it is the 
coefficients of this series which are utilized in solving 
the simultaneous equations for the coefficients in the 
harmonic representation of the crystallite orientation 
distribution. The maximum coefficient in the latter 
series which can be evaluated in the present case of 
pseudohexagonal crystal symmetry and four pole 
figures is Zmax = 22. In the first cycle the crystallite 
orientation distribution function was calculated re­
taining l — 16 as the maximum coefficient. Figures 1 
and 2 offer a comparison of the observed profiles 
(circles) for two of the pole figures and the representa­
tion obtained using Zmax = 16 (dashed curve) and 
¿max = 36 (full curve). The dashed curves therefore 
represent the actual input information to the problem 
at this initial stage. The four observed pole figures 
were recalculated, and the ten unobserved pole figures 
were constructed, through use of the crystallite orienta­
tion distribution function with Zmax = 16.

The foregoing is just the procedure used heretofore, 
and we are now ready to test the proposed refinement 
procedure. Using a comparison of the measured and 
recalculated pole figures as a guide, we smooth the 
oscillations and sharpen the principal maximum some­
what for each of the ten unobserved pole figures. 
These ten smoothed profiles and the four observed
(12) G. Natta, P. Corradini, and X. W . Bassi, Nuovo Cimento, Suppl. 
1, IS, 68 (1960).
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Figure 3. A n  illustration o f  the sm oothing procedure for 
the unm easured profile 4261. See tex t fo r  discussion.

pole figures were next fitted to Legendre polynomials 
retaining fmax = 30, and this information was utilized to 
solve a second approximation to the crystallite orienta­
tion distribution function truncated after l = 30.

The smoothing procedure for the unmeasured pole 
figures is illustrated for the 4261 plane in Figure 3. 
The filled circles represent the pole figure constructed 
from the crystallite orientation distribution keeping, 
as the maximum polynomial, fmax = 16. This exhibits 
rather pronounced oscillations. The smoothed rep­
resentation is shown by the fu ll curve. The principal 
maximum has been somewhat sharpened, and its 
abscissa value increased. The open circles in Figure 3 
show the reconstructed pole figure given by the second 
approximation to the crystallite orientation distribu­
tion function (7max = 30). Comparison with the result 
of the first cycle (filled circles) reveals that the oscilla­
tions are now more nearly damped, and the principal 
maximum is higher and sharper. The smoothing of this 
second reconstructed pole figure is easier. Once again, 
we are entitled to sharpen and raise the principal 
maximum somewhat.

For the third and final cycle coefficients up to and 
including l = 36 were employed to represent the ob­
served and unmeasured pole figures for eleven of the 
best-behaved planes. This number of plane normals 
would permit solution of the coefficient having ZmBx = 
64, so that we may use the least-squares procedure 
already described2 for solution of the system of simul­
taneous equations. The weights assigned to the in­
dividual plane normals for this final cycle appear in 
column six of Table I.
IV. Evaluation

One test of the correctness of the crystallite orienta­
tion distribution function is furnished by comparison of

Figure 4 . C om parison  o f the m easured profile (circles) for 
the (2131) reflection  w ith  those reconstructed from  the 
crystallite  orientation  d istritu tion  fu n ction  w ith  Zmax =  16 
(dashed cu rve) and (max =  38 (fu ll cu rve).

the recalculated pole figures with those determined 
experimentally. Figures 4 and 5 illustrate such a 
comparison for two plane normals. The dashed and 
fu ll curves represent tne recalculated profiles using 
Zmax = 16 (first cycle) and fmBx = .36 (third cycle),

Figure 5. Sam e as F igure 4  for  the (2240) plane.
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respectively, while the experimental observations are 
shown by circles. The full curves are clearly better 
representations of the observed profiles.

A more quantitative assessment of the series termina­
tion error can be gained from the standard deviation, 
(jq. If the plane-normal distribution, g(cos x)> is 
approximated by a series of Legendre polynomials 
terminated at Zmax = X

x
3i(cos Xi) =  E  Q*iPi(cos Xi) (1)

1 = 0

then2

v,2 = f  [g4(cos x»)]2 ¿(cos Xi) -  E  (Q ' iY  (2) 
J - 1 1=0

The <rs values obtained for Zmax = 16, 22, or 36 are 
shown in part A of Table II. The series termination 
error varies from one plane normal to another, but the 
decrease in <rq with increasing Zmax is quite marked for 
all planes.

T a b le  II  : E va lu ation  of the R efinem ent P rocedu re

A . V a lu e s  o f  aq B .  V a lu e s  f o r  <rw

hkil 16
max;

2 2 3 6 m ax 0W

3030 0 .3 7 9 0 .2 1 8 0 ,0 4 7 16 0 .8 4 9
2240 0 .4 4 4 0 .1 93 0 .0 1 7 22 0 .3 3 0
2131 0 .4 2 0 0 .1 7 6 0 .0 2 5 36 0 .0 1 3
1123 0 .6 7 3 0 .3 7 2 0 058

A v  0 .4 7 9 0 .2 4 0 0 .0 3 7

The crystallite orientation distribution for the case of 
hexagonal crystal symmetry may be expressed in 
spherical harmonics as

= E  -4*of?(£) +  2 E  E^™-P“ (£) cos m4> (3)
¿ = 0 l — 2 m =  6

e v e n  e v e n

where m takes the values 6, 12, 18, . . .  . I f the series is 
truncated at Zmax = X, the standard deviation, <rw, of 
the finite series from the true w(£,4>) is given by

= 2tt E  (4)
l>\ TO= —l

An exact evaluation of uw is not possible since the Alm 
values are not known for l > X. However, Roe and 
Krigbaum2 have suggested the approximate relation

<n»2 = -  E  (l +  ViXQi2) (5)
TO l>\

where the angular brackets () designate an average over 
all observed reciprocal lattice vectors. Equation 5 is 
based upon the approximate relation

<Q*2> =  2 ^ ( 1  +  V 2) - W  +  2  E  A im2] (6 )
m  =  6

We must first check to see that this relation is obeyed in 
the present case. Figure 6 offers such a test. Here the 
triangles represent values of Q\ averaged over the 11 
reflections employed in the investigation, while the 
circles represent values for the right-hand member of 
eq 6. An approximately linear relation is obtained if 
the logarithms of these quantities are plotted as a 
function of Z2. A similar functional dependence was 
observed earlier for fiber texture samples of polyethyl­
ene terephthalate.8 In Figure 6 the triangles and 
circles are represented reasonably well by a single line. 
I f this linear relationship is assumed to extend beyond 
the range of l values shown, then eq 5 may be rewritten 
as

<ra2 = ~ f  (l +  l/,)aew dl (7)
7T J X +2

From Figure 6, a = 0.387 and b = 7.51 X 10~3. The 
<rw values estimated in this way are shown in part B of 
Table II. This criterion also indicates that a re­
markable improvement in the crystallite orientation 
distribution function has resulted from application of 
the refinement procedure.

We conclude from this illustrative example that the 
successive refinement procedure can effect a substantial 
improvement in resolution of the crystallite orientation 
distribution function which can be deduced from a 
given set of pole figure data. This conclusion is based 
upon a comparison of the observed and recalculated 
plane-normal profiles, and upon the behavior of <r4 and 
<ym during the refinement. The example presented 
involved a very small number of pole figures for a 
material having high crystal symmetry. In this case
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the stated limitation upon the maximum l, based upon 
the number of pole figures and the sample symmetry, 
could be overcome. We recognize that a material of 
low crystal symmetry may present a more severe test of 
the refinement procedure, and an example of this type is

currently under investigation. We have not depicted 
the crystallite orientation distribution function for 
polystyrene V-3 since we intend to present a more 
complete investigation of several isotactic polystyrene 
samples at a later time.

First Quantum Corrections to the Second Virial 

Coefficient of a Stockmayer Gas

by M . McCarty, Jr.

Research Institute for Advanced Studies, Martin Marietta Corporation, Baltimore, Maryland- 21227

and S. V. K. Babu

Department of Physics, State University of New York at Stoneybrook, Stoneybrook, New York 11790 (.Received August 25,1969)

The first-order translational and rotational quantum corrections to the seconc virial coefficient of a Stockmayer 
gas are calculated. These terms can be significantly larger than similar te’ms calculated with zero dipole 
moment. The quantum corrections are generally small.in the region where B(T) data exist; however, for H20 
and NH3 they make contributions of as much as 10% near room temperature.

The Stockmayer potential (hereafter SP) consisting of 
a Lennard-Jones 6-12 potential plus a term to account 
(in the far field approximation) for dipole-dipole inter­
actions is the potential most frequently employed to 
correlate observed second virial coefficients, B(T), of 
polar molecules.1 I t  is not uncommon that the best 
fit of the experimental data is obtained with values of 
the potential parameter, e, sufficiently large that the 
reduced temperature, T* = kT/e, can be less than 1.0 
in the range of temperatures where B(T) can be mea­
sured. For the Lennard-Jones potential, quantum me­
chanical corrections to B (T) can become significant at 
values of T* < l . 2 Since the SP for the same value of 
e corresponds, on the average, to a stronger attractive 
interaction than the Lennard-Jones potential it was felt 
that the quantum corrections for the SP could be of 
significance even for the relatively massive molecules 
usually encountered.

The theory germane to calculating the quantum 
corrections to B(T) for angular dependent potentials 
was developed by Chang and Uhlenbeck.3 Their de­
velopment is strictly applicable only to diatomic mole­
cules. Although the extension to a generalized asym­
metric rotor appears formally straightforward, this was 
not attempted since our present results indicate that 
the extensive additional computation would be of little  
practical value. I t  is felt, however, that the here

computed correction term for rotation (vide infra) 
should serve as a satisfactory first approximation to the 
actual term if the moment of inertia used in B* is 
chosen (when possible) parallel to the dipole moment. 
Applied to the SP, the Ch mg-Uhlenbeck formulas yield
B\T*) = B(T)/bo = Bbi (T*) +  A «B * (T*) +

BxBtoi'(T*) +  0(A*4) +  0(B*2)
where

b0 = 2tJV<ts/3; A*2 = h2/(a2Me)

Bd(T*) is the classical reduced second virial coefficient 
for the SP

<p* =,SP/4e = X -12 -  X -6 -  gX~H*/V2 
X = r/cr r  = M2/(eo3V/8) 

g = 2 cos 0i cos 02 — sin 0i sin 02 cos (<pi — <pf)

Bt '(T*) = (27rr*)~3/ / ( ^ ) 2 exp(—4p*/T*)cfodO

(1) J. O. Hirschfelder, C. F . Curtiss, and R . B. Bird, “ Molecular 
Theory o f Gases and Liquids,”  John W iley & Sons, Inc., New York, 
N. Y ., 1954, p 211.
(2) See, for example, ref 1, p 422.
(3) C. S. W ang Chang, D octoral Dissertation, University o f Michigan, 
1944, as reported in ref 1, p 434.
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= t*2/(47rT*2) //X '“4L exp(-4¥>VT)drdO

■ - © ' * © )- * e - * ) ' * e - ) '
B* = K*/(2IkT)

dO = sin 61 sin 62 dQi d02 d(<̂ i — <p2)
and the angles 6h 02, and (<px — <p2) are defined in Figure 
1. The integrals can be evaluated by first expanding 
the term, exp( g X ~ H * \ / 8 / T*), in a Maclaurin series. 
The resulting integrals over do are readily evaluated by 
an easily derived recursion formula (vide infra). The

remaining integrals are most conveniently evaluated 
using the relations

Bmn' = - 3 £  X*+ngmdx

(exp(-4(X -12 -  X~«)/T*) m = 0 
\r~*m exp(-4(X -12 -  X~*)/T*) m > 1

r  _  i /  r  »• . 6 m ~ n ~  3
— h a m+l T  1

Both B0n' and Bxn* can be evaluated by the rapidly

Table 1“

T * t*  =  0 s ’ ' t*  =  0 . 2 5 h t*  =  0 . 5 0 s t *  =  0 . 7 5 s t* =  1 . 0 s t *  =  1 . 2 5 s i* -  1 . 5 0 6 t *  =  1 . 7 5 s t *  =  2 . 0 s

0 . 5 3 . 0 5 1 6 1 4 . 6 6 3 6 2 1 4 . 2 8 8 5 7 0 . 5 7 2 7 4 9 3 . 8 7 4 5 0 3 . 6 9 5 0 4 0 3 . 6 6 6 4 6 9 4 1 . 0 0 5 5 8 «  
+  7

0 2 . 0 1 4 0 9 1 5 . 2 4 7 2 1 0 1 . 6 3 4 8 0 7 . 1 6 7 8 6 2 . 6 9 9 1 5 0 2 . 4 1 . 2 3 6 9 7 «  
+  6

1 . 9 0 2 2 4 «  
+  7

0 . 6 1 . 6 7 2 5 6 2 . 2 7 8 8 6 5 . 2 8 3 9 7 1 8 . 0 7 6 9 8 2 . 9 2 7 2 4 7 9 . 4 9 7 3 3 3 4 . 7 6 2 6 9 2 7 . 3 2 4 6 1 5 6
0 1 . 0 3 4 5 8 6 . 4 1 9 5 5 3 0 . 9 6 5 7 1 6 3 . 3 2 1 1 0 1 0 . 8 8 7 3 1 0 . 4 4 6 0 4 9 3 . 2 5 6 1 9 1 6

0 . 7 1 . 0 5 4 6 1 1 . 3 3 5 9 1 2 . 5 7 6 0 7 6 . 8 6 6 6 5 2 3 . 5 2 0 7 9 8 . 6 6 8 4 4 8 8 . 8 2 7 7 7 . 1 7 1 7 6 9 0 . 9
0 0 . 6 2 2 8 7 2 3 . 4 3 0 3 6 1 3 . 5 0 9 5 5 4 . 2 4 6 2 2 4 4 . 6 3 3 1 2 5 9 . 8 1 7 3 2 8 . 8 7 4 7 4 0 4 . 9

0 . 8 0 . 7 2 9 1 7 2 0 . 8 7 9 2 3 4 1 . 4 9 0 6 7 3 . 3 2 3 8 3 9 . 2 1 2 0 1 3 0 . 5 2 5 8 1 1 7 . 4 8 9 5 1 2 . 8 4 9 2 4 8 9 . 6 3
0 0 . 4 1 4 7 1 3 2 . 1 1 5 8 1 7 . 2 9 3 4 3 2 4 . 2 8 7 7 8 7 . 2 3 4 3 4 9 . 2 7 3 1 5 5 9 . 2 5 7 6 7 7 . 2 7

0 . 9 0 . 5 3 7 6 8 5 0 . 6 2 6 0 5 1 0 . 9 6 6 5 6 6 1 . 8 8 7 3 4 4 . 4 6 0 2 8 1 2 . 3 5 5 6 3 9 . 1 7 6 1 1 3 9 . 4 3 1 5 4 7 . 8 3 9
0 0 . 2 9 5 7 5 9 1 . 4 3 2 8 4 4 . 5 0 8 7 2 1 3 . 1 5 9 4 4 0 . 0 0 4 6 1 3 2 . 3 4 8 4 8 1 . 3 9 3 1 9 1 5 . 7  ,

1 0 . 4 1 5 5 8 2 0 . 4 7 1 5 7 3 0 . 6 7 8 6 5 1 1 . 1 9 7 0 8 2 . 5 0 0 5 2 6 . 0 2 2 5 9 1 6 . 3 9 4 1 4 9 . 6 2 1 7 1 6 4 . 6 8 1
’  0 0 . 2 2 1 6 3 9 1 . 0 3 5 2 3 . 0 5 3 2 4 8 . 1 0 1 2 1 2 1 . 7 5 1 9 6 2 . 1 4 1 1 9 2 . 3 2 7 6 4 5 . 6 5 2

1 . 2 0 . 2 7 4 0 9 0 . 3 0 0 3 9 3 0 . 3 9 2 4 1 7 0 . 5 9 9 7 1 6 1 . 0 4 9 5 2 2 . 0 6 4 3 5 4 . 4 9 6 7 1 1 0 . 7 1 8 4 2 7 . 6 7 1 5
0 0 . 1 3 8 0 4 1 0 . 6 1 5 1 4 6 1 . 6 6 9 4 3 . 9 1 2 7 4 8 . 8 9 8 4 2 2 0 . 7 3 7 8 5 0 . 8 8 1 6 1 3 2 . 8 6 8

1 . 4 0 . 1 9 7 7 7 5 0 . 2 1 2 0 7 5 0 . 2 6 0 3 7 9 0 . 3 6 2 0 8 2 0 . 5 6 2 5 8 3 0 . 9 6 3 9 7 8 1 . 8 0 1 4 3 . 6 3 7 4 7 7 . 8 7 4 4 6
0 9 . 4 4 5 2 2 «

o
0 . 4 0 9 2 8 9 1 . 0 5 7 2 5 2 . 3 0 1 4 7 4 . 7 3 1 8 8 9 . 7 0 3 0 9 2 0 . 4 4 8 4 5 . 0 0 4 1

1 . 6 0 . 1 5 1 5 4 5
- -  ¿!

0 . 1 6 0 1 3 9 0 . 1 8 8 4 8 9 0 . 2 4 5 4 9 2 0 . 3 5 0 6 7 2 0 . 5 4 4 3 6 2 0 . 9 1 0 6 3 7 1 . 6 2 9 7 4 3 . 1 0 0 8 9
0 6 . 8 8 5 3 5 «

9
0 . 2 9 3 0 2 7 0 . 7 3 3 3 4 3 1 . 5 2 2 6 6 2 . 9 3 3 8 5 . 5 3 2 2 1 1 0 . 5 2 3 5 2 0 . 5 6 4 9

1 . 8 0 . 1 2 1 1 7 1
—  ¿1

0 . 1 2 6 7 2 7 0 . 1 4 4 7 4 7 0 . 1 7 9 8 0 2 0 . 2 4 1 4 7 1 0 . 3 4 8 3 2 5 0 . 5 3 6 3 0 2 0 . 8 7 6 2 8 8 1 . 5 1 1 8
0 5 . 2 5 2 7 2 «

9
0 . 2 2 0 8 0 2 0 . 5 4 0 8 1 2 1 . 0 8 7 5 1 2 . 0 0 5 1 9 3 . 5 7 0 9 6 . 3 2 7 0 9 1 1 . 3 6 4 5

2 0 . 0 9 9 9 9
—  Z

0 . 1 0 3 7 8 5 0 . 1 1 5 9 4 2 0 . 1 3 9 0 1 8 0 . 1 7 8 1 9 0 . 2 4 3 0 2 3 0 . 3 5 0 9 8 9 0 . 5 3 4 3 9 1 0 . 8 5 4 1 7 9
0 4 . 1 4 6 5 1 «

_ 9
0 . 1 7 2 7 6 6 0 . 4 1 6 7 0 9 0 . 8 1 9 1 3 4 1 . 4 6 4 0 9 2 . 5 0 3 7 2 4 . 2 1 6 8 8 7 . 1 2 5 4 1

2 . 5 6 . 8 0 1 5 8 «  
\  -  2

6 . 9 7 5 2 1 «  
-  2

0 . 0 7 5 2 0 3 8 . 5 1 4 7 3 «  
-  2

0 . 1 0 1 0 7 2 0 . 1 2 5 5 1 5 0 . 1 6 2 6 7 6 0 . 2 1 9 5 0 3 0 . 3 0 7 5 9 3

0 2 . 5 5 0 2 5 «
9

0 . 1 0 4 8 1 3 0 . 2 4 6 9 1 3 0 . 4 6 8 8 4 6 0 . 7 9 9 4 3 3 1 . 2 8 5 9 4 2 . 0 0 5 7 3 . 0 8 6 5 2

3 5 . 0 5 7 6 9 1 ?  
-  2

- -  Li
5 . 1 5 1 3 8 «  

-  2
5 . 4 4 2 1 1 «  

-  2
5 . 9 6 0 3 6 «  

-  2
6 . 7 6 2 3 7 «  

-  2
7 . 9 3 9 5 9 «  

-  2
9 . 6 3 4 5 6 «

- 2
0 . 1 2 0 6 7 1 0 . 1 5 5 7 6 7

0 1 . 7 3 5 6 3 «
9

0 . 0 7 0 7 9 5 0 . 1 6 4 6 3 1 0 . 3 0 6 7 7 9 0 . 5 1 0 . 7 9 4 0 0 1 1 . 1 8 8 8 5 1 . 7 4 0 4 8

5 0 . 0 2 3 5 9 1
—  Lt

2 . 3 7 7 1 8 «
-  2

2 . 4 3 2 2 2 «  
-  2

2 . 5 2 6 7 2 «  
-  2

2 . 6 6 4 9 8 «  
-  2

2 . 8 5 3 5 1 «  
-  2

3 . 1 0 1 4 2 «  
-  2

3 . 4 2 1 1 1 «  
-  2

3 . 8 2 9 2 6 «  
-  2

0 6 . 1 6 5 6 5 «  
-  3

2 . 4 8 6 1 2 «  
-  2

5 . 6 6 9 5 3 «  
-  2

0 . 1 0 2 7 2 5 0 . 1 6 4 5 2 7 0 . 2 4 4 2 9 8 0 . 3 4 5 0 1 0 . 4 7 0 6 1 9

1 0 9 . 3 1 6 4 9 1 ? 9 . 3 3 8 7 8 « 9 . 4 0 5 9 8 « 9 . 5 1 9 0 8 « 9 . 6 7 9 7 7 « 9 . 8 9 0 4 8 « 1 . 0 1 5 4 4 « 1 . 0 4 7 5 7 « 1 . 0 8 5 9 2 «
-  3 -  3 -  3 -  3 -  3 -  3 -  2 -  2 -  2

0 1 . 6 1 8 5 «  
-  3

6 . 4 9 0 3 «  
-  3

1 . 4 6 6 4 7 «  
-  2

2 . 6 2 2 4 9 «  
-  2

4 . 1 2 8 9 8 «  
-  2

6 . 0 0 1 6 7 «  
-  2

8 . 2 6 0 4 3 «  
-  2

0 . 1 0 9 2 9 7

°  N ota tion : aEb =  a X  10b. b T o p  en try  is Btr(r*)*, low er en try  is ° N o te  th at w hen t* =  0, B t f  is the reduced  first
correction  term  for the Lennard-Jones 6 -1 2  p otentia l. T h e  short table o f  B (T * ,0)* g iven  in  ref 1, p  422, contains several errors.
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Quantum Corrections to Second V irial Coefficient of Stockmayer Gas 1115

Figure 1. Sketch  defining 0i and 02 in  the S tockm ayer 
potentia l. T h e  angle <pi — <pt is the angle b y  w hich  the 
second d ipole protrudes from  the plane defined b y  the first 
d ipole  and the line connecting the centers o f  the dipoles.

convergent series given by Nosanow and Mayer.4 The 
results for BTr and Brot* are

8* f t * \
E  —  y - j

^GkBk+̂ 'T*(12k +  22) -  Bk+r 2* X

(

2*
X

ftt  7 \ 1
T*Gk(6k +  5) +  t**Gk+l j j2k +

2  ”  8* / f* \ 2 * + 2

Bl0t = ~  3 £  (2fcfl \T*J IkBk+1°

where

Gk = ^  J g 2k dii

Go = 1 Gi+1 = (k +  1.5)~2[4* +  Gk(k +  1 )(k +  0.5)]

Ì t f  LgUdQ = 2(Gk ~ ° k+1 + 3Hk)

Hk = — J cos2% 2tdO
07T

Ho = Vs; H*+i = (k +  2.5) - 1(fc +
1 .5)-KHk(k +  l)(fc +  0.5) +  4*)

After computing B0-2* and Br-2* (Bo0* and Bi°* are 
simply related to the tabulated second virial coefficient 
and its temperature derivative for the Lennard-Jones
6-12 potential) both Btr* and Brot* were computed to 
six significant figures. These are tabulated in Table I. 
Since for the species usually considered A*2 is in the 
range of 10-2 to 10-3, it  is seen that the translational 
corrections will generally be unimportant for values 
of T* > 1. Likewise, for T* > 1.0 it will occur that 
B* BI0t «  B0i*. However, for those species whose 
calculated SP parameters indicate that values of T* < 1

are in the experimentally accessible region, the quantum 
corrections should be taken into account.

Of the molecules for which the Stockmayer parame­
ters have been determined, the quantum corrections 
were generally found to be less than 2% at the lowest 
temperature for which B(T) data exists.5 Two excep­
tions to this are H20 and NH3 for which calculations 
indicated that the quantum correction terms were on 
the order of 10%, at the lowest temperature for which 
B{T) data are available. For both of these species the 
data reported in ref 6 were employed to determine the 
parameters, e/fc and b0) both with and without the cor­
rection terms. The results for H20 are summarized in 
Table II, where it is seen that including the quantum 
corrections leads to only a very slight improvement in 
the calculated second virial coefficients. Similar results 
were found for NH3 except that a much smaller differ­
ence between the values of t/k determined with and 
without the correction terms was found (without the 
quantum corrections t/k = 335.02°K, bo = 23.416 
cc/mol; with corrections t/k = 334.69°K, bo = 22.68 
cc/mol).

Table II

o o

— B(T),a 
cc/mol

B(calod) -  
B(obsd),6 
cc/mol

S(calcd — 
£(obsd),c 
cc/mol

Quantum 
corrections 

to B(calcd),' 
cc/mol

40 976 - 0 . 9 8 - 0 . 2 5 139 .70
70 638 1 .6 5 0 .4 5 6 9 .4 9

100 450 0 .7 8 - 0 . 0 2 3 8 .7 8
150 284 0 .3 9 0 .5 9 1 7 .64
200 197 - 0 . 6 4 0.12 9 .4 5
300 112 - 1 . 8 6 - 0 . 7 7 3 .6 9
400 72 - 2 . 5 1 - 1 . 4 8 1 .8 5

°  D ata  reported in  ref 6. 6 B (ca lcd ) determ ined using e/k —
375 .9 2 °K , bo =  23.3539, and neglecting quantum  corrections. 
c JS(calcd) determ ined using t/k = 360.049, bo = 22.319 and in­
cluding the quantum  corrections.

In summary, it appears that quantum corrections to 
the second virial coefficient of a Stockmayer gas can 
be significant even well above room temperature. 
However, for the purposes of correlating data, potential 
parameters can be determined which yield satisfactory 
agreement between the calculated and experimental 
second virial coefficients while ignoring the quantum 
corrections.
(4) L . H. Nosanow and J. E. M ayer, J. Chem. Phys., 28, 874 (1958).
(5) See ref 1, pp 214, 217 for references to original data.
(6) L . M onchick and E. A. M ason, J. Chem. Phys., 35, 1676 (1961).
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Phosphorus 2p Electron Binding Energies. Correlation with 

Extended Hückel Charges

by M . Pelavin,1 D . N . Hendrickson,8 J. M . Hollander,1 and W . L. Jolly2

Department of Chemistry of the University of California and the Inorganic Materials Research and Nuclear Chemistry Divisions of the Lawrence Radiation Laboratory, Berkeley, California 9JJIZ0 
(Received July 9, 1969)

Phosphorus 2p electron binding energies were measured for 53 phosphorus compounds. Phosphorus atom 
charges, calculated for some of the compounds by means of a noniterative as well as an iterative extended 
Hiickel molecular orbital method, are correlated with the measured phosphorus 2p binding energies. The 
electronic structure of the cyclic phosphonitrilic chloride trimer, (NPC12)3, is briefly discussed.

I. Introduction
Core-electron binding energies, as determined by 

X-ray photoelectron spectroscopy, have been found to 
be chemically shifted and to be correlated to effective 
atomic charge.3 Thus core-electron binding energies 
have been shown to be correlated to formal oxidation 
states in sulfur3’4 and chlorine3'5 compounds and to 
fractional atomic charges in sulfur,3 nitrogen,6’7 and 
carbon8 compounds. The methods for calculating the 
fractional atomic charges used in these correlations 
include a modification of Pauling’s method,9' the 
CNDO molecular orbital method,10 and the extended 
Hiickel molecular orbital (EHMO) method.11

In this paper, an attempt is made to correlate 
phosphorus 2p electron binding energies with phos­
phorus atom charges calculated by the EHMO method. 
The simple EHMO method as well as an iterative 
variation12 of the EHMO method are used to calculate 
the phosphorus atom charges, and the phosphorus atom 
input parameters are varied to find the set which gives 
the best correlation of binding energy with calculated 
charge.
II. Experimental Section

Photoionization of the phosphorus 2p electrons was 
accomplished by using Mg Ka X-radiation (1253.6 eV). 
A description of the iron-free, double-focusing mag-' 
netic spectrometer used to determine the kinetic 
energies of the photoelectrons has appeared previ­
ously.3’13 In this study, as in previous studies, the 
carbon Is signal from the pump oil which formed as a 
film on the samples served as a convenient reference. 
For all compounds three measurements of the phos­
phorus peak were carried out, each followed by calibra­
tion with the pump oil carbon peak.

A ll the phosphorus compounds studied were solids; 
powdered samples were brushed onto double-faced 
conducting tape mounted on an aluminum plate, which 
served as a heat and electron sink. Some instances of 
decomposition (X-ray induced, thermal, or chemical)

were noticed and will be mentioned in the Results 
section.

Some of the phosphorus compounds were purchased; 
many were kindly provided by Dr. J. Van Wazer. 
¿rans-Mn (CO)4P (C6H5) 3C1, (cfs-PP)Mn(CO)3I,14 and 
Mn(CO)3(AP)I14 were supplied by Dr. G. Nelson, and 
compounds 46-50 were obtained from L. Kramer. 
Samples of (NPC12)3,15 (NaP02NH)3,15 P4OH,16 and

(1) Nuclear Chemistry Division of the L . R . L.
(2) Department of Chemistry of the University of California and 
Inorganic Materials Research Division of the L. R . L.
(3) K . Siegbahn, C. Nordling, A . Fahlman, R . Nordberg, K . Hamrin,
J. Hedman, G. Johansson, T . Bergmark, S.-E . Karlsson, I. Lindgren, 
and B . Lindberg, “ ESCA Atom ic M olecular and Solid State Structure 
Studied by Means of Electron Spectroscopy,”  Alm qvist and Wiksells 
AB, Stockholm, 1967.
(4) A . Fahlman, K . Hamrin, J. Hedman, R . Nordberg, C. N ord­
ling, and K . Siegbahn, Nature, 210, 4 (1966).
(5) A . Fahlman, R . Carlsson, and K . Siegbahn, Ark. Kemi, 25, 301 
(1966).
(6) R . Nordberg, R . G . Albridge, T . Bergm ark, U . Ericson, A . 
Fahlman, K . Ham rin, J. Hedman, G . Johansson, C. N ordling, K . 
Siegbahn, and B . Lindberg, Nature, 214 , 481 (1967); R . Nordberg, 
R . G . Albridge, T . Bergmark, U . Ericson, J. Hedman, C . Nordling,
K . Siegbahn, and B. J. Lindberg, Ark. Kemi, 28, 257 (1968).
(7) J. M . Hollander, D . N. Hendrickson, and W . L. Jolly, J. Chem. 
Phys., 49, 3315 (1968); D . N. Hendrickson, J, M . Hollander, and W .
L. Jolly, Inorg. Chem., 8, 2642 (1969).
(8) R . Nordberg, U. Gelius, P. F. Hed6n, J. Hedman, C. Nordling, 
K . Siegbahn, and B. J. Lindberg, submitted to Ark. Kemi.
(9) L . Pauling, “ The Nature of the Chemical B ond,”  3rd ed, Cornell 
University Press, Ithaca, N. Y ., 1960, p 97.
(10) J. A . Pople, D . P. Santry, and G. A . Segal, J. Chem. Phys., 43, 
S130 (1965).
(11) R . Hoffmann, ibid., 39, 1397 (1963).
(12) P. C. Van der Voorn and R . S. Drago, J. Amer. Chem. Soc., 88, 
3255 (1966).
(13) J. M . Hollander, M . D . Holtz, T . N ovakov, and R . L. Graham, 
Ark. Fysik, 28, 375 (1965); T . Yam azaki and J. M . Hollander, 
Nucl. Phys., 84, 505 (1966).
(14) cis-PP and A P are the bidentate olefin phosphine ligands 2-cis- 
propenylphenyldiphenylphosphine and 2-allylphenyldiphenylphos- 
phine, respectively; see G. Nelson and L. Interrante, Inorg. Chem., 7, 
2059 (1968).
(15) “ Inorganic Syntheses,”  Vol. 6 and 11, M cG raw -H ill B ook  Co., 
New Y ork, N. Y ., 1960 and 1968.
(16) J. H . Krueger, Ph.D . Thesis, University of California, Berkeley, 
Calif., 1961.
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¿raft.s-Rh(CO)Cl(P(C6H6)3)215 were prepared by stan­
dard synthetic procedures.
III. Theory

The theoretical aspects of the determination of core­
electron binding energies have been considered pre­
viously.3-7 -17 The core-electron binding energy E h is 
referred to the Fermi level of the sample. Knowledge 
of the energy of the X-radiation, Ex_ray, the kinetic 
energy of the photoelectron, E i in, and the work function 
of the spectrometer material (aluminum), 4>spec, allows 
the calculation of the core-electron binding energy

E  b =  Ex-ray E  kin $spee

The binding energies of core electrons are influenced by 
potentials arising from the net charge on atoms in the 
particular molecule as well as by the lattice potential of 
neighboring molecules.3-7-17 I t  has been found that the 
binding energy increases with increasing oxidation state 
(i.e., actually the effective charge) of the particular 
atom.
IV. Calculations

Two basic modifications of the extended Hiickel 
molecular orbital method were used. In both cases 
computations were performed with a CDC 6600 com­
puter using a Fortran IV program. The first 
modification was that formulated by Hoffmann.11 In 
the extended Hiickel method no assumptions have to be 
made concerning hydridization. The Coulomb in­
tegrals were approximated by valence-state ionization 
potentials (vsip) as determined by Hinze and Jaffé.18 
The ionization potential for a phosphorus 3d electron 
was taken as 3.00 eV.19 Orbital exponents were 
obtained by using Slater’s rules20 except where noted. 
Calculations were completed with use of three varia­
tions for the off-diagonal Hamiltonian elements: the 
arithmetic mean (eq 1), the geometric mean (eq 2), and 
Cusachs’ approximation21 (eq 3)

H,, = 1.75 St,(Hit +  H„)/\2 (1)
Ht, = 2 StAHttH,,)1'* (2)

Ht, = St,(Htt +  H„ ) (2 -  |S„|)/2 (3)
Here Hit is the negative of the vsip, and Stj is the usual 
overlap integral.

The second modification of the extended Hiickel 
method used in this work was an iterative type.12 
The Coulomb integrals were set equal to the negative of 
the appropriate neutral atom vsip’s, corrected for net 
atomic charge qit where K was taken as 2.00 eV per unit 
charge.

Hu = Hu -  Kq{ (4)
The Slater exponents nt were also taken as charge 
dependent, assigned by an extension of Slater’s rules

m = H° +  0.35 qt/n*

Phosphorus 2p Electron B inding Energies

Here n* is the effective principal quantum number, and 
H° is the exponent for the zth orbital on a neutral atom. 
The net atomic charges qt were obtained in each cycle 
by an application of Mulliken’s population analysis.22 
In our self-consistent expended Hiickel calculations we 
elected to use the Cusachs’ approximation (eq 3) for the 
off-diagonal Hamiltonian elements. The calculational 
procedure consisted of iterating until the atomic charges 
were self-consistent to at least 0.01.

Cartesian coordinates were obtained from Program 
PROXYZ;23 the molecular parameters were obtained 
from crystal structure determinations24-26 or from 
estimates.

Phosphorus atomic charges were also calculated by 
the simple Pauling method.9 The ionic character 
(J a b )  of a bond between atoms A and B is taken as a 
function of the atom electronegativities Xa and Xb

7 a b  =  1 .0  -  e - ° ' 25(XA- XB)2 (5 )

The atom electronegativities can be taken as charge- 
dependent functions, the prescription for correction of 
neutral atom electronegativities being simply that the 
electronegativity is increased two-thirds of the way to 
the electronegativity of the element next in the periodic 
table for each unit positive charge. Hydrogen cannot 
be treated by this simple correction formula, but it was 
found that the phosphorus charges in the molecules 
studied in this work were affected only slightly by 
correcting XH for charge ay some reasonable amount.

Within the valence-bond formalism the net charge 
<?A on an atom A is given by

? a  — Q a  +  X )  J a b  (6 )

where Qa is the formal charge on atom A and the 
summation is over all .he bonds to atom A. The 
calculational process is iterative because of the charge- 
dependent atom electronegativities; "self-consistent” 
atomic charges result. In no case did we use a valence- 
bond representation indicative of 3d phosphorus orbital 
participation as has been done in the case of sulfur 
compounds.3
(17) C. S. Fadley, 8. B. M . Eagstrôm , J. M . Hollander, M . P. Klein, 
and D . A . Shirley, Science, 157. 1571 (1967); C. S. Fadley, S. B. M . 
Hagstrom, M . P. Klein, and D . A . Shirley, J. Chem. Phys., 4 8 ,  3779 
(1968).
(18) J. Hinze and H. H. Jaffé, Amer. Chem. Soc., 8 4 ,  540 (1962).
(19) D . P. Santry and G. A . Segal, J. Chem. Phys., 47, 158 (1967).
(20) J. C. Slater, Phys. Rev., 36, 57 (1930).
(21) L . C . Cusachs and J. W . R eynolds, J. Chem. Phys., 4 3 , S160 
(1965); L . C. Cusachs, J. W . Reynolds, and D . Barnard, ibid., 4 4 ,  
835 (1966).
(22) R . S. Mulliken, ibid., 23,1333, 1841, 2338, 2343 (1955).
(23) P. M . Kuznesof, Quantum Chemistry Program Exchange 
(Indiana University) QCPE 94 (1966).
(24) “ Table of Interatom ic Distances,”  L . E . Sutton, Ed., Special 
Publication N o. 11, The Chemical Society, Burlington House, Lon­
don, 1958, and N o. 18, Supplement, 1965.
(25) For (C«H5)aP, see J. D aly, J. Chem. Soc., 3799 (1964).
(26) For P4S10 and P 4S7, see A . Vos and E . Wiebenga, Acia Cryst., 8, 
217 (1955).
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V. Results and Discussion
The work function of the spectrometer material was 

arbitrarily assigned a value of 4.0 eV, for normalization 
purposes.7

Correlation with Charges Obtained from Extended 
Huckel Molecular Orbitals. Phosphorus 2p electron 
binding energies determined for over 50 compounds are 
listed in Tables I  and II. The range of binding energy 
shifts was found to be about 8 eV. In the case of 25 
of these compounds, noniterative extended Huckel 
molecular orbital calculations were made by using eq 1, 
both without and with 3d orbitals on the phosphorus 
atom. The resultant phosphorus atom charges are 
given in Table I. I t  can be seen that the calculated 
phosphorus atom charge is, except in a few cases, 
unaffected by inclusion of 3d orbitals.

In Figure 1 the measured phosphorus 2p binding 
energies are plotted against the noniterative extended 
Hiickel-calculated phosphorus charges. The correla­
tion of these two quantities can be seen to be poor.

T a b le  I : Phosphorus 2p B inding E nergies and E xtended  
H uckel C alcu lated Charges

C o m ­ B in d in g C a lc u la t e d  p h o s p h o r u s a t o m  c h a r g e

p o u n d e n e r g y , N o n i t e r a t i v e ® I t e r a t i v e 6

n o . C o m p o u n d e V w it h o u t  3 d w it h  3 d w it h  3 d

1 N H 4P F , 137 .3 3 .7 2 3 3 .8 0 6 2 .5 0 5
2 ( N P C U 134 .5 2 .3 21 2 .2 7 7 0 .9 61
3 (C H 3P S2)2 1 3 3 .4 1.5C2 1.591 0 .7 6 4
4 P 4S10 1 3 4 .0 1 .515 1 .3 9 0
5 (CeH5)3P S 1 3 2 .3 2 .1 9 4
6 T O -fC Jh h P + C l- 132 .3 1 .173 2 .5 2 5
7 (C „H 5).P 1 3 0 .6 0 .9 9 9
8 p ,s 3 130.5° 0 .3 2 4 " 0 . 3 3 8 " 0 .3 0 3 "

0 .0 4 8 0 .1 4 8 0.122
0 Pred 130 .1° 0 0 0

10 K P F T h 1 3 4 .8 3 .5 7 8 3 .5 4 7 1 .956
11 (N H 4)2PFOa 134 .1 3 .4 9 0 3 .4 4 3 1 .8 15
12 N a2H 2P 20 7 133 .9 3 .3 8 7 3 .3 8 7 1 .7 67
13 k h 2p o 4 133 .9 3 .6 6 9 1 .785
14 (N H 4)2C H 3P 0 3 1 3 3 .8 2 .9 0 5 3 .0 41 1 .4 35
15 c 6h 5c h 2p o 3h 2 133 .8 2 .8 4 6 3 .2 8 4
16 H O P O (N H 2)2 1 3 3 .6 2 .8 3 2 3 .0 8 3 1 .4 65
17 N a 4P 20 7 133 .3 3 .3 7 4 3 .3 5 4
18 N a 3P S 0 3 1 3 3 .0 2 .9 3 6 2 .6 2 2 1 .361
19 N a 3(P 0 2N H )3 1 3 3 .0 2 .892° 3 .0 6 2 “
20 BaH PO a 132 .9 2 .8 4 4 2 .7 9 0 1 .4 20
21 (C 6H 6)3PO 1 3 2 .7 2 .7 4 4
22 k 2h p o < 1 3 2 .7 3 .6 2 1 2.001
23 k h 2p o 2-h 2o 1 3 2 .4 2 .2 3 6 2.201 1.189
24 N a3P 0 4 132 .1 3 .4 1 3 3 .6 21 1 .5 4 4
25 P 4S, 1 3 4 .3 1 .3 70

132 .7 0 .2 6 6

“ C om pleted  using arithm etic off-d iagonal approxim ation  (eq 
1). 6 Charges are self-consistent to  at least 0.01. ° A  second 
peak at 134.5 eV  was attributed to  a decom position  product. 
" T h ere are tw o  different types o f  phosphorus in  P ,S3; th e m ore 
p os itive  num ber in  each case refers to  the unique phosphorus 
atom . F or  purposes o f p lotting, an average charge value was 
used. e C alcu lation  w ith  assum ed rp-N  =  1.70 A .

This is in contrast to our nitrogen work7 where a 
reasonably good correlation was found with the same 
variation of the noniterative extended Huckel method 
( i .e .,  the arithmetic mean off-diagonal approximation).

T a b le  II  : Som e Phosphorus 2p B inding E nergies

P h o s p h o r u s  2 p

C o m p o u n d

n o . C o m p o u n d

e le c t r o n  b in d in g  

e n e r g y ,  e V

26 M n (C O )4P (C 6H 5)3Cl 1 3 1 .2
27 (eis-P P  )M n  (C O  )3I “ 1 3 3 .2
28 M n (C O )a (A P )I* 1 3 3 .0
29 iran s-R h (C O  )C 1(P (C 6H 6)3)2 1 3 1 .6
30 T ris-a -naphthylphosph ine 130 .9
31 o- [ (C 6H 5)C 6H 6]3P 1 3 4 .3
32 p 3n 6 1 3 3 .2
33 (N a P 0 3)3 1 3 4 .0
34 (N a P 0 3)4-4H 20 134 .1
35 P .O H 129.9°

36 P h osphotungstic acid
133 .1
1 3 3 .0 "

37 (C 6H 50 )a P 0 1 3 4 .2
38 (C 6H 5S )3P 1 3 4 .4
39 N a 5P 3Oio form  I 1 3 3 .6
40 N a P 0 3 glass 1 3 4 .5
41 P 4S5 1 3 2 .0

42 B P
1 3 4 .9  (sh ) 
129 .5

43 cfs-P P “ 1 3 1 .3

44 P B r6
1 3 2 .6  (sh ) 
1 3 8 .4 “

45 POBra 1 3 4 .4
46 R iboflav in  5 '-phosphate 1 3 3 .5
47 O -Phosphoserine (dl) 133 .5
48 B arium  ph osph oglyceric acid 1 3 3 .5
49 O -P hosphothreonine (dl) 1 3 3 .7
50 O -Phosphoethanolam ine 134 .1
51 C rP 1 2 8 .87
52 M n P 129 .3"
53 (C 6H 3C H 2) (C 3H 5)3P + C 1 - 1 3 2 .5

° T h e  ligand cis -P P  is the b identate 2 -cfs-propenylphen yld i- 
phenylphosphine. b T h e  ligand A P  is th e b iden tate  2 -a lly l- 
phenyldiphenylphosphine. 0 T w o  peaks observed  fo r  P ,O H  in  
the ratio o f a bou t 2 : 1, the low er bind ing energy peak th e larger. 
See the D iscussion  for further particulars. d A  second  peak  at 
134.2 eV  was observed, attributed  to  som ething other than start­
ing m aterial, for  peak increased betw een successive  scans while 
the 133.0-eV  peak  decreased. * A  second  larger peak w as foun d  
at 134.4 eV , p roba b ly  assignable to  the oxidation  p rod u ct P O B r3. 
7 A  second peak was observed at 133.8 eV , due p rob a b ly  to  an 
oxidation  p rodu ct. " A  second  peak was observed a t 133.2 eV , 
due p roba b ly  to  an oxidation  product.

Extensive modifications of the input data were tried 
(see Table III) . The phosphorus 3d orbital was 
contracted by arbitrarily assigning the Slater exponent a 
value of 1.6 (this value is in the range suggested by 
Fogleman, et oh* 27). The effect of this can be seen to be 
negligible for the series of molecules in Table III.
(27) W . W . Fogleman, D . J. Miller, H . B . Jonassen, and L . C . Cu- 
sachs, Inorg. Chem., 8, 1209 (1969).
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Figure 1. P lo t o f phosphorus 2p b ind ing energies vs. 
noniterative extended H iickel calcu lated charges on 
phosphorus atom s.

In the second modification the phosphorus 3d orbital 
was contracted, and its vsip was changed from 3.0 to
7.0 eV (see column 3, Table III) . The resultant 
phosphorus charges were appreciably changed, but the 
correlation was not markedly improved for the seven 
compounds considered. The last two columns in 
Table I I I  list the phosphorus charges resulting from 
changing the input vsip’s for the phosphorus 3s and 3p 
orbitals. Again, a plot of the data shows little  improve­
ment in the correlation. Finally, the character of the 
off-diagonal approximation used in our noniterative

T ab le  I I I :  N on iterative  E xtend ed  H ückel C alcu lated“ N et 
Phosphorus A tom  C harges R esu ltant from  V arious In p u t 
P aram eter M od ifications

- P h o s p h o r u s  a t o m  c h a r g e  a n d --------------------- -

in p u t  p a r a m e t e r  m o d if ic a t io n

v s i p  (P a s) =

*(P3d) =  1 .6 1 6 .0

v s i p  (Pad) = V8Ìp(P3s) = v s i p ( P 3p) =

M o le c u le *(Psd) = 1.6 7 .0  e V 1 7 .0 1 1 . 5

-PFO 32 - 3 .4 4 2 2 .8 8 0 3 .5 7 9 3 .7 61
P S C V - 2 .7 4 6 1 .943 2 .8 81 3 .0 9 6
P F 20 2” 3 .5 5 4 3 .0 5 7 3 .6 8 3 3 .8 5 8
(C H 3P S 2)2 1 .2 15 0 .4 9 4 1 .709 2 .0 2 2
P4S3 0 .2 6 0 '’ - 0 . 1 8 P 0 .4 3 7 i' 0 .6 9 0 6

0 .0 1 9 - 0 . 2 0 2 0 .1 9 6 0 .3 0 5
p f 6- 3 .7 9 2 3 .2 5 9 3 .9 3 3 4 .0 8 6
H P O ,2~ 3 .5 2 4 3 .0 5 4 3 .8 1 0 4 .0 1 7

“ E qu ation  1 used fo r  off-d iagonal term s. b See foo tn ote  d in 
T a b le  I.
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T a b le  I V : N on iterative  E xtended  H iickel C alcu lated N et 
P hosphorus A tom  Charges R esu ltant from  T w o  
O ff-D iagonal A pproxim ations

r--------------- P h o s p h o r u s  a t o m  c h a r g e --------
Molecule Geometric Hija C u s a c h s ’ Hijb

P F 202~ 4 .1 91 3.739
PF O s2“ 4 .1 31 3 .6 7 6
PSO 33- 3 .6 1 0 3 .2 0 5
(C H 8P S 2)2 2 .9 6 3 2 .1 8 2
P 4S3 0 .9 9 3 e 0 .8 7 0

0 .4 6 4 0 .2 7 6
P F 6- 4 .5 7 4 4 .1 9 8
H P O ,2- 4 .4 0 2 4 .0 6 8
P 0 4 3- 3 .7 2 7 3 .3 0 5

E qu ation  2. 6 E qu ation  3. ° See fo o tn o te  d in  T a b le  I.

extended Hiickel calculations was changed to both the 
geometric mean (eq 2) and the Cusachs variation 
(eq 3). The calculated phosphorus atom charges in a 
series of nine compounds for both of these approaches is 
given in Table IV. The data obtained using the Cu­
sachs and geometric mean approximations showed 
essentially the same correlation as found in Figure 1.

I t  seemed at this pom: that the inability to obtain 
even a moderate correlation of measured phosphorus 2p 
binding energy with noniterative extended Hiickel- 
calculated phosphorus charge was a manifestation of 
some inherent problem (s) in the calculational method. 
This belief was nurtured, as stated above, by our success 
with nitrogen Is data7 as well as with recent boron Is 
data.28 Concerning the reality of phosphorus atom 
charges obtained from this simple extended Hiickel 
method, Sichel and Whitehead29 have found a good 
linear correlation of the phosphorus nuclear magnetic 
resonance chemical shifts of the methylphosphines with 
calculated charges on phosphorus. Unfortunately, this 
is not a diversified series of phosphorus compounds. 
An attempt to correlate the phosphorus charges given in 
Table I  with reported phosphorus chemical shifts30 was 
a marked failure. This failure could be attributed 
either to some inadequacy in the noniterative extended 
Hiickel method (applied ;o phosphorus compounds) or 
more probably to differing average electronic excitation 
energies31 throughout the series of molecules.

Considering the distribution of points in Figure 1, it 
is interesting to note that compounds 10-24 are mole­
cules containing P-0 bonds. Perhaps the simple 
extended Hiickel method has tended to overemphasize 
the polarity of these P-0 bonds and as such has assigned
(28) D . N. Hendrickson, J. M . Hollander, and W . L. Jolly, unpub­
lished work.
(29) J. M . Sichel and M . A . Whitehead, Theor. Chim. Acta, S, 35 
(1966).
(30) J. W . Emsley, J. Feeney, and L. H . Sutcliffe, “ High Resolution 
Nuclear M agnetic Resonance Spectroscopy,”  Vol. 2, Pergamon Press, 
New York, N . Y ., 1966, p 1139.
(31) J. A . Pople, J. Chem. Phys., 37, 53 (1962).
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Phosphorus chorge colculoted by Pauling 
method

Figure 2. P lo t  o f phosphorus 2p b ind ing energies vs. 
phosphorus atom  charges calculated b y  Pauling m ethod  using 
neutral a tom  electronegativities.

excessive positive charge- to the phosphorus atoms. I t  
does seem unrealistic that the phosphates 13, 22, and 
24 should have essentially the same net phosphorus

Phosphorus chorge colculoted by Pauling
method

Figure 3. P lo t  o f phosphorus 2p bind ing energies vs. 
phosphorus atom  charges ca lcu lated b y  P au ling m ethod  using 
charge-dependent a tom  electronegativities.

charges as that obtained for the hexafluorophosphate 
ion (1). Some support for this proposal of over­
emphasis of P-0 bond polarity can be gained by re­
verting to two variations of the Pauling method9 of 
calculation of net atomic charges.

In analogy with our noniterative extended Hiickel 
calculations, phosphorus charges for the compounds in 
Figure 1 were obtained by a straightforward applica­
tion of eq 4 and 5, using neutral-atom electronega­
tivities. The resultant charges are plotted in Figure 2 
vs. the phosphorus 2p binding energies. The similarity 
of distribution of points in Figures 1 and 2 is striking. 
I f the other modification of the Pauling method is 
invoked, we would expect this iterative “ self-consistent” 
method to accomplish two goals: (1) over-all decrease
in all net charges, and (2) reduction in tendency to 
overemphasize particular bond polarities. In Figure 3 
we can clearly see that the first expectation is met; the 
phosphorus charge range is essentially halved from that 
in Figure 2. The improved correlation depicted in 
Figure 3 tends to support the second expectation.

Having accepted this interpretation of the lack of 
correlative ability, it seemed reasonable that a more 
modern version of the extended Hiickel method would 
be warranted, a version where the Hamiltonian is 
charge dependent.12 Using charge-dependent valence 
state ionization potentials (eq 4) coupled with the 
Cusachs approximation (eq 3) for the off-diagonal 
Hamiltonian terms, we obtained the phosphorus charges 
given in Table I. A ll phosphorus charges are ap­
preciably reduced when using this iterative extended 
Hiickel method. In fact the same order of reduction 
occurred in this case as with the simple Pauling method. 
Unfortunately, these self-consistent extended Hiickel- 
calculated phosphorus charges gave little improvement 
in the correlation with phosphorus 2p binding energies 
(see Figure 4).

Figure 4 . P lo t  o f phosphorus 2p b inding energies vs. iterative 
extended H iickel calcu lated charges on phosphorus atom s.
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Although at this point one might tend to lose hope of 
obtaining a good correlation, it must be remembered 
that the iterative extended Hückel method used here 
still contains a gross approximation. The charge 
correction of all vsip’s by the same factor seems un­
realistic. A better approach would be to use valence 
orbital ionization potentials, which have been tabulated 
for the atoms as a function of charge and configura­
tion.32

Electronic Structure of Phosphomtrilic Chloride Trimer. 
As a by-product of this study we obtained an extended 
Hückel description of the cyclic phosphomtrilic chloride 
trimer ((NPC12)3). Calculations were completed with 
use of a planar structure for (NPC12)3 coupled with 
known molecular dimensions.24 Two different de­
scriptions have been given for the electronic ir system 
above and below the plane of the ring. Dewar, et al.,33 
concluded that there are “ islands” of t character, each 
involving three-centered ir bonds centered at a nitrogen 
atom. Craig and Paddock34 suggested unequal par­
ticipation of the 3d« and 3d„z (the molecular plane is 
the x-y plane) orbitals would result in a continuous 
7r-molecular orbital around the ring.

The TT-type (e" and a2"  in Djh) molecular orbitals 
resulting from both the noniterative and iterative 
extended Hückel treatments showed unequal 3d« and 
3dj,z participation, in agreement with the suggestion of 
Craig and Paddock. The 3d participation was some­
what greater in the iterative case. In both cases the 
molecular orbital ordering was found to be . . .e'(2)- 
e"(2)a2"(2)a2"*a i'*. . . . The ionization potential of 
(NPC12)s has been determined to be 10.26 eV,35 which 
compares with the eigenvalue of the highest filled 
orbital, a2"( —12.00 eV in the iterative calculation). 
The electronic spectrum of (NPC12)3 has a broad peak at 
199 rn.fi (6.23 eV).36 The iterative calculations predict 
an 4E' (a2"*  e") transition at 8.77 eV consisting
essentially of the transition of a nitrogen 2pz electron 
into the phosphorus 3d orbitals.

Decompositions. In the case of some of the com­
pounds studied, two peaks were observed in the P2p 
spectrum where only a single peak was expected. I t  
was usually easy to assign the peak arising from the 
compound under study, either by peak position or by 
observing a change in the relative areas of the two 
peaks. Both elemental red phosphorus and tetra- 
phosphorus trisulfide (see Table I) gave a second peak 
at 134.5 eV in addition to their assigned peaks. In 
each case the assignment was made on the basis of peak 
position, since little  time dependence was noted in the 
spectrum. For red phosphorus the decomposition 
peak was the larger, whereas the opposite was found 
for P4S3. This probably parallels their reactivities with 
water vapor; red phosphorus reacts slowly with water 
vapor and oxygen at normal temperatures, while 
under “ ordinary conditions” P„S3 is unaffected by 
exposure to the atmosphere.87 In fact, the red phos­

Phosphorus 2p Electron Binding Energies

phorus oxidation is accelerated markedly by small 
concentrations of silver (we used silver-based conduct­
ing tape!).38 The decomposition product in each of 
these cases is then a mixture of the oxy acids of phos­
phorus, which probably had formed on the surface 
before we loaded the samples into the spectrometer.

The appearance of two peaks (see Table II) in the 
spectra of the metal phosphides CrP and MnP is not 
easily explained. Hydrolysis of a phosphide should 
give only gaseous phosphine, but apparently there was 
some surface oxidation.

Two phosphorus peaks would be expected for the 
compound P4OH probably in the ratio of 3:1.39 As 
noted in Table I I  a sample of P4OH (1 day old) gave 
two peaks in the ratio of 2:1 with binding energy values 
of 129.9 and 133.1 eV, respectively. A portion of the 
same sample was stored for a week in a capped bottle, 
and the phosphorus spec :rum was rerun. Two peaks 
were again found, still in “he ratio of 2:1. The smaller 
peak, however, had moved to a binding energy of
134.0 eV while the larger peak remained fixed. The 
sample was then kept in air overnight, and the phos­
phorus spectrum was rerun. This spectrum showed 
peaks at 13.00 and 134.0 eV binding energy in the ratio of 
1:1. Apparently we were observing initially the P4OH 
3:1 pattern with some surface (or bulk?) impurity.

Applications. The effect of metal coordination on 
the charge of a ligand atom can be studied by this 
method. From the measurements on triphenylphos- 
phine, the triphenylphosphine coordinated complexes 
(Table II, compounds 26 and 29), and the phosphonium 
salt, compound 53, it can be seen that coordination of 
the triphenylphosphine ligand decreases the charge on 
the phosphorus atom. This is analogous to results ob­
tained for the NH3 ligand.7

Unfortunately, it does not seem that at present phos­
phorus photoelectron spectroscopy on biological com­
pounds will be definitive, at least insofar as the type of 
phosphorus atom is concerned. This can be seen by 
the small changes in binding energy for the compounds 
46-50 in Table II.
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Chemical Reaction during Electromigration of Ions

by J. Deman and W . Rigole

Laboratorium, voor Fysisehe Scheikunde, University of Ghent, Belgium, (.Received June 28,1969)

It is shown what happens when reactive ions of opposite charge, present in different regions of a conducting 
medium, meet each other in the course of electromigration. If the computations are confined to precipitation 
reactions, theory predicts that a reaction region will narrow till a sharp reaction front is formed. The direction 
of movement of this front and its velocity are calculated, and the correctness of the formulas is briefly checked 
by some experiments.

I t  is possible to prepare an electric conductor which 
consists of a sequence of electrolytic solutions of differ­
ent composition. Electrophoresis theory1-3 describes 
the change in concentration distributions accompanying 
application of direct current. However, so far no 
attempt has been made to investigate what happens 
when ions which react with each other, and which 
initially were present in separate regions, are brought 
together by electromigration.

In our treatment, we have chosen conditions as 
simple as possible. First it is supposed that the re­
active ions are of opposite sign, and that the regions 
containing them are arranged so that mere application 
of current will bring them together.

Further, the calculations are carried out on the as­
sumption that a variation of the concentration of 
the reaction products does not influence the con­
centration of the reactants to a noticeable degree. Con­
sequently, all kinds of reactions are included of which 
the equilibrium constants are small enough.

The reaction products may be either charged or 
not. However, for the sake of brevity, we confine 
our present computations to the uncharged case. In 
the theory, therefore, only precipitation reactions are 
explicitly treated. This reaction type fullfills the 
requirements mentioned above. Moreover, experience 
has shown that with precipitates the effects that are 
to be described are easily observed visually. Diffu­
sion is left out of consideration together with the in­
fluence of products originating in electrode reactions.

The field strength is supposed to be constant with 
time and to be uniform over the whole conductor. As 
will be pointed out further on, this condition is fulfilled 
when the conducting medium contains a nonreactive 
electrolyte in a uniform concentration largely exceeding 
the concentrations of the reactive ions. I t  should 
be realized that owing to this assumption the con­
nection between the present theory and general elec­
trophoresis theory is seriously loosened.

I t  is clear that in experimental work, a means 
has to be devised to impede relative displacements 
which are not caused by the applied direct current. 
Agar gel proved to be most suitable for this purpose.

In this medium, convection may be neglected and the 
precipitate remains at the place where it was actually 
formed.

Hermans4 has taken diffusion as the driving force 
for the ionic displacement and arrived at conclusions 
which are in good analogy to ours.

While moving through a region in which reaction 
products are present, ions in solution will exchange 
with those bound in the products. In another paper 
it will be shown that owing to these exchange reactions a 
separation between different ionic species can be ob­
tained.
Preliminary Remarks

Suppose the conducting medium is an aqueous gel 
column. At the anodic side, a part of the column 
is made to contain the positive ionic species Aa+. In  
another region nearer to the cathodic compartment 
the anionic species L1- is placed. When direct current 
is sent through, these ionic regions will move closer 
to each other and will produce the precipitate A iLa 
at the section of meeting.

We introduce the notation mA, mi: effective elec­
trophoretic mobilities of Aa+ respective to L1- (the 
term “ effective” is used to emphasize that sorption 
of the ions to the gel molecules results in a decrease 
of apparent mobility); c a , Cl -‘ concentrations ex­
pressed in g equiv/ cm3; E: the electric field strength 
supposed to be uniform over the whole gel column. 
(Not only the column has a constant cross-sectional 
area but there is also a large excess of nonreactive 
electrolyte. As a consequence, it can be assumed 
that E is not affected by precipitation and also that 
the constraint that otherwise would be imposed on 
the concentrations and mobilities of the reactive ions 
in their respective regions, falls away); v — mE: the 
ionic velocity; P: in the gel medium the precipitate 
is very finely dispersed, therefore the term “ concen-
(1) F. Kohlrausch, Ann. Phys. Chem., 62, 209 (1897).
(2) D . C. Henry and J. Brittain, Trans. Faraday Soc., 29, 798 
(1933).
(3) V. P. Dole, J. Amer. Chem. Soc., 67, 1119 (1945).
(4) J. J. Hermans, J. Colloid Sci., 2, 387 (1947).
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tration of precipitate” appears allowable. This con­
centration is denoted by the symbol P and is expressed 
in g equiv of either the cationic or anionic species 
present in the precipitate per cm3.

Ideal behavior with respect to constant activity 
coefficients and constant mobilities is assumed. Varia­
tion of effective mobility with sorption is neglected.

The positive x axis points in the direction in which 
the positive ions move. That part of the gel column 
in which precipitation is actually taking place is called 
the “ reaction.”  A reaction region narrows itself to a 
“ reaction front.”  That part of the column in which 
precipitate is present is called the ' ‘product region.”  Of 
the general precipitation reaction

lAa+ +  aL1-  = AiLa 
the solubility product is

K b = [Aa+]l [L1-]a
With square brackets, the concentrations are expressed 
in mol/I. When expressed in g equiv/cm3 (symbols 
c a  and c l ) ,  the solubility product becomes

K Al  = ca'cl“ = a1la(10_3)1+aAs (1)
K al is, as is K a, constant at a given temperature.

Let us take an infinitesimal section dydz of the 
conductor. Ions Aa+ originally present at this section 
will have covered a distance mAE df after a time df. In  
this way a volume mAEcy dzdt is filled by Aa+ which 
has passed the section. Hence the amount of Aa+ 
which passed the section is

mAc ̂ Edydzdt (a)
The amount of A which leaves the volume at the 
opposite section is

mACAEdydzdt +  mAE^  dxdydzdi (b)

The increase in A is (a) — (b), or

—mAE —^dxdydzdt

When we divide by the volume dxdydz and time df, 
we obtain the increase ff total amount per unit of 
volume and of time

ET d c A—nixE —Ox
Formation of a Reaction Region

Suppose an experiment in which the regions Aa+ 
and L1- are initially separated. Because of diffusion, 
concentration gradients arise at the edges of these 
regions (Figure 1). Because of their greater concentra­
tion, Aa+ ions which are present at point p are able 
to precipitate the L1- ions which a time before were 
in equilibrium with the Aa+ ions of point q. A t the 
same moment, the Aa+ ions of q react with the L1- 
ions which a time before were in equilibrium with 
the Aa+ ions of point r. Consequently, Aa+ ions 
are precipitated at points p and q simultaneously. I t  
follows that a reaction region is established.

This increase is also equal to the sum of the changes 
in concentrations ca and P per unit time

ÒCA àP 
òf +  òf = — Wa EÒc a

òx

For L we obtain
ÒCL Ò P

òf +  Ò1 m i E
ÒCl

òx

P is eüminated by subtraction
òcA
òf

ÒCl

Òf - e (
òcA , òca''

m A t -------H m L ~z~òx Ò X  )

Cjj can be expressed in function of K a l  and ca by means 
of (1).
(  i \  Ò CA
\ a cA  a +  I K a l v  —

(  l i ?  1\ ò c A— E\a,m vCa a — It/IaKalV  (2)

Figure 1. Ion ic  regions w ith  their initial 
concentration  distributions.

The Differential Equation

In the reaction region, ions are disappearing during 
their movement, by precipitation. Exact mathema­
tical description requires the formulation of the 
material balance.

After integration we arri\ e at

( a C A  a +  I K a l ®1) *  —

/  H i  i\
E\aniACA a ~  \i71lK al&/ f = V’(ca) (3)

¡p(ca) is a function which can be determined with 
the aid of the concentration distribution at f = 0.
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Evolution of the Concentration Gradients in 
the Reaction Region

From eq 2 and 1 we can derive vek i.e., the velocity 
with which a given ca is displaced in the reaction region

/ ò c a \

\ òt J a.mAcA — IwilCl „
------------- =  --------------------------------- Jjj

acA  +  Icl
(4)

Since the denominator is positive, a given ca will 
move in the direction of the positive x axis if amACA 
> lmLCL- When &mAcA < ItolCl, the direction of 
movement is reversed. Because of the ca gradient in the 
reaction region, a Ca exists which does not move. The 
condition is amACA = lmLCL or

I t  can be demonstrated that the reaction region 
will narrow itself around the fixed section xat until 
the reaction front is formed. Indeed, when eq 4 is 
differentiated with respect to ca, (with cl treated as a 
function of cA according to the constraint of eq 1), 
then the result is

al(wA +  mL) (cL -  cA ) 
dvCA =  __________________ \____________d c j

dcA (acA +  lcL)2
Both numerator and denominator are positive. I t  

follows that with greater concentration cA, the velocity 
vCA increases. When vCA is positive (movement to 
the cathode), then greater ca values will move faster 
than smaller ones. If vCA is negative, the velocity in the

L "

A °*

b

Figure 2. a, F orm ation  o f  a  reaction  fron t ; directions 
and lengths o f  arrows indicate directions and m agnitudes o f 
velocities  (schem atica l). b , C on centration  distribution  after 
form ation  o f  the front.

direction of the anode decreases with greater ca value 
(Figure 2a).

Th e  ct-values follow the CA-values to which th ey  
are linked b y  eq 1. The  argum ent makes itself clear, 
when we substitute cA in eq 2 by  Ci by  means of eq 1. 
W e obtain

( a K AJ  +  lcL^ )  ^  ~
d f

/  I % ±i\  5 Ct

E\&mAK Ai l — lm LcL 1 )  v —ox

Since
1 a

K A l 1 =  Ca Cl 1

I t  follows

(a cA  +  Ic l )
dcL
òt — E(amAcA — IwlCl) ÒCl

Ò X

amAcA — l m L C t  

acA  +  Icl
E

the same equation as eq 4.
Summarizing, we state that the reaction region is 

narrowing and the concentration gradients are growing 
more steep at the fixed section xat-

We have seen earlier that when the ionic regions 
first make contact with each other, a reaction region 
will develop because concentration gradients exist at 
the edges of the regions (Figure 1). However, the 
bulk of the ions Aa+ and L1- is present in uniform 
concentration ca,o and cl,o in their respective regions. 
Since uniform concentrations give no rise to a reaction 
region (this w ill become evident in the following 
paragraph), it is obvious that the narrowing tendency 
of the reaction region will result in a discontinuity 
in the concentrations (reaction front), when contact 
is made between ca,o and cl.o (Figure 2b).

A t the section of discontinuity

c a ,o falls to concentration K AL1
CL]

Ci,o falls to concentration —
CA,Oa

Another Approach

Equation 3 can be written as
x — <p(c a )

/  1+a 1\
V acA  a +  L K a l V

+

l+ a
E\a,mAcA a — ImiKAi^it

(
I+ a

acA a +  IK al

0 «

•)
(3')
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i n

F igure 3. C on centration  distributions at t =  0.

at t  = 0
_________ ? ( c a )
/  l+ a  1'
V ac a  a +  l iC Ai>

So(ca)

The inverse function of *S'0(ca) is denoted by cA = s0(a:). 
I t  describes the concentration cA in function of x at 
t = 0. There are two possibilities since cA may either 
increase or decrease with increasing abscissa (Figure
3).

Equation 3' is composed by the initial function 
Sd(ca) to which is added a term which describes the 
change with time. Partial differentiation with respect 
to cA leads to

=  S o' ( c a )  +

i i
Etl(l +  a)cAa(mA +  wil)-KAls 

7 E» 1\2
VacA a +  IKal&)

A discontinuity in cA will develop if dcA/da; -*■«, 
i.e., dx/dcA -*■ 0. The second term at the right-hand 
side is always positive. As a consequence, (dx/dcA) t 
can never be zero when So'(cA) is positive (curve II). 
A curve of type I  has a negative fS0'( c A) value and 
(dx/dcA) t approaches zero with time.

Figure 4 shows what happens. We have taken 
separately the concentration gradients of region Aa+

in Figure 1. I t  is evident that the uniform concentra­
tion c A ,o does not exert any influence on the discon­
tinuity after its formation.

Because the front moves and regions Aa+ and L’~ 
will be gnawed off (see following paragraph), we can 
discern four stages: 1. formation of a reaction re­
gion ; 2, formation of a discontinuity in the ionic con­
centrations (reaction front) ; 3, movement of the front 
t ill the concentration gradient at the rear end of the 
ion region is reached; and 4, breakdown of the front 
and reinstallation of a reaction region.
Displacement of the Reaction Front

I t  is assumed that at both sides of the front a uniform 
concentration exists (Figure 2b). The velocity of 
the front is denoted as V { .  The amount of an ionic 
species precipitated at the front per unit time is 
equal to the difference between the velocity of the 
ion and that of the frcnt, multiplied by the fall in 
ionic concentration. Thus

whence

7n a c A ,o — Vcl.oV
— m L c l ,o~

( K a A

Vca.o'7
a

c A .o — r ^ L ' . r
Vcl,<P/ . +

( 5 )

The concentration of the precipitate is

(mA+ 3 Cl ,o —
VCA.O7  J

mAc A ,o — ( — i ) ’ l  -  ^ Cl .o —
( - i ) - lV c l W  j _ \ ^ A ,0  /  -

(6 )

When dA,0 is the initial length of the Aa+ region 
and dp the length of th3 product region after all the 
Aa+ ions have made contact with L1-, then

d A ,o P

Substitution of P yields

d ,  mA[ ds)r— m L

d A ,o
( m A +  -jil ) c l ,o — (Sil

Figure 4 . E v o lu tion  o f  the con centration  gradients in  a 
reaction  region.
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i i
In most cases (Kal/ cl.o8')1 and (Kal/C'l.o1)8' are
negligible with respect to ca.o and cl,o, respectively. 
With good approximation, we may then write

MaCa.o — tniChfir, /r/xVi = ---------- :------------ E (5')
Ca.o +  cL,o

7. ( w ia  +  m L ) c A ,oCL,o 
m ACA,o ~~ m L c L ,o

dp to (7^)
dA,o (mA +  mL)cL,o

Some cases of practical importance can be discerned. 
We confine ourselves to the simple formulas 5' and 6'.

1'. When m ACA,o = mLcL,o, the front does not 
move (vi = 0). A ll the precipitate accumulates at
one definite section of the gel column (P -*- <»). In 
practice the width of the product region is not infinites­
imally small because diffusion of the reactant ions 
has been neglected.

2.' When WaCa.o w.lCl,o, the part of the 
column containing precipitate increases steadily. The 
product region is bordered sharply at both sides. One 
border remains stationary; this is the section where 
the reactant ions met each other initially. The other 
border is the reaction front. When viaCa.o > WlCl.o, 
then the front moves in the direction of the cathode. 
The velocity increases when ca,o/ cl,o is taken greater. 
When mACA,o < wlCl.o, then vi is negative and the 
front moves in the opposite direction.

3'. When simultaneously mA »  mi and cA,o ?i> 
cl:o then Vi and P are approaching to their respective 
limiting values vCK and Cl.o- On the other hand, vf 
approaches to vCL and P to Ca,o when at the same 
time niiJ'»  mA and cl,o ^  Ca.o-

The theory of diffusion of ions into gels containing 
precipitating ions has been given by Hermans. He 
comes to the conclusion that also in that case a re­
action front will be formed. This front will be dis­
placed due to a difference between d2mA/dx2 and 
dhn^/dx2. I t  is obvious that displacement of the 
front by diffusion can be taken into account only if 
we refrain from our assumption of constant mobilities.
Discussion

We have verified the conclusions of the theory by 
experiments. A column of agar gel at 1% (wt/vol) 
containing the indifferent electrolyte KC1 (0.2 N) was 
used. The precipitation reaction studied was Co2+ +  
20H-  —► Co(OH)2, pAs = 15.6 at 25°. A t first

the concentrations were chosen so that the blue- 
green precipitation band extended in the direction of 
the cathode. We found that the moving side of the 
band was very sharply bordered (reaction front). When 
the hydroxyl concentration is enhanced, keeping the 
cobalt concentration constant, the precipitate becomes 
more dense and the velocity of the front decreases. 
Finally, with hydroxyl concentrations which are high 
enough, the direction of movement of the front is 
reversed. The ratio [Co2+]/[OH- ] at which the front 
does not move is found to be 2.11 (Co2+ = 10~2 N, 
OH~ = 4.73 X 10_s N). When computed theoreti­
cally with the aid of equation 5' using the effective 
mobilities mco!+ = 45 and moh- = 125.9 determined 
in separate experiments, we found a ratio of 2.79. The 
agreement is to be called satisfactory bearing in mind 
that in the computation, no account has been taken 
of the nonuniformity of the electric field strength. 
Moreover, the exact temperature at the reaction front 
was not known. As already pointed out, the theory 
is applicable as such to other ionic reactions with 
uncharged reaction products provided the equilibrium 
constant is small enough. If the latter is not the 
case, then the concentrations of the reactants are to 
be regarded as dependent on the concentration of 
the product. Consequently, an attempt to an exact 
treatment will have to surmount some serious math­
ematical difficulties. I t  is our opinion that also in 
this case formation of an abrupt reaction front may 
be expected. Indeed a reaction region will continue 
to narrow as long as concentration gradients exist, 
the greater concentrations moving faster than the 
smaller ones.

When the reaction products are charged as, e.g., 
in a complex-forming reaction

pAa+ +  ql)~ = Aj,Ls(pa~9l>±
or in a redox reaction

Aa+ +  L 1-  = A(a_r)± +  L (1_r)=F
then many possibilities are open depending on the 
direction of movement and the velocity which the 
products assume. Due to this movement, the length 
of the product region can be either shortened or ex­
tended. I t  is conceivable that a product, say Fe- 
(CNS)6:|~, moves more quickly in the direction of 
the anode than the reaction front between CNS~ 
and Fe3+. The front, as we have defined it, w ill 
then be situated behind the place where the victims 
of the battle are found.
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Predicted Properties of the Super Heavy Elements. I. Elements 

113 and 1 1 4 , Eka-Thallium and Eka-Lead1

by 0 .  L. Keller, Jr., J. L. Burnett, T. A. Carlson, and C. W . Nestor, Jr.

Oak Ridge National Laboratory, Oak Ridge, Tennessee S7880 (Received June 11, 1969)

The probable existence of an island of nuclear stability centered on element 114 makes the prediction of chemical 
and physical properties of elements in this region important for their identification. These elements may be 
produced using proposed heavy ion accelerators, or they may even be found in nature. The values derived from 
extrapolations in Mendeleev’s periodic system, and theoretical calculations are presented in the following table.

C hem ical group 
A tom ic  w eight 
M o s t  stable oxidation  state 
F irst ion ization  potentia l, eV  
Second ion ization  potentia l, eV  
O xidation  potentia l, V

M eta llic  radius, A.
Ion ic  radius, A
A tom ic  volum e, cm 3 (g -a to m )-1 
D ensity , g / 'cm 3 
M p , °K  
B p , °K
H ea t of vaporization , kcal (g -a to m )-1 
H eat o f sublim ation , kca l (g -a to m )-1 
D e b y e  tem p, °K
E n trop y , cal d e g -1 (g -a to m )-1 (2 5 °)

A number of theoretical papers2 have appeared 
recently indicating that islands of nuclear stability 
exist around elements 114 to 126. Several laboratories 
in the U. S., Western Europe, and Russia are proposing 
to build heavy ion accelerators to explore this region of 
th i periodic table. Work is also progressing here and 
abro id in the search for super heavy elements in 
nature. As an aid in designing experiments for the 
necessary chemical identification of the accelerator 
products and to assist in the search for possible nat­
urally occurring isotopes of the super heavy elements, 
we present in this and succeeding papers values for 
certain physical and chemical properties predicted on 
the basis of Mendeleev’s periodic system and theoretical 
calculations. In this first paper, we present our results 
for elements 113 and 114.
Ionization Potentials

Element 114 occurs in group IVA of the periodic 
system. The eigenvalues of Ge, Sn, Pb, and 114 free 
atoms and their free +1 ions have been calculated 
using a relativistic Hartree-Fock-Slater (HFS(Rel)) 
program developed at Oak Ridge.3 The Slater-Latter 
approximation with an exchange factor of 1.5 is used

E lem ent 113, E ka -T h a lliu m Elem ent 114, Eka -Le ad

I I IA IV A
297 298
+  1 + 2
7 .4 8 .5

1 6 .8
M  —► M + +  e - M  M 2+ 4- 2e~

— 0 .6 - 0 . 9
1 .7 5 1 .8 5
1 .4 8 1 .31

18 21
16 14

700 340
1400 420

31 9
34 10
70 46
17 20

for the exchange potential. A 7s27p2 configuration for 
114 was assumed in accordance with the relativistic 
Dirac-Slater calculations of Waber, Cromer, and Liber­
man.4 The eigenvalue of the Py, electron is taken as 
an approximation to the ionization potential. The 
theoretical and experimental ionization potentials 
together with their differences are presented in Table I.

The A’s for 114 were obtained by extrapolating the 
A’s of Ge, Sn, and Pb whh the best straight line to 114. 
These A’s were then used to obtain the “ experimental” 
ionization potentials of 114.

Our procedure for obtaining a semiempirical value of 
the first ionization potential for element 114 was also 
checked using eigenvalues from the relativistic Hartree- 
Fock solution (kindly supplied by Joseph B. Mann from
(1) Research sponsored by the U . S. A tom ic Energy Commission 
under contract with the Union Carbide Corp.
(2) (a) For an excellent review see G . T . Seaborg, Ann. Rev. Nuclear 
Sci., 18, 53 (1968); (b) 8 . G. Nilsson, S. G. Thom pson, and C . F. 
Tsang, Phys. Lett., 28B, 458 (1969).
(3) C. W . Nestor, T . C . Tucker, T . A . Carlson, L . D . Roberts, F . B . 
Malik, and C. Froese, “ Relativistic and Non-Relativistic SCF W ave 
Functions for A tom s and Ions 'rom  Z  =  2 to 80,”  ORNL-4027 ; for a 
related paper using a W igner-Seitz boundary condition see Phys. 
Rev., 174, 118 (1968).
(4) J. T . W aber, D . T . Cromer, and D . Liberman, ref 2a, p 105.
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T a b le  I : Ion iza tion  P otentia ls“ (Group' IV A )

H F S (R e l)
- - - 1 - - - - - - - -

E x p t l A l H F S (R e l)
---- I I --------

E x p t l An

G e 6.44 7.88 1.44 14.63 15.93 1.30
S n 6.14 7.34 1.20 13.54 14.63 1.09
P b 6.46 7.42 0.96 14.07 15.03 0.96
114 7.77 8.49 0.72 15.97 16.75 0.78

“  Values in  electron  volts .

T a b le  I I :  H F S (R e l) E igenvalues (e V ) o f O uterm ost jSi/ 2 and 
D y 2 E lectrons (G rou p  IV A )

Ge Sn Pb 114

Si/, 14.69 13.19 14.32 16.63
D i/2 31.99 24.90 17.66

unpublished data). The extrapolated value obtained 
was within 0.3 eV of that given in Table I.

The eigenvalues of the outermost S i/2 and D,/2 elec­
trons for the free atoms are listed in Table II. I t  is seen 
that the eigenvalues for the s and p electrons are not 
approaching each other in energy as one goes to higher 
atomic numbers although the s and d electrons are. 
This is important in the considerations of the valence of 
114 where tetravalency requires promotion of an s 
electron for sp3 hybridization.

Since element 113, with a 7s27p configuration,4 occurs 
in group IIIA , the eigenvalues of the P i/2 orbitals of Al, 
Ga, In, Tl, and 113 were calculated using the HFS(Rel) 
program.8 The differences between the calculated and 
experimental values were extrapolated to obtain the 
first ionization potential of 113 (Table III) .

To inspect the possibility of the formation of hybrid 
orbitals, the outermost Si/2 and Ds/l eigenvalues are

T a b le  I I I : F irst Ion iza tion  P otentia l (e V )  (G rou p  I I I A )

H F S (R e l) Experim enta l A

A l 4.89 5.98 1.09
G a 4.99 6 .0 0 1 .0 1
In 4.87 5.78 0.91
T l 5.24 6.11 0.87
113 6.53 7.36 0.83

T a b le  I V : H F S (R e l) E igenvalues (e V )  o f O uterm ost Si/, and 
D s/ 2 E lectrons (G rou p  I I I A )

S>A Dth

A l 10.2
G a 11.66 26.78
In 10.7 24.4
T l 11.99 19.42
113 14.5 14.4

given in Table IV. Although the d and s orbitals 
approach each other in energy with increasing Z, their 
difference from the p electron remains large as in the 
114 case.
Validity of Extrapolations to Elements 113 and 114

We estimate the properties of elements 113 and 114 
mainly by extrapolating the properties of the lighter 
members of the respective groups to which 113 and 114 
have been assigned. The basic validity of such extrap­
olations rests on this assignment. The most impor­
tant evidence available on this question is contained in 
Tables I-IV . The results of our “ state of the art”  
HFS(Rel) calculations show that the 7p electrons have 
a markedly different energy than the 7s and 6d. The 
p electrons are therefore the valence electrons which we 
expect to be the necessary condition to allow extrapola­
tions in the periodic table.
Oxidation States

The outstanding periodic characteristic of the group 
IVA elements is their increasing stability in the I I  
oxidation state relative to the IV  as one goes to higher 
atomic numbers. C and Si are almost always tetra- 
valent, and Ge shows only very weak divalency. Sn 
chemistry is about evenly divided between divalency 
and tetravalency, and Pb is most stable in the I I  state 
with only weak tetravalent qualities. Drago6 shows 
from thermodynamic considerations that this trend 
arises from a decrease in the strength of the covalent 
bonds formed by the metal atom as the atomic number 
increases in this group. From the point of view of 
valence bond theory, the tetravalent state is made 
possible by sp8 tetrahedral hybridization. In order 
for all four valence electrons to be used in bonding, 
strong enough covalent bonds must be formed to 
supply both the promotion energy for one s electron 
and the Gibbs free energy required for compound 
stability. When only weak covalent bonds can be 
formed, as in most lead compounds, only the p electrons 
participate in bonding.

Drago explains the weakening of the covalent bonding 
with increasing Z with the following two considerations. 
(1) In the higher Z elements the valence electrons are 
spread over a larger volume so that less overlap with 
the orbitals of the anion results. (2) The heavier 
elements have more inner electrons to repel the inner 
electrons of the bonded anion.

Since 114 has the largest atomic volume and the 
most inner electrons of any group IV  element, sp3 
hybridization w ill probably be very unimportant and 
thus element 114 will be weakly, if at all tetravalent. 
The expected most stable valence of 114 is +2. How­
ever, since the outermost s and d electrons in 114 have 
approximately equal energies, it may be possible to form 
a volatile hexafluoride.
(5) R . S. Drago, J. Phys. Chem., 62, 353 (1958).
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The stable oxidation state of the group IIIA  elements 
tends toward +1 from +3 with increasing atomic 
number. The +3 state is attained through sp2 
trigonal hybridization. Drago6 shows that the trend 
toward +1 stability in the IIIA  elements arises from 
the same considerations that explain the tendency 
toward +2 stability in the IVA elements. The most 
stable oxidation state for element 113 is therefore 
expected to be +1. As in the case of 114, however, we 
also suggest the possible existence of a volatile hexa­
fluoride.
Metallic and Ionic Radii

Metallic radii for 12-coordination are given by Wells6 
and Pauling7 (Table V). Since 114 is expected to 
have, like Pb, a cubic close-packed structure (face- 
centered cubic) the 12-coordinate radii are the proper 
ones for extrapolation.

We assume that the change in radius between Pb and 
114 will be the same as between Sn and Pb since similar 
electronic configurations are passed over in each case. 
We take the metallic radius (1.85 A) as the average of 
the Pauling and Wells values.

The ionic radii7 can be extrapolated in a similar 
manner to obtain 1.28 Â as the crystal radius of 1142+. 
There is a relation between ionic radii and 12-coordinate 
metallic radii of Ge, Sn, and Pb, however, in that their 
difference is 0.50 (Table V I). This indicates that the 
ionic radius of 114 should be 1.35 Â. We take the 
average of the extrapolated and calculated values, 1.31 
Â, as the ionic radius of 1142+.

We assume that 113 has a hexagonal closest packed 
structure like thallium. The 12-coordinate metallic 
radii given by Wells6 for In and T1 extrapolate to a 
metallic radius of 1.75 Â for 113 (Table V II). The 
ionic radii7 extrapolate to 1.48 Â. Extrapolating

Table V: M eta llic  R a d ii fo r  12 -C oordin ation  (Â )

Pauling  A r W ells Ar

G e 1 .4 4 1 .3 9
0 .1 8 0 .1 9

Sn 1 .6 2 1 .5 8
0 .0 8 0 .1 7

p b 1 .7 0 1 .7 5
0 .0 8 0 .1 7

114 1 .7 8 1 .9 2 A v  1 .8 5

Table V I: Io n ic  R a d ii

Pau ling  m etallic W ells m etallic
Io n ic  rad ius, Â rad ius m inus rad ius m inus

(Pau ling ) ionic radius ionic radius

G e 0 .9 3 0 .5 1 0 .4 6
Sn 1 .1 2 0 .5 0 0 .4 6
P b 1 .2 0 0 .5 0 0 .5 5

A v  0 .5 0 A v  0 .4 9

Table V II:  R adii

M eta llic  
(W e lls ), l

Io n ic  (P a u lin g ),
Â

R  (m eta llic ) — 
R  (ionic)

G a 1 .5 3 1 .1 3 0 .4 0
In 1 .6 7 1 .3 2 0 .3 5
T1 1 .71 1 .4 0 0 .3 1
113 1 .7 5 1 .4 8 0 .2 7

R (metallic) — R (ionic) to 113 yields 0.27. The 12-co- 
ordinate metallic radius minus 0.27 yields 1.48 A the 
same as the extrapolated value.
Density and Atomic Volume

We assume 114 has the same structure as Pb, i.e., fee 
with four atoms per unit cell. Using the metallic 
radius of 1.85 A, the density of 114 is calculated to be 14 
g cm-3 and the g-atomic volume 21 cm3 (g-atom)_1 
(Table V III).
Oxidation Potential

The oxidation potentials of Sn, Pb, and 114 are 
obtained from the free energy of the reaction8

M(s) +  2H+(aq) —^ M 2+(aq) +  H2(g) (1)
using the relation

A G = —2E° = AH — TAS (2)
where AG = Gibbs free energy (eV) and E° = oxidation 
potential (V).

The enthalpy change for the change in state (1) is, 
using the Born-Haber cycle
AH = [AHS298 +  (I +  II) +

Atfhyd(M2+(g)) -  2Atftyd(H+(g)) -
— 2(IP)(H(g)) -  AHdlSB(H2(g))] (3)

where AJ?8298 = heat o' sublimation of the metal at 
298°K, I +  I I  = sum of first two ionization potentials, 
A/I|lyd(i¥2+(g)) = hydration energy of the gaseous 
metal ion, AHhyd(H+(g)) = hydration energy of the 
gaseous hydrogen ion ( — 11.14 eV), IP(H(g)) = ioniza­
tion potential of the hydrogen atom (13.595 eV), 
AHDisS(H2(g)) = heat of dissociation of the hydrogen 
molecule (4.52 eV).

The heat of sublimation of metallic 114 is obtained 
from the plot of the hea-s of sublimation of Si, Ge, Sn, 
and Pb vs. row of the periodic table (Figure 1 and 
Table IX ). The curve is fitted by the equation

Afls298 =  105 -  14.9X +  0.6x2 -  0.7x3

(6) A . F . Wells, “ Structural Inorganic Chem istry,”  3rd ed, Oxford 
University Press, Oxford, 1962.
(7) L . Pauling, “ The Nature of the Chemical B ond,”  3rd ed, Cornell 
University Press, Ithaca, N . Y ., 1960.
(8) C . S. G . Phillips and R . J. P . Williams, “ Inorganic Chem istry,”  
Oxford University Press, Oxford, 1965.
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Table VIII: Thermodynamic Quantities“ of Groups IVA and III A Elements10 12

Elem ent B p , ° K

Si 2950(?)
Ge 3100
Sn 2960

Pb 2024
114 420
Al 2720
Ga 2510
In 2320
T1 1740
113 1400

Mp, °K
A Hy,

kcal mol""1

1683
1210 79.9
505 69.4

600.6 42.88
340 9.3
932 70.2
303 61.2
429.32 54.1
577 38.74
700 31

Trouton’s
constant e, °K

670
25.8 370
23.4 190

(white)
21.2 95
22 46
25.8 420
24.4 333
23.3 110
22.2 89
22 70

cm* (g-atom) p , g cm"3

12.04 2.330
13.64 5.3234
16.29 5.75 (gray) 

7.29 (white)
18.27 11.34
21 14
10.0 2.71
11.80 5.91
15.76 7.3
17.22 11.85
18 16

“ Bp, boiling point; mp, melting point; AH's298, heat of sublimation; &HV, heat of vaporization at the bp; 0, Debye temperature; V, 
atomic volume; p, density.

Table IX : Oxidation Potential of Element 114“’S

Ionization
Elem ent MI,™ energy Atfhyd (M a+(g )) S°M’ +(aq)

Sn 3.12 21.97 —15.8 -(1 .7  X 10-4)
Pb 2.03 22.45 —15.1 0
114 0.44 25.24 -1 4 .3 2.2 X 10-4

“ All quantities in appropriate units with energies in electron volts. 
2e-  = H2(g) is —9.4 eV.

Calcu lated  Experim enta l

S°M(s>
- T A S  
(eq 1)

oxidation 
potential (eq 1)

oxidation 
potential (eq 1)

5 .3  X  10 -4 - 0 . 2 + 0 .1 5 + 0 .1 4
6 .7  X  10 -4 - 0 . 2 + 0 .1 1 + 0 .1 3
8 .7  X  1 0 -4 - 0 . 2 - 0 . 9

i’ /S°H2(g) =  13.5 X  10 -4 eV deg-1. AH for reaction 2H+(aq) +

Table X : Oxidation Potential of Element 113“'1

E lem ent A H ,™
Ion iza tio n

energy AHbydtM+Cg)) S °M +(aq) S°M (s) - T A S

Calcu lated
oxidation
potential

Expe rim en ta l
oxidation
potential

T1 1.86 6.11 -3 .2 2 12.8 X 10-4 6.6 X 10-4 -0 .4 +0.35 +0.34
113 1.47 7.36 -3 .1 1 13.7 X 10-4 7.4 X 10-4 -0 .4 -0 .6

“ All quantities in appropriate units with energies in electron volts. 5 0.5S°H!cg) = 6.8 X 10-4 eV deg-1. AH for reaction H +(aq) +  
e-  = 0.5H2(g) is -4 .7  eV.

where (x +  3) equals the appropriate row of the pe­
riodic table. Letting x =  4 (for the seventh row) we 
calculate A H Bm  (114) =  lOkcal (g-atom)- 1 .

The hydration energy is calculated from the Born 
equation modified to give the correct oxidation po­
tentials for Sn and Pb8

AHhyd—
7.32z2 

r +  0.74
eV ( 4 )

where z =  ^charge on the ion and r =  ionic radius 
(Pauling) (A). Calculated values are given in Table
IX.

The entropy change for the change in state is

where S ° the entropy of ideal diatomic hydrogen 
gas at 298°K =  31.21 cal deg-1 mol-1 (13.53 X 10-4 
eV deg-1); (S°m(s) =  entropy of the metal; and Â°H+(aq) 
=  0 by convention. 5°Ms+(aq), the entropy of the 
aqueous metal ion, was calculated using the equation of 
Powell and Latimer.9 The standard entropy of 114  
metal (20 eu (g-atom)-1) was obtained by extrapolation 
of the entropies of Si, Ge, Sn, and Pb vs. row of the 
periodic table (Figure 2 and Table IX)

S ° M.+(aq) =  V *R In A  +  37 —

27 cal deg_1 (6)
A S  — <S°H2(g) +  5°M«+(aq) — 25°H+(aq) ~  <S>°M(s) (5) (9) R. E. Powell and W. M. Latimer, J. Chem. Phys., 19,1139 (1951).
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ROW OF P ER IO D IC  T A B L E
Figure 1. Heat of sublimation of element 114.

ROW OF PERIODIC TABLE
Figure 2. Entropy of elemental 114 (298°K).

ROW IN PERIODIC TABLE
Figure 3. Heat of sublimation of element 113.

ROW OF PERIODIC TABLE
Figure 4. Entropy of elemental 113 (298°K).

where z — charge, A  =  atomic weight, and r =  ionic 
radius (Pauling), in angstroms. The oxidation po­
tential of 114  is calculated to be —0.9 V (American 
convention) (Table IX).

The oxidation potential of 113  is obtained in a 
manner analogous to tha~ used for 114.

The hydration energies of T1 and 113  were calculated 
using eq 4 with an additive constant of 0.87 A to the 
ionic radius.8 The heat of sublimation, A//.,298, and 
the elemental entropy were obtained by extrapolation 
(Figures 3 and 4 and Table X). The oxidation po-
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tential of 113 is calculated to be —0.6 V (American 
convention). Element 113 is therefore estimated to be 
somewhat more noble than thallium, being similar to 
copper in this respect (Cu = Cu+ +  e~; E° = —0.521
V).
Boiling Points and Melting Points

The boiling points.of Si, Ge, Sn, and Pb do not lend 
themselves to extrapolation to 114. As seen in the 
discussion of the oxidation potential, the heats of 
sublimation can be extrapolated. The heat of vaporiza­
tion, AHv, is assumed to be 8.3% less than the heat of 
sublimation, the same as lead. Using Trouton’s rule 
and an entropy of vaporization of 22 eu, we calculate a 
boiling point for 114 of 420°K (Table V III).10-12

ROW OF PERIODIC TABLE
Figure 5. D eb y e  tem perature o f elem ent 114.

The melting point of a substance is a structure- 
dependent property and frequently is difficult to 
obtain by a simple extrapolation over a series where 
different structures are involved. Silicon, Ge, and 
gray Sn have the diamond structure; white Sn, which 
has typical metallic properties, is tetragonal, and Pb has 
the face-centered cubic (cubic closest packed) struc­
ture. We assume the latter for 114.

We obtain the melting point through the Lindemann 
melting point formula for close-packed metals13

where d = the Debye temperature, A = atomic weight, 
V = molar volume, and D is found empirically to be 
about 120 cm gl/" °K1/’. The Debye temperature for 
Si, Ge, white Sn, and Pb is plotted in Figure 5 using 
values from Mendelssohn.11 We used the Debye

ROW OF PERIODIC T A B L E
Figure 6. M eltin g  p o in t o f elem ent 113.

temperature of white tin for our extrapolation. If  
gray tin (d = 212°K) is used a negative d for 114 is 
obtained. Since white tin (tetragonal) has typical 
metallic properties whereas gray tin (diamond) does 
not, the use of the former may be sufficient to provide a 
transition between the diamond structures of Si and Ge 
to the fee structure of Pb allowing a reasonably ae-
(10) D . R . Stu ll and G . C . Sinke, “ Thermodynamic Properties of the 
Elem ents,”  Am erican Chemical Society, Washington, D . C ., 1956.
(11) K .  Mendelssohn, “ Cryophysics,”  Interscience Publishers, In c ., 
New Y o rk , N . Y . ,  1960.
(12) G . V . Samsonov, “ Handbook of the Physicochemical Properties 
of the Elem ents,”  IF I/P le n u m , New Y o rk , N . Y . ,  1968.
(13) N . H . M arch, “ L iqu id  M etals,”  Pergamon Press, Oxford U n i­
versity Press, Oxford, 1968.
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curate extrapolation to 114. The data are fitted by the 
equation

9 = 670 -  372x -  75x2 -  6x3

where (x +  3) = row of the periodic table. Letting 
X = 4 gives 9 =  46° K for 114 and a melting point of 
340°K (Table V III).

Although Ga is orthorhombic, In is tetragonal, and 
T1 is hexagonal, their melting points extrapolate in a 
straight line to a melting point of 710°K for 113 
(Figure 6). In this case, the Debye temperature of Al, 
Ga, In, and T1 could not be extrapolated. Extrapolat­
ing only In and T1 yields 9 = 70°K for 113. Using this 
value in Lindemann’s formula gives a melting point of 
690°K. We take the average of 700°K as the melting 
point of element 113.

The heat of sublimation, (AHaMS), of 113 is obtained 
by extrapolation to be 34 kcal mol-1 (Figure 3). The 
heat of vaporization is assumed to be 10% less (AHv = 
31 kcal mol-1). Using a Trouton’s constant of 22, the 
boiling point is calculated to be 1400°K (Table X).
Discussion

In general, the chemistry of 114 is expected to be 
similar to that of divalent lead. The calculated oxida­
tion potential of —0.9 V indicates, however, that 114 is 
considerably more noble. The large negative oxida­
tion potential coupled with a large polarizability should 
enable 1142+ to form strong complexes with anions in 
spite of its large ionic radius. In excess halogen acid, 
for example, complexes of the type 114Xn(n-2)- should 
be quite stable. A complex analogous to the plumbite 
ion is also expected. The sulfate and sulfide should be 
extremely insoluble. The acetate and nitrate would 
be soluble. The covalent nature of the acetate should 
prevent hydrolysis, as in the case of lead, but the nitrate 
may show extensive hydrolysis.

The chemistry of 113 is expected to be similar to that 
of the thallous ion although 113+ should form com­
plexes more easily. Our predicted radius of 113+ is
1.48 A, the same as Rb+, and is not much larger than 
T1+ itself (1.40 A). The large polarizability and 
moderately large negative oxidation potential of —0.6 
V will increase the binding of anions to 113+, but the 
large radius will counteract these effects to quite an 
extent. For example, the solubility of T1C1 in water is 
not increased by adding hydrochloric acid or ammonia 
in contrast to the behavior of AgCl. The 113+ ion 
should tend toward the behavior of Ag+ in these 
properties. The chloride, bromide, iodide, sulfide, and 
chromate of 113+ should have low solubilities while the 
nitrate and fluoride should be quite soluble. Thallous 
hydroxide is soluble and a strong base. The 113+ ion 
may, however, form only a slightly soluble oxide whose 
solution is alkaline readily absorbing carbon dioxide 
from the air. Like argentous and aurous oxides, the 
oxide of 113+may be soluble in ammonia.

Uncertainties in Predicted Properties

Although the fundamental validity of extrapolation 
in the periodic table to Ihe properties of 113 and 114 
appears well founded, it is nonetheless difficult within 
the scope of this paper tc discuss all of the assumptions 
and uncertainties in each of our estimates. There are 
two estimates, however, which appear to us to be 
questionable, and we will discuss those in some detail. 
The worst case is probably the melting point of 114 
because we had to use (with little  justification) the 
Debye temperature of white tin rather than gray tin in 
the extrapolation. The. Lindemann melting point 
formula is a further approximation. Although there 
are difficulties with the method, the melting point 
itself appears acceptable from an intuitive point of

ROW OF PERIODIC TABLE
Figure 7. R ow  correlation  o f heats o f sublim ation  
o f  113 and 114.

view. In the other questionable case, the heat of 
sublimation (and boiling point) of 114, the opposite is 
true. Although the extrapolation appears to be 
reasonable, the results appear from an intuitive point of 
view to be far too low. The extrapolation was carried 
out (Figure 1) by fitting a polynomial, the only other 
method being “ eye-balling.” The latter method allows 
the investigators judgment to be exercised to the 
maximum, and a value perhaps as high as about 20 
kcal/mol-1 could be obtained. Thus the “ eye-balling 
method could increase AHsMS by as much as about 
100%. Since the polynomial fits the data in a per­
fectly smooth and satisfactory way, however, it is 
difficult to see why we should not let the periodic
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table govern the extrapolation rather than our “ in­
tuition.”

There is, however, another way to extrapolate to 
A//s298 of element 114. This involves essentially 
correlating by row as well as by column. If the ratio of 
the heats of sublimation for corresponding elements in 
groups IIIA  and IYA are extrapolated to the seventh 
row (Figure 7), we obtain (by fitting a polynomial) a 
ratio of 0.87 for 114/113 (Figure 7). (Inclusion of the 
Si/Al ratio raises this ratio to 0.97.) The value of 
A/7S298 of element 114 obtained is 29.6 kcal mol-1, a 
value which cannot even remotely fit into the group 
IVA sequence (Figure 1). We must, therefore, choose 
between the two methods. The group IVA extrapola­
tion (Figure 1) can be viewed as less reliable than the 
group IIIA  extrapolation (Figure 3) since all group 
IIIA  elements are metallic whereas group IVA elements 
are graded from nonmetallic to metallic. Unfor­
tunately, in the row type of extrapolation (Figure 7), 
we are probably only emphasizing this discrepancy by 
taking ratios involving elements with quite different 
properties.

Since the properties of Si, Ge, Sn, and Pb are more 
strongly correlated in a group way than in a row way, 
we accept the group extrapolation (Figure 1) as the 
more reliable method for predicting AHsMS for element 
114. Within this framework, we could, however, 
extrapolate only through Ge, Sn, and Pb leaving off Si. 
This would raise AH298 to 15 kcal mol-1 (AHsm = 90 
— 14.5x — 3.5x2) from our accepted value 10 kcal 
mol-1.

Our other estimates do not involve such apparent 
problems.

Although extrapolating across 32 elements involves a 
certain amount of bravado, and numerous assumptions 
are involved, we feel that our estimates are sufficiently 
accurate to prove useful in the search for superheavy 
elements.
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Radiation-Induced cis-trans  Isomerization of Solutions of 2-Pentene 

in Cyclohexane
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The c is-tra n s  isomerization of solutions of 2-pentene in cyclohexane has been studied at room temperature as a 
function of pentene concentration. Effects of various additives, notably CH3OH, NH3, piperidine, 0 2, I 2, 
CCI4, C2H5Br, N 20 , C7F14, and SF 6 were investigated. In the presence of I 2, C2H5Br, and SF 6 a chain reaction 
occurs, as is evident from the very high isomerization yields. A chain reaction is also observed in the 2537-A 
photolysis of solutions containing C2H6Br and 2-pentene. It  is suggested that B r and I atoms and SF 5 radicals 
act as chain carriers. In the absence of a chain reaction, isomerization proceeds via  excited 2-pentene molecules, 
formed by charge transfer from C6H12+ to the olefin and subsequent neutralization with electrons or negative 
ions.

Introduction

Formation of hydrogen, cyclohexene, and dicyclo­
hexyl from irradiated cyclohexane is reduced in the 
presence of olefins. In previous work we have inves­
tigated the 7 radiolysis of solutions of a number of 
olefins, including 2-pentene, with special emphasis on 
the effects of these additives on the hydrogen yield and 
the yield of saturated hydrocarbons corresponding with 
the olefins.1 Evidence has been presented that charge

transfer from cyclohexane positive ions to olefins occurs 
if energetically possible. This can result in reduced 
decomposition of solvent molecules and in sensitized 
reactions of the solute, such as the radiation-induced 
cis-trans isomerization of 2-butene in dodecane.2 We
(1) J .  W . F .  van Ingen and W . A . Cramer, to be published in  Trans. 
Faraday Soc.

(2) R . B . Cundall and P . A . Griffiths, D iscussions F araday. Soc., 36, 
111 (1963).
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have studied the 7-radiation-indueed cis-trans isomer­
ization of 2-pentene in cyclohexane as a function of
2-pentene concentration and in the presence of various 
additives. The results described in this paper give 
information about the mechanism of energy transfer 
from solvent to solute and also about the processes by 
which isomerization can take place.

Experimental Section
Cyclohexane (Merck Uvasol) was distilled from so­

dium in an 80-plate column; no impurities could be de­
tected afterward by gas chromatographic analysis. 
The purification of cis-2-pentene has been described.1 
¿rans-2-Pentene (Fluka purum, ^ 9 9 % ) was used as 
such. Methanol (Baker Analyzed, ^  99.5% ) was 
dried on M g and carbon tetrachloride (U.C.B. p.a., ^  
99.9% ) onMgSCh- Ammonia (Fluka, puriss, ^ 99.8% ), 
SF6 (Baker, ^ 98% ), and N 20  (Loos and Co., ^ 9 9 .7 % )  
were passed through a trap at — 196° to remove traces 
of water. Perfluoromethylcyclohexane (Imperial 
Smelting, > 9 8 % ), 0 2 (Air Products, > 9 9 .5 % ), NO  
(Baker, > 9 9 % ), C2H 5Br (U .C.B.. > 9 9 % ), and piper­
idine (Fluka puriss. p.a., > 9 9 % ) were used without 
further purification.

Degassing and irradiation procedures have been 
described.3 Dose rate and total dose were, respectively, 
0.7 X  1017 eV /(g  min) and 4 X  1019 eV /g, unless stated 
otherwise. Photolysis experiments were carried out 
in Vycor cells at 2537 A, using a Hanovia low-pressure 
mercury lamp. Rates of product formation were simi­
lar to those in the radiolysis experiments.

The cis- and ¿rans-2-pentene were separated from 
cyclohexane at 60° on a 0.2-m column containing 40%  
squalane on Embacel 60-80 mesh. This column was 
coupled with a 4-m column containing 25%  ethylene 
glycol on Embacel 60-81 mesh, which served to sepa­
rate, at 8°, cis- and trans-2-pentene. Due to incom­
plete separation the accuracy of G(trans —* cis) mea­
surement was only ±  10% .

Results
G vdlues for cis -*■ trans isomerization of 2-pentene 

are shown in Figure 1 as a function of solute concentra­
tion. At higher concentrations the curve levels off at 
a G value of ca. 1.5. The G value for trans cis iso­
merization has been measured at ¿raws-2-pentene con­
centrations varying from 2.7-4.5 X  10_1 M. At these 
concentrations, the observed G value of 1.0 ±  0.1 was 
constant within experimental error.

Information about the mechanism of cis-trans 
isomerization was obtained by investigating the effects 
of additives on G(isorn). Among the additives studied 
were positive ion scavengers (CH3OH, N H 3, and piperi­
dine), electron scavengers (CC14, N 20 , C7F14, la, C2H 5- 
Br, SFe), free radical scavengers (CCL, 0 2,1 2, C2H 5Br), 
and a quencher of excited molecules (0 2). Results are 
shown in Table I. The effects of C2H 5Br and SF6 
are remarkable in that they cause very high isomeriza­
tion yields, indicating that chain reactions are opera­
tive. Even at lower doses, the thermodynamically

(3) W . A . Cramer and G . J. Piet, Trans. Faraday Soc., 63,1402 (1967).
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Figure 2. E ffect o f  dose on  isom er com position  in  solutions contain ing 0.1 M  2 -pentene and 0.1 M  S F C.

Table I : E ffects o f A dd itives on  the R ad ia tion -In du ced  cis —► trans Isom erization  o f 2 -P entene in  C yclohexane.

[cis-2-Pentene ],
Additive Conen, M M G(isomer) AG(isomer)

C H 3O H 5 X 10“ » 2 X  1 0 - ' 0 .3 5 - 0 .8
n h 3 3 X 1 0 - 1 4 X  IO“ 1 0 .5 0 - 1 .0Onh 5 X 10-> 4 X  10 0 .6 0 - 0 . 9

0 2 1 X 1 0 - 1 3 X  IO“ 1 0 .7 0 - 0 . 6
c ,f 14 0.,5 X IO“ 1 2 X  1 0 -» 0 .7 0 - 0 . 5
ecu 1 X 10~» 1 .5  X  IO “ » 1 .6 0 .6
n 2o 1 X 10-> 1 .5  X  IO "» 1 .7 0 .7
I 2 1 X 1 0 - 1 3 .1  X  10“ » 8 .8 7 .4
C 2H 6B r 1 X 10-* 1 .0  x  1 0 -1 /com p le te > 3 0 0
S F 6 1 X 1 0 - 1 1 .0  x  10- » (isom erization > 3 0 0

determined equilibrium of 84%  trans- and 16%  cis-2- 
pentene was obtained. In solutions containing 0.1 M 
cis-2-pentene, the dose required to obtain this equilib­
rium was ca. 2 X  1019 eV /g  in the presence of 0.1 M  
C 2H6Br and ca. 2 X  10ls eV /g  when 0.1 M  SF6 was 
present. Figure 2 shows the isomer composition as a 
function of dose in solutions originally 0.1 M  in cis-2- 
pentene or irans-2-pentene and 0.1 M  in SF6. A G  
value of about 5000 for the cis —*■ trans isomerization 
can be calculated from the initial slope of the curve. 
Similar experiments at 0.01 M cis-2-pentene and 0.1 
M  SF6 indicated a G value of ca. 1600.

It has been reported that cis-trans isomerizations of 
olefins can be catalyzed by I 4 and Br5-8 atoms and also

by some radicals.8 To clarify the mechanism by which 
the radiation-sensitized chain isomerization proceeds, 
we have compared the y and uv (2537 A) induced reac­
tions in solutions containing 0.1 M  czs-2-pentene and 
0.1 I  C2H5Br. The effects of a number of additives 
were also studied in these systems. The same addi­
tives were used in irradiated solutions containing SF6

(4) R . M . Noyes, G . Dickinson, and V . Schomaker, J. Amer. Chcm. 
Soc., 67, 1319 (1945).
(5) H . Steinmetz and R . M . Noyes, ibid., 74 , 4141 (1952).
(6) M . A . Golub, J. Polym. Sci., 25, 373 (1957).
(7) M . A . Golub, J. Amer. Chcm. Soc., 80, 1794 (1958).
(8) M . A . Golub, ibid., 81, 54 (1959).
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and as-2-pentene. Results of these investigations 
are shown in Tables II  and III. The radiation dose, 
used in these experiments, was about twice as high as 
required for complete isomerization with only cts-2 -pen- 
tene and C2H5Br or SF 6 present as solutes.

Table II : E ffects  o f  A dd itives  on  y  and U v-Sensitized 
cis —  trans Isom erization  o f Solutions o f 0.1 M  2 -P entene 
and 0.1 M  C 2H 5B r in  C 6H i2

A dd itive M %  c is %  tra n s
T y p e  of 

radiation

— 1 6 84 UV
c h 3o h 0 . 5 1 6 84 UV
n h 3 0 . 1 ~ 1 0 0 UVOnh 0 . 5 ~ 1 0 0 UV

o 2 0 . 1 ~ 1 0 0 UV
— ■ 1 6 84 7

C H 3O H 0 . 5 1 6 84 7
n h 3 0 . 3 ~ 1 0 0 7Ora 0 . 5

OOi-H?

7

o 2 0 . 1

0
 

Of—l1

7

Table III: E ffects o f A dd itives  on  R a d ia tion -In d u ced  cis —*■ 
trans Isom erization  o f Solutions o f  0.1 M  2 -P entene and 0.1 M  
S F 6 in  C 6H 12

Additive M %  c is %  tra n s

— 16 84
C H 3O H 0 .5 16 84
n h 3 0 .3 ~ 1 0 0

0 .5 ~ 1 0 0

o 2 0 .5

OO7

Discussion

Occurrence and M echanism  o f E nergy Transfer and 
Isomerization. Energy absorption in various compo­
nents of a mixture of hydrocarbons is approximately 
proportional to the respective electron densities of these 
components. It is therefore evident from the observed 
G values for isomerization that a sensitized reaction of 
the solute occurs. Reactions of alkyl radicals and H 
atoms with the solute cannot account for the observed 
results. 2 Chain reactions involving free radicals, 
charged species, or excited molecules can also be ex­
cluded, as scavengers of these intermediates have only 
limited effects on the G(isom) (the large increase in 
the presence of SF6, C2H6Br, and I 2 will be discussed 
later). Hence, the results suggest that energy (either 
charge or excitation) is transferred from solvent to 
solute. The actual mechanism by which this energy 
transfer proceeds can be deduced from results ob­
tained in the presence of additives reacting with elec­
trons, positive ions, and excited molecules (Table I).

In the presence of positive ion scavengers (CH3- 
OH, NH3, piperidine), a reduction is observed in 
Cr(isom). This may be considered as evidence for a 
mechanism in which cyclohexane positive ions react 
with the olefin. Charge transfer from CfiHi2+ to olefins 
has been shown to occui if the olefins have a lower ion­
ization potential than cyclohexane, as is the case with
2-pentene. 1 The dependence of G(isom) on 2-pentene 
concentration confirms a charge-transfer mechanism, 
as is evident from the following observations. It is 
known that, at very low concentrations, positive ion 
scavengers cannot compete with geminate ion recom­
bination but can only react with free ions. The con­
tribution of this reaction remains approximately inde­
pendent of scavenger concentration until, at higher 
concentrations, the scavenger starts to compete with 
inhomogeneous recombination reactions. 9' 10 The re­
sults in Figure 1 show exactly this dependence of 
G(isom) on scavenger concentration.

The contribution of charge transfer can be enhanced 
by increasing the lifetime and hence the reaction prob­
ability of solvent positive ions. This can be achieved 
by adding electron scavengers. An increase in G'(isom) 
was indeed observed upon addition of N20 or CC14 
(Table I; the very higa yields in the presence of I2, 
C2H5Br, and SF6 will be discussed later). However, 
G(isom) was reduced whan perfluoromethylcyclohexane 
(C7F14) was added as electron scavenger. This additive 
reacts with electrons according to reaction 1 . 1 1 - 1 3

C7F 14 +  e-  — > C7F14-  (1)

The observed reduction in G(isom) is not inconsistent 
with the proposed charge-transfer mechanism if it is 
assumed that the pentene positive ion does not iso- 
merize, but that isomerization proceeds only via an 
excited state, formed by recombination of C6Hi0+ with 
a negative ion or an electron, and furthermore, that 
the reaction between CsHio"1" and C7F44-  (or C7Gi3~ 
according to Rajbenbach14) does not produce an ex­
cited pentene molecule. In agreement with this sug­
gestion is the proposed sequence of reactions 2  and 
3 . 14

C7F14-  +  C6H12 — >  C7F13-  +  HF +  CeHn (2)

C7F i3-  +  C5H10-  C7F 13H +  C5H9 ■ (3)

Alternatively, reaction A may also contribute, followed 
by (5)

C7F14-  +  C5H10+— > C7Fi3- +  HF +  C5H9- (4) 
C7F13- +  CeHi2 >  C7Fi3H -f- CeHn- (5)

(9) F . Williams, J. Amer. Chim. Soc., 86, 3954 (1964).
(10) S. J. R zad and J. M . Warman, J. Chem. Phys., 49 , 2861 (1968).
(11) L . A . Rajbenbach, J. Amer. Chem. Soc., 88, 4275 (1966).
(12) L . A . Rajbenbach, J. Ch;m. Phys., 47, 242 (1967).
(13) N . H . Sagert, Can. J. Chem., 46, 95 (1968).
(14) L . A . Rajbenbach, J. Phys. Chem., 73, 356 (1969).
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The observed reduction in G(isom) when 02 is present 
is consistent with a mechanism involving excited pen- 
tene molecules. (Cundall and Griffiths suggested 
isomerization of 2-butene in dodecane to occur via 
proton transfer from the solvent positive ion to the 
olefin, followed by rearrangement and proton loss to a 
negative ion.2 However, with such a mechanism one 
would expect the effects of C7F14, N20, and other e-  
scavengers to be qualitatively similar. Moreover, 
the reduced yields with 0 2 present would be difficult to 
explain.) Hence the following reactions are proposed.

C6Îli2+ +  C5H10 > C5Hx»+ +  C0H12 (6)
C 6 H 10+ +  e -  — >  C 6 H 10* (7)

C 5H 1 0 *  — >  trans-C 6 H 10  (8 )

C 5 H 1 0 *  — >  « 's-C sH io  (9)

Assuming that h  is equal for cis- and ¿rans-2-pentene, 
one can calculate from the “ plateau” G values for 
cis —► trans and trans —► cis isomerization, for fc8/fc9 a 
value equal to 1.5. (A value of 1.0 for this ratio was 
observed in benzene solutions.16) If, for each C6Hi0+ 
ion, one precursor for the isomerization reaction 
( C 5H 10* )  is formed, then the calculated G value for scav­
enged ions at the highest pentene concentrations used 
(Figure 1) is equal to (ks +  fc9)/ft9 X G(cis -*■  trans)max 
= 2.5. This yield will be larger if the formation of 
C5H10* is less efficient. A G value 2.5 agrees fairly 
well with estimates of the total ion yield in C6Hi2 of 
3M.16 From the limiting yield of G(isom) at low 
pentene concentration the G(free ion) can be estimated. 
G(f.i.) ^ (/c8 +  ka)/h X G(cis ->■ trans)CtHi^o = 
0.05. Again, this yield does not differ much from the 
generally accepted value of ca. 0.1. A value smaller 
than 0.1 might actually be expected as, at the olefin 
concentrations and the radiation doses used, a con­
siderable fraction of the pentene will be isomerized. 
Moreover, cyclohexene is formed and this product 
competes with pentene for cyclohexane positive ions.17

Isomerization of 2-Pentene by a Chain Mechanism. 
I t  has been discussed that the increase in G(isom) in 
the presence of electron scavengers such as N20 and 
CCU is due to an increased lifetime of cyclohexane posi­
tive ions. However, the large yields when I2, C2H5Br, 
or SF6 are added (Table I) clearly require another 
explanation. The very high values for G(isom) es­
pecially when SF6 and C2H6Br are present indicate that 
a chain reaction occurs.

I t  is known that Br atoms as well as some S-containing 
radicals can catalyze cis-trans isomerizations of olefins 
according to reaction 10.5-8

R- +  CH3-C H  = CH—c h 2—c h 3^ :
CH3—CH(R)—CH—CH2—CH3 (10)

Iodine atoms can initiate the same reaction, but they 
are much less reactive at room temperature. Hence,

the observed increase in G(isom) with I 2 present is 
probably the result of a catalytic effect of I  atoms. 
(It is of interest to note that in presence of I 2 no in­
crease in G(isom) of 2-butene in dodecane was ob­
served2 whereas preliminary experiments indicate very 
high yields for the isomerization of 0.1 M ds-stilbene in 
cyclohexane. Evidently, the effect of I atoms depends 
strongly on the olefins involved.) Formation of these 
atoms in solutions containing I2 may occur by dissocia­
tive electron capture and also by reactions of alkyl radi­
cals and H atoms with I 2. A similar mechanism may 
be involved in the presence of C2H6Br and SF6. Bro­
mine atoms may be formed in reactions 1 1 and 12 .

C2H5Br +  e- —►  C2H6- +  Br~ (11) 
B r- +  RH+ —> Br- +  RH (12)

To confirm the role of Br atoms, solutions of 2- 
pentene and C2H6Br in cyclohexane were irradiated 
with light of 2537 A. This causes dissociation of C2- 
I I5Br into Br atoms and C2H5 radicals. I t  was indeed 
observed that complete isomerization also occurred in 
these experiments but only when C2H5Br was present. 
Further evidence for the proposed mechanism was 
obtained by comparing effects of additives on the 
chain reaction in the 7 and uv experiments. The 
results (Table II) show similar effects of the additives 
in the two sets of experiments. As expected, CH3OH 
has no effect in the presence of C2H8Br. Ammonia 
and piperidine, on the other hand, known to react with 
halogen atoms,18 completely suppress the chain reac­
tion. This is also observed in the presence of 02. 
The effect of 02 seems to be related to the structure 
of the reacting olefins as was the case with the catalytic 
effects of I atoms. For example, no effect of 02 has been 
observed in the I-catalyzed thermal isomerization of 
esters of cinnamic acid19 whereas we have found in pre­
liminary experiments that a similar isomerization 
reaction of stilbene was strongly reduced by 02. Possi­
bly, oxygen can react irreversibly with addition com­
plexes of I  atoms and some olefins.

The chain reaction observed upon addition of SF6 re­
quires some additional comment. I t  has recently been 
reported that the radiation-induced cis-trans isomeriza­
tion of 2-butene in cyclohexane in the vapor phase pro­
ceeds by a chain reaction in the presence of SF6.20 
SF6~ was suggested to be the chain carrier. However, 
the observed suppression of the reaction in the presence

(15) M . A . Golub, L. L. Stephens, and J. L. Brash, J. Chem. Phys., 
4 5 ,  1503 (1966).
(16) A . Hummel, ibid., 4 9 ,  4840 (1968).
(17) W . A . Cramer and G. J. Piet, to  be published in Trans. Faraday 
Soc.
(18) A . M . Halpern and K . Weiss, J. Phys. Chem., 72, 3863 (1968).
(19) W . J. Muizebelt, private communication.
(20) R . W . Hummel, Nature, 218, 1050 (1968).
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of 02 could not be explained. Our results in solutions 
containing SF6 and in particular the effects of additives, 
which are similar to those in solutions containing 
C2H5Br, suggest a mechanism involving free radicals. 
The following reactions are proposed

SF6 +  e- —> SF6-  (13)
SF6-  +  RH+ —» SF6- +  HF +  R- (14)

sf6- +  c h3- c h  =  c h - c h 2- c h 3 ^
CH3-CH(CF5)-CH-CH2-CH3 (15)

Results obtained by Golub indicate that some S-con- 
taining radicals are more efficient as catalysts for cis- 
trans isomerizations than Br atoms.6 This is consistent 
with our observation that complete isomerization of 
0.1 M czs-2-pentene requires ca. 2 X 1019 eV/g with

0.1 M C2H5Br present and ca. 2 X 1018 eV/g in the 
presence of 0.1 M SF6.

Sagert, et al., have concluded from reduced yields of 
Ci2H22 in solutions containing SF6 that reaction 14 
does not occur in cyclohexane.21 However, this con­
clusion was based on the assumption that SF6 radicals 
will react with C6H12 to form C#Hu radicals. Our 
results indicate that reaction 14 probably does occur 
but that SF5 radicals do not effectively abstract H atoms 
from cyclohexane. This can account for the decrease 
in G(Ci2H22) as measured by Sagert, et al.

Acknowledgment. The authors wish to express their 
gratitude to Mrs. C. E. C. Van Tieghem and N. de 
Boer for their assistance in the experiments.

(21) N . H . Sagert and A. S. Blair, Can. J. Chem., 45, 1351 (1967).

N O T E S

Fitting Data with the /3 Distribution

by Gordon H. Fricke, Donald Rosenthal,
Department of Chemistry and Institute of Colloid and Surface Science, 
Clarkson College of Technology, Potsdam, New York 13676

and George Welford
Health and Safety Laboratory, U. S. Atomic Energy Commission,
New York, New York 10014 (Received July 16, 1969)

The IS function, which is a two-parameter distribution 
function, has wide applicability1-3 but has not received 
much attention from chemists. However, we have 
recently used the cumulative /3 distribution to fit density 
distribution data of glass beads from which a frequency 
distribution was calculated.4 The 0 probability den­
sity function has been used successfully to fit particle 
size distributions obtained from light scattering and 
from light and electron microscopy. Complete and 
incomplete /3 functions have been used to calculate the 
quality factor (QF) for degraded heavy-particle spectra 
observed in solar flare activity.6

The function is presented here in a number of figures 
which show the broad range of cumulative and non- 
cumulative characteristic shapes. Least-squares fits 
of the (3 distribution to a number of common distribu­
tion functions, which are of interest to chemists, give 
reasonable fits.

The /3 distribution function is the ratio of the incom­
plete (S function to the cc mplete (S function

h(v,i) ßx(v,q)
ß(p,q) (i)

where

18x(p,q) =  f  * i_1(l -  x Y ~ l dz (2)Jo
and

Ie(p,q) = f  xp-1(l -  x)«-1 dx (3)
Jo

The/3 function is defined for 0 < x < 1, 0 < p, andO < q. 
One of the properties of the )3 function is

Iz(p,q) = 1 -  h-x(q,p) (4)
This means that each noncumulative distribution has a
(1) M . Abramowitz and I. A . Stegun, Ed., “ H andbook of M athe­
matical Functions with Formulas, Graphs and M athematical Ta­
bles,”  National Bureau o f Standards, Applied M athematics Series, 
N o. 55, U. S. Government Printing Office, W ashington, D . C., 1964.
(2) G. J. Hahn and S. S. Shapiro, “ Statistical M odels in Engineering,”  
John W iley & Sons, Inc., New York, N. Y ., 1967.
(3) D . Osborn and R . M adey, “ M athematics o f Com putation,”  Vol. 
22, Lane Press Inc., Burlir.g-on, Verm ont, 1968, p 159.
(4) G. H . Fricke, D . Rosentnal, and G. W elford, Anal. Chem., 41, 
1866 (1969).
(5) R . M adey and T . E. Stephenson, “ Proceedings of the Second 
Symposium on Protection against Radiation in Space,”  N A SA  SP-71, 
U . S. G overnm ent Printing Office, W ashington, D . C ., 1965, p 229.
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T a b le  I : T h e  ß D istribution

Sym m etric

N oncum ulative

Skewed

0  X I

J  and reverse J U  and skewed U

I 0

Linear

C u m u la t iv e

T
I »

a /  /
/  A I « f A ¿ 0

■

y/  y 7  7 / y
0 Z l _____ 0 0 y 0 y 0£ y _____

General conditions 

Specific conditions

0 X 1 0 X 1 O X 1 O X 1 0 X 1

V >  b  ?  >  1 V >  1» 9 >  1 B oth  n ot equal one p <  1, q <  1

V =  Q
(a ) P os skewed (a) J shape (a ) Sym m etric (a ) H orizontal

V < q v > 1. q s  i p =  q p =  i ,  q =  1
(b )  N eg  skewed (b ) R everse J (b )  P os skewed (b )  N eg  45° slope

q < V V 5  1, 9 >  1 q < p P =  l ,  q =  2
(c )  N eg  skewed (c )  P os  4 5 °  slope

p < q V =  2, q =  1
(a ) p =  2-0, (a ) p =  1.5, (a ) p =  8.0, (a) p =  0.5, (a ) p =  1.0,

q =  2.0 q =  3.0 q =  1.0 q =  0.5 q =  1.0
(b )  v  =  10.0, (b )  v  =  5.0, (a ')  p =  1.5, (b )  p =  0.9, (b )  p =  1.0,

q =  10.0 q =  1.5 q =  0.8 q =  0.5 q =  2 .0
(b )  p =  1.0, (c )  p =  0.5, (c )  v  =  2.0,

q =  5.0 q =  0.8 q =  1.0

mirror image obtained by reversing the numerical values 
of p and q.

The /3 probability density function is given as

fx(p,q)
xv-'Q. -  x.y-1

ß (p,q)
(5)

The parameters p and q both influence the shape of the 
distribution.

The complete 0 function can be evaluated as a ratio 
of T functions1

 ̂ r(p )r(?)
ß(p>q) -  tv , x r(p +  9) (6)

From eq 6 it is obvious that
ß(p,q) = ß(q,p) (7)

fitting procedure which finds the “ best” values of p and 
q by minimizing the sum of the squares of the differences 
between the experimental points and the points cal­
culated from the /? distribution. Minimization or 
maximization of some other function of the differences 
between the experimental and calculated points might 
be used.8

After the “ best” values of p and q have been located, 
the mean (expected value), the mode (peak or minimum 
of a monomodal distribution), and the variance may be 
calculated1'2

mean =

mode =

V
p +  q 

P -  1
p +  q -  2

(8)

(9)

The incomplete /} function may be evaluated by the 
method of Osborn and Madey3 or by a standard IBM  
computer program.6 Values of the f) distribution cal­
culated for eq 1 have been tabulated for values of p and 
q from 0.5 to 50.7

Statistical estimates of the values of p and q can be 
made from the average value and the variance.2 These 
initial estimates can be used as starting values for a

variance = ______ P9_______
(p +  9 ) 2( p  +  9 +  1) (10)

(6) “ System /360 Scientific Subroutine Package,”  360 A -C M -03X , 
Version III , 4th ed, International Business Machines Corp., W hite 
Plains, N . Y ., 1968, p 78 ff.
(7) K . Pearson, “ Tables o f Incom plete Beta-Function,”  Cam bridge 
University Press, New York, N. Y ., 1934.
(8) R . Deutsch, “ Estimation Theory,”  Prentice-Hall, Inc., Engle­
wood Cliffs, N. J., 1965.
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T able  I I : D istribu tion s F itted  to  0 D istribu tion

Name o£
distribution Probability density function

N orm al 

L og  norm al

Lorentz

r

x 2 (special case o f 
T distribution)

_1
cr\Z'2rr1

cxp [ — (x  — m) 2/ 2 o-2]

exp[ — (In x  — In p )2/2<r2]

Ki-a'-]
-------x v ie
T(v)
[2"'sr(r/2 ]-1x(‘,/2)-1tr*/2

Zeroth-order logarithm ic9
exp[ — (In x  — In xm) 2/ 2 o-2] 

itxmV 2t  exp(<r2/2 )

“ Best” values of
Values of distribution parameters E, %
parameters V a (cq 11)

M =  0 .0 0
<x =  1 .0 0

10 .65 10 .65 0 .7 7

M =  1 .0 0  
<T =  1 .0 0

1 .4 8 1 2 .77 4 .6 0

Xo =  260 
a  =  2 .3 7  X  1 0 -«

4 6 .9 9 109.91 5 .8 4

0 =  1 .5 4  X  1 0 -«  
X =  2 .0 0 3 .2 0 8 .6 5 2 .6 8
r, =  4 .0 0  
v =  5 .0 0  (deg 2 .2 0 8 .2 2 2 .3 2

o f freedom )
v =  2 5 .0 0  (deg 7 .7 1 1 0 .44 3 .0 6

o f freedom )
Xu =  0 .3 9 9 4 .9 3 5 .8 3 2 .1 9
a■ =  0 .0 7 4

Figure 1. N orm al d istribution  fitted  w ith  0 distribution  
(T a b le  I I ) ;  ------- , norm al d is t r ib u t io n ;-----------, 0 d istribution .

The shape estimators, \//h  (measure of skewness) and 
02 (measure of kurtosis) may also be calculated from the 
shape parameters p and g.1,2

The wide range of shapes of the 0 distribution is 
illustrated by the figures in Table I. A ll figures, except 
the noncumulative J and U shape curves, have been 
normalized to give a maximum ordinate value of 1. 
These figures are merely representative of the shapes 
which the 0 distribution has.

The 0 distribution has been least-squares-fitted to a 
number of common distribution functions. The re­
sults are presented in Table I I .9 The relative error,

Figure 2. x-Square d istribution  (five degrees o f  freedom )
fitted  w ith  0 distribution  (T ab le  I I ;  ------- , x-square
d is t r ib u t io n ;--------------- , 0 d s tr ib u tion .

E, in per cent, is obtained by dividing the standard 
deviation from regression, SDreg with N — 2 degrees of 
freedom, by the value of the noncumulative function 
at its peak

E = ~ Tm-  X 100 (11)maximum
where

Q T» — «  X X / e x p t l (  / c a lc d ,)2 /1  o \SDreg -  y ------- -------- ------- - (12)

(9) W . F. Espenscheid, M . Kerker, and E. M atijevic, J. Phys. Chem., 
68, 3093 (1964).
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Figure 3. Size distribution  o f em ulsion data  fitted  w ith  /3 
d istribution. E xperim ental cum ulative num ber fraction , I x ■ 
f x is th e frequ en cy  distribution  in  m icron s-1 .

Figures 1 and 2 represent the (2 distribution fitted to the 
normal distribution and the x2 distribution (five degrees 
of freedom), respectively. Although the fits are not 
perfect, the shape of the curves has been followed quite 
well.

Figure 3 shows a cumulative size distribution of 
particles from a homogenized emulsion of a 1% w/v 
a-monostearin in a water-water-oil system with an 
equal volume of 0.5% w/v sodium stearate in water. 
The data points, which have been least-squares-fitted 
with the (3 distribution from 0 to 11 n, represent the 
cumulative fraction of the number of particles. The 
values of p and q for the ¡3 distribution obtained are 
5.39 and 14.90, respectively. The data have been 
plotted from 0 to 8 g. The frequency distribution was 
calculated from the derivative of the /3 distribution 
using the least-squares values of p and q.

I t  should be noted that a contour map of p vs. q with 
SDreg as the third dimension may have a number of 
minima. The procedure used to locate the values of 
p and q was a method of steepest descent. Initially, 
contour maps, using reasonable intervals of p and q, 
were constructed by the computer. A search was made 
near areas of the contour map which appeared to have 
minima. The values of p and q corresponding to the 
lowest value of E found are given in Table II. The 
goodness of fit obtained by the /3 distribution may be 
improved by a judicious choice of data points at the 
extremes of the curve. Extending or eliminating

data points, where Ix is approximately 0 or 1 or where fx 
is 0, may be advantageous.

A number of useful statistical functions and dis­
tributions may be obtained directly from integer and 
half-integer values of the (3 distribution function, 
Ix{p,q)-1 These include the hypergeometric function, the 
binominal distribution, the negative binominal distribu­
tion, Student’s t distribution, the F distribution (vari­
ance ratio), and the distribution for two independent 
random variables Xi* and X22, which follow the x2 dis­
tribution with vi and v2 degrees of freedom, respectively.

In conclusion it can be said that the /3 distribution 
function has been shown to have a wide range of shapes 
and should be considered when shapes of distributions 
for experimental data are investigated. I t  has the 
advantage of being able to cover the range of distribu­
tion shapes commonly in use.

Acknowledgment. The authors wish to thank Dr. 
Richard Madey and Mr. David Osborn for making 
available their computer program for evaluation of the 
13 function, Dr. Chao Huang for the light scattering and 
electron micrograph data, and Dr. H. H. G. Jellinek for 
the emulsion size distribution data. The AEC Health 
and Safety Laboratory provided partial support for 
this research and furnished G. H. F. with a research 
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The Product Energy Distribution on 

Photolysis of 3-M ethyl-l-Pyrazoline

by F. H. Dorer
Department of Chemistry, California State College,
Fullerton, Fullerton, California 92631 (Received September 8, 1969)

The partitioning of the excess energy between the 
cyclic hydrocarbon and nitrogen products of the 
photolysis of 1-pyrazolines has been found to be non- 
random; the internal degrees of freedom of the hydro­
carbon fragment receive only about 62% of the avail­
able energy.1’2 The energy distribution between 
products of the decomposition of these symmetric 
1-pyrazolines (symmetric in the sense that both ruptur­
ing C-N bonds are equivalent) can be at least qualita­
tively rationalized by a model in which the hydrocar­
bon portion of the molecule would have to undergo 
little  structural change on formation of the product,

(1) F. H. Dorer, J. Phys. Chem., 73, 3109 (1969).
(2) T . F. Thomas, C. I. Sutin, and C. Steel, J. Amer. Chem. Soc., 89, 
5107 (1967). For purposes of consistent comparison, the results 
quoted are those obtained when R R K M  unimolecular rate theory 
(R . A. Marcus, J. Chem. Phys., 20, 359 (1952» is used for the rate 
calculations.
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but the N-N bond distance must considerably shorten 
on forming nitrogen. In a recent communication3 
Baur noted that for 1-pyrazoline decomposition it is 
possible that there is simultaneous rupture of the two 
C-N bonds resulting in essentially complete separation 
of the two fragments before geometric relaxation can 
occur,4'5 and consequently, if the transition state 
lifetime were short enough, a large fraction of the excess 
energy could be stored as vibrational excitation of the 
nitrogen.

This concept suggests that it might be possible, by 
using a 1-pyrazoline for which the rupturing C-N 
bonds are not equivalent, to alter the potential energy 
surface sufficiently for the decomposition reaction 
such that the product energy distribution would 
reflect the change in the nature of the transition state. 
As an extreme, differences in the bond strengths of the 
rupturing C-N bonds might be great enough to cause 
the elimination reaction to become a stepwise process 
which could allow a greater degree of geometric relax­
ation of the N-N bond and concomitant energy ran­
domization before separation of the fragments. This is 
perhaps the explanation of why vibrationally excited 
vinylcyclopropane has been observed in the pyrolysis of
3- vinyl-l-pyrazoline,5 but even though the reaction is 41 
kcal mol-1 exothermic, we have not found “ hot” 
methylcyclopropane in the pyrolysis of 4-methyl-l- 
pyrazoline at pressures as low as 2 X ICC3 Torr.6

We, therefore, have carried out this short study of the 
partitioning of energy between the methylcyclopropane 
and nitrogen produced on photolysis of 3-methyl-l- 
pyrazoline in order to see what effect a relatively small 
difference in the strengths of the two rupturing C-N 
bonds of this molecule might have on the product energy 
distribution.
Experimental Section

Beginning with the reaction of hydrazine with cro- 
tonaldehyde, the 3-methyl-l-pyrazoline was synthesized 
by the same procedure as used for the synthesis of
4- methyl-l-pyrazoline.1’7 The final product was puri­
fied by gas chromotography using a carbowax column.

The photolysis run procedure has been previously 
outlined.1 However, the following two modifications 
to this procedure are contained in the present work. A 
Bausch and Lomb high intensity monochromator 
(Model No. 5,7.4 mg/mm dispersion, 22.2-mp. bandpass) 
with an Osram HBO 200 mercury lamp was used as the 
source of 3130-A radiation. The photolysis runs were 
carried out at room temperature in quartz cells 50 mm 
in diameter with total volume of 172 cm3 and 491 cm3 
instead of the spherical Vycor reactors used for the
4-methyl-l-pyrazoline work. Photolysis times were of 
the order of 1 hr.

The products were analyzed by gas chromatography 
using the flame ionization detector in the same manner 
as previously described.1

Results and Discussion
The pressure dependence of the relative amounts of 

C4 hydrocarbons produced by the 3130-A photolysis of a 
dilute mixture of 3-methyl-l-pyrazoline in propane is 
given in Table I. In addition to these products pro­
pylene and ethylene result from a cleavage reaction 
characteristic of 1-pyrazoline photolysis,8 but their 
contribution to the hydrocarbon products is no greater 
than 14% and need not concern us here.

There is a small amount of C4 olefins formed at even 
the highest pressures. These could be products of 
vibrationally excited methylcyclopropane (MCP*) 
isomerization, or they may come from an olefin pro­
ducing reaction in the primary photodecomposition 
step. The experimental unimolecular rate constant 
for the isomerization of MCP* formed in the primary 
process calculated form

= « (butene-1 +  butene-2 +  isobutene) 
MCP (1)

where co is the specific collision frequency of MCP* with 
the bath molecules, will therefore represent an upper 
lim it for K. If olefin formation in the primary process 
is independent of pressure, or if, as found for 4-methyl- 
l-pyrazoline photolysis, its importance decreases at 
lower pressures,1 the experiments in the lowest pressure 
region will, of course, most accurately reflect the mag­
nitude of K. The values of /ca calculated from the data 
of Table I  are illustrated in Figure 1. Collision di­
ameters of 5.6 A for MCP and 4.8 A for propane were 
used to calculate u.

The relationship of the experimental unimolecular 
rate constant to the microscopic unimolecular rate con­
stant for isomerization of MCP* with energy E, k%, and 
the energy distribution function, /(H ), is

g  W )
E k E ■ )- CO

g  <*m
E  & E  +  W

(2)

The manner in which the RRKM calculations of ks 
were carried out and how eq 2 is evaluated are contained 
in ref 1.

From the available thermochemical data one cal­
culates that the decomposition of 4-methyl-l-pyrazoline 
to MCP and nitrogen is 41 kcal moP1 exothermic.1 
The differences in the heats of hydrogenation of 3- and

(3) S. H . Baur, J. Amer. Chem. Soc., 91, 3688 (1969).
(4) R . J. Crawford and A. Mishra, ibid., 88, 3963 (1966).
(5) R . J. Crawford and D . M . Cameron, Can. J. Chem., 45, 691
(1967) .
(6) F. H . Dorer, unpublished results.
(7) R . J. Crawford, A. Mishra, and R . J. Dummel, J. Amer. Chem. 
Soc., 88,3959 (1966).
(8) R . M oore, A. Mishra, and R . J. Crawford, Can. J. Chem., 46, 3305
(1968) .
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Table I: R elative  A m ounts o f C 4 H yd rocarbon  P rodu cts  as a F u n ction  o f T o ta l Pressure“

5
■Ch/^Ch- 

i=  1
Pressure , T o rr M C P i- C .H s irans-C*H s-2 c i s - C i H 8 - 2 C . H s - 1

6836 0 .9 29 0 .0 3 6 0 .0 3 5
2706 0.888 0 .0 5 5 0 .0 5 7

1 .6 4 0 .7 2 0 0.022 0 .0 5 3 0 .091 0.121
1 .6 0 0 .7 3 4 0 .0 1 8 0 .0 5 3 0 .0 8 0 0 .1 1 5
1 .1 4 0 .7 27 0 .0 1 8 0 .0 5 4 0 .0 81 0.121
0 .9 1 0 .7 01 0.020 0 .0 6 0 0 .0 9 0 0 .1 2 8
0 .7 6 “ 0 .6 9 7 0.021 0 .0 5 9 0 .0 9 2 0 .131
0 .5 9 0 .6 1 8 0 .031 0 .0 7 9 0.112 0 .1 6 0
0 .2 4 0 .5 6 2 0 .0 4 3 0 .0 9 8 0.112 0 .1 8 5
0.21 0 .5 8 2 0 .0 3 5 0 .0 9 4 0.120 0 .1 6 9
0 .0 51 0 .5 01 0 .0 41 0 .1 1 4 0 .1 1 6 0 .2 2 7
0 .0 5 0 0 .5 2 0 0 .0 4 2 0 .1 1 3 0 .1 13 0.211
0 .0 4 7 “ 0 .461 0 .0 3 3 0 .1 1 7 0 .1 39 0 .2 5 0
0 .0 1 8 0 .4 25 0 .0 51 0 .1 3 5 0 .1 2 7 0 .2 6 2
0 .0 1 7 0 .4 1 4 0 .0 5 2 0 .1 3 7 0 .1 2 4 0 .2 7 3

“ T h e  3130-A  photolysis o f a 3 1 :1  m ole ratio m ixture o f propane and 3 -m eth yl-l-pyrazo lin e . 6 B ecause o f the v ery  h igh  (> 1 0 0 :1 )  
propane .-pyrazoline ratios o f these m ixtures the am ount o f trans-C 4H s-2  cou ld  n ot be quan titatively  m easured. “ A  H an ov ia  550 -W  
lam p w ith  the appropriate solution  filter used as the radiation  source (see ref 1).

F igure 1. T h e  experim ental and calcu lated values o f K  as 
a fu n ction  o f a. T h e  solid line is a calcu lated cu rve w ith  
E mp =  80 kca l m o l -1 and a =  18 kca l m o l-1 . F or 
com parison, the broken  line is a calcu lated cu rve w ith  U mp =
85 kcal m o l-1 and a =  14 kcal m o l-1 .

4-methylcyclopentene9 would indicate that the de- 
compositon of 3-methyl-l-pyrazolir.e would be 1.5 kcal 
mol-1 less exothermic, and consequently, the total 
available energy is 1-2 kcal mol-1 less than the 132 kcal 
mol-1 available on 3130-A photolysis of 4-methyl-l- 
pyrazoline. Again, f (E) was assumed to be Gaussian.

The theoretical curve that best fits the experimental 
data is illustrated in Figure 1; it is one for which the 
most probable energy, Emp, is 80 kcal mol-1 and the 
dispersion, a, is 18 kcal mol-1. This represents an 
upper lim it to the most probable energy of the formed 
MCP*, a value that is 2 kcal mol-1 less than Emp ob­
served for the 4-methyl- 1-pyrazoline system.1

Comparison of <j  values is less meaningful because of 
the uncertainty as to the extent of olefin formation 
from the primary photodecomposbion process in the 
present work.

Pyrolysis studies of some alkyl-l-pyrazolines,4 azo­
ethane,10 and isopropylazomethane11 indicate that a 
methyl group on the 3 position instead of the 4 position 
of the 1-pyrazoline ring lowers its activation energy for 
decomposition to alkylcyclopropanes and nitrogen by 
~1 kcal mol-1. Evidently this small change in the 
potential energy surface has not decreased the most 
probable energy of the nitrogen fragment by even one 
vibrational quanta, since such a change would mean 
there would be 5 to 6 kcal mol-1 more energy available 
to be distributed to the remaining degrees of freedom, 
and therefore, a relatively more energetic MCP* (>82 
kcal mol-1) would be formed in this system as compared 
to 4-methyl-l-pyrazoline photolysis. Changes in the 
experimental technique may account for a part of the 2 
kcal mol-1 difference in Emp, but certainly the present 
value is no greater than the 82 kcal mol-1.

Although it alters the relative amount of olefin 
formation in the primary photodecomposition pro­
cess,1'8 substitution of methyl group in the 3 position 
instead of the 4 position little affects the partitioning of 
energy between the MCP and nitrogen fragments. If 
this structural change causes a great enough perturba­
tion of the potential energy surface to at least partially 
affect a stepwise breaking of the CN bonds, rather than 
a ring-like transition state with equivalent CN bonds, 
for the cyclopropane forming reaction, these results 
imply that the transition state lifetime is too short 
(<10-11 sec)12 to allow any greater intramolecular re-

(9) A . Labbauf and F . D . Rossini, J . P hys. Chern., 65, 479 (1961).
(10) P rivate communication by D . F .  Swinehart to J .  B . L e v y  and 
B. K . W . Copeland, J. Amer. Chem. Soc., 82,5314 (1960).
(11) H. C . Ramsperger, ibid., 51, 2134 (1929).

The Journal 0f  Physical Chemistry



N o t e s 1145

laxation of the vibrational energy stored in the N-N  
bond to the vibrational modes of the hydrocarbon frag­
ment that would be expected of such a mechanism.3 
Not surprisingly perhaps, greater structural changes are 
evidently necessary in order to sufficiently alter the 
potential energy surface to affect the reaction product 
energy distribution.

Acknowledgment. This work has been supported by 
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Research Corporation.
(12) D . W . Placzek, B . S. Rabinovitch, and F. H . Dorer, J. Chem. 
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Electrochemical Selectivity
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The use of aluminosilicate glasses as specific ion elec­
trodes is well known and the effect of glass composition 
on the monovalent ion selectivity has been the subject 
of many studies by Eisenman and his coworkers.1 
These workers have noted a correlation between the 
M+/A13+ ratio in the glass and the K+-Na+ ion selec­
tiv ity  of the resultant electrode. This is shown in 
Figure 1 where the data for sodium aluminosilicate 
glasses were reproduced from Eisenman.2’3 The em­
pirical curve is based on experimental data and il­
lustrates three points of significance.

1. Over a range of compositions there is an approxi­
mately linear relationship between Na+/Al3+ and the 
logarithm of the K+-Na+ selectivity constant. This 
has been expressed by Eisenman in the form

Na+log NNaKp°‘ = 7.42 log - -  3.2 A l3 +
2. When M+/A13+ is less than unity, the selectivity 

constant NNaKpot is a maximum (i.e., the glass is Na+ se­
lective) and it does not depend on the M+/A13+ ratio.

3. When M+/A13+ is large, there is a deviation 
which results in an apparent minimum in the Kpot 
selectivity constant (i.e., maximum K + selectivity). 
This deviation is attributed by Eisenman to “ water 
swelling” of the sites and glasses in this region are used 
to prepare K+-selective electrodes.

A ll glasses contain dissolved “water” in the form of 
hydroxyl groups and this effect has been quantitatively 
investigated by Scholze4 using infrared spectroscopy. 
Two major bands can be observed in the infrared spec­
trum of most silicate glasses, and these appear at about

Figure 1. D epen den ce o f N a +- K + selectiv ity  on the alkali 
ca tion  to  alum inum  ratio in  glass. T h e  cu rve p lots  the 
em pirical relationship betw een  X j f aK and N a +/A l 3+ (at 
con stant 50 atom  % ) .  T h e  vertica l line separates K  "^-selective 
from  N a +-selective com posit-ons.

2 .8 5  and 3.6 p. Only the 2 .8 5 -p  band is observed in 
fused silica and it is therefore attributed to an Si-OH 
group which is slightly perturbed by the silica environ­
ment. The 3.6-n band occurs in the spectrum of simple 
alkali silicate glasses and is attributed to an Si-OH 
group which is more perturbed by a different environ­
ment. Scholze has provided data on the relative con­
centrations of these two hands in a series of sodium alu­
minosilicate glasses, and his results on the percentage of 
water which is present as the 2 .8 5 -¡i band have been 
plotted as a function cf log Na+/Ad3+ in Figure 2 . 

Visual comparison of these results with the Eisenman 
selectivity plot suggests that there is a correlation be­
tween the percentage of water present as the 2.85-ju 

band and the electrochemeal selectivity of the glasses.
Thus, when the Na+/A l3+ ratio is less than 1, the 

infrared spectra show that all the water is present as the 
2.85-p group. These glasses are selective to Na+ in the 
presence of K+, and the degree of selectivity is inde­
pendent of the actual Na+/Al3+ ratio.

When Na+/Al3+ is between 1 and 2.5, there is an 
approximately linear relationship between log Na+/Al3 + 
and the per cent OH in the 2.85-p band. A similar linear 
relationship exists in this range between log Na+/A l3+

(1) G. Eisenman, “ Glass Electrodes for H ydrogen and Other 
Cations,”  M arcel Dekker, New Y ork, N. Y ., 1967.
(2) G. Eisenman in “ Advances in Analytical Chemistry and Instru­
mentation,”  Vol. 4, C. N . Reilly, Ed., 1965, p 345.
(3) G. Eisenman, B iophys. J ., 2, 270 (1962).
(4) H . Scholze, Glastech. B e r „  32,142 (1959).
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Figure 2. D epen den ce o f the relative concentrations o f  O H  
in the 2 .85-g  band on  the N a +/A l 3 + ratio  for a  series of 
sod iu m  alum inosilicate glasses of silica con ten t betw een 
45 and 7 0 % . Solid  circle represents N a +/A l 3+ ratio at zero 
selectiv ity  placed  at 5 0 %  O H  con ten t (data  from  S cholze4).

and log l?NaKpot. When Na,+/Al3+ is greater than 2.5, 
there are deviations from the straight line. The mini­
mum Na+-K+ selectivity parallels a minimum per­
centage of the 2.85-g band. In view of these correla­
tions the selectivity data obtained from Figure 1 have 
been plotted against the relative hydroxyl concentra­
tions (Figure 3). A surprisingly good linear relation­
ship is obtained between the relative hydroxyl concen­
trations and log -icNaK throughout the complete range of 
glass compositions for which adequate data are avail­
able. The gross upward deviations from linearity 
which appear in Eisenman’s log Na+/Al3+ vs. log 
Î NaKpot plot and which are explained away by “water 
swelling” are normalized by the hydroxyl concentra­
tion plot.

Eisenman’s theory of the electrochemical selectivity 
of alkali aluminosilicate glasses is based on the presence 
of two types of ion-exchange sites in the glass. These 
are considered to be the weakly acidic, high field 
strength, SiO-  sites which have a selectivity order H + > 
Li+ > Na+ > K+ > R,b+ > Cs+ and the strongly 
acidic, low field strength, (Al-O-Si)-  sites which ex­
hibit a selectivity order exactly opposite to that of the 
SiO" site. The addition of Na+ to an aluminosilicate 
glass “ screens” the (Al-O-Si)_ site and lowers the 
effective field strength. Thus, when Na+/Al8+ is less 
than 1, the properties of the individual (Al-O-Si) ~ 
sites were considered to be independent of the alkali 
content (Figure 1). When Na+/Al3+ is greater than 
1, it was considered that increasing the Na+ con­
centration weakens the site and makes Na+ less pre­
ferred relative to K+. This model explains the low 
sodium and the linear portion of the curve, but does not 
explain the deviations at high Na+ concentrations. In 
view of the success of the hydroxyl ratio correlation at

Notes

Figure 3. P lo t  show ing the relation  betw een  the am ou nt o f 
w ater present in  the glass as the 2.85-g  band and log  XNak-

all compositions, some extension of Eisenman’s model 
seems in order.

I t  is now widely believed that simple sodium silicate 
glasses are not homogeneous but exist as two phases 
which, under certain circumstances, can be clearly ob­
served with the electron microscope.6

A previous study of the ratio of the concentrations of 
“water” bands in simple alkali silicate glasses suggested 
that the 2.85- and 3.6-g bands can be ascribed to two 
different internal structures in the glass.6 These are a 
“pure” silica environment and a sodium silicate en­
vironment of variable composition. With alumino­
silicate glasses, two analogous environments are again 
envisaged. These are an aluminosilicate phase and a 
sodium silicate phase. The water distributes itself 
between these two phases, giving rise to OH bands at 
2.85 and 3.5 g, respectively. I f it is assumed that the 
concentration of OH groups is directly proportional to 
the number of sites, then the hydroxyl data are under­
standable in terms of the electrochemical selectivity. 
As Na20 is added to an aluminosilicate glass, it is con­
sidered that the following rearrangement occurs
(Na,0). +  (Al20,)»(Si0a)e —>

(Na,0),(AW)»)»SiOi +  (Na*0)a_>Si02 
2 . 8 5 - g  3 . 6 - g

band band
If b > a, the 3.6-g band cannot be produced. If a > b, 
then the 3.6-g band is produced. This substitution is

(5) E. A. Porai-Koshits and V. I. Averjanov, J. Non-Cryst. Sol., 1, 29 
(1968).
(6) M . L. Hair, submitted for publication.
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approximately linear up to Na+/Al3+ = 2.5, at which 
point the hydroxyls are almost evenly distributed be­
tween the 2.85-/U and the 3.6-g bands. Within the 
limits of experimental error, this also corresponds to the 
ratio at which Eisenman notes a change from K + to 
Na+selectivity.

I t  is tempting therefore, to ascribe the ion selectivity 
of glass electrodes to the superimposition of two types 
of sites in the glass. The one which is Na+ selective 
(2.85 n) can constitute 100% of the sites, whereas the 
other (3.6 g) which is K+ selective, can apparently con­
stitute no more than about 70% of the sites. This ac­
counts for the highly selective Na+ electrodes that can 
be obtained and the poor selectivity of the available K + 
glass electrodes.

Nicolskii7 has reported that in electrodes containing 
only small quantities of alumina (less than 7%), a 
distinct step occurs when the electrode potentials of a 
series of sodium aluminosilicate glasses are plotted 
against pH. These results were taken as indicating 
contributions to the electrode potentials by (SiO) ~ and 
(Al-O-Si)-  sites.

The role of the hydrated layer which must be formed 
before glasses become K+ selective is still vague. The 
present correlation suggests that if the layer is directly 
important in ordering the selectivity, then the underly­
ing glass structure directly controls the leaching and 
structure of the gelatinous layer which in turn controls 
the ion selectivity.

The present model differs from the Eisenman model 
in that the K+ selectivity is associated with the phase 
that gives rise to the 3.6-g band—he., thes odium silicate 
phase or the S i-0_-Na+ structure. Sodium silicate 
glasses are known to be leachable to give molecular 
sieve type materials which have pore sizes between 2 and 
7 A in diameter.8 This is the same order of magnitude 
as the “ pores” observed in sintered porous glasses 
which gave rise to similar K+-Na+ selectivity9 and 
suggests that a pore size effect could be important in 
determining ion selectivity. The role of the alumina 
in the glass is seen to be of less importance. An alkali 
silicate glass, rich in soda, would be predicted to give 
high K+-Na+ selectivity on the basis of relative hy­
droxyl concentrations. Such glasses are notoriously 
soluble in water (as distinct from leachable) and the role 
of the alumina may be primarily to provide stability to 
the glass network in high-alkali glasses. (Alumina is 
renowned in the glass industry as the great ho- 
mogenizer.)

Similarly, a pure silica would be predicted to give 
high Na+-K+ selectivity. Such a membrane, how­
ever, would have very high resistance and, in this case, 
the role of the alumina could be the purely practical 
one of allowing the addition of Na20 to reduce the 
resistance, without causing formation of the 3.6-g 
phase.

Addendum

A reviewer has commented on the emphasis placed on 
the correlation between the composition at which the 
selectivity changes from potassium to sodium and the 
distribution of the hydroxyls. Quite rightly, he points 
out that this composition would be completely different 
had I chosen K+-Li+ or K+-Rb+ and suggests that 
some insight into the question might be obtained by 
looking at lithium aluminosilicate or potassium alumi­
nosilicate glass compositions rather than the sodium 
aluminosilicates. Unfortunately, the small amount of 
data in the literature does not permit the corresponding 
plots for lithium and potassium aluminosilicate glasses 
to be drawn. However, the data do show that lithium 
glasses lie well above and potassium glasses lie well be­
low the curve drawn for sodium glasses in Figure 2—just 
as they do in Eisenman’a selectivity plot.2 The general 
trend is thus established but more data are needed 
to confirm an exact relationship.
(7) B . P . N icolskii, M . M . Shul’ts, E .  A . M aterova, and A . A . Belijus- 
ten, D okl. A kad . N auk SSSR , 140, 641 (1961).
(8) L . S . Yastrebova, A . A . Bessonov, S. S . Khvaschev, T seolity , Ik h  
S in ., Svoistva P rim en ., M ater. V ses. Soveshch. Tseolitam , 2nd, 1964, 
229 (1965). See Chem . A bstr. 64, 19149c (1966).
(9) I .  A ltug and M . L . H a ir, J. P hys. Chem., 72, 2976 (1968).

The Anomalous Frequency Effect in 
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at High Dilution

by Estella K. Mysels,1
C hem istry D epartm ent, U niversity  o f  Southern C a liforn ia ,
L os  A n g eles , C a liforn ia  90007

Piet C. Scholten,
P h ilip s  R esearch L aboratories, E in dhoven , The N etherlands

and Karol J. Mysels
R . J . R eynolds Tobacco C om pany, W inston -S alem , N orth  C arolina  
27102  (.Received Septem ber, 22, 1969)

The precise and accurate measurement of conductiv­
ity of dilute solutions is an important tool in the study 
of both aqueous and nonaqueous electrolytes. The 
necessity of a solvent correction makes it generally 
desirable to use dilution cells capable of determining 
the resistance of both the solvent and the solution 
and therefore requires the measurement of a wide range 
of resistances extending to high values. Alternating 
current is usually used in these measurements and this 
can lead, and has led, to significant errors. Jones and
(1) To  whom correspondence should be sent at Salem College, 
Winston-Salem, N . C . 27108.
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hi3 students2 have analyzed most of these, particularly 
the “ capacitative shunt” effect, and have shown that 
they can always be detected by a decreasing measured 
resistance at increasing frequencies. Hence, a resis­
tance independent of frequency has been accepted 
as a criterion of accurate measurement.

The literature reports, however, instances of mea­
sured resistances increasing with frequency. This 
anomalous effect has been variously explained without 
detailed analysis. Thus, Nichol and Fuoss3 ascribed it to 
higher order terms in the capacitative shunt effect, 
Hawes and Kay4 to the polarizability of glass, and 
Mukerjee, Mysels, and Dulin5 to the presence of induc­
tion in windings of an electric motor. In the two cases 
where equivalent conductivity values were involved,4-5 
extrapolations to zero frequency were used although 
the exact method is not reported.

We have again encountered this anomalous fre­
quency effect, and as the previous explanations did not 
seem pertinent or sufficient, a more detailed study was 
undertaken. Our results indicate that the effect is 
due to a capacitive leakage to the ground and that 
extrapolation to zero frequency is indeed correct and 
should be done on the basis of frequency squared from 
quite low frequencies.
Experimental Section

Resistances were measured on a Jones-Dyke bridge6 
with a General Radio Type 1232-A null detector. 
Auxiliary high-quality resistors (General Radio Co. 
Type 500) served either to shunt the measured cell 
or to extend the measuring arm of the bridge. Both 
procedures gave equivalent results. The Wagner 
ground of the bridge was balanced for each measure­
ment. The cell was of the type described by Daggett, 
Bair, and Kraus7 with the configuration of the lead 
arms somewhat modified to reduce the Jones shunt 
effect. This basically is a 1000-ml erlenmeyer flask 
with a small bulb containing the electrodes connected 
to the side of this flask by two channels, one very near 
the bottom and the other vertically above it. The lead 
arms extend sideways from the bulb. The cell con­
stant was 0.2254. The cell was immersed in a thermo- 
stated oil bath. Within the bath were a number of 
metallic accessories, such as a cooling coil, a heater, 
a temperature sensor, and, particularly, a riser enclosing 
the motor of the magnetic stirrer.6 These, as well as 
the steel thermostat vessel, were grounded. The data 
reported are for distilled water containing three different 
levels of dissolved C02.
Results and Interpretation

A typical variation of measured resistance as a func­
tion of fequency is given in Figure 1. The line drawn 
from the intercept through the first two points is a 
parabola corresponding to a linear extrapolation on an 
co2 plot. I t  may be seen that the effect is significant

I___ I___ I___ I___ I___ I____I___I___ I0 1 2 3 4 5 6 7  8 9  10
F R E Q U E N C Y .  k H z

Figure 1. T y p ica l variation  o f the m easured resistance w ith  
frequen cy w hen cell resistance is a bou t 0.5 m egohm .

and that linear extrapolation along either the high- 
frequency or the low-frequency part can lead to quite 
different results than the one shown.

We attribute this effect to a leakage to the ground 
along a resistance in series with a capacitance. The 
principal capacitance is believed to be between the 
bottom of the erlenmeyer part of the cell and the mag­
netic stirrer mechanism. The resistance is that of the 
electrolyte within the cell, particularly in the channels 
between the measuring bulb and the erlenmeyer flask.

Figure 2 shows the essential elements of the system 
including the equal fixed arms of the bridge, the true 
cell resistance Rt, the measuring resistance Rm, and the 
resistance to the ground Re, along with its series capac­
itance Cg. For simplicity, the latter is assumed to be 
connected to the middle of Rt which corresponds to the 
position of the narrow channels between the bulb and 
the erlenmeyer. Ct is the true parallel capacitance of 
the cell and Cm is the measuring capacitance. Other 
capacitances are omitted since they do not enter the 
calculation. Ct includes two items: the true parallel 
capacitance of the cell due mainly to its parallel disk 
electrodes acting as condenser plates and the effective 
series capacitance due to electrode polarization. The 
impedance of the latter is negligible when the electrodes 
are even lightly platinized and especially when the 
measured resistance is large. Ct is then essentially a 
function of the cell constant K and for aqueous solutions 
given by 1.1 X 10-12 X 80/(K X 4ir) F so that in our 
measurements Ct is about 31 pF. When the bridge 
and the Wagner ground are both balanced, the two

(2) (a) G . Jones and G . M . Bollinger, J. Amer. Chem. Soc., 53, 
411 (1931); (b) G. Jones and S. M . Christian, ibid., 57, 272 (1935).
(3) J. C . N ichol and R . M . Fuoss, J. Phys. Chem., 58, 696 (1954).
(4) J. L . Hawes and R . L. K ay, ibid., 69, 2420 (1965) ; see p 2423 
top.
(5) P. Mukerjee, K . J. Mysels, and C. X. Dulin, ibid., 62, 1390 
(1958).
(6) P. H . Dyke, Rev. Sci. Instr., 2, 379 (1931).
(7) H . M . Daggett, E . J. Bair, and C . A . Kraus, J. Amer. Chem. Soc., 
73, 799 (1951).
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Figure 2. S chem atic diagram  o f the W h eatston e bridge w ith  
W agner ground at the b o tto m  and w ith  the error-causing 
Rg — Cs bypass to  the ground from  the m iddle o f the m easured 
resistance Rt.

terminals of the detector are at ground potential. 
Hence, the system must satisfy the conditions

f t  “  fm  +  fg  ( 1 )

it(Zi/2) +  im(Zt/2) = imZ m (2)

im(Zt/2) = igZg (3)
where Z denotes the complex impedance of the element 
indicated by the subscript and i the corresponding cur­
rent with the exception that it is the current in only 
the left part of Rt.

Solution of these equations is simplified if one takes 
into account the postulated nature of the stray resis­
tance and capacitance. Cg is constant if the position 
of the cell remains constant in the apparatus and Ct is 
also constant as explained above. Hence, we can 
write

Cg = yCt (4)
where 7 is a constant. Rg and Rt are both due to the 
same electrolyte filling the cell, the former to the portion 
in the channels and the latter to that between the elec­
trodes. Hence, they must be proportional to each 
other and we can write

Rg = pRt (5)
where p is a constant > 1 .

The exact solution of eq 1-3 gives for the error A in 
the measured resistance

A =  Rm — Rt =
co2f l t3< 7 t V  (4 p  +  1 +  4co2Rt2pCt2)

16 +  4co2Et2Ct2[4 f  2T +  P7 2(4p +1)] +  (6)
4co4f lt4pCtV(4p -  1)

This difference is indeed positive and for low fre­
quencies approaches zero proportionately to the square 
of the frequency. This explains then qualitatively 
our observations and permits the determination of the 
true resistance by such an extrapolation.

Further support for this explanation can be obtained 
by evaluating the characteristics of the postulated 
leakage to the ground: i.e., p and Ct should both be 
constant. To simplify, we neglect 1 in comparison 
with 4p and 7 and 1 in comparison with p2y2. Equa­
tion 6 can then be rewritten as

= ------------- -----------------f  4pw2 (7)
A  R S p C t y h l  +  w 2E t2C t2) P '

As the product Rt2Ct2 is of the order of 10~9, the first 
term on the right is essentially constant and a plot of 
eq 7 on a co2 scale should reduce all data to a set of paral­
lel lines having different intercepts. These intercepts 
can thus be obtained but are very small and of the order 
of the scatter of the daea. Figure 3 therefore shows 
our data according to eq 7 after subtracting these 
intercepts. I t  may be seen that, up to a frequency of 
about 7 kHz, the points lie close to a single straight line 
passing through the orig:.n. A t the highest frequency 
(10 kHz) there are marked methodical deviations in­
creasing with the resistance of the cell. These are of 
little importance in normal measurements, and we 
attribute them to the emergence of residual shunt 
effects. The slope of tins line is equal to p and gives 
the value of 25 for the ratio of Re to Rt which is rea­
sonable.

The low-frequency lim it of eq 7 can be written as:

—  = " 2Cg2 (8)Rtsp

Since Rt, A, and p have been evaluated, the value of Cg 
may be obtained from the slope of a plot of this relation. 
The points scatter considerably since they depend on 
the small values of A afc low frequencies but give a 
value of about 10 pF for Cg which is reasonable.

The simplification introduced in obtaining eq 7 and 8 
is therefore consistent with the values obtained, i .e .,  
p = 25 and 7 = 0.3, which gives p2y2 = 56. The 
same approximations seem to remain valid over the 
probable range of conditicns of interest.

Equation 8 can be rewritten as
w W p C g 2 co 2E m3p C g2A = -----------~ ------ ------  W4 4

which shows that for any experimental arrangement,
Volume 74, Number 5 March 5, 1970
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Figure 3. A greem ent o f data  w ith  eq  8. A dd itiona l 10 poin ts 
n o t show n are loca ted  in  the sm all dashed rectangle near the 
origin. T h e  ord inate  shows Ä t /V A  m inus the small in tercepts 
(see tex t).

once the two constants have been evaluated, the cor­
rection can be readily applied to any measurement at a 
low enough frequency (500 Hz or below).

I t  may be noted that the calculated measuring capac­
itance is
C t[R t  -  C R .7 /4 ) +  A (2 -  PT) -  c o ^ p C t M g t  +  A )]  ^  

(ßt + A ) ( l - Ä t’A )

C t  -  CJ4  ( 1 0 )

The approximation involves the neglect of the very

small terms in A and in RtCt- Hence, the error in the 
measured capacitance is negative and very small.
Conclusion

Because of the very different grounding system used 
by Hawes and Kay4 it is possible that our analysis does 
not apply to their system. I t  certainly can account, 
however, for the anomalies observed in the more con­
ventional systems of Nichol and Fuoss3 and of Muker- 
jee, et al.6 The effect can, of course, be minimized 
by careful design of the constant-temperature bath and 
especially of the stirring arrangement to avoid any 
leakage of the current from the bridge circuit against 
which Jones has warned already.8 Any residual effects 
can be precisely corrected for by proper extrapolation 
or by eq 9. Thus, the range of accurate cell resistance 
measurements can be extended to at least 500 kilohms 
from the 10 kilohms recommended by Jones1 and the 50 
kilohms shown to be possible with dip cells by Nichol 
and Fuoss.3 Hence, the range of concentrations over 
which a solvent correction measured in the same cell 
can be applied to give an accurate conductance value 
can be correspondingly increased.
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C O M M U N I C A T I O N S  T O  T H E  E D I T O R

Density of Liquid Uranium

Sir: The density of liquid U was examined as part of 
a continuing study of the physical properties of liquid 
actinide elements. A knowledge of the volume change 
associated with the solid to liquid transformation is of 
fundamental importance in the study of liquid metals. 
The majority of metallic elements exhibit approxi­
mately 3% volume expansion during the melting proc­
ess,1 except for two classes of elements which contract 
during melting. One class consists of the semimetallic 
elements with open or layer-like solid structures, such 
as Bi, Sb, and Ga, which apparently transform to a more 
densely packed liquid phase. The other class consists 
of only the rare earth element Ce and the actinide 
element Pu which exhibit volume contractions for the 
melting of rather dense bcc solid phases. These 
changes are 0.8 and 2.4% volume contraction for Ce2 
and Pu,8 respectively. A change in the electronic con­
figuration of the atoms in metallic Ce has been pro­
posed by Jayaraman4 to explain its volume contraction.

The volume change associated with the melting of 
the bcc solid phase of y-U has not been measured 
directly, although the density of liquid U has been 
reported previously by Grosse, Cahill, and Kirshen- 
baum.5 When their results for the density of the 
liquid are compared with the calculated density of the 
solid at the melting point, a volume contraction during 
the melting of U is implied. Because of the significance 
of this implication on the electronic structure of metallic 
U, the density of liquid U was redetermined and is 
reported here.

A pycnometric technique, previously described,3 was 
utilized for this investigation. In this technique small 
tantalum pycnometers were filled at test temperatures. 
An especially reduced zirconia crucible was used as 
the liquid metal container in order to minimize the 
oxidation of the U. The substoichiometric zirconia 
crucible w7as formed when a commercially available, 
impervious Zr02 crucible was heated in a high vacuum 
furnace in the presence of zirconium metal for 4 
days at 1450° and approximately 10-6 Torr residual 
pressure. The U was of high purity, 99.96 wt % U, 
with the major impurities (in ppm) being: Al, 12; 
Fe, 64; Ni, 14; Si, 43; C, 146; other metallics, 152. 
The isotopic composition was 0.24 wt % 236U and 99.76 
wt % 238U. The density values were not adjusted to 
any other isotopic composition.

The measured density values, listed in Table I, were 
fitted to a straight-line function of temperature by the 
least-squares method. The equation of the line was

p (g/cm3) = (19.520 -  16.01) 10-4T(°K)
with a standard deviation of ±0.016 g/cm3. The 
present values are approximately 3.5% lower near the 
melting point and the temperature coefficient is 
slightly larger than the values given by the previous 
investigators.5 The deviation between the two sets 
of data is greater than die standard deviation given 
for either measurement. No explanation of this devia­
tion is obvious, especially since experimental data were 
not given in the original publication; however, surface 
tension forces on the suspension wire of the sinker often 
cause an apparent density increase in the Archimedean 
method used by Grosse, ef al.

T ab le  I :  D ensity  o f L iqu id  U ranium

Temp, °C Density, g/cm3

1137 17.252
1162 17.215
1180 17.225
1206 17.149
1245 17.082

The significant result cf the present measurement is 
that the density of liquid U is less than the density of 
the solid, as shown b> the following calculations. 
Although the density of "-U  has not been measured at 
the melting point, an estimate based upon thermal 
expansion and X-ray dai.a6 indicates it would have a 
density of 17.65 g/cm3 and a molar volume of 13.48 
cm3/g-atom. The present data indicate a liquid 
density at the melting point of 17.27 g/cm3 and a molar 
volume of 13.77 cm3/g-atom. A volume expansion 
during melting of approximately 2.2% is indicated, 
therefore, very similar to the average of 3% found for 
most metals and unlike the volume contraction shown 
by Ce and Pu.

These calculations were supported by examination of 
the pycnometers after filling which indicated a volume
(1) A . R . Ubbelohde, "M elting and Crystal Structure,”  Clarendon 
Press, Oxford, 1965, pp 170-171.
(2) L. J. W ittenberg, D . Ofte, and W . G. Rohr in “ Rare Earth R e­
search I I ,”  Karl S. Vorres, E c ., Gordon and Breach Science Pub­
lishers Inc., New Y ork, N . Y ., -964, pp 257-275.
(3) C. Z. Serpan, Jr., and L. J. Wittenberg, Trans. AIM B, 221, 1017 
(1961).
(4) A . Jayaraman, Phys. Rev., 137A, 179 (1965).
(5) A . V . Grosse, J. A . Cahill, and A . D . Kirshenbaum, J. Amer. 
Chem. Soc„ 83, 4665 (1961).
(6) C. R . Tipton, Jr., Ed., “ Reactor H andbook,”  Vol. 1, 2nd ed, 
Interscience Publishers, New Y ork, N . Y „  1960, pp 111 and 119.
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contraction during the freezing process. This con­
clusion was based upon the observation that for metals 
like Ce and Pu, with known volume expansions during 
solidification, a drop of liquid was forced to the tip 
openings of the pycnometers. No such liquid droplets 
were noted for the pycnometers used for U.

The conclusion of volume expansion during melting 
of U is in keeping with two direct observations made of 
this phase transformation. During interfacial tension 
measurements Rosen, Chellew, and Feder7 estimated a 
3% volume expansion. Recently, the phase diagram8 
of U has been published and an initial positive slope of 
4.1°/kbar noted for the change in the melting point 
as a function of pressure. By use of the Clapeyron 
equation and the heat of fusion,9 2900 cal/g-atom, the 
solid -►  liquid volume change calculated from the phase 
diagram is +0.35 cm8/g-atom, in good agreement with 
the value of +0.29 cm3/g-atom, calculated from this 
work.
(7) C . L . Rosen, N . R . Chellew, and H . id . Feder, N ucl. Sci. Eng., 
6,'504 (1959).
(8) N . Asami, M . Yamada, and S. Takahashi, N ip p on  K in zoku  
Gakkaishi, 31, 389 (1967).
(9) H . Savage and R . D . Seibel, U SAEC Report ANL-6702, Argonne 
National Laboratory, Argonne, 111., Sept 1963.
(10) M ound Laboratory is operated by M onsanto Research Corp. 
for the U . S. Atom ic Energy Commission under Contract No. 
AT-33-1-G EN -53.

M onsanto R esearch Corporation W illiam G. R ohr
M ound Laboratory10 Layton J. W ittenberg
M iamisburg, Ohio 45342

R eceived August 15, 1969

Secondary Valence Force Catalysis. X I. 

Enhanced Reactivity and Affinity of Cyanide 

Ion toward N-Substituted 3-Carbamoyl- 

pyridinium Ions Elicited by Ionic Surfactants

Sir: I t  has been established that rate and equilibrium 
constants for a number of organic reactions are altered 
in the presence of dilute solutions of ionic surfactants.1,2 
We now wish to report an additional example, the 
addition of cyanide ion to N-substituted 3-carbamoyl- 
pyridinium ions, which is unusual in several respects. 
The principal features of this reaction are the following.

First, the rate and equilibrium constants for the reaction 
shown in eq 1 are markedly increased by low concentra­
tions of cationic surfactants. In Table I, rate and

equilibrium constants in the presence of 0.02 M solutions 
of a series of n-alkyltrimethylammonium ions are col­
lected. The largest association constant found, 4800 
M~l, for the reaction of the N-hexadecyl substrate in 
the presence of the n-hexadecyl surfactant, is more than
25,000 times larger than that for the model reaction, 
addition of cyanide to N-propyl-3-carbamoylpyridinium 
ion in surfactant-free aqueous solutions under compa­
rable conditions.3 The largest second-order rate con­
stant observed, 13.3 M - 1 sec-1, for the reaction of the 
N-hexadecyl substrate in the presence of the n-hexa­
decyl surfactant, is 950 times greater than that for the 
same model reaction.3 These increases are sub­
stantially greater than those usually elicited by dilute 
surfactant solutions.1,2 I t  seems likely that a principal 
driving force for the surfactant-dependent reactions is 
destabilization of the cationic substrates by the cationic 
surface of the micelles relative to the zwitterionic transi­
tion states and uncharged products. * 1 2 3

T able  I : R a te  and A ssociation  C onstants for  the A dd ition  of 
C yan ide to  a Series o f N -Substitu ted  3 -C arbam oylpyrid in iu m  
Ion s in  the Presence of a Series o f n -A lky ltrim eth ylam m onium  
B rom ides in A queous Solu tion  at 2 5 ° “

■Surfactant-
Substrate Decyl Dodecyl Tetradecyl Hexadecyl

O cty l 0 .2 1 ; 135
D ecy l 1 .1 0 ; 530 1 .3 5 ; 710
D od ecy l 2 .5 ;  1100 5 .8 ;  4000
T etradecy l 0 .2 8 ; 330 6 .6 ;  3600 1 0 .4 ; 4500
H exadecy l 6 .4 ;  4500 1 3 .3 ; 4800

“ Surfactant con centration  is 0.02 M  th roughout. In  each  case, 
the entries in the tab le  are second -order rate constants in  units 
o f M _1 s e c -1  fo llow ed  b y  association  constants in  units o f M ~ l.

Second, at a constant concentration of a given sur­
factant, rate and equilibrium constants for the reac­
tions increase with increasing hydrophobicity of the sub­
strate. This behavior is best illustrated by the rate 
and equilibrium constants measured in the presence of 
n-hexadecyltrimethylammonium ion (Table I). This 
behavior is, in the case of the rate constants at least, not 
the consequence of incorporation of an increasing frac­
tion of the substrates into the micelles with increasing 
substrate hydrophobicity. Measurement of rate con-
(1) (a) J. L . Kurz, J . P h y s . Chem ., 66 , 2239 (1962); (b) C . A . 
Burn ton, E . J. Fendler, L. Sepulveda, and K .-U . Yang, J . A m er . Chem . 
Soc., 90 , 5512 (1968) ; (c) R . B . Dunlap and E . H . Cordes, ibid., 90 , 
4395 (1968) ; (d) R . B . Dunlap and E . H . Cordes, J . P h y s . Chem ., 73, 
361 (1969); (e) M . T . A . Behme, J. G . Fullington, R . Noel, and E . 
H . Cordes, J . A m er. Chem . Soc., 87, 266 (1965) ; (f) L . R . R om sted 
and E . H . Cordes, ibid., 90 , 4104 (1968) ; (g) C . Gitler and A .O choa- 
Solano, ibid., 90, 5004 (1968) ; (h) T . C. Bruice, J. Katzhendler, and 
L . R . Fedor, ibid., 90,1333 (1968).
(2) For a review, see E. H . Cordes and R . B . Dunlap, A ccou n ts  Chem . 
R es., 2 , 239 (1969).
(3) R . B . Lindquist and E . H . Cordes, J . A m er . Chem . Soc., 90, 1269 
(1968).
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stants for these reactions as a function of surfactant 
concentration reveals that catalysis is maximal at 0.01 
M, or less, surfactant and that rate constants either re­
main constant or decrease slightly at higher surfactant 
concentrations. At all surfactant concentrations in­
vestigated, 0.005-0.03 M, that order of reactivity 
as a function of substrate structure noted in Table I  is 
observed. Since the concentration of surfactant is 
generally about 200 times greater than that of substrate, 
it is likely that the substrates themselves do not alter 
the micellar structure significantly. Thus, the data 
provide evidence for the suggestion of Gitler and Ochoa- 
Solanolg that hydrophobic interactions may contribute 
to activation energies for reactions in micellar systems. 
Such contributions might result from movement of the 
ionic head group of the substrates into the environment 
occupied by the nonionic dihydropyridine moiety of the 
products as the hydrophobic interactions between sub­
strate and micelle are accentuated. This suggestion 
is consistent with the observation that the absorption 
maxima of the substrates in the presence of 0.02 M 
hexadecyltrimethylammonium bromide change uni­
formly from 271.3 to 272.3 m/x as the N substituent is 
changed from decyl to hexadecyl.4

Third, the surfactant-dependent reactions are made 
less favorable by salts. For example, association con­
stants are 2300,860, and 300 M _1 for 0.0, 0.1, and 0.5 M 
added sodium chloride for the reaction of the N-tetra- 
decyl substrate in the presence of 0.02 M tetradecyltri- 
methylammonium bromide at 30°. Second-order rate 
constants for this reaction decrease from 7.1 to 3.1 to 
0.8 ikf-1 sec-1 for the same concentrations of sodium 
chloride. The effectiveness of anions as inhibitors in­
creases in the order F~ < N03~ < Cl-  < Br_, which is 
related to but not identical with the relative inhibitory 
capacity of these anions for the surfactant-dependent 
basic hydrolysis of esters.“

Fourth, the affinity and reactivity of cyanide toward 
pyridinium ions are increased by zwitterionic surfac­
tants. For example, rate and association constants 
for the addition of cyanide to N-dodecyl-3-carbamoyl- 
pyridinium bromide in the presence of 0.02 M dodecyl- 
dimethylammoniopropanesulfonate at 25° are, respec­
tively, 1.0 M_1 sec-1 and 1100 M~l. These figures indi­
cate increases of 71- and 5700-fold in reactivity and 
affinity of cyanide for this pyridinium ion elicited by the 
zwitterionic surfactant. This is the only case known 
to us in which an organic reaction is subject to marked 
promotion by a zwitterionic surfactant. The source of 
the rate and affinity increases is not evident.

Finally, these reactions are subject to promotion by 
sonicated aqueous dispersions of ovolecithin. Rate and 
association constants for the addition of cyanide to 
N-dodecyl-3-carbamoylpyridinium bromide are in­
creased 13- and 350-fold over control values in the pres­
ence of 4 X 10~4 M lecithin. As above, this reaction 
appears to be the only case identified in which a non­

enzymatic reaction is pro noted by biological surfactants 
(with the exception, of course, of those reactions in 
which substrate solubilization is the important factor). 
Promotion by sonicated dispersions of lysolecithin and 
sphingomyelin has also been observed.

A ll of the above reactions have been followed spec- 
trophotometrically at 34C m^ in aqueous solution. The 
temperature was maintained at 25° unless noted other­
wise. Values of pH were maintained in the vicinity of 
pH 10 through use of dilute triethylamine buffers.
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(4) Related experiments have teen described by P . M ukerjee and A . 
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Solvent Polarity in  Electrochemical and 
Other Salt Solution Studies
Sir: Electrochemical techniques are very useful for 
the generation of reactiv e species in organic solvents. 
The subsequent behavior of these species may be fol­
lowed by a number of techniques, including that of 
cyclic voltammetry.1 Other methods, e.g., potential 
step methods, can be and have been used to study the 
subsequent chemical reaction.2 The rate constant k

kfor the process O +  no ;= R; R —► D can thus be deter­
mined.

R can be a neutral or charged species and may react 
through a transition state with a charge separation 
quite different from that of the initial state. In such 
cases, k  will be very sensitive to the polarity of solvent.

(1) P . Delahay, “ New Instrum ental Methods in  Electrochem istry,” 
John W iley and Sons, New Y o r  £, N . Y . ,  1954. Also see R .  S . N ichol­
son and I .  Shain, A n a l. Chem .. 35 ,706 (1964).
(2) W . M . Schwarz and I .  Sha n, J . P h y s . Chem ., 69, 30 (1965) ; 70, 
854 (1966) ; J .  T .  L indquist and R . S . Nicholson, J . Electroanal. Chem., 
16 ,445 (1968 ).
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Figure 1. A  p lo t o f Z  value vs. the negative o f the logarithm  
o f salt concentration  fo r  a num ber o f nonpolar solvents. O pen 
circles (O ) represent m easurem ents m ade w ith  pure l-e th y l-4 - 
carbom ethoxypyrid in ium  iod ide; closed circles (• )  are based on 
solutions o f tetra-n -butylam m onium  perchlorate contain ing 
sufficient (7 %  or less) l-e th y l-4 -carbom eth oxyp y rid in iu m  
iod ide to  perm it facile  observation  o f the charge-transfer 
m axim um . C ircles w ith  diagonal lines (d ) are derived  from  
m easurem ents on  solutions o f tetra-n -butylam m onium  
perchlorate containing 1 5 %  l-eth y l-4 -carbom eth oxypy rid in iu m  
iod ide (D M E  solutions). D a ta  for  aceton itrile  and 
ch loroform  solutions (containing 0.13 M  eth an ol) are taken 
from  ref 6 and are show n as ®  (C H 3C N ) or X  (C H C h ). All 
oth er solvents were h ighly  purified and degassed.

We wish to point out that the electrolyte required 
in the solutions for adequate conductivity (e.g., 0.1 M 
tetra-n-butylammonium perchlorate (TBAP)) markedly 
raises the polarity of the solvent over that of the pure 
material. We have utilized Z values as a measure of the 
polarity of such solutions. Z values are empirical 
measures of solvent polarity based on the position of 
the charge-transfer band of l-ethyl-4-carbomethoxy- 
pyridinium iodide.3 Our results show that, the lower 
the polarity of the pure solvent, the greater the in­
crease in polarity brought about by a particular concen­
tration of salt. Some solvents will exhibit a somewhat 
greater (or lesser) change than this rough generalization 
implies (e.g., chloroform).

Data on the Z values of 1,2-dimethoxyethane (DME), 
acetonitrile, and other solvents relevant to electro­
chemistry are presented in Figure 1 as a log (salt con­
centration) vs. Z-value plot. The Z values of the 
pure solvents are derived by extrapolating Z-value 
measurements to infinitely dilute solutions.

The Z-yalue increment for the change from zero

salt to 0.1 M TBAP is quite large for DME (~6.8 kcal/ 
mol) and significant for acetonitrile (1.5 kcal/mol). I t  
is remarkable that the limiting Z value for very high 
concentrations of TBAP in DME is close (ca. 66.4 kcal/ 
mol) to the Z value found for molten tri-n-hexylam- 
monium perchlorate (66.9 kcal/mol).4

A Z-value increment of 2.8 kcal/mol can increase the 
rate of an electron-transfer reaction by a factor of 10, 
as shown for the case of l-ethyl-4-carbomethoxypyri- 
dinyl radical and 4-nitrobenzyl chloride.6 Electron- 
transfer reactions are clearly among the elementary 
processes to be considered for the reactions of species 
generated electrochemically, and a proper considera­
tion of solvent polarity is necessary for comparison with 
kinetic results obtained by other means.

Salt effects in low polarity media can be studied by 
means of Z-value measurements. The charge-trans­
fer bands observed for l-ethyl-4-carbomethoxypyridin- 
ium iodide (i.e., the Z values) exhibit much greater 
sensitivity to increases in salt concentration above 3 X 
10~4 M in DME and methylene chloride than below 
that concentration (Figure 1). A similar effect is 
observed in chloroform solutions.6 Electrostatic in­
teractions may be responsible for these salt effects since 
dielectric relaxation measurements on tetraalkylam- 
monium picrate salts in benzene do not support the 
notion that ionic aggregates more complex than ion 
pairs are present in solutions below 0.01 A/.7-9

We suggest that Z-value measurements will provide 
intrinsically useful information on organic salt solu­
tions and that they will be useful for the interpretation 
of kinetic data derived through electrochemical experi­
ments.

(3) Cf. E . M . Kosower, “ An Introduction to Physical Organic Chem­
istry,”  John W iley and Sons, New Y ork, N . Y ., 1968, Section 2.6.
(4) J. E . Gordon, J. Amer. Chem. Soc., 87, 4347 (1965).
(5) E . M . Kosower and M . M ohammad, ibid., 90,3271 (1968).
(6) E . M . K osower, ibid., 80,3253 (1958).
(7) Cf. Table 2.13 in ref 3.
(8) G . Williams, J .  Phys. Chem., 6 3 ,  534 (1960).
(9) M . D avies and G . Williams, Trans. Faraday Soc.,5 6 ,1 6 1 9  (1960).
(10) T o  whom correspondence should be addressed.
(11) Support from  the Arm y Research Office (Durham) and the 
National Institutes of Health is gratefully acknowledged.
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