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Crystallization of Slightly Soluble Salts from Solution

by R. H. Doremus
General Electric Research and Development Center, Schenectady, New York (Received October 20, 1969)

The rate of crystallization of barium sulfate from aqueous solution was studied simultaneously with two 
methods, electrical conductivity of the solution and light scattering from the particles. From these measure­
ments the particle size was estimated and the interface growth coefficient was calculated. The results indicated 
that the particles coagulated in the later stages of precipitation. Results of several authors on crystallization 
of salts from solution are compared. The order of the crystallization process depends upon the stoichiometry 
of the salt and its supersaturation. The effect of supersaturation may result from different growth processes 
on different crystal faces. The interface growth coefficients for different salts, orders of crystallization, and 
supersaturation are compared. These coefficients are usually not a function of order or supersaturation, but 
do depend upon the type of salt crystallizing.

Introduction
Crystals of ionic salts are nearly always prepared and 

purified by precipitation from solution. Although this 
process has often been studied, the sequence of events 
from the mixing of solutions to the final crystals is 
still debated. The steps of the precipitation process 
are nucléation of the crystals, their growth by accretion 
of material from the solution, and possible coagulation 
and competitive growth (Ostwald ripening).

In the present work the precipitation of barium sul­
fate from aqueous solution was followed with two tech­
niques simultaneously, electrical conductivity of the 
solution and light scattering from the crystals. The 
combination of these two techniques allowed a rough 
calculation of the particle size and therefore of the 
interface growth coefficient. Furthermore, these ex­
periments indicated that the particles coagulate in the 
later stages of precipitation, showing that measure­
ments of nucléation rates from counts of particles are 
questionable.

The growth of crystals from solution can be studied 
in several ways. For larger crystals the rate of growth 
becomes influenced by diffusion of the precipitating 
ions or molecules in the liqui d near the crystal.1 ~3 Thus

to measure the rate of the interface growth process it is 
necessary to study small crystals, often submicroscopic. 
Two methods can be used to measure this growth pro­
cess. In one, seed crystals are added to a slightly su­
persaturated solution in which no nucleation can 
occur. Then growth takes place only on the seed crys­
tals, whose size can be measured in the light or electron 
microscope. The rate of growth is calculated from 
the rate at which material disappears from the solution, 
usually followed with the solution conductance, and 
the crystal size. In the other method the rate of pre­
cipitation of crystals is followed in two different ways 
so that both the rate of removal of material from solu­
tion and the crystal size can be calculated, as was done 
in the present work. In the precipitation method the 
supersaturation must be high enough for crystals to 
nucleate, so that the two methods measure the growth 
rate at different supersaturations. In this paper, mea­
surements of growth rates at different supersaturations

(1) D. Turnbull, Acta Met., 1, 764 (1953).
(2) A. E. Nielsen, “ Kinetics of Precipitation,”  Macmillan Co., New 
York, N.Y., 1964. This book has an extensive bibliography.
(3) R. H. Doremus, J. Phys. Chem., 62, 1068 (1958).
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and for different salts are compared and discussed in 
terms of various theories.

Growth Equations
In the present work it is assumed that all particles 

are nucleated at the time of mixing, so that the number 
of growing particles N is constant and they are all of 
the same size. Furthermore it is assumed that the 
growth rate is controlled by a process at the particle 
surface (interface control). Turnbull has shown that 
these conditions are valid for the precipitation of barium 
sulfate at the concentrations used here.1 Then the 
flux of material J per unit area and time that is depos­
ited on the particles is

J = Gicm -  c0r(i -  wr
C0n a )

In this equation p is the density of the particles in con­
centration units, R is their radius, G is an interface 
growth coefficient, n is the order of the growth process, 
Cm and Co are the initial and equilibrium concentration 
of barium sulfate in the solution, respectively, and W 
is the fraction of precipitation and is given by

AtN R3p
3(Cm -  Co) (2)

Detailed discussions and deviations of these equations 
are given in a number of publications.1-3 The factor of 
(1 — W) in eq 1 accounts for competition between par­
ticles for the solute. Nielsen2 gives a table of values of 
integrals of eq 1 for different n values, using eq 2 to 
express dR/At in terms of W.

If W, the extent of precipitation, is small, G can be 
calculated from an integration of eq 1 with W  constant 
and assuming the crystal has negligible radius at the 
time of mixing. Then

G
Rp

tSn(l -  W)n (3)

where the particle has radius R after growth time t. 
The supersaturation S is

(4)

and is the best parameter to use to compare results at 
different concentrations, with different crystals, and 
with different n values.

Experimental Section
Solutions of barium nitrate and potassium sulfate 

were mixed together with vigorous stirring to give the 
same final concentration of the two salts. One portion 
of the mixture was poured into a conductivity cell and 
the other in a light scattering cell. The resistance and 
light scattering of the solution was then measured as a 
function of time. Neither solution was stirred or moved 
during precipitation.

Figure 1. Fraction of barium sulfate precipitation as a function 
of time. Curve drawn from eq 1 with n =  3, points measured 
from the electrical conductivity of the solution.

The conductivity cell was of standard design and 
held about 25 ml of solution. The electrodes were 
shiny platinum, so that they did not nucleate crystals. 
The resistance of the cell was measured with a Wheat­
stone bridge of Luder’s design.4 The temperature of 
the cell was held constant at 25.00 ±  0.02° with a water 
bath.

The light scattering was measured in an apparatus 
built by P. D. Zemany and H. T. Hall in this laboratory 
and having an optical system similar to that of Zimm.5 
The measurements were made at 90° from the incident 
beam with plane polarized light of 0.546-p. wavelength. 
The solutions were filtered through millipore filters 
just before mixing to ensure that no spurious scattering 
centers were present. The output of the photomulti­
plier was recorded continuously.

Experimental Results
The results of measurements for a solution containing

1.6 X 10-7 mol/cm3 of potassium sulfate and barium 
nitrate are shown in Figures I and 2. The fraction of 
precipitation W was calculated from the conductivity 
of the solution and the known equivalent conductances 
of barium, potassium, sulfate, and nitrate ions. No 
corrections were made for changes in activity coeffi­
cients, ion pairing, or equivalent conductances as a 
function of time, since the solutions were very dilute 
and the total concentration changed only about 30% 
in the region of interest. The line in Figure 1 was 
calculated from eq 1 with n — 3. The fit is good up to 
about 20 min, after which the experimental results drop 
below the curve. This same deviation was found for 
other experiments of barium sulfate and strontium 
sulfate.8

The line in Figure 2 is the same as in Figure 1. The 
raw scattering data were normalized to the line at W = 
0.1. Since they fit the line fairly well, the scattering

(4) W. F. Luder, / .  Amer. Chem. Soc., 62, 89 (1940).
(5) B. H. Zimm, J. Chem. Phys., 16, 1099 (1948).
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Figure 2. Fraction of barium sulfate precipitation as a function 
of time. Curve same as for Figure 1; points are intensity of 
scattered light, normalized with the curve at W = 0.1.

is apparently about proportional to the volume of the 
particles during the growth studied here. The scat­
tering decreased sharply at about 18 min after the start 
of precipitation, and continued to decrease until it 
reached nearly background level after about 30 min. 
Occasional dips, such as the one at 21 min, were ob­
served shortly after the break, and peaks were observed 
during later stages of the decrease of the scattering.

An estimate of the size of the precipitating particles 
can be derived from the comparison between scattering 
and the growth curve in Figure 2. The intensity of 
90° scattering calculated for spherical particles for 
refractive index 1.25 (that of barium sulfate is about 
1.22) is plotted against particle size in Figure 3. It is 
seen that the scattering is proportional to the volume of 
the particles only over a narrow size range. The scat­
tering results in Figure 2 seem to be slightly less than 
proportional to the volume of the particles over a size 
range in which the radius is doubled. If these two 
size ranges are equated, the radius of the particles is 
found to be about 1000 A at IF = 0.05. Then from eq 4, 
G — 2.6 X 10~13 mol/cm2sec, and the number density of 
particles is about 10s per cm3. The following param­
eters for barium sulfate at 25° were used in this cal­
culation: p =  0.0192 m ol/cm3, C0 =  1.06 X 10-8 mol/ 
cm3.

Discussion and Comparison with Previous Results
In an earlier study the deviations from the growth 

curve shown in Figure 1 were attributed to a change in 
the mode of growth.3 In the earlier stages the rate of 
growth increased proportional to the surface area of the 
crystals, but after the deviations the rate data behaved 
as if the area for deposition of material were constant. 
The light scattering results shown in Figure 2 suggest 
that coagulation of the crystals formed first is the reason 
for this change. After about 20 min of growth the crys­
tals begin to coagulate together to form larger crystals

Figure 3. Intensity of light scattered at 90° from incident 
beam from spherical particles of refractive index 1.25 as a 
function of a = 27r(particle radius)/(wavelength of light in 
solution). Incident light perpendicularly plane polarized.
Points are calculated from tables of W. J. Pangonis, W. Heller, 
and A. Jacobsen, “ Light Scattering Functions,” Wayne State 
University Press, Detroit, Mich., 1957, and H. Blumer, Z. Phys. 
32, 119 (1925); 38, 304 (1926); line is drawn with slope 3.

which subsequently sediment to the bottom of the ves­
sel containing them. The larger crystals have a lower 
scattering cross section per unit volume than do the 
smaller particles, as shown in Figure 3, so that as coagu­
lation proceeds the scattering actually decreases, as 
shown in Figure 2. As the particles sediment the scat­
tering also decreases until there are few particles in the 
scattering volume. After precipitation of slightly 
soluble salts a deposit often is found in the reaction vessel, 
consistent with this view. The coagulation of smaller 
particles into larger ones gives a somewhat smaller effec­
tive area for deposition. The area of these larger 
particles is increased only very slightly with further 
deposition of material, giving the appearance in the 
kinetics of a constant growth area. Therefore, the ex­
perimental results are consistent with coagulation of the 
precipitating crystals. Meehan and Miller also con­
cluded that coagulation was occurring in their study of 
rapid precipitation of silver bromide.6 Because of the 
possibility of coagulation, any study of nucléation rates 
and crystal sizes in precipitation from counts or observa­
tion of crystals after a certain time of crystallization 
is questionable. For example, the original precipitation 
laws of von Weimarn were deduced from observa­
tions of this sort; it seems likely that results were 
often affected by coagulation.

Various authors have found different values for the

(6) E. J. Meehan and J. K. Miller, J. Phys. Chem., 72, 2168 (1968).
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Table I : Order of Growth Laws for the
Precipitation of Ionic Crystals

✓---- Supersatn---- > Refer­
Salt Low High ence

Silver chloride 2 a, b
Barium sulfate 2 3(4?) c, d
Strontium sulfate 2 3 «, /, s,
Lead sulfate 2 i
Magnesium oxalate 2 j
Silver chromate 3 4 k, l

« C. W. Davies and G. H. Nancollas, Trans. Faraday Soc., 53, 
1449 (1957). b M. J. Insley and G. D. Parfitt, ibid., 64, 1945 
(1968). c See ref 1-3. d G. H. Nancollas and N. Purdie, Trans. 
Faraday Soc., 59, 735 (1963). e See ref 3. r J. Salomon, 
Thesis, New York University, 1964. " J. R. Campbell and
G. H. Nancollas, J. Phys. Chem., 73, 1735 (1969). h S. Oden 
and D. Werner, Ark. Kemi Mineral., Geol., 9, No. 23 and 32 
(1926). 1 G. H. Nancollas and N. Purdie, Quart. Rev., 18, 1 
(1964). ’ G. H. Nancollas and N. Purdie, Trans. Faraday
Soc., 57, 2272 (1961). k A. Van Hook, J. Phys. Chem., 44, 751 
(1940). 1 J. R. Howard and G. H. Nancollas, Trans. Faraday
Soc., 53, 1449 (1957).

order n of the precipitation process. A summary is 
given in Table I. From the table one can deduce that 
n depends on at least two factors, the stoichiometry 
of the crystallizing salt and its supersaturation, as de­
duced previously.3 The results of Salomon7 are particu­
larly interesting in this regard, since he studied the 
growth rate of strontium sulfate crystals over a wide 
range of supersaturation and observed their morphology 
under the microscope as well. Salomon found that the 
morphology of the crystals was quite different at high 
and low supersaturation and that these differences 
correspond to the change in order from 2 to 3. It seems 
likely, therefore, that the change of order results from 
the nucleation of crystals with different crystallo­
graphic faces and that the growth mechanism on dif­
ferent faces is different. Further work to clarify and 
confirm this relation between growth mechanism and 
morphology should give attractive results.

To calculate the interface growth coefficient G of eq 1 
from the rate of precipitation of a suspension of crystals 
it is necessary to known the size of the crystals. In the 
seed crystal experiments of Davies and Nancollas and 
their collaborates the crystals were large enough to 
observe in the microscope. In the present case the 
simultaneous measurement of conductivity and light 
scattering provided information to estimate the particle 
size and therefore to calculate G, as shown in the last 
section. Calculations of G for various crystal growth 
experiments are given in Table II. The agreement

Table II: Interface Growth Coefficient for Various Crystals

Salt
Super­
satn

Order
N

G,
mol/cm2

sec Ref

Barium sulfate 2 2 3 X 10“ 13 a
14 3 3 X 10~13 b

Silver chloride Low 2 3 X 10“ 11 c
Low 2 3 X 10-11 d

Magnesium oxalate 0.36 2 4 X 10 e
1.3 2 10~n e

“ G. H. Nancollas and N. Purdie, Trans. Faraday Soc., 59, 
735 (1963). b Present work. c C. W. Davies and G. H. Nan­
collas, Trans. Faraday Soc., 53, 1449 (1957). d M. J. Insley 
and G. D. Parfitt, ibid., 64, 1945 (1968). e G. H. Nancollas 
and N. Purdie, ibid., 57, 2272 (1961).

between G measured for barium sulfate in the present 
experiments and those of Nancollas and Purdie on seed 
crystals, notwithstanding the difference in reaction 
order, is noteworthy. The agreement between two 
different sets of experiments on silver chloride, done in 
quite different ways, also shows the usefulness of com­
paring G values. The value of G was not a function of 
supersaturated except in magnesium oxalate. The 
higher rate at higher supersaturation possibly resulted 
from the nucleation of new crystals. It would be 
interesting to obtain more accurate results for G on a 
wide variety of salts to see if it is related to such factors 
as ion size, ion polarizability, hydration, and other 
factors. In any event it appears that G, the rate of 
growth at unit supersaturation, is the correct parameter 
to compare for different conditions of precipitation.

A number of different theories have been proposed for 
interface controlled growth from solution.2'3,8-10 Fea­
tures such as surface diffusion, surface reactions includ­
ing dehydration, surface defects such as energent dis­
locations, surface steps and kinks in the steps, step 
spacing, surface roughness, impurity adsorption, and 
others are involved in these theories. To test most of 
these ideas more detailed study of the crystal surface 
itself during growth is required. The present results 
show the importance of stoichiometry of the crystallizing 
salt, of the orientation of crystal faces, and the possi­
bility of coagulation of crystals during growth from 
solution.

(7) J. Salomon, Thesis, New York University, 1964.
(8) W. R. Burton, N. Cabrera, and F. C. Frank, Phil. Trans. Roy. 
Soc. London, 243, 299 (1951).
(9) G. W. Sears, J. Chem. Phys., 29, 979, 1045 (1958).
(10) J. W. Cahn, Acta Met., 8, 554 (1960).
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Determination of Diffusion Coefficients for Nitrogen Dioxide in Polystyrene 

by Chain Scission and Sorption-Desorption

by H. H. G. Jellinek and S. Igarashi
Department of Chemistry, Clarkson College of Technology, Potsdam, New York 13676 (Received August 12, 1969)

Diffusion coefficients for nitrogen dioxide in polystyrene have been determined by using, for the first time, 
degrees of degradation due to chain scission as indicators for the progress of the diffusion process by penetra­
tion; also sorption-desorption experiments were carried out. The experimental data for the calculation of 
diffusion from degrees of degradation were measured in a specially constructed high-vacuum penetration cell. 
The coefficients obtained by either method agree satisfactorily. In addition, it has been shown that a sub­
stitution reaction, replacing tertiary hydrogen atoms in the polymer by N02 groups, is negligibly slow com­
pared with the diffusion process and can be neglected for the evaluation of the penetration experiments. Ar­
rhenius parameters are given for the diffusion coefficients, chain scission and substitution rate constants. It 
was also ascertained that Henry’s law holds. The molar heat of solution is negative mainly due to the heat 
of condensation of the gas.

Reaction of nitrogen dioxide with thin films (ca. 20 y. 
thick) of polystyrene and butyl rubber has been stud­
ied recently.1'2 Chain scission of main chain links takes 
place. It was ascertained that in case of such thin 
films, diffusion of gas into the film does not play a role. 
An additional reaction, however, takes place with poly­
styrene. Tertiary hydrogen atoms are replaced along 
the carbon backbone by N 02 groups. While this latter 
reaction consumes appreciable quantities of gas, the 
chain scission uses only negligible amounts of nitrogen 
dioxide. Thick polymer films give rise to additional 
complications. Here, chain scission at a certain dis­
tance x from the surface cannot take place until the gas 
has arrived at the distance x by diffusion. The same is 
true for any other chemical reactions. Thus, diffusion 
and a simultaneous chemical reaction have to be con­
sidered. Once, the gas has diffused to the distance x, 
saturation of the film by the gas is fairly quickly 
reached, if the chemical reaction is slower than the dif­
fusion process. If this is not the case, saturation may 
never be achieved and the reaction becomes diffusion 
controlled.

The present paper deals with the diffusion of nitrogen 
dioxide into relatively thick polystyrene films or stacks 
of thin films. Diffusion coefficients are evaluated from 
penetration and sorption-desorption experiments. The 
degree of degradation a as a function of x, gas pressure, 
and temperature was utilized as an indicator of the prog­
ress of diffusion. This is a novel procedure, which 
has not been attempted previously. The influence of 
the chemical substitution reaction has also been evalu­
ated. Solubilities as function of gas pressure and tem­
perature have been determined, and Henry’s law is 
shown to hold. Arrhenius parameters for diffusion 
coefficients and chemical rate constants have been eval­
uated. The diffusion coefficients obtained from pene­

tration and sorption-desorption experiments agree 
satisfactorily.

Experimental Section
(a) Apparatus. An all-glass high-vacuum appara­

tus (10~6-10-6 mm) as depicted in Figure 1, was used for 
this work. It had provision for measuring relatively 
small (Pyrex spoon gauge, modified Fisher McLeod 
mercury gauge) and large pressures (U-tube manome­
ter), respectively. These pressure gauges were so ar­
ranged that mercury comes in contact with the corro­
sive gas for only short periods of time. In addition, a 
thermostated glass vessel housing a quartz spring and 
another one for the penetration-diffusion cell were pro­
vided. The diffusion cell was directly connected to 
the high-vacuum system and had also an attachment, J, 
for permanent evacuation at the far side of the set of 
films. This cell is shown in Figure 2. It consists of a 
large Teflon joint T, which is connected to the high- 
vacuum apparatus. A set of films, F, is inserted. 
These films have to be placed loosely into the cell in 
order to be able to remove all air between them. Once 
this is achieved, the metal bellows, B, is tightened by 
means of the screw, K, and the films make a tight seal 
with the help of a Viton O ring. Thus, the gas has to 
diffuse through the films in order to pass to the far 
side of them. The gas pressure is kept constant 
throughout the experiment. The far side of the film 
is backed by a Teflon-covered plate, P.

Sorption-desorption experiments were carried out by 
suspending a film from a quartz spring, which was ther-

(1) H. H. G. Jellinek and F. Flajsman, J. Polym. Sci., A -l , 7, 1153 
(1969); H. H. G. Jellinek and Y . Toyoshima, ibid., 5, 3214 (1967); 
see also H. H. G. Jellinek, F. Flajsman, and F. J. Kryman, J . Appl. 
Polym. Sci., 13, 107 (1969).
(2) H. H. G. Jellinek and F. Flajsman, J. Polym. Sci., A -l, in 
press.
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Figure 1. High-vacuum apparatus: A, N02 tank; B, low- 
pressure spoon gauge; C, D, storage bulbs; E, flask for drying 
films; F, diffusion cell; G, quartz spring; H, high-pressure 
spoon gauge; I, McLeod gauge; J, Nester-Faust (Fisher) 
pressure gauge, K, U-type Hg manometer; M, cold trap; N, 
Hg diffusion pump; O, P20 5 tube; P, rotary pump; Q, special 
connection between diffusion cell and high-vacuum line.

Figure 2. Diffusion cell: B, metal bellows; K, screw for
tightening bellows; J, special connection to high vacuum at far 
side of films; F, set of films (ca. 40 n each); O, Viton O ring; 
T, Teflon joint; P, Teflon-covered black-plate; S, screws.

mostated. Intrinsic viscosities were measured in 
Ubbelohde viscometers in dl/g at 34°.

(b) Materials. Atactic, isothermal polystyrene was 
the same as used in previous work1 and was kindly sup­
plied by the Dow Chemical Co. It was purified by 
twice precipitating from methyl ethyl ketone (ca. 1% 
w/w) with methanol at room temperature. The poly­
mer was dried, eventually under high vacuum at about 
40° for 24 hr. All solvents were of reagent grade qual­
ity. The polymer, as received, had a weight-average 
molecular weight of Mw =  3.72 X 105 and a ratio of 
weight- to number-average molecular weights Mw/Mn 
= 2.3. Thus, the polymer had practically a random 
molecular size distribution. The intrinsic viscosity- 
number-average molecular weight relationship for this

polymer sample is [7 7] = 4.85 X 10-6 Mn 0 814 dl/g in di- 
oxane solution at 34°; this amounts to a number- 
average molecular weight of 1.97 X 105. A random size 
distribution remains invariant for moderate degrees of 
degradation. N 02 was obtained from Matheson. It 
contained negligible amounts of nitrosy lchloride (<20 
ppm), a water equivalent of 0.06%, and particulates 1.0 
mg/1. It was dried before being introduced into the 
high-vacuum system. Fluorolube (Gr 544, Hooker 
Chemical Co.) was used throughout, because of the re­
activity of N 02 with other greases.

(c) Film Preparation. Films were obtained by cast­
ing 6% w /v solutions of polystyrene in methyl ethyl 
ketone onto mercury surfaces and controlling the sub­
sequent evaporation of the solvent. The films were 
dried under vacuum and eventually in high vacuum 
(ca. 10~5 mm) at 60° for 70 hr. The film thickness was 
determined by weighing and measuring the film area 
(density of polymer 1.06 g/cm 3).

(d) Procedure for Penetration Experiments. A con­
stant total gas pressure was established in the high- 
vacuum apparatus. The diffusion cell was thermo- 
stated and preheated to the desired temperature for 
at least 1 hr (temperature constancy ±0.2°). The 
diffusion was then allowed to proceed for a definite 
length of time (several hours or days). At the end of 
the diffusion period, the films were degassed for 12 
hr, and the intrinsic viscosity of each film of the set 
was measured. The degrees of degradation ax =  
(1 /DPn.t) — (1 /1)Pn ,0) were derived from these data 
as a function of x, the distance from the film surface 
(the latter is adjacent to the gas at constant pressure).

(e) Some Preliminary Penetration Experiments (In­
fluence of Solvent). A number of preliminary experi­
ments were performed in order to ascertain the effective­
ness of solvent removal from the films. Benzene was 
taken as the solvent for these experiments. It is to be 
expected that degradation increases with decreasing 
film thickness for relatively short exposure times. Sur­
prisingly, however, the behavior was the exact opposite 
when benzene was used as solvent. The last stage of 
drying consisted of 70 hr under high vacuum at 60°. 
The film thickness ranged from 15 to 425 g. It appears 
that benzene clings extremely tenaciously to polysty­
rene. This was confirmed by determining the benzene 
content by weighing. Figure 3 shows that traces of 
benzene left in the film have an appreciable effect on 
the extent of degradation. Subsequently, only methyl 
ethyl ketone was used as solvent; this solvent could 
easily be removed. Films obtained by casting from 
this solvent gave the correct type of curve as Figure 4 
shows. The extent of degradation increases with de­
creasing film thickness and levels off when a film thick­
ness of about 50 g is reached.

( /)  Procedure for Sorption-Desorption Experiments. 
The quartz spring, from which a polymer film was sus­
pended (ca. 50-70 g thick, area of film ca. 13 cm2),
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Figure 3. E ffect o f residual benzene as fu n ction  o f polym er 
film  thickness at 5 5 °, P to ta i =  60 cm , diffusion tim e 2 hr: 
( 1 ) exposed, (2 ) blank.

Figure 4. [17] as fu n ction  o f film  thickness. F ilm s cast from
m ethyl eth yl ketone solution  at 55°, Ptotai =  60 cm , diffusion 
tim e 4 hr.

F igure 5. a Xlt as fu n ction  o f distance from  film  surface for 
various diffusion tim es at 5 5 °, P to ta i =  60 cm : ( 1) 8 hr, (2 ) 6
hr, (3 ) 4  hr.

was also thermostated to a temperature constancy of 
±0.2°. The sensitivity of the spring was 0.0709 cm / 
mg. The extension was read as a function of time 
with a cathetometer to 0.05 mm. At the end of each 
experiment, the film was degassed by fast evacuation, 
the desorption was then measured as a function of time.

Figure 6 . Sam e as Figure 5 at 4 5 °, diffusion tim e 14 hr: (1)
60 cm , (2 ) 30 cm , (3 ) 21.6 cm.

F igure 7. Sam e as Figure 5 :  (1 ) 65°, P t o t a i  0.8 cm , 215 hr;
(2 ) 45°, P to ta i =  2 cm , 118 hr.

Experimental Results
Penetration and Sorption-Desorption Experiments. 

Typical ax vs. x plots are shown in Figures 5-7 as a 
function of gas pressure, temperature, and diffusion
time.__ax = (l/DPn.x.t) -  (l/DPn,o) where DPn.x.t
and DPn.o are the number-average chain lengths for 
diffusion time t at distance x and the initial chain length, 
respectively; x =  0 coincides with the middle of the 
first film (ca. 20 g from the surface). This is necessi­
tated by the fact that the degree of degradation for 
each total film of finite thickness is measured; thus 
ax is an average value and x =  0 should be located 
rather at the center of the film than at either surface.

Figures 8 and 9 show some typical sorption-desorp­
tion curves, where W, is plotted vs. time as function of 
temperature and gas pressure, respectively. W, is 
the weight of gas sorbed in grams by 100 g of polymer 
film.
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Figure 8 . S orp tion -d esorption  curves at P totai =  60 cm . 
S orption : (1 ) 35°, 59.5 y, (film  th ickness); (2 ) 45°, 59.5 ;u; (3) 
55°, 70.4 M; (4 ) 85°, 56.1 y ;  (5 ) 95°, 64.3 M. D esorption : (6 ) 
as under (1 ) ; (7 ) as (2 ) ; (8 ) as (3). D esorption  corresponding 
to  (4 ) and (5 ) is negligible.

F igure 9. Sam e as F igure 8 at 4 5 °. S orp tion : ( 1) 60 cm ,
69.1 n] (2 ) 30 cm , 78.0 y ;  (3 ) 15 cm , 78.0 y. D esorption : (4 ) 
as (1 ) ; (5 ) as (2 ) ; (6 ) as (3).

Evaluation of Experimental Results
(a) Solubility Coefficients and Rate Constants. Before 

diffusion coefficients can be calculated from the experi­
mental data, rate constants for the chain scission and 
the “ NOrSubstitution”  reaction (tertiary hydrogen 
atoms are substituted by N 02 groups) have to be known. 
Also, the solubility coefficients have to be determined, 
and it is essential to ascertain whether Henry’s law 
holds (i.e., Cg,t =  /cn-Ptotai, where kn is a constant, the 
solubility coefficient, and Cg,t is the gas concentration 
in the film). The solubility coefficients, kn, were ob­
tained from sorption-desorption data. First, however, 
it should be pointed out that N 02 is always present in 
equilibrium with its dimer, N20 4 : N20 4 2N 02.

Below about 2 cm of total gas pressure, this equilib­
rium lies almost completely on the side of N 02. Some 
typical values are given below (35°).3

H. H. G .  J e l l i n e k A N D  S . I g a r a s h i

P total, cm 0.1 2 .0 15 30 60
P no2, cm 0 .0 9 9 1 .8 5 1 0 .4 1 7 .1 2 6 .4
Kp, atm 0 .3 1 8 0 .3 1 8 0 .3 1 5 0 .3 0 0 0 .2 7 2

The partial pressure of N 02 is given by

P no, =  1/ t [ ~ K p  +  (A p2 +  4A PP total) Vs] (1)

The solubilities (saturation values) of the equilibrium 
gas mixtures were obtained from desorption curves. 
These data can, in principle, also be derived from the 
sorption curves after correction for the “ NCh-substitu- 
tion” reaction. Table I gives the experimental re­
sults.

Figure 10 shows Cs,t plotted vs. P t0tai for 45°. A 
straight line is obtained, confirming that Henry’s law is 
obeyed by the equilibrium gas mixture. Figure 11 
gives the plot of the logarithm of the solubility coeffi­
cients vs. l/T. A satisfactory straight line results, 
indicating that Henry’s law is very likely obeyed, sep­
arately, by the monomer and dimer, respectively, as 
the value for 2 cm pressure fits the plot; the gas for 
this case consists practically of N 02 only. The equation 
for the plot in Figure 11 is

kn = (1.41 ±  0.08) X
10-6e+(7-0±1-°)xloViirg /(100g) (cm) (2) 

The heat of solution is AHs =  —7.0 kcal/mol.

Figure 10. Gas concentration  in gram s/100  g  p lotted  vs. tota l 
pressure in  cen tim eters at 4 5 °.

The rate constants for the chain scission reaction, 
Am,c, were obtained as follows, a, for experiments at 
various gas pressures and identical x values at the same 
temperature, was plotted against the diffusion reaction 
time. Straight lines result. The relationship, derived 
from the slopes of these lines, is given by

Oix.l A m . p P N O i f  A m , P p N 02^/^H —  R m .c C ^ O il  ( d a )

A m,P or Km,c, respectively, can then easily be evaluated. 
In a recent paper,1 detailed studies of reactions of thin

(3) ‘ ‘G m elin 's  H a n d b u ch  der anorganischen C hem ie, S tick sto ff,”  
System  N o . 4, L eipzig , B erlin , 1936, p  N 749.
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Table I : Solubilities o f E quilibrium  Gas M ixture (N 0 2 +  N 20 4) in P oly styren e“

Ptotali cm

Temp, °C Ototal Ah Ĉ total Ah t̂otal A-H Ĉ otal Ah

35 8 .5 ,1 0 .2 0 .1 4 ,0 .1 7 3 .8 0 .1 3
45 5 .6 , 6 .5 0 .0 9 3 ,0 .1 1 2 .3 0 .0 77 0 .9 5 0 .063
55 4 .1 0 .068
80 0.068 0 .0 34

“ Ctotai in  grams o f ga s /1 00  g  o f p olym er; is the so lub ility  coefficient in gram s/(100  g )(c m ).

O'

Figure 11. L og  o f so lub ility  coefficients, kn, p lotted  vs. 1 / T  for 
P total" O, 60 cm ; □ , 30 cm ; A , 15 cm ; 0 , 2  cm .

Table II : R a te  C onstants for Chain Scission

X Ptot,
10*Km,C, sec~i cm-1

Temp, Rno2> P tot, 1010iCm,P, sec-1 (P tot==
°C cm cm sec-I cm-1 (g/100 g) -1 30 cm)

25 1.70
35 2 7 .4 60 0 .8 2 0.051 3 .0 4
45 3 4 .3 60 1 .60 0 .1 6
45 2 0 .7 30 1 .40 0 .1 4 3 .2 7
45 16 .0 2 1 .6 1 .40 0 .1 4
45 6 .9 5 8 .0 1.10 0 .11
45 1.92 2 .0 1.21 0 .1 2
55 40 .9 6 0 .0 1 .90 0 .2 8 5 .2 0
65 1.98 2 .0 3 .0 2 0 .6 3
65 0 .8 0 0 .8 1.89 0 .3 9
75 1.49 1 .5 4 .5 8 1 .39
80 1.99 2 .0 6 .31 1 .98
80 1.99 2 .0 5 .3 3 2 .3 4
85 54 .10 60 11.1 4 .81

polystyrene films with NO2 were presented; the rela­
tionship for a was found to be identical with eq 3a

<x - N'm.pPtotali'NOji (3b)

where K'm,? = K m,p/Ptotai. Table II gives the 
relevant K m,p and Km,c values and also the K 'm,vPtotai 

of the previous work for comparison.

The Arrhenius plots for K m,P, K m,c, and N'^.p-Ptotai 
are shown in Figure 12; the relevant equations are as 
follows (standard deviations are also given)

K m,c =  (3.1 ±  0.2) X 103e_(18'0±1'O)xl°,/ii7,
sec-1 (g/100 g )“ 1

K m.p = (9.4 ±  0.5) X io -4e- (10-0±0-8>xl03/^
sec“ 1 cm-1

K ' m , p P  total =  ( 1 - 8  ±  0 . 1 )  X  1 0 ^ “ (6'8 ± 1 -5) « 10,/ S T

sec-1 cm-1

The discrepancy in the K m,v and N ' m ,p P totai values is 
most likely due to the fact that in this work polystyrene 
films were prepared by casting from methyl ethyl ketone 
solutions, whereas in the previous work, they were cast 
from benzene solution. It was shown above and it is 
well known that it is very difficult to remove traces 
of benzene from polystyrene.

The rate constant for the substitution of tertiary 
hydrogen atoms by NO2 groups was derived in the 
following manner. The sorption curves (see Figures 
8 and 9) do not reach a plateau, as expected if only 
sorption were taking place. The desorption curves, 
however, finish with a plateau, which represents gas 
saturation of the films. The sorption curves instead 
increase linearly. This is due to the “ substitution” 
reaction, whose rate of consumption of N 02, which is 
the reactive species being an odd electron molecule, is 
given by

d[N 02] ir r in /a\— ---- r —  = k c [w]Cno2 (4)
at

[•n] is the concentration of tertiary hydrogen atoms in 
the system at time t. Only a relatively small fraction 
of hydrogen atoms is replaced by N 02; [n] can therefore 
be considered with good approximation to remain con­
stant and equal to the initial concentration; hence 
[to] =  [to]0- Cno2 represents here the saturation con­
centration, as the range of the reaction is considered, 
where desorption shows that saturation has been 
reached. The saturation value is obtained from the 
relevant plateau of the desorption curve. The “ rate 
constant”  is given by the slope of the straight line of the 
sorption curve divided by Cnos
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kc = fc'c[n]0 =  — (d[N02]/di)/C'N02,sat sec-1 (5)

These “ rate constants”  are given in Table III. The 
Arrhenius plot for kc is shown in Figure 13; the equation 
for this plot is

kc =  (2.8 ±  0.2) X 102e_(10’600±1000)/KT sec-1

Table III : R ate  Constants, kc, for R eactions o f
N 0 2 w ith  T ertiary  H ydrogen  A tom s in P olystyren e

CvtCh.x
N̂Os,x=0

F (Dp, x, t) (9)

The rate constants kc are known from the evalua­
tion given above. The relationship of ax as a function 
of time and constant gas pressure is also known (see 
above). For thin films one has

a = Km,e iW  (10)
or in terms of concentrations

T em p, R n o 2, R total, lWfeC,
°C cm cm se c -1

35 2 7 .4 60 1 .2 8 ,0 .7 4
35 17.2 30 0 .9 9
45 3 4 .3 60 1.02
45 3 4 .3 60 0 .9 7
55 4 0 .9 60 2 .1 3
85 54 .1 60 9 .91
95 5 6 .2 60 14 .5
45 2 0 .7 30 1.92
45 11.9 15 1 .25

('b) Diffusion Coefficients. The penetration experi­
ments were evaluated on the basis of Fick’s laws. The 
expression for diffusion in one dimension, with a simul­
taneous chemical reaction taking place, is given by4

a
K m, p
kn C no^ =  Km,cCno2t (ID

For thick or a set of films, an equation is valid at an 
instant of time t, at a distance x from the surface, and 
at constant temperature, as follows

d (o ix .t) ~  .v P n o z .x , t df — K -m ,c C l< Io 2ix , i ( i t  (12)

-Pnoj.x,! and Cno2,j:,» are the instantaneous N 02 pres­
sure and concentration and t and x, respectively;
hence

/•(f /»(f
Oix.lt ~ D-m ,P I F n O,,x ,t df — Km ,c 1 CNo2,:r,id£ (13)

Jo Jo
if is the total diffusion time. CnOi,i ,î can be replaced
by its expression given in eq 7 ; hence

dCNQ2,z _  D&CxOt.x 
àt àx2 k c f f  N 0 2,z (6) <y-x.ti =  A micGNo2,.T=o f  F (Dp, kc, x, t)dt (14) 

Jo

Here Cno,,* is the concentration of the diffusing gas at 
time t at a distance x from the surface. It is assumed 
that the equilibrium N20 4 ^  2N02 is always quickly 
readjusted.

Initial and boundary conditions for the present case 
are as follows: Cno2 = 0, t =  0, and any x; and
Cno2 =  Cno2,i=o =  constant, t >  0, at x =  0. The 
solution of eq 6 for a semiinfinite medium is4

C™0l'x’1 =  ~ exp { —x(kc/Dp)1','t} X
^NO2,ï=0 *

erfc|2(j)^ )V 2 _  (fccOV!| +   ̂ exp {x(kc/Dp)l/'‘\ X

2 (Dpt)1/1 A}  =  kc’ x’ ^ ff)

Dp is the diffusion coefficient and t the diffusion time. 
F is the function given by eq 7. C n o 2,z , î  and C n o „ x= o 

are the concentrations of diffusing species at distance x 
and x =  0 for diffusion time l. If kct is very small 
compared with the diffusion process, the flux J is

c)C
J =  — D — =  Cno2,3;=o(1 +  kct){DP/(irf)} ^ (8)

If kct becomes negligible (—0) compared with the 
diffusion process, the simple expression for diffusion 
without chemical reaction can be used4

Figure 12. Arrhenius p lots fo r  the chain scission reaction : (1 )
Xm.o' (2) Km,p' (3) A 'm,pPtotal-

Table IV : C om parison  o f D iffusion  C oefficients, 
Dp, O btained from  P enetration  E xperim ents 
A ccord in g  to  E q  16a and 16b, R espective ly

■109D p, cm 2/s e c —-
T em p, t, R n o 2, Ptotal, E q E q

°C sec cm cm 16a 16b

35 1 .8  X  104 2 7 .4 60 2 .6 2 .4
85 3 .6  X  103 54 .1 60 1 .3 1 .1

(4) J. Crank, “ The M athematics of Diffusion,”  Oxford at the Claren­
don Press, 1967.

erfc<
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Table V : D iffusion  Coefficients D p  from  E q  16b

<•--------------------------~104x, era-
T em p, 10-H, F n o 2, Ptotali 45 70 120 170 109D p (av),

°c sec cm cm — --------------- 10»Z)p, cm 2/s e c ---------------- cm 2/se c

35 1 .8 2 7 .4 60 2 .6 2 .5 2 .2 2 .4
35 4 .7 2 7 .4 60 1 .1 1.0 0 .8 1.0
45 5 .0 5 3 4 .3 60 0 .9 0 .8 0 .9 1 .3 1.0
45 5 .0 5 2 0 .7 30 1 .8 1 .9 2 .2 2 .3 2 .1
45 5 .0 5 1 6 .0 2 1 .6 1 .2 1 .3 1 .5 1 .4 1 .4
45 1 0 .3 6 .9 5 8 .0 1 .3 1 .3 1 .3 1 .4 1 .3
45 4 2 .5 1 .9 2 2 .0 0.1 0.1 0 .2 0 .2 0 .1 5
55 1 .4 4 4 0 .9 60 2 .8 3 .1 4 .2 3 .4
55 2 .1 6 4 0 .9 60 2 .6 2 .5 2 .8 2 .6
55 2 .8 8 4 0 .9 60 2 .0 2 .1 2 2 .5 3 .6 2 .6
65 14 .4 1 .9 8 2 1 .2 1 .2 1.0 0 .9 1 .1
65 7 7 .5 0 .8 0 0 .8 0 .2 0 0 .21 0 .2 3 0 .2 3 0 .2 2
75 1.51 1 .4 9 1 .5 0 .2 5 0 .2 6 0 .2 8 0 .4 0 0 .3 0
80 7 .2 1 .99 2 .0 0 .9 5 0 .9 6 0 .9 8 1 .1 1.0
80 7 .2 1 .99 2 .0 0 .7 0 0 .8 0 0 .7 4 0 .6 5 0 .7 2
85 0 .3 6 5 4 .1 60 1 4 .0 1 1 .0 9 .4 1 0 .0 1 1 .0

For ai=0, an expression holds as follows (here, the 
concentration, (7no.,,z=o, remains constant throughout 
the whole diffusion time U)

«z-o =  Km,cC-s0l,x=oU (15)

Combination of eq 14 and 15 gives

—  =  1 T  F(D P, kc, x, t) dt (16a) 
a*=o if Jo

or similarly, if the chemical reaction is negligible

—  =  -  f  F(DP, x, t) dt (16b)
&x=0 ff J 0

Equations 16a and 16b are evaluated by calculating F 
for a number of Dp values. Integration is performed 
by plotting F vs. t and weighing the area under the 
curve. The correct DP value has been chosen, when 
the integrated value multiplied by \/U satisfies the 
experimental ratio ax,t/ax=o- The values derived
from either eq 16a or 16b are identical within experi­
mental error. Thus, the rate of the “ substitution” 
reaction is negligible compared with the diffusion rate. 
The diffusion coefficients obtained by eq 16a and 16b, 
respectively, are collected in Table IV.

Subsequently all data were evaluated only from eq 
16b. The results are compiled in Table V.

The logarithms of the diffusion coefficients, Dp, are 
plotted vs. the total gas pressure, P totai, in Figure 14 
(45°). Diffusion coefficients from sorption-desorption 
data are also included. The diffusion coefficients are 
independent of gas pressure or concentration above 10 
cm; below this value they decrease rapidly with pres­
sure or concentration, respectively. (See Table V, with 
six values below 10 cm.)

The sorption curves were corrected by eliminating 
the chemical “ substitution”  reaction. This was

Figure 13. Arrhenius p lo t for th e “ substitu tion ”  reaction  for 
.Ptotai: O, 60 cm ; □ , 30 cm ; A , 15 cm .

achieved by subtracting the difference between the 
straight line part of the sorption curve and the saturation 
value of the corresponding desorption curve. The cor­
rection for sorption prior to saturation is too small to be 
applied; it is of no significance and lies certainly within 
the experimental error of the diffusion coefficients (ca. 
10% error).

The equation for the calculation of diffusion coeffi­
cients from sorption-desorption data is as follows4 
(2a is the film thickness)

W JW „ = 1
8 1
7T2 n —o (2n +  1):

X

exp{ _ ( g » ^ i )i ) - D s r fl  (17)

W, is the weight sorbed or desorbed, respectively, at 
time t and TIT that at saturation. Ds and Dd are the
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Figure 14. Log of diffusion coefficients, D , vs. total gas
pressure: O, penetration; A, sorption-desorption (45°). Figure 15. Arrhenius plot for diffusion coefficients from

penetration (O, O , □) and sorption-desorption (A) for 
(1) >10 cm, (2) 2 cm, (3) 1.5 cm, (4) 0.8 cm.

diffusion coefficients for sorption and desorption, re­
spectively. Usually, the average value of the two 
coefficients is taken

-i^SD ,av. =  (Ds  +  Z)d ) / 2  (1 8 )

The diffusion coefficients obtained in this way are 
given in Table VI. The average values of the diffusion 
coefficients, Dp, obtained from penetration experi­
ments are also given for comparison. Data derived 
by either method agree quite satisfactorily.

Table VI : Diffusion Coefficients from Sorption, D a, and
Desorption, D o , Experiments and Their Averages, Dsd- 
Average Diffusion Coefficients, Dp, from Penetration 
Experiments Are Also Included

Temp, P n o 2, P t o t a l ,

10«Ds,
cm2/

10»I»D,
cm5/

lO'UsD.av.
cm2/

10>Dp„
cm2/

°C cm cm sec sec sec sec

35 2 7 .4 60 0 .9 1 .7 1 .3 1 .7
35 2 7 .4 60 1 .1 2 .1 1 .6 1 .7
35 17.2 30 0 . 8 1 .7 1 .3
45 3 4 .3 60 1 . 3 2 .3 1 .8 1.0
45 3 4 .3 60 1 . 6 2 .3 2 .0 1.0
45 2 0 .7 30 3 . 6 2 .6 3 .1 2 .1
45 11 .9 15 3 . 8 2 .5 3 .2
55 4 0 .9 60 2 . 8 3 .4 3 .1 2 .9

An Arrhenius plot for all diffusion coefficients ob­
tained at total pressures larger than 10 cm is shown in 
Figure 15. In addition a similar plot for experiments 
at lower pressures is also given in Figure 15. The 
respective Arrhenius equations are as follows (including 
standard deviations): for Ptotai >  10 cm

Dav = (1.5 ±  0.2) X  10-3e_(8-6±1-8)xlov-s r cm2sec-1

and for P totai =  2 cm

Discussion
It is shown here for the first time, that a chain scission 

reaction can be used as indicator for the progress of 
diffusion of a reactive gas in polymer films. Diffusion 
coefficients are obtained which agree satisfactorily 
with values calculated from sorption-desorption data. 
They are not too much different from the diffusion coe­
fficients for relatively large molecules such as CO2 in 
polystyrene. The coefficients for nitrogen dioxide are 
about ten times smaller than those for carbon dioxide.

It is also shown here, that the reaction, which con­
sists of replacing tertiary hydrogen atoms in polystyrene 
by nitrate or nitrite groups, is slow compared with the 
diffusion process. This is quite apparent from Table
IV. Thus, the chemical reaction does not need to be 
considered at all ; results are obtained, which are identi­
cal within experimental error, whether or not the chem­
ical reaction is included in the evaluation of experi­
mental data.

It should be pointed out, that an approximation has 
been made for the expression of the chain scission rate 
constant K m■ There are slight curvatures almost 
within experimental error, in the a vs. time curves.1 
The best straight line through the experimental points, 
obtained in the present work, has been taken instead. 
These slight curvatures are due to the decrease in vis­
cosity of the polymer film as chain scission proceeds.1 
However, this correction is so small that it cannot be 
detected by its effect on the values of the diffusion co­
efficients. The experimental errors in these coefficients 
are certainly larger than any effect due to this slight 
curvature.

A heat of solution of the gas in polystyrene AHs = 
— 7.0 kcal/mol is obtained from solubility data. This 
heat of solution consists of two terms

Dav =  (5.4 ±  1.6) X 10-3e~(9'4±5'3)xlo,/BT cm2 sec-1 AHS =  ADcond +  A Hr (1 9 )
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where AHcond is the molar heat of condensation of the 
diffusate and AH, is the partial molal heat of mixing. 
The latter is generally positive8 and represents the 
energy expended by the diffusing molecules while pene­
trating the polymer. The heat of solution, AHS, for 
easily condensable gases is usually negative.

The chain scission reaction is controlled by the dif­
fusion of polymer-radical encounter pairs from medium 
cages. This was discussed in the previous paper.1 
The relatively small energy of activation (18.3 kcal/ 
mol) supports this contention.

The rate constants, kc , belong to the substitution 
reaction of tertiary atoms by nitrate or nitrite groups. 
The energy of activation (10.6 kcal/mol) for this pro­
cess is of the right order of magnitude. High-pressure 
polyethylene, which has branches and hence tertiary 
hydrogen atoms, gives for such a substitution reaction 
an energy of activation of (14 ±  2) kcal/mol.6

The diffusion coefficients become concentration de­
pendent below about 10 cm total gas pressure (see 
Figure 14 and Table V). It is frequently found6 that 
the concentration dependence can be expressed by

D =  Dc=0eAC (20)

where A is a constant and C the concentration of the 
diffusing species. If one tentatively assumes, in the 
present case, that for pressures <  10 cm, a straight line 
is followed for the log D vs. Ptotai plot, one obtains 
(Table V)

log D =  0.37Ptotai -  10.6

for Ptotai >  10 cm, A — 0, and log D =  —8.7. The 
energy of activation and preexponential factor increase 
with decreasing total pressure below 10 cm. The 
initial plasticizing action of the gas at low concentra­
tions, loosening the polymer structure, may require 
more energy than for later stages or higher pressures.

The diffusion coefficients can also be expressed by

relations based on the theory of absolute reaction rates 
or the transition-state theory7

D = e ^ f e ^ /Re - E/RT cm2/sec (21)

Here E = AH*, where AH* is the enthalpy of activa­
tion ; volume changes are quite small. X is the average 
jump distance of the penetrating molecule. This dis­
tance is often taken qude arbitrarily equal to the di­
ameter of the diffusing gas molecule. This diameter 
amounts to ca. 3.0 A fcr N 02. For D = 2.18 X 10-9 
cm2/sec at 45° and 60 cm total pressure, the entropy of 
activation is AX* = —5.0 eu and the free energy of 
activation, AF* =  10 kcal/mol. For a coefficient 
D = 1.48 X 10~10 cm2/sec at 45° and 2 cm total pres­
sure, the corresponding quantities are AX* = —2.5 eu 
and AF* =  11.7 kcal/mol. One can, of course, inter­
pret entropy values in the usual way, that the transi­
tion-state complex at 6C cm pressure has a more ordered 
structure than the one at 2 cm pressure. It may be 
pointed out that the Arrhenius parameters (Ptotai >  
10 cm, 1.2 X 10~5 cm'!/sec, 8.4 kcal/mol) are not too 
different from those for C 02 diffusing in polystyrene 
(1.3 X 10_1 cm2/sec, 8.7 kcal/mol).8
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Positive Ions of 7-Irradiated Hydrocarbons at 77°K

by Pieter W. F. Louwrier1 and William H. Hamill
Department of Chem istry and the R adiation  Laboratory,1 U niversity  o f Notre Dame, Notre Dame, In d ia n a  46556 
(Received August 25, 1969)

Radical positive ions RH+ have been prepared by y irradiation of several alkanes (~0.5 mol %) in 3-methyl- 
pen tane (3MP) and carbon tetrachloride matrices at 77 °K, and their optical absorption spectra have been 
measured. These ions are not observed in matrices of alkanes higher than CeHn, nor in one-component 
systems (with C02 as electron trap). The yield of RH+ is much less in 2-methylpentane than in 3MP, which 
has the lower viscosity and depends also on the ionization potential of the scavenger for a series of alkyl chlo­
rides. The rate of dark decay of RH+ increases with concentration of RH and with temperature in the range 
62-77°K. The quantum yield of bleaching increases with frequency and diminishes with progressive bleach­
ing. The yield of C6H6+ in 3MP attains a pronounced maximum at 2 vol %, similar to several RH+ in 3MP, 
and attributed to charge recombination via positive hole tunneling.

Introduction
Alkanes have become quite useful for matrix isolation 

studies in radiation chemistry because of their relative 
chemical inertness and their ability to conduct electric 
charge.3 It has been found recently that lower alkanes, 
e.g., 3-methylpentane (3MP), provide satisfactory 
matrices for higher alkane (RH) radical positive ions,4 
R H +. These ions have intense optical absorption 
bands, the Xmax depending somewhat on carbon num­
ber and structure. These color centers are easily 
bleached by optical excitation. Their yields do not 
vary monotonically with concentration of RH, and 
this effect has been attributed to hole migration by 
electron tunneling between RH+ and RH leading to 
recombination.4 Because these ions are still rather 
novel, and the phenomena associated with them are 
not well understood, it is desirable to study them 
further. The migration and trapping of positive charge 
(holes) in these systems is of greatest interest and will 
be examined with reference to molecular structure, 
concentration, temperature, and optical excitation.

Experimental Section
The procedures have been described previously.4
3-Methylpentane and 2-methylpentane (2MP), both 

Phillips pure grade, were passed through a column 
of activated silica gel. Squalane (Baker) was treated 
with concentrated H2S04, washed, and dried, then 
passed through a column of activated silica gel. All 
other alkanes (Aldrich) were used as received. Toluene 
(Fisher spectroscopic grade), C6H6 (Fisher Certified 
grade), and CellsCCh (Eastman) were distilled on a 
spinning band column. Tetramethyl-p-phenylenedi- 
amine (TMPD) was prepared from the dihydrochloride 
and sublimed in the dark. 2-Methylpentene-l (2MP-1, 
Phillips research grade), CC14 and CH2C12 (Fisher Cer­
tified grade), C2H5C1 and CH3C1 (Matheson), CH2- 
C1CH2C1, I-C3H2CI, and 2-C3H7CI (Eastman) were used 
as received.

Results
The spectra of the alkane positive ions RH+ depend 

on the number of C atoms, the molecular structure, 
and the matrix. The half-widths AXi/2 of the RH + 
bands in CCh are greater and the Xmax are blue-shifted 
relative to 3MP. The results for several alkanes are 
summarized in Table I. The spectra are structureless 
and bear a general resemblance to those already re­
ported,4 even for the case of squalane. The large 
AXy2 in polycrystalline CC14 is not unique for RH+, 
since TM PD+ showed the same effect relative to 
glassy 3MP. The AXi/2 was more than twice as 
great in CCh, but there was no shift of Xmax.

The absence of RH+ absorption bands for 2-methyl- 
tetradecane and 2-methylpentadecane in the 3MP 
matrix is unexpected because 2-methyloctane, 2-methyl- 
nonane, 2-methyldecane (2MD), and 2-methylundecane 
in 3MP all showed RH+ bands. Since RH+ bands 
were observed for both of these higher alkanes in CCh, 
the effect must be attributed to lack of positive charge 
trapping. Other glassy alkanes matrices have been 
tested with higher alkane additives. For matrix mole­
cules with more than six C atoms (3-methylhexane, 
3-methylheptane, 2-methyloctane, and squalane) 
neither the matrix alone nor any alkane additive 
produced an RH + band, even though the same additives 
produced such bands in 3MP.

(1) T h is  w ork  was perform ed  during  a  leave o f  absence from  the 
In stitu u t V o o r  K ernp hysisch  O nderzoek, A m sterdam , T h e  N ether­
lands.
(2) T h e  R a d ia tion  L a b ora tory  o f  th e  U n iversity  o f  N otre  D a m e  is 
op era ted  under con tra ct w ith  the  U . S . A to m ic  E n ergy  C om m ission . 
T h is  is A E C  d ocu m en t N o . C O O -38-689.
(3) (a) W . H . H am ill, “ Io n ic  P rocesses in  y -Irrad ia ted  O rganic S olids
at — 1 9 6 °,”  a  chapter in  “ R ad ica l Io n s ,”  E . T . K aiser and L . K ev a n , 
E d ., Joh n  W ile y  & Sons, N ew  Y ork , N . Y .. 1968; (b ) J . E .
W illard , “ R a d ia tion  C hem istry  o f O rganic S olids ,”  a ch a p ter  in  
“ F undam entals o f  R a d ia tion  C h em istry ,”  P . A usloos, E d ., J oh n  
W iley  & Sons, N ew  Y ork , N . Y ., 1969.
(4) P . W . F . L ouw rier and W . H . H am ill, J .  P h y s. Chem ., 72 , 3878 
(1 968 ).
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Table I :  A lkane P ositive Ion s in  3 -M eth ylpen tan e and in C arbon  T etrach loride M atrices at 7 7 °K °

'---------  3-Methylpentane matrix -------- Carbon tetrachloride matrix—
Alkane Vol % Xmax Xonset AXi/2 OD(RH+) ^max Xonset AXl/2

2-M ethyltetradecane 0 .2 N o  band 930 1550 850
3-M eth yltetradecan e 0 .3 5 1075 1530 560 0 .3 860 1500 850
4-M eth yltetradecan e 0 .5 1050 1530 540 0 .8 800 1500 800
5-M ethyltetradecane 0 .8 1000 1500 500 1 .4 875 1500 800
2-M ethylpentadeeane 0 .2 N o  band 1000 1800 850
6-M eth ylpen tadecane 0 .8 1010 1560 520 1 .2 900 1800 850
Squalane 0 .5 1200 > 2 0 00 900 1 .0

° Sam ples were saturated w ith  C O 2; the dose was 1.2 X  1019 e V /g .

28
<
è

strikingly similar to plots of OD(RH +) vs. %  RH 
for higher alkanes which have been reported previously.4 5 
An apparently related effect is the increased rate of 
thermal decay of the positive ion of 2-methyldecane 
(2MD) in3MP at 77°K with increase in concentration 
of 2MD.4

The relative yields of 2M D + for 0.67 mol %  2MD 
in 3MP with 0.6 mol %  alkyl chloride depended con­
siderably on the alkyl chloride being used. These 
differences may involve both the relative electron 
scavenging efficiencies of the chlorides and also com­
petition with 2MD for positive charge scavenging. 
The relevant data have been summarized in Table II.

VO LU M E %  BEN ZEN E

Figure 1. O ptica l absorption  at 925 nra o f irradiated 
b en zen e -3 M P  m ixtures at 7 7 °K , w ith  1 v o l %  C C h  present as 
electron trap. D ose  1.2 X  1019 e V /g .

Polycrystalline cyclohexane, either alone or with 
an added electron trap, did not exhibit radiation color 
centers. This matrix conducts positive charge since 
addition of TM PD yielded TM PD+ with Xmax at 637 
nm, but the band was much wider than the correspond­
ing band in a 3MP matrix. The cyclohexane matrix 
also conducts electrons since addition of benzotri- 
chloride yielded Ce^CCk-, with Xmax at 318 nm. The 
reaction has been shown to proceed by dissociative 
electron attachment.6

Pure polycrystalline benzene exhibited no radiation 
color centers, nor did TM PD trap positive charge 
in benzene when CC14 was also present to trap electrons. 
Benzotrichloride in benzene showed an absorption band 
at 318 nm, attributed to CeHsCCk- and formed by 
dissociative electron attachment. Benzene mixtures 
with 3MP and 1 vol %  CCU did yield C6H6+ with 
Xmax at 925 nm. The samples were glassy for con­
centrations less than 3 vol %  C6H6. In polycrystalline 
mixtures the effective length of the light path was 
estimated from the vibrational overtone band of 3- 
MP at 1140 nm. The prominent maximum in the 
plot of OD(C6H6+) v s . %  CeH6 shown in Figure 1 is

Table I I : T h e  R elative  Y ields o f 2 -M eth yldecan e 
Positive Ion  (2 M D + ) in 3 -M eth ylpen tan e at 7 7 °K  
w ith  V aried E lectron  Scavengers“

Electron Ionization
Relative e-  
scavenging

scavenger OD(2MD +) potential6 efficiency0

C C h 0 .8 3 11 .47 1 .0
CH zCh 0 .7 6 11 .35 0 .5
C H 3C 1 0 .5 4 1 1 .28 0 .1 5
C H 2C 1C H 2C 1 0 .7 4 11 .12
C 2H 6C1 0 .2 8 1 0 .98
C 2H 5C H 2C 1 0 .2 4 10 .82
(C H 02C H C 1 0 .1 8 10 .78

“ A lkyl chloride con centration  was 0.6 m ol %  in  all sam ples and 
the dose was 5.8 X  1018 e V /g .  b See ref 8. '  M . Sh irom  and
J. E . W illard, J .  P h ys. Chem ., 72, 1701 (1968 ); E . P . B ertin  and 
W . H . H am ill, J .  Am er. Chem . Soc., 86, 1301 (1964).

In a matrix of 2-methylpentane, the initial OD- 
(2MD+) from 0.5 mol %  2MD and 0.1 mol %  CCh 
was only 25% as great as that for a similar experiment 
using a matrix of 3MP. The matrix also affects 
the rate of dark decay of 2MD + which was much 
greater in 2MP than in 3MP, although the viscosities 
are 1013 and 1012 P, respectively.6

(5) J. B. G allivan  and W . H . H am ill, T ra n s. Fa ra d a y Soc., 61, 1960 
(1 965).
(6) A . C . L in g  and J. E . W illa rd , J .  P h y s . Chem., 72, 1918 (1 9 6 8 ).
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TIME (MIN.)

Figure 2. Decay of the 2M D + absorption at 77 °K  (O) and 
72°K  (•). Irradiated at 77°K ; dose 1.2 X  1019 eV /g; 
concentration 0.75 mol % 2M D ; C 0 2 was used as an electron trap.

The effect of temperature on the rate of dark decay 
of 2MD+ in 3MP saturated with CO2, 7-irradiated 
at 77°K, and measured at 77 and 72°K appears 
in Figure 2. If an Arrhenius dependence applied, the 
activation energy for thermal decay would be 0.14 
eV. At 62 °K  there was no measurable decay during 
3 hr.

Partial optical bleaching of the 2MD+ band with 
polarized light formed two populations of ions. The 
one, which was observed with the polarizer rotated 
90° after bleaching, decayed. The other, which was 
observed with the polarizer at 0° to its direction for 
bleaching, grew in at first, then began to decay after 
~ 1  hr (depending on the extent of bleaching). This 
is a much shorter relaxation time than 2.2 X 104 
sec required for rotation of TM PD+ in 3MP at 77°K.7

Optical bleaching with unpolarized light for 0.5 
mol %  2MD in C02-saturated 3MP at 77°K showed 
that the relative quantum yield of bleaching 2MD + 
depends on the wavelength and on the previous extent 
of bleaching. These results appear in Figure 3. If 
e(2MD+) = 8.2 X 103 M~l cm-1, based on earlier 
work,3 then the initial quantum yield for 675-nm 
irradiation is about 0.1.

Discussion
The formation of radical positive ions from 2-methyl- 

tetradecane and 2-methylpentadecane in a matrix of 
CCh, but not in a matrix of 3MP, suggests inadequate 
trap depth. The ionization potentials of the higher 
alkanes are not known, but for «-hexane, 2-methyl- 
pentane, and 3-methylpentane they are 10.18, 10.12, 
and 10.06 eV.8 This indicates that the two molecules 
being considered have higher ionization potentials 
than the other alkanes in Table I. The difficulty 
with attributing the anomalous behavior to trap depth 
is the fact that four other 2-methylalkanes in 3MP have 
produced radical ions. Neither does this hypothesis

Pieter W. F. Louwrier and W illiam H. Hamill

Figure 3. Bleaching of the 2M D + absorption band at 820 nm 
with light of 675 nm (O) and 983 nm (•) after irradiation of a 
0.5 mol %  solution of 2M D in 3MP at 77°.
Dose 1.4 X  101 9 eV/g.

account for the small yield and fast decay of 2MD + 
in 2MP compared with 3MP since one expects the 
former matrix to provide the deeper trap. Limiting 
consideration of positive charge trapping to ground- 
state ionization potentials is probably an oversimplifica­
tion because there is new evidence that even CCL, 
with a nominal ionization potential of 11.47 eV,8 is 
able to trap positive charge in a matrix of 3MP9 and 
this requires hole conduction by excited states of RH +.

Trapped electrons have not been observed in poly­
crystalline hydrocarbons by optical absorption, but 
they have been measured by epr in yields comparable 
with those in glassy hydrocarbons.10 The observations 
of positive hole and electron trapping reported here 
extend the qualitative similarities of glassy and poly­
crystalline alkanes as matrices.

The dependence of the yield of C6H6+ on the con­
centration of benzene in Figure 1 resembles the effect 
of 2-methyl-l-pentene (2MP-1) on the yield of trapped 
electrons in 3MP.U It is also quite similar to the 
dependence of the yield of RH+ on the concentration 
of RH.4 The effect can be attributed to positive

(7) J. R. Lombardi, J. W. Raymonda, and A. C. Albrecht, J. Chem. 
P h y s 40 , 1148 (1964).
(8) K. Watanabe, T. Nakayama, and J. Motti, J. Quant. Spectrosc. 
Radiat. Transfer, 2, 369 (1962).
(9) P. W. F. Louwrier and W. H. Hamill, J. Phys. Chem., 73, 1702 
(1969).
(10) M. Iwasaki, K. Toriyama, and T. Ohmori, ibid., 72 , 4347 
(1968).
(11) J. B. Gallivan and W. H. Hamill, J. Chem. Phys., 44 , 2378 
(1966).
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charge migration by electron tunneling between M + 
and M (with M = 2MP-1, RH, or C6H6) over distances 
of a few molecular diameters.4,11 If the process is 
fast, one or more vertical transitions could occur be­
fore self-trapping by intramolecular relaxation of M+. 
The tunneling process is assisted by the coulombic 
field, and each transfer lowers the barrier for the next 
jump as the field increases. The charge pair radial 
distribution can be assumed to have a cutoff at some 
lower critical radius, Rc, and even an average of one 
or two charge transfers should produce a measurable 
depletion of the number of trapped charges. To il­
lustrate, according to one distribution12 (applicable 
to a liquid alkane) the probability of charge separation 
in the range R >  Rc was found to be P (R) =  (R/R,.)~‘1-1
with Rc =  102 A. Consequently ~ 1 3 %  of the charge0 0pairs lie between R =  100 A and R =  110 A.

The probability of tunneling within unit time de­
pends exponentially on (barrier height)1/a times (dis­
tance), and these parameters can be expressed in terms 
of ionization potentials and concentrations. The ioniza­
tion potentials of interest are /(2M P-1) = 9 . 1  eV, 
J(C«Hb) =  9.245 eV, / ( 3MP) = 10.08 eV,8 and one 
estimates 7(RH) =  10.0 eV for higher RH. The 
maximal yields of 2MP-1+ and C6H6+ both occur 
at 2% of additive in 3MP, with barrier heights 1.0 
and 0.83 eV, in order. The maxima of OD(RH+) 
he at ~ 0 .4  mol %  and the barrier is ~ 0 .1 eV. These 
dependences are roughly what one expects for tunneling.

Fast tunneling of the positive hole may be terminated 
by intramolecular relaxation, to be followed by slow, 
activated (phonon assisted) tunneling. 2MD+ in 3MP 
at 77 and 72 °K provides an example (Figure 2). If 
the electron vacancy in 2M D+ is delocalized among

the C-C a bonds, the internuclear configuration may 
not differ greatly from that of 2MD, but the adiabatic 
ionization potential would be somewhat less than the 
vertical value. This difference may account for the 
activation energy of 0.14 eV for dark decay.

Positive hole transfer between relaxed R H + and 
additive RH (or a second additive, such as TMPD) 
can also be induced by optical excitation of RH +. Al­
though the extinction coefficient of 2MD+ is not ac­
curately known, the quantum yield of bleaching 2MD + 
(Figure 3) is probably less than unity initially and 
diminishes thereafter. There are many lower elec­
tronically excited states of alkane positive ions,13,14 
and that is consistent with the wide absorption bands 
of RH+. Failure to observe various RH+ in pure 
RH matrices indicates that there is no self-trapping 
of holes by the 3MP matrix, and it must be assumed 
that carbonium ions account for the survival of matrix- 
trapped electrons. The progressive decrease in the 
optical bleaching efficiency of 2MD+ in 3MP implies 
retrapping by 2MD. The higher quantum yield of 
bleaching (be., recombination) at higher frequency 
may be attributed to longer vibronic relaxation times 
and higher levels and to a higher density of states. The 
gradual decrease in quantum yield with progressive 
bleaching is most readily attributed to efficient removal 
of charge pairs at small R, the center of the distribution 
being shifted to larger R with partial bleaching by 
removal of the high-field group.

(12) J. A . L eone and W . H . H am iil, J .  Chem. P h ys., 49, 5304 (1968).
(13) C . E . M e lto n  and W . H . H am iil, ihid., 41, 546 (1964).
(14) K . Fueki, J .  P h y s. Chem., 68 , 2656 (1964).
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The Radiolysis of Liquid Trifluoroiodomethane

by I. McAlpine and H. Sutcliffe
Chem istry Department, U niversity  of Sa lford, Sa lford  5, Lancashire, En g la n d  (Received J u ly  81, 1969)

The radiolysis of trifluoroiodomethane in the liquid phase at room temperature has been examined. The 
products and 100-eV yields are tetrafluoromethane (0.37), hexafluoroethane (1.03), and iodine (1.36). Ex­
periments in the presence of oxygen and nitric oxide as radical scavengers indicate that the reaction proceeds 
mainly by a radical process.

The radiolysis of trifluoroiodomethane in the gas 
phase has been studied and shown to give the follow­
ing products and 100-eV yields: tetrafluoromethane 
(1.08), iodine (0.13), and difluorodiiodomethane (0.82).1 
Surprisingly, hexafluoroethane was absent in this 
gas phase work. This work was interpreted mainly in 
terms of radical abstraction of fluorine and radical 
combination reactions. It is of interest therefore to 
study the reaction in the liquid phase where spur reac­
tions may be expected to give an increase in those prod­
ucts arising from radical-radical recombination reac­
tions.

We report here the results on the liquid phase radioly­
sis of trifluoroiodomethane, both alone and in the pres­
ence of the radical scavengers oxygen and nitric oxide.

Experimental Section
The preparation of trifluoroiodomethane and the 

analysis of products was carried out as described pre­
viously.1’2 Samples for irradiation were sealed in 
Pyrex tubes 20 cm long X 5-mm i.d., having a wall 
thickness of 3 mm for all experiments except those in­
volving oxygen. When oxygen was used, the tube was 
closed with a Hoke needle valve which was fastened to 
the glass by means of Araldite. The tubes were heated 
to 400° and evacuated before any reactants were intro­
duced. Irradiations were carried out on a 10,000-Ci 
cobalt-60 source. The dose was measured using a 
modified Fricke dosimeter3 (G(Fe3+) =  0.66), and the 
usual corrections were made for electron density. The 
density of liquid trifluoroiodomethane at 25° was deter­
mined by sealing a known amount of the compound in a 
glass tube and measuring the volume occupied by the 
liquid at 25°. A correction was made for the amount of 
trifluoroiodomethane in the gas phase. In this way a 
value of 2.115 g/m l was obtained.

All sample volumes were in the range 2.3 ±  0.1 ml in 
tubes of total volume 4 ml. The amount of sample in 
the gas phase was thus maintained at <2% .

Irradiation of Liquid Trifluoroiodomethane. In a 
typical experiment 25.102 mmol of trifluoroiodomethane 
was irradiated for 15.5 hr. The products were frac­
tionated in vacuo through traps cooled to —63, —131, 
and —196°. The fraction condensed at —63° con­

tained iodine together with a trace of trifluoroiodo­
methane. The iodine was determined by titration with 
sodium thiosulfate solution. The fraction condensed 
at —131° contained trifluoroiodomethane. The frac­
tion condensed at —196° contained trifluoroiodo­
methane, hexafluoroethane, and tetrafluoromethane. 
The percentage composition was determined by gas 
chromatography.

The results for several such irradiations are shown 
graphically in Figure 1. The 100-eV yields for iodine, 
hexafluoroethane, and tetrafluoromethane were deter­
mined from the slope of the graphs.

In one experiment (not plotted on Figure 1) 24.914 
mmol of trifluoroiodomethane was irradiated for 150 hr, 
to a total dose of 24.06 X 1021 eV to ascertain if di­
fluorodiiodomethane was being formed in very small 
amounts. After this time 0.00286 mmol of difluoro­
diiodomethane was isolated.

Irradiation of Liquid Trifluoroiodomethane and Oxygen. 
A mixture of trifluoroiodomethane (25.446 mmol) and 
oxygen (0.0327 mmol) was irradiated for 5 hr; the dose 
received was 0.9517 X 1021 eV. The products were 
fractionated in vacuo to yield iodine, trifluoroiodo­
methane, hexafluoroethane, tetrafluoromethane, and 
carbonyl fluoride. Some oxygen remained after irradia­
tion, but this was not measured. A small amount of an 
involatile white solid remained in the reaction tube 
which liberated iodine from potassium iodide solution. 
The results are given in Table I.

Irradiation of Liquid Trifluoroiodomethane and Nitric 
Oxide. A mixture of trifluoroiodomethane (25.09 
mmol) and nitric oxide (0.472 mmol) was irradiated for 
5 hr; the dose received was 0.8695 X 1021 eV. After 
irradiation the nitrogen was transferred by means of 
an automatic Toepler pump into a vessel of known vol­
ume and measured. The purity of the nitrogen was 
checked by gas chromatographic analysis and found to 
contain only a slight trace of nitric oxide. The con­
densable gases were fractionated in vacuo through traps 
cooled to —63, —96, —131, and —196°. The fraction

(1) I . M cA lp in e  and H . Sutcliffe, J .  P h y s. Chem., 73 , 3215 (1969).
(2) I . M cA lp in e  and H . Sutcliffe, ib id ., in press.
(3) E . J. H a rt and P . D . W alsh, Radiat. Res., 1, 342 (1954).
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Table I : P roducts and 100-eV  Y ields for the P roducts from  the R adiolysis  o f Trifluoroiodom ethane

G-

L iqu id  C F 3I
L iqu id  C F 3I +  0 .1 %  0 2

L

1 .3 6
4 .2 7

CF(

0 .3 7
0 .0 6

C2F.

1 .0 3
5 .7 2

CF2I 2

a

N2 CFsNO NO2 -N O Comments

T race  o f  C O F 2 and w hite 
solid. O xygen  present 
after irradiation

L iquid C F 3I +  2 %  N O 4 .4 7 0 .1 8 1 .86 6 .9 3 0 .3 6 c 3 2 .7 T race  o f C O F 2 and C F 3N 0 2
L iquid C F 3I +  4 %  N O  
Gaseous C F 3I 6

4 .5 3
0 .1 3

0 .2 0
1 .0 8

0 .9 7
0 .0 0 .8 2

17 .87 1 .2 4 2 6 .7 4 71 T race  o f C O F 2 and C F 3N 0 2

° A  sm all am ount o f C F 2I 2 is form ed at high dose. b See ref 1. c N o t  m easured.

F igure 1. L iqu id  phase radiolysis o f trifluoroiodom ethane.

condensed at —63° contained iodine which was deter­
mined by titration. The fraction condensed at —96° 
contained nitrogen dioxide together with a small 
amount of trifluoroiodomethane; the nitrogen dioxide 
was determined by titration. The fraction condensed at 
— 131° contained mainly trifluoroiodomethane to­
gether with a trace of trifluoronitromethane. The 
fraction condensed at —196° contained trifluoroiodo­
methane, hexafluoroethane, tetrafluoromethane, tri- 
fluoronitrosomethane, and a trace of carbonyl fluoride. 
The percentage composition of the mixture was deter­
mined by gas chromatography.

The experiment was repeated using 4% nitric oxide; 
the results from both experiments are shown in Table I.

Results and Discussion
The products isolated from the radiolysis of liquid 

trifluoroiodomethane and the 100-eV yields are tetra­
fluoromethane (0.37), hexafluoroethane (1.03), and 
iodine (1.36). The yields are linear over the dose range 
1.4 X 1021-20.22 X 1021 eV., as is shown in Figure 1. 
These results differ from those obtained in the gas 
phase in that the yield of tetrafluoromethane is lower, 
by a factor of 3, whereas the yields of iodine and hexa­
fluoroethane are much higher; see Table I . No difluoro- 
diiodomethane was detected in the liquid phase radioly­
sis up to a dose of 20.2 X 1021 eV. At a dose of 24.06 X 
1021 eV some difluorodiiodomethane was detected.

This comparison of results in the liquid and gas phase 
lends support to the idea that in the liquid phase reac­
tion occurs mainly in spurs where a high concentration 
of reactive species exists.

The initial absorption of energy may be expected to 
give rise to the reactions

CF3I+ +  e - (1)

CFr  +  1+ +  e - (2)

CF3+ +  I- +  e - (3)

CF3I* (excited molecule) (4)

In the liquid phase the chances of deactivation by 
collision are higher than in the gas phase; thus less 
reaction of excited radicals is expected and hence the 
amounts of products arising from excited radicals will be 
lower than in the gas phase. It has been suggested 
that tetrafluoromethane is formed in the gas phase 
radiolysis by an excited trifluoromethyl radical abstract­
ing a fluorine atom from a molecule of trifluoroiodo­
methane1

CFs-* +  CF8I CF4 +  -CF2I (5)

Such a process would also be expected to operate in the 
liquid phase but to a reduced extent owing to the greater 
probability of deactivation of the excited radicals by 
collision. A lower yield of tetrafluoromethane is in
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fact observed in the liquid phase than in the gas phase; 
see Table I. Thus, deactivation of excited radicals is 
playing an important part in this reaction and hence 
the thermal radicals so produced will also play an 
important part in this reaction. In the high localized 
concentration of radicals that exist within a spur dimer­
ization to hexafluoroethane is expected, and a value of 
(?(C2F6) =  1.03 is observed. Thermal trifluoromethyl 
radicals will also be expected to recombine with iodine.
Doubtless both processes take place

CF3- +  I2 — > CF3I +  I (6)

CF3- +  I +  M — *■ CF3I (7)

CF3- -T CF3- -f- M - C2F6 4- M (8) 

with a possibility of the reaction

C F r* +  CF3- +  M — > C2F6 +  M (9)

also occurring. Since the yield of iodine and hexa­
fluoroethane are not particularly high, reactions 6 and 7 
must predominate over (8) and (9) which in turn pre­
dominate over (5).

In the gas phase hexafluoroethane is not formed since 
there is less chance of deactivation of excited radicals 
and no localized concentration of thermal radicals.

Irradiation of Liquid Trifluoroiodomethane in the 
Presence of Oxygen. In the presence of ca. 0.1% oxygen 
the tetrafluoromethane yield is reduced to G ' ( C F 4)  <  

0.06, and iodine and hexafluoroethane yields were in­
creased to Cr(I2) =  4.27 and G(C2F6) =  5.27; in addition 
carbonyl fluoride and an unidentified white solid were 
also present. The white solid appears to be similar to 
the one produced in the gas phase, in that it liberates 
iodine from potassium iodide solution. The presence of 
peroxy or fluoroxy groups is therefore suspected.

No data are available for the solubility of oxygen in 
trifluoroiodomethane, but the concentration must be 
<0.1%  M. It is surprising that at such low concen­
trations there is almost complete scavenging of tetra­
fluoromethane. Equally surprising, although consis­
tent with the gas phase work,1 is the increased yield of 
hexafluoroethane.

These results are interpreted in terms of the scaveng­
ing of excited trifluoromethyl radicals by oxygen, 
followed by secondary reactions of the peroxy radical to 
give hexafluoroethane

CF3 • * -)- 0 2 CF3 ■ O • O • (10)

2CF3-0 -0 -  — >  C2F6 +  0 2 (11)

Reaction 11 may occur directly or via free ther- 
malized trifluoromethyl radicals which subsequently 
dimerize to hexafluoroethane. Thus, once a molecule of 
oxygen enters a spur and scavenges a radical it is re­
generated and is then available for further scavenging. 
Scavenging followed by regeneration of oxygen explains 
why such a low concentration of oxygen is effective in

almost eliminating tetrafluoromethane as a product. 
Such a process could proceed until the oxygen diffuses 
out of the spur.

Other reactions involving the trifluoromethoxy 
radical are also possible, e.g.

CFrO-O-  +  CFr*  ^ C 2F6 +  0 2 (12)

and also result in the formation of hexafluoroethane.
Irradiation of Trifluoroiodomethane in the Presence of 

Nitric Oxide. The radiolysis of liquid trifluoroiodo­
methane in the presence of 2 and 4%  nitric oxide 
yields iodine, hexafluoroethane, tetrafluoromethane, 
trifluoronitrosomethane, nitrogen, nitrogen dioxide, 
trifluoronitromethane, and carbonyl fluoride. See 
Table I for G values. In both experiments onty a trace 
of nitric oxide remained after 5 hr of irradiation. The 
G (-N O ) values are therefore limited by the availability 
of nitric oxide.

A particularly interesting feature of this reaction is 
the increased yield of hexafluoroethane in the presence of 
2% nitric oxide and a slightly decreased yield of hexa­
fluoroethane in the presence of 4% nitric oxide. Since 
nitric oxide is a radical scavenger, a reduction in the 
yield of hexafluoroethane would be expected. This 
unexpected result is interpreted in terms of secondary 
reactions of the initially formed trifluoronitrosomethane. 
The reaction is considered to proceed in two overlapping 
stages: (a) when nitric oxide is present in sufficient
quantities to scavenge the radicals and (b) when the 
nitric oxide is depleted and trifluoronitrosomethane is 
acting as a radical scavenger. Trifluoronitrosomethane 
is known to be susceptible to radical attack, initially on 
the nitrogen atom.4

In the presence of nitric oxide the mechanism is 
similar to that described for the gas phase work

CF3I — >  CF3* +  I (13)

C Fr*  +  NO •— > CFr  NO (14)

CFs-NO +  2NO — ► C F rN 2-N 03 — ►

C F r + N 2 + N O r  (15) 

•N03 +  NO — >  2N 02 (16)

CF3- +  N 02 — >  CF.-NO, (17)

The overall effect of reactions 14 to 16 is the dispro­
portionation of nitric oxide into nitrogen and nitrogen 
dioxide

4NO — ► N2 +  2N 02

and the ratio G ( - N O )  :G (N 02) :<?(Nj) should be 
4:2:1. The observed ratio 4:1.5:1 in the experi­
ment with 4%  nitric oxide is of this order. As the 
nitric oxide becomes depleted, reaction 15 slows down 
and there is a buildup of trifluoronitrosomethane.

(4) R . N . H aszeld ine and B . J. H . M attin son , J .  Chem. S o c 1741 
(1957).
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The difference in the G’(CF3-NO) values for the two 
reactions, 0.88, is almost the same as the difference in 
the Cr(C2F6) values, 0.87. This indicates that a mole­
cule of trifluoronitrosomethane reacts to give a molecule 
of hexafluoroethane. This is thought to occur by attack 
of an excited trifluoromethyl radical on the nitrogen of 
trifluoronitrosomethane followed by decomposition of 
the nitroxide radical so formed to hexafluoroethane and 
nitric oxide

CFr * +  CFa-NO — >  (CF8)2NO-* — >  C2F6 +  NO

Bis (trifluoromethyl) nitroxide is a stable compound6 
but as formed from an excited trifluoromethyl radical is 
expected to decompose as indicated. If the attacking

radical is not excited, the nitroxide would presumably 
be stable until attacked by a second thermal radical to 
give tris (trifluoromethyl) hydroxy lamine

CF j-
CFr +  CFs-NO — > (CF3)2NO- — > (CF3)2NOCF3

No tris (trifluoromethyl) hydroxy lamine was detected in 
the present work.

Acknowledgment. I. M. wishes to thank the Science 
Research Council, London, England, for a maintenance 
award, during the tenure of which this work was carried 
out.

(5) W . D . B lack ley  and R . R . R einhard, J .  A m er. Chem. Soc., 87 , 
802 (1 965 ).

The Radiolysis of Liquid Nitromethane1

by James L. Corey and Richard F. Firestone
Departm ent o f Chem istry, The Ohio State U niversity , Colum bus, Ohio 4-3210 (.Received J u ly  80, 1969)

Initial 100-eV yields and effects of dose on the rates of formation of 12 products of the 80Co 7-ray-induced 
decomposition of pure, air-free, liquid nitromethane have been measured at constant dose rate (9 X 1017 
eV/g min) at 0° and at room temperature. The cis dimer of nitrosomethane, methyl nitrite, and formaldehyde 
are major initial products at both temperatures. Initial yields of formaldehyde and methyl nitrite exhibit 
pronounced positive temperature coefficients. Neither the trans dimer of nitrosomethane nor nitrogen dioxide 
is found among the final products. A relatively slow, thermal, dark reaction converts nitrosomethane to 
methyl nitrite at room temperature, but not at 0°. Effects of increasing dose at room temperature are similar 
to those of the dark reaction. A mechanism invoking the existence of the intermediate CH3(NO)3 is pro­
posed to account for effects of dose.

Introduction
Very few investigations of direct effects of ionizing 

radiation on the nitroalkanes have been reported. Pas- 
zyc2 has reported relative concentrations of some of 
the products of the radiolysis of liquid nitromethane 
and nitroethane at room temperature at a single high 
dose. Cundall, Locke, and Street have published a 
preliminary report of an investigation of the steady 
and pulsed radiolysis of nitromethane3 and a more 
complete and detailed report of a comparative study 
of the photolysis and radiolysis at room temperature.4 
The latter has established the identities and average 
100-eV yields of each of an abundant variety of prod­
ucts at two fixed doses and dose rates and has demon­
strated occurrence of a thermal dark reaction at room 
temperature which does not occur in the photolysis.

The present article reports effects of dose on the 
yields of products of the 60Co a-ray-induced decom­
position of pure, air-free nitromethane at 0° and at

room temperature. A set of reaction steps consistent 
with observed effects of dose, temperature, the initial 
presence of several products, and apparent effects of 
dose rate is presented and discussed.

Experimental Section
Matheson Coleman and Bell Spectroquality reagent 

nitromethane was purified by fractional distillation at 
atmospheric pressure and stored under dry nitrogen 
in total darkness. A portion of the middle half of 
the distillate was further purified immediately prior

(1) B ased  u p on  a dissertation  su bm itted  in  p artia l fu lfillm ent o f 
requirem ents fo r  the P h .D . degree at T h e  O h io S tate U n iversity  b y  
J. L . C ., 1965.
(2) S . P aszye, Photochem. Photobiol., 4 , 841 (1965).
(3) R . B . C undall, A . W . L ock e , and G . C . Street, Nature, 210 , 1354 
(1966).
(4) R . B . C undall, A . W . L ock e , and G . C . Street, “ T h e  C hem istry  
o f Ion iza tion  and E x cita tion ,”  G . R . A . Joh n son  an d  G . Scholes, 
E d ., T a y lo r  and F rancis L td ., L on d on , 1967, p p  13 1-140 .
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to use by passage through a 25 X 1 cm column of 
basic aluminum oxide (Woelm), and the first half 
of the effluent was collected. Purified material con­
tained the following quantities (mol % ) of detectable 
impurities: acetonitrile (0.02), propionitrile (0.4), ace­
tone (0.004), nitroethane (0.007), 2-nitropropane (0.03), 
and less than 0.01 mol %  of water. Methyl nitrite 
was prepared by action of sulfuric acid on a solution 
of methanol, water, and sodium nitrite. The product 
was dried over anhydrous calcium chloride and phos­
phoric anhydride and was purified by bulb-to-bulb 
distillation on a high-vacuum apparatus.

Measured portions of purified nitromethane were 
outgassed by freeze-pump-thaw cycles and transferred 
into Pyrex-glass irradiation vessels which had been 
previously outgassed by simultaneous pumping and 
prolonged baking at temperatures near the softening 
point. Filled vessels were sealed and removed from 
the vacuum apparatus by fusing the filling arms with a 
gas-oxygen torch while maintaining the vessel contents 
at —196°. Irradiations were performed with a nom­
inally 150 Ci 60Co a-ray source. Dosimetry mea­
surements were made with Fricke dosimeter solution, 
assuming C?(Fe3+) = 15.6 ions/100 eV. Analyses for 
ferric ion were performed spectrophotometrically at 
304 nm and 25°, assuming a molar absorptivity equal 
to 2196 l./mol cm. Dose rates in nitromethane samples 
have been assumed to be equal to the product of 
the measured dose rate in the Fricke solution and 
the ratio of electron densities of the former to the 
latter solution. All samples were irradiated at dose 
rates in the range 9.4 to 9.7 X 1017 eV/g min.

All samples irradiated at 25° and for which data 
are reported were cooled to 0° immediately after irradia­
tion and subjected to analysis within 20 min. Under 
these conditions contributions of the dark, postirradia­
tion reaction which proceeds readily at 25° were 
negligible. Samples irradiated for 6 hr at 25°, for 
example, and maintained afterward at 0° failed to 
exhibit detectable changes in the total yield of gaseous 
products within 2 hr. Gaseous products were separated 
into two fractions by transfer through cold traps main­
tained at —196 and —78°, respectively. The —196° 
fraction consisted predominantly of H2, N2, CH4, and 
CO. The remaining volatile products (NO, N20, C 02, 
CH3ONO, C2H6, and HCHO) as well as traces of those 
collected predominantly at —196° were collected at 
— 78° in the presence of nitromethane vapor. The 
outgassed liquid fraction was separated from a non­
volatile residue by vacuum distillation, and the non­
volatile residue was separated into a water-soluble 
fraction and a nonvolatile insoluble fraction. Com­
ponents of the gaseous fractions and of the volatile 
liquid fraction were determined quantitatively by gas 
chromatographic analyses using thermal conductivity 
detection and a 10-ft, 9-mm i.d. Pyrex column packed 
with 80-100 mesh silica gel operated with He carrier

gas (30 cm3/min) at 25° and using flame ionization 
detection and a 6-ft, 0.125-in. copper column packed 
with 5 wt %  Apiezon L grease on 60-80 mesh Chroma- 
sorb P operated with N2 carrier gas (150 cm3/min) 
at 25° and a 6-ft, 0.25-in copper column packed with 
25 wt %  Carbowax 20M on 45-60 mesh Chromasorb P 
operated with N2 carrier gas (300 cm3/min) and a 
linear temperature program of 3.3°/min commencing 
at 60°. Analyses for formaldehyde were performed 
with the latter column and program on aliquots of 
whole samples prior to separation of gaseous fractions. 
Methyl nitrite was determined in whole samples by 
spectrophotometric measurements at 300 to 410 nm. 
The water-soluble fraction of the nonvolatile residue 
contained the cis dimer of nitrosomethane, which was 
determined quantitatively by spectrophotometric mea­
surements at 265 nm. Samples of the water-insoluble 
nonvolatile residue were subjected to wet chemical 
spot tests which indicated the presence of undetermined 
small quantities of formaldoxime trimer and traces 
of formaldehyde polymer in this residue. Qualitative 
identifications of all products were made by infrared 
and ultraviolet spectrophotometry, chemical spot tests, 
and comparisons of retention volumes of gas chro­
matographic signal peaks with those of known sub­
stances.

Results
The most abundant initial radiolysis products at 0° 

and at room temperature (25-28°) are, as indicated 
in Figures 1 and 2, formaldehyde, methyl nitrite, and 
the cis dimer of nitrosomethane. The presence of 
traces of polymeric formaldehyde and of small un-

Figure 1. C oncentrations o f m a jor products as fun ction s o f 
dose a t room  tem perature.
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/

Figure 2. C on centration s o f m ajor produ cts  as functions of 
dose at 0 °.

determined quantities of formaldoxime has been de­
tected in the water-insoluble residue of nonvolatile frac­
tions of several irradiated samples of nitromethane. 
Unestimated quantities of products bearing carbonyl 
groups were also detected by infrared analyses of whole 
irradiated samples. The absence of nitrogen dioxide 
and of the trans dimer of nitrosomethane in whole sam­
ples of irradiated nitromethane in the dose range in­
vestigated has also been established. Table I presents

Table I: In itial (G ° )  and In tegrated  A verage (G )°  100-eV 
Y ields from  N itrom ethane at 0 ° and R o o m  Tem perature

Cundall,
✓—et al.c—s

-This work-----------------------» Room
-0°-----------. <•— Room temp®— - temp,

G G° G G

c is -(C H 3N O )2 0 .5 3 0 .6 6 0 .5 3 0 .3 6 0 .5 2
H C H O 0 .8 4 0 .8 4 2 .0 2 .0 0 .2 0
CH sON O 0 .5 0 0 .8 3 1 .1 1 .9 1 .5
N O 0 .1 6 0 .1 6 0 .1 6 0 .4 3 0 .3 5
C 0 2 0 .0 7 0 .0 7 0 .1 6 0 .2 0 0 .0 0
CO 0 .1 8 0 .1 8 0 .1 8 0 .1 8 0 .3 1
h 2 0 .1 7 0 .1 7 0 .1 7 0 .1 7 0 .2 2
n 2 0 .2 0 0 .2 0 0 .2 0 0 .3 0 0 .1 4
n 2o 0 .0 2 0 .0 4 0 .0 0 0 .1 6 0 .2 8
C H 30N 02 0 .0 9 0 .0 9 0 .0 9 0 .0 9
C H , 0 .0 7 0 .0 9 0 .0 7 0 .0 9 0 .0 6
c 2h 6 0 .0 3 0 .0 3 0 .0 6 0 .0 6 0 .0 9
- C H ,N < V 3 .0 3 .5 4 .8 5 .3 3 .2

“ Integrated average yie ld  values (G ) are reported at 3 .0 X  
1020 e V /g . 6 D ose  rate 9 .4 to  9 .7 X  1017 e V /g  m in for 17-400 
m in and quenched at 0 ° . c R eference 4 ; dose rate 6.6 X  1019 
e V /g  m in for 5 .0 m in and quenched at — 196°. d G (  — CH3NO2) 
based on  sum  over carbon  atom s am ong products.

instantaneous initial 100-eV yields (columns 2 and 4) of 
products which have been determined quantitatively.

A postirradiation dark reaction which proceeds 
readily at room temperature has been observed to form 
methyl nitrite, methyl nitrate, nitrogen, nitrous oxide, 
carbon dioxide, methane, and formaldoxime and to 
consume the cis dimer of nitrosomethane. Postirradia­
tion effects were not observed in samples which were 
maintained at 0° after irradiation. Figures 1 and 2 
demonstrate that the instantaneous 100-eV yields of 
most of these products are functions of dose at room 
temperature.

The initial 100-eV yields of formaldehyde, methyl 
nitrite, carbon dioxide, and ethane at room tempera­
ture are roughly twice their respective values at 0°. 
All other products are formed at the same respective 
rates at both temperatures.

Addition of millimolar quantities of NO2 prior to 
irradiation of nitromethane at room temperature has 
been observed to increase the initial 100-eV yield of 
formaldehyde by a factor of approximately 20, to 
decrease the rate of formation of methyl nitrite, and to 
completely inhibit formation of the cis dimer of nitro­
somethane while inducing no change in the rate of for­
mation of methyl nitrate.

Irradiation of nearly saturated solutions of water in 
nitromethane at 25° formed methyl nitrite at a 100-eV 
initial yield half that in the absence of water. At 
higher doses (t(CH2ONO) approached the value char­
acteristic of zero dose in water-free nitromethane. 
Nitrous acid seems on the basis of appearance and 
growth of a characteristic absorption peak at 384 nm 
to have been formed at a relatively rapid initial rate 
in the presence of water and to have been consumed 
at higher doses.

It has also been observed that solutions of NO, 
N 02, and the cis dimer of nitrosomethane react slowly 
in the absence of radiation at 25° to form methyl ni­
trite and other products and that methyl nitrite is not 
formed in the absence of cts-(CH3NO)2 under otherwise 
identical conditions.

Discussion
Nitromethane is a difficult substance to study, be­

cause identification and quantitative determination 
of its radiolysis products require extraordinary care 
with analytical techniques exhibiting a wide range of 
sensitivity and precision and because of the occurrence 
at room temperature of a thermally activated dark 
reaction among the radiolysis products. The identities 
of fifteen products at moderately low conversions seem 
to have been firmly established by this work and that 
of Cundall, et al. Neither we nor they, however, have 
been able to obtain an acceptable material balance 
among products. Among our yield data there is a 
marked deficiency at all conversions of N, O, and H 
relative to C atoms among the products, which may
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indicate formation of substantial quantities of undeter­
mined inorganic products, such as water, nitric acid, 
and nitrous acid. The data of Cundall, et al., reflect 
deficiencies of 0  and H and a surplus of N relative to 
C atoms. Product yields reported by the latter authors 
differ specifically from ours in two significant respects. 
Formaldehyde yields reported by Cundall, et al., are 
consistently an order of magnitude lower, and Cundall, 
et al., observed no significant dose dependence of the 
100-eV yields of any products in the same dose range 
but at a fivefold lower dose rate than that of the present 
work.4 The discrepancy among formaldehyde yields is 
probably an analytical discrepancy reflecting the ten­
dency of formaldehyde to polymerize, which renders its 
determination especially sensitive to the history of the 
sample, including freezing and thawing, and means em­
ployed, if any, to separate products prior to analysis. 
The discrepancy concerning dose dependence may be 
mechanistically significant, because of the differences 
in dose rates.

The postirradiation dark reaction does not proceed 
detectably among photolysis products, which are dis­
tinguished from those of radiolysis by lower proportions 
of nitrosomethane, formaldehyde, and the oxides of 
nitrogen.4 Radiolysis products affected by the dark 
reaction and the extent of its effects depend critically 
upon the distribution of products when irradiation is 
terminated. Cundall, et al., have observed that fol­
lowing absorption of 3 X 1020 eV/g in a 5-min period the 
postirradiation reaction at room temperature consumes 
czs-(CH3NO)2 and that only N2, C 02, and CH3ONO are 
clearly products of the dark reaction under these condi­
tions. The present authors have observed that the 
postirradiation reaction also forms CH30 N 0 2, N20, CH4, 
and formaldoxime following similar absorbed doses at a 
dose rate two orders of magnitude lower. Thus, 
changes effected by steps in the dark-reaction mecha­
nism during irradiation at room temperature may be 
determined by irradiation time and extent of conver­
sion irrespective of an effect of dose rate or of dose per 
se upon the radiolysis mechanism.

Yield values reported in columns 4 and 5 of Table I 
are initial and integrated average 100-eV yields (3 X 
1020 eV/g), respectively, for samples which have been 
irradiated at 1018 eV/g min at room temperature and 
quenched at 0° immediately after irradiation. Values 
of column 6 are those of Cundall, et al.,* from samples 
irradiated for only 5 min at nearly 1020 eV/g min and 
quenched at —196° immediately after delivery of an 
equal absorbed dose. Initial 100-eV yields and inte­
grated average 100-eV yields at the same dose and the 
lower dose rate from samples irradiated at 0° appear in 
columns 2 and 3. Comparisons among the five sets of 
yield values so tabulated afford several distinctly 
tentative conclusions concerning effects of dose, dose 
rate, and reaction time.

The dose effect appears to be absent at high dose rate

Figure 3. C oncentrations o f m a jor produ cts  as fun ction s o f 
dose at room  tem perature.

F igure 4. C oncentrations o f m inor products as fun ction s o f  
dose at 0 °.

and room temperature as of 3 X 1020 eV/g (cf. columns 
4, 5, 6) for cis-(CH3NO)2, N2, and CH4, all of which 
are affected by the postirradiation reaction at room 
temperature. Thus, variations in yields of these 
products with respect to dose appear to be attributable 
wholly or in large part to slow thermal reactions among 
radiolysis products. Dose rate dependence appears to 
be exhibited by the 100-eV yields of CO, N20 , and C2H6, 
each of which is formed in higher yield per unit dose at 
the higher dose rate. It is also reasonable to suppose 
that discrepancies between values for the methyl nitrite 
and nitric oxide yields in columns 4 and 6 are attributable 
to the dose rate difference. All comparisons between 
our 100-eV yields and those of Cundall, et al., must, 
however, be made with caution, because of the different 
irradiation conditions and the different means employed 
to quench samples after irradiation. Thus, in discus­
sion to follow principal emphasis is placed upon ratio­
nalization of data presented in Figures 1-4 and columns 
2-5 of Table I.

Rebbert and Slagg,5 McGarvey and McGrath,6 and 
Cundall, et al.,* have shown that results of the photoly­
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sis of gaseous and liquid nitromethane are consistent 
with the proposal that the predominant primary step 
at 253.7 nm is rupture of the C -N  bond, i.e.

CH3N 0 2* — ► CH3- +  N 0 2 (1)

Consistently, Bielski and Timmons7 and Chachaty8 
have observed esr signals attributable to CH3 radicals 
and N 02 in nitromethane photolyzed7 and radiolyzed8 
at 77°K. Chachaty8 has also observed disappearance 
of CH3 radicals and appearance of signals attributable 
to CH2N 02 radicals upon warming of samples radioly­
zed at 77°K, suggesting occurrence of reaction 2 and/ 
or reaction 3. At higher photon energies and in ra-

CH3- +  CH3N 02 — > CH4 +  -CIRNCh (2)

N 02 +  CH3N 02 — >  H N 02 +  CH2N 02 (3)

diolysis excited nitromethane may, as suggested by 
Hirschlaff and Norrish,9 decompose via reaction 4 or via

CH3N 0 2* — >  HCHO +  NOH (4)

reaction 5 as suggested by Rebbert and Slagg6 and un­
dergo rearrangement via reaction 6, as proposed by

CH3N 0 2* — >  CH30  +  NO (5)

Brown and Pimentel,10 and later qualified by Pimentel

CH3NO2* — ► CH3ONO (6)

and Rollefson.11 Among possible ionic steps, Kandel12 
has obtained mass spectrometric evidence which sug­
gests occurrence of the sequence of reactions

CH3N 02 +  e — > CH3N 0 2+ +  2e (7)

I-----^ C H 3- + N 0 2+ (8)
c h 3n o 2+

L^ C H 30 - + N 0 +  (9)

N 02+ — >  NO+ +  0  (10)

Henglein and Muccini13 have reported that the most 
abundant negative ions in the high pressure mass spec­
trum of nitromethane are CH3N 02~, 0 “ , and CH2N 02~, 
suggesting14 that the latter two species are probably 
formed by dissociative electron capture and reaction 
12, respectively. The preceding set of reactions does

CH3N 0 2 +  e — > CH3NO +  0 -  (11)

O - +  CH3N 02 — >  OH +  CH2NO2- (12)

not, of course, include all possible primary and fast 
secondary steps but appears to include the more prob­
able ones. Discussion of slower secondary reactions 
may take into consideration the following reactive in­
termediates species and several reactive products : 
CH3— *CHr , -CH2N02, CHaO-, -OH, -NOH, CH3-
n o2+, n o2+, c h 2n o 2-, c h 3n o 2-

Two transient species which absorb light in the visible 
region, one of which is much longer lived than the other, 
have been observed in the pulse radiolysis of liquid ni-

tromethane.3 The shorter lived transient species is 
tentatively believed to be the CH2N02~ anion,3 and, 
if so, is probably removed by neutralization (acid-base) 
steps. The more stable species is assigned the probable 
identity of monomeric nitrosomethane, CH3NO. Bur­
rell15 reports light absorption by the nitrosocyclohexane 
monomer at 700 nm following pulse radiolysis of 
liquid solutions of NO in cyclohexane.

Formaldehyde, the most abundant initial product in 
our experiments, is probably formed in part by fast 
primary reactions, but, because its initial yield is three 
times as great at room temperature as at 0°, slower 
secondary steps are of major significance at room tem­
perature. Among previously proposed or known reac­
tions of this kind the reaction of nitrogen dioxide with 
nitromethyl radicals16 is a likely possibility

N02(N20 4) +  -CH2N02—>

NO +  N02(N20 3) +  HCHO (13)

Contributions from methyl and methoxyl radicals via 
reactions 14 and 15 must be much less important, be-

2CH30 • — ► HCHO +  CH3OH (14)

CH3- +  CH30- —> HCHO +  CH4 (15)

cause of the low initial rate of formation of methane 
and the near absence of methanol. Methanol may, 
however, be removed by nitrogen dioxide17

2N02(N20 4) +  CH3OH —> CHaONO +  HN03 (16)

This is doubtful, because it is unlikely that methanol 
would in such case remain a minor product at 0° and 
because the initial presence of N02 accelerates formation 
of HCHO and NO as required by reaction 13 and in­
hibits formation of methyl nitrite contrary to reaction 
16.

(5) R . E . Rebbert and N . Slagg, B u ll.  Soc. C h im . Beiges, 71, 709 
(1962).
(6) J. J. M cG arvey and W . D . M cG rath, T ra n s . Fa ra d a y  Soc., 60, 
2196 (1964).
(7) B . H . J. Bielski and R . B . Tim m ons, J .  P h y s . Chern., 68, 347 
(1964).
(8) C . Chachaty, J .  Ch im . P h ys., 62 , 728 (1965).
(9) E . Hirschlaff and R . G. W . Norrish, J .  Chem . Soc., 1580 (1936).
(10) H . W . Brown and G. C . Pimentel, J .  Chem . P h ys., 29, 883 
(1958).
(11) G. C. Pimentel and G. Rollefson, unpublished work referenced 
in “ Form ation and Trapping of Free-Radicals,”  A . M . Bass and 
H . P. Broida, Ed., Academ ic Press, Inc., New York, N. Y ., 1960, 
p 97.
(12) R . J. Kandel, J .  Chem . P h ys., 23, 84 (1955).
(13) A . Henglein and G. A . M uccini, “ Chemical Effects of Nuclear 
Transform ations,”  International A tom ic Energy Agency, Vienna, 
1961, p 89 ff.
(14) See, also, the discussion o f negative ion form ing mechanisms in 
ref 4, for additional possibilities in the liquid phase.
(15) E . J. Burrell, Jr., J .  P h y s . Chem., 66 , 401 (1962).
(16) T. L. Cottrell, T . E . Graham, and T . J. Reid, Tra n s . Fa raday  
Soc., 47, 584 (1951).
(17) A . D . Y offe and P. Gray, ./. Chem. Soc., 1412 (1951).
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Methyl nitrite, the second most abundant initial 
product, is probably formed only to a minor extent by 
steps which appear to prevail in the photolysis,4'5 i.e., 
for example, via reaction 17 which ought to be favored

CHr  +  N 02 — CH3ONO (17)

by solvent cage effects11 in the liquid phase. The sign 
and magnitude of the temperature coefficient of the 
initial 100-eV yield of this product (Table I) indicate 
that other reactions are of much greater importance at 
room temperature. The observed depression of the 
methyl nitrite yield by nitrogen dioxide contradicts 
the hypothesis that reaction 17 occurs very frequently 
among homogeneously distributed radicals and sug­
gests that homogeneous CH3 radicals are not important 
precursors of methyl nitrite. Unimolecular rearrange­
ment of excited nitromethane18 would appear to be a 
likely source of methyl nitrite, but this possibility is 
not clearly relevant to the problem of rationalizing the 
temperature coefficient. Observation that the presence 
of nitrosomethane dimer is necessary for appearance of 
methyl nitrite in the thermal dark reaction suggests

CH3NO +  CH30 - — >  CH3ONO +  CHS- (18)

that the monomer, CH3NO, is probably also an impor­
tant precursor of methyl nitrite in the radiolytic mecha­
nism as, for example, via reaction 18 with methoxyl 
radicals and reactions 20-23 proposed below. Reac­
tion 19 is also a possibility.6

NO +  CH30 - — >  CH3ONO (19)

The 100-eV yield of nitrosomethane dimer exhibits 
no apparent dose rate dependence and no temperature 
coefficient, indicating that its immediate precursor, 
CH3NO, is formed predominantly by fast primary steps, 
such as dissociative electron capture reaction 11. Con­
sumption of nitrosomethane dimer at room temperature, 
on the other hand, occurs only as a result of relatively 
very slow secondary reactions. The observation that 
the sum [CH3ONO] +  2 [m -(CH3NO)2] is a linear func­
tion of dose (Figure 5) suggests that all of the nitroso­
methane consumed by secondary reactions at room tem­
perature is converted to methyl nitrite. Observations 
of Gowenlock and Trotman19 lead one to anticipate con­
version of a portion of the cis dimer to formaldoxime and 
to the trans dimer in the absence of nitrogen oxides at 
room temperature, as shown in the following diagram20

cis-(CH3N 0)2 ¡ ¿ 1  ¿rems-(CH3NO)2

\  V
2CH3NO

c h 2f OH

Absence of the trans dimer initially as well as after long 
standing of irradiated samples and the smallness of the

Figure 5. Variation of the sum [CH3ONO] +  2[cfs-(CH3NO)2] 
with respect to dose at room temperature and 0 °.

formaldoxime yield4 suggest, therefore, that nitrogen 
oxides are responsible for consumption of nitrosometh­
ane at room temperature. Batt and Gowenlock20 have 
observed that NO promotes disappearance of nitroso­
methane in the gaseous phase. Existence of transient 
species of the form R(NO)3, at or near equilibrium with 
aliphatic nitroso compounds and NO has been sug­
gested,21 as, for example

CH3NO +  2NO CH3(NO)3 (20, 21)

and Burrell15 has reported lifetimes for the cyclohexyl 
analog of R(NO)3 of the order 10_1 sec in solutions 
of NO in cyclohexane at room temperature. Ener­
getically feasible alternative reactions of the CH3(NO)3 
intermediate are

CH3(NO)3 — > CH3ONO +  N20  (22)

— > CH30 - +  NO +  N2 (23)

— > CH30 N 0 2 +  N2 (24)

Reaction 23 contributes to formation of methyl nitrite 
via the methoxyl radical and reactions 18 and 19. Re­
actions 20-22 rationalize the observation that N20  
is formed only at higher doses. The behavior of the 
yields of N20, N2, and CH3ONO2 with respect to 
dose is also qualitatively consistent with this mech­
anism. The abundance of these products is, however, 
insufficient to permit more than about 70% of the 
observed enhancement in the methyl nitrite yield to 
occur through reactions 20-24. The behavior of the 
NO yield is— at least superficially—inconsistent with

(18) H . W . B row n  and G . C . P im entel, . / .  Chem . P h y s ., 29 , 883 
(1958).
(19) B . G . G ow en lock  and J. T rotm an , J .  Chem. Soc., 4190 (1 955).
(20) L . B a tt  and B . G . G ow en lock , T ra n s. Fa ra d a y  Soc., 56 , 682 
(1960).
(21) L . G . D on aru m a and D . J . C arm od y , J .  Org. Chem., 22 , 635 
(1957).
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the proposed mechanism. Ignorance of the nature 
and positions of equilibria among the nitrogen oxides 
and of the fate of N 02 precludes satisfactory rationaliza­
tion of the dose dependence of G(NO) at room tem­
perature. The observation that the initial presence 
of N 02 prevents formation of nitrosomethane while 
accelerating the rates of formation of NO and HCHO 
is consistent with reaction 13. Provision for partial 
consumption of N 02, for conversion of nitrosomethane 
to methyl nitrite without formation of N2 and N20, 
and for acceleration of NO formation with increasing 
dose may be made by suggesting reactions 25-27. The

N 02 +  NO ^  N20 3 (25, 26)

N20 , +  CH3NO — >  CH3ONO +  2NO (27)

possibility that the 0 N 0 N 0 2 dimer22 serves as a source 
of NO molecules in equilibrium with 0 2N N 02 is also 
plausible and may also introduce the strongly oxidizing 
species, N 03j as a possible precursor of C 02, CO, 
and CH3ONO2, for example

2N02 ^  0 2N N 02 TIT 0 N 0 N 0 2 NO3 +  NO

An alternative source of N 03 suggested by Donaruma 
and Carmody21 and by Cundall, et al.,4 is reaction 
28. This is, however, much more strongly endothermic

CH3NO +  2NO — >  CH3- +  N2 +  NO3 (28)

than are the products of steps 22-24 with respect 
to the same reactants, if gaseous phase heats of forma­
tion are pertinent,23 and it seems highly unlikely that 
heats of solvation among the species involved would 
favor reaction 28 in the liquid phase.

Evidence concerning the fate of CH3 radicals is 
largely negative. Effects of temperature, the initial 
presence of N 02, and dose rate indicate that the methyl 
radical is not an important precursor of either (CH3NO)2 
or CH3ONO. Significant product formation via atomic 
abstraction steps by CH3 radicals is inconsistent with 
the observed product distribution and effects of tem­
perature. Furthermore, the yield of C2H6 is small 
at both high- and low-dose rates and is independent 
of dose, indicating that combination of CH3 radicals 
does not occur. It appears that the net radiolytic

yield of CH3 radicals is quite small (ca. 0.1 radicals/ 
100 eV), possibly because its predominant fate is back- 
reaction with NOo.

As yet unidentified ionic species, the nitrosomethane 
monomer, and the CH2N 02 radical appear to be most 
significant among plausible primary organic inter­
mediates. Effects of temperature indicate that fast 
reaction steps form all nitrosomethane monomer near 
zero dose. Absence of an effect of dose rate on the 
initial yield of the dimer demonstrates that the dim­
erization step has no competitor at low concentra­
tions of nitrogen oxides. Since only half of the initial 
yields of CH3ONO and HCHO are attributable to 
fast reactions, it may also be concluded that a significant 
fraction of fast ionic reactions produces neutral re­
active fragments, probably including the CH2N 02 rad­
ical.

Formation of substantial amounts of HCHO in 
radiolysis and its virtual absence among photolysis 
products4-6 may be tentatively attributed to the fact 
that CH2N 02 radicals can be formed only by abstrac­
tion steps in photolysis at 253.7 nm and longer wave­
lengths. Similarly, the much larger proportion of ni­
trosomethane dimer formed in radiolysis may be largely 
attributed to reactions which are not energetically 
possible in photolysis, most notably dissociative electron 
attachment (reaction 11). Finally, the absence of 
the thermal dark reaction after photolysis must be 
attributed to the virtual absence of nitrosomethane.
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The mechanism of the photochemical reactions of cyclopentanone has been investigated by obtaining quantum 
yields of products (CO, C2H5, c-C5H8, 4-pentenal) as a function of pressure, of temperature, and to a lesser ex­
tent of wavelength. At 3130 A the pentenal decreases with increase in temperature and increases with increase 
in pressure, thus showing in agreement with earlier work by others that this product is formed mainly from low 
vibrational levels of an excited state. The ratio C2H4./C-C4H8 at 3130 A is independent of all variables, but there 
may be a slight increase at low pressures at 2537-2654 A. This latter point is not very definite. Ratios of rate 
constants for several steps in the proposed mechanism are given. There is no kinetic proof that the triplet state 
plays any part in this gas phase photolysis. 1,3-Pentadiene (trans) seems to exert no other effect than that of 
vibrational relaxation, and there seems to be no detectable cis-trans isomerization of the pentadiene. By anal­
ogy with other similar molecules one might expect those molecules which do not react in the singlet state to cross 
over to the triplet state. In the present case there is no proof that electronic relaxation to the ground state 
occurs via the triplet rather than directly by internal conversion, but steps must be included in the mechanism 
for destruction of the singlet state which are first order and do not lead to products.

Introduction
The photochemistry of cyclopentanone has been the 

subject of active investigation since 1935,2-11 and a 
summary up to 1963 has been given by Srinivasan.12

Upon irradiation with ultraviolet light gaseous 
cyclopentanone decomposes to give ethylene, cyclo­
butane, and carbon monoxide;3,4 it also rearranges to 
form 4-pentenal6

+ hr
2c2h4 +  CO (1)

□  +  CO (2)

H
CH2= C H — CH2CH2C = 0  (3)

o
It has been found6 that at 3130 Á, while the yield of 

disappearance of the ketone remained roughly con­
stant, process 3 becomes increasingly important at the 
expense of processes 1 and 2 with decreasing tempera­
ture and with increasing pressure, but the ratio of 
ethylene to cyclobutane shows little change. There 
may, however, be a slight increase in this ratio at 
pressures below about 5 Torr. Addition of oxygen up 
to 275 Torr shows effects comparable to those of other 
added gases commonly regarded as inert, and there was 
virtually no exchange with 0 18- 0 18. These results 
have been interpreted as indicating that all three 
processes occur from the excited singlet state, with 
processes 1 and 2 requiring higher vibrational energy 
than 3.6

On the other hand, a detailed analysis11 of the results 
of the benzene sensitization of cyclopentanone photoly­
sis indicates that the processes which yield CO may 
arise from -the excited singlet state, but that pentenal 
may come from the triplet state. This does not prove, 
of course, that pentenal comes from the triplet state in

the ordinary unsensitized photolysis. In the liquid 
phase photolysis10 pentenal is the only major product, 
and its formation is significantly quenched by adding 
oxygen or pentadiene, an observation which is con­
sistent with a mechanism involving the triplet state.

In agreement with the findings of the liquid phase 
photolysis, fluorescence as well as phosphorescence of 
cyclopentanone have been observed in condensed 
media, but only fluorescence could be detected in the 
gas phase13-16 although the yield is very low.

It thus appears that the role of multiplicity in the 
photochemical processes during direct photolysis is not 
fully resolved.

In the present work, attempts have been made to 
establish the mechanism by which the various processes

(1 ) C o rresp on d en ce  sh ou ld  be  sen t to  th e  a u th o r ’s p resen t a d d ress : 
D e p a rtm e n t  o f  C h em istry , N a n ya n g  U n iv e rs ity , J u ron g  R o a d , 
S in g a p ore  22 .
(2 ) (a) M . Saltm arsh and R . G . W . N orrish , J .  Chem . Soc., 445 
(1935) ; (b ) C . H . B a m ford  and  R . G . W . N orrish , ib id ., 1521 (1 938).
(3 ) S . W . B enson  and G . B . K istiak ow sk y , J .  A m er. Chem . Soc., 64, 
80 (1 942 ).
(4) F . E . B la cet and  A . M iller, ib id ., 79 , 4327 (1957).
(5) R . Srinivasan, ib id ., 81 , 1546 (1959).
(6) R . Srinivasan, ibid., 83 , 4344 (1961).
(7 ) R . Srinivasan, ib id ., 83 , 4348 (1961).
(8) J . N . B utler, A . T .  D rake, J . C . M itch e ll, and P . Singh, Ca n . J .  
Chem., 4 1 ,2 7 0 4  (1963).
(9) R . F . K lem m , D . N . M orrison , P . G ilderson , and A . T . B lades, 
ibid., 4 3 ,1 9 3 4  (1965).
(10) P . D u n ion  and C . N . T ru m b ore , J .  A m er. Chem . Soc., 87 , 4211 
(1965).
(11) E . K . C . Lee, J .  P h y s. Chem., 71 , 2804 (1967).
(12) R . Srinivasan, A dvan. Photochem., 1 ,8 3 , 1963.
(13) S . R . L aP aglia  and B . C . R oq u itte , J .  P h y s. Chem-, 66, 1739
(1 9 6 2 ) .
(14) S . R . L aP ag lia  and B . C . R o q u itte , Ca n . J .  Chem., 4 1 , 287
(1 9 6 3 ) .
(15) E . K . C . Lee, p riva te  com m u n ica tion .
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of excited cyclopentanone take place through the 
determination of quantum yields, and the study of 
effects of pressure, added gases, temperature, and 
wavelength of exciting light.

Experimental Section
Material. Cyclopentanone was obtained from 

Matheson Coleman and Bell. It was purified with 
preparative gas chromatography.- The final product 
was better than 99% pure, but contained an im­
purity which had a retention time slightly shorter 
than that of cyclohexanone with a capillary MBMA 
(mixture of m-bis-m-phenoxyphenoxybenzene and 
apiezon L) column. The compound was degassed by 
several freeze-pump-thaw cycles before being admitted 
to the photolysis cell.

¿rans-Pentadiene (Aldrich Chemical Co., Inc.) 
originally contained a trace of the cis isomer but after 
purification with preparative gc no cis isomer could 
be detected with a Perkin-Elmer F ll  chromatograph. 
The ircms-diene was degassed before use.

Spectrograde acetone (Eastman Kodak) was used 
without further purification but was degassed before 
use.

The monatomic gases listed below were used without 
further treatment, except for degassing in the case of 
xenon: argon (Matheson, 99.98%); helium (Mathe­
son 99.995%) krypton and xenon (Matheson research 
grade, 99.995%).

Apparatus. A grease-free, mercury-free Pyrex glass 
vacuum line equipped with Hoke 413 and 413-A metal 
valves in the manifold and large Yeeco valves in the 
main line was employed. Two Wallace and Tiernan 
metal gauges were used for pressure reading: Model 
FA-160150 for the pressure range 0.1-20 Torr, and 
Model FA-160240 for 0 to 800 Torr. A cold cathode 
gauge in the main line provided assurance that the 
system pressure did not exceed 10 ~4 Torr for all runs.

The photolysis cell was made of quartz and was 
cylindrical, 10 cm long with end windows of 45 mm i.d. 
Dead space was about 30% of the total volume up to 
the metal valve. The cell and the dead space were 
encased in an oven made of asbestos boards with 
heating tapes attached to the rear wall. The oven had 
two circular quartz windows for passage of the light 
beam. Fluctuations of temperature in the vicinity of 
the cell were usually less than 1°.

The light source was a Hanovia S-100 mercury lamp. 
A filter combination of 5 cm of CoSCh-NiSOi mixed 
solution and 1 cm of potassium biphthalate solution 
was used to isolate light essentially of 3130 A. An­
other filter system of 5 cm of the CoS04-NiSC>4 solu­
tion, 1 cm of KI3 solution, and 5 cm of chlorine gas at 
atmospheric pressure provided a means for isolating the 
2537-A line,16'17 but some 2654-A light is also included. 
Usually the solutions were renewed after a run. The 
light was collimated with a quartz lens to form a beam

which filled the cell. Light intensity was monitored 
with an RCA 935 phototube connected to a Keithley 
410 micromicroammeter. Before reaching the active 
surface of the phototube, the beam passed through a 
glass filter (Corning 9863) and then through a sodium 
salicylate plate, which fluoresced with intensity pro­
portional to that of the beam.18’19

Actinometry. Acetone at 130° and 45 Torr was 
used as a chemical actinometer for photolysis at 3130 
A .16 Under such conditions the quantum yield of 
carbon monoxide is unity. Condensables were trapped 
with liquid nitrogen, and CO was collected for analysis 
by mass spectrometry.

Mixing and Photolysis Procedure. Generally cyclo­
pentanone was trapped in the cold finger; added gas 
was then either expanded to the cell or subsequently 
trapped in the cold finger. Thus mixing with less 
than 100 Torr Ar or He involved trapping cyclopenta­
none at liquid nitrogen temperature and expanding the 
inert gas to the cell. For higher pressures of Ar or of 
Kr, the ketone was trapped with a Dry Ice-acetone 
mixture. Xenon and pentadiene, as added gases, were 
condensed with the ketone at liquid nitrogen tempera­
ture. The components were then allowed to mix in the 
gas phase for several hours if the partial pressure of one 
gas was not more than ten times that of the other, 
otherwise mixing time was extended to about 10 hr 
(overnight).

Photolysis at 3130 A usually lasted for 60 to 90 min 
and was carried out to 2-3%  conversion.

Sampling and Analysis. Carbon monoxide was 
separated as a gas from other compounds at —196°. 
It was analyzed with a CEC mass spectrometer, Model 
21-110, by using known amounts of Ar as a reference. 
For most runs CO was not analyzed and was pumped 
off.

Ethylene and cyclobutane were isolated from
4-pentenal and the ketone by trapping the latter two 
compounds at the temperature of Dry Ice. Small 
amounts of isobutane at about 0.5 Torr were introduced 
to serve as a carrier, and the gas mixture was condensed 
at —196° in a capillary tube which was inserted into a 
gas chromatograph (Aerograph Model 600-C) with a 
solid injector. A column of dimethylsulfolane on fire 
brick, 6.1 mm long and 2.5 mm i.d., gave good separa­
tion. The isobutane besides being a carrier was also a 
reference.

4-Pentenal was analyzed with a Perkin-Elmer F ll  gas

(16) J . G . C a lvert and J. N . P itts, Jr., “ P h o to ch e m is try ,”  John 
W ile y  & Sons, N ew  Y o rk , N . Y .,  1966.
(17) M . K asha, J .  A m er. Opt. Soc., 38 , 929 (1948).
(18) R . A llison , J. Burns, and A . J . T u zzo lin o , ib id ., 54 , 747 (1964).
(19) T h e  p late w as prepared  b y  spraying  a so lu tion  o f  sod ium  
sa licy late  in m eth anol on  a  C orn in g  7740 glass filter, u n til a un iform  
layer  o f  a b ou t 2 m g /s q  cm  had deposited . See also the P h .D . 
T hesis o f  F . S . W etta ck , T h e  U n iversity  o f  T exas at A u stin , 1968.
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chromatograph. An MBMA capillary column, 17 m in 
length and 0.5 mm i.d., was employed.

Results
Since no evidence was found for polymer formation 

and no products other than those appearing in eq 1-3 
could be detected, the yield (in micromoles) of carbon 
monoxide should be equal to 0.5 the yield of ethylene 
plus the yield of cyclobutane. This relationship was 
found to be true, within experimental error, for a few 
runs for which the amounts of all the three products 
were determined. For most runs the amount of CO 
was calculated.

Table I shows the results for experiments where only 
cyclopentanone was present initially. The data in­
dicate that the ratio pentenal/CO increases as the

Table I: V ariation  o f P rod u ct Q uantum  Y ields w ith  
Pressure and T em perature; X 3130 A

Pressure of 
cyclopentanone,

Torr ^ p e n t e n a l ♦coa

T em p  =  26°

C .H ./D Pentenal/CO

2 .4 6 0 .2 2 0 .2 3 3 .4 0 0 .9 8
4 .4 4 0 .2 1 0 .1 9 3 .2 6 1 .1 3
6 .3 9 0 .2 4 0 .1 8 2 .9 6 1 .2 8
7 .7 7 0 .2 6 0 .1 7 3 .0 7 1 .5 0
9 .3 1 0 .2 7 0 .1 6

T em p =  65°

2 .8 6 1 .6 8

2 .1 0 0 .1 7 0 .3 7 3 .0 7 0 .4 6
2 .2 3 0 .1 6 0 .3 9 3 .2 8 0 .4 2
2 .6 6 0 .2 0 0 .3 8 3 .1 1 0 .5 2
3 .9 9 0 .1 8 0 .3 5 2 .8 3 0 .5 2
5 .1 8 0 .1 9 0 .3 2 2 .8 7 0 .5 8
5 .1 9 0 .2 0 0 ,3 4 2 .9 8 0 .5 7
7 .1 4 0 .2 1 0 .2 9 2 .7 4 0 .7 3
7 .2 1 0 .2 0 0 .2 7 3 .0 1 0 .7 3
9 .7 2 0 .2 1 0 .2 4 3 .2 3 0 .8 5

1 0 .28 0 .2 2 0 .2 7 2 .9 1 0 .8 1
1 1 .05 0 .1 8 0 .2 5 3 .1 3 0 .7 0
1 4 .7 0 .2 4 0 .2 4 3 .2 1 .0 3
2 7 .3 0 .2 6 0 .1 7 2 .9 0 1 .5 2
3 7 .4 0 .3 4 0 .1 5 3 .1 0 2 .2 8
3 8 .4 0 .3 1 0 .1 6 2 .7 9 2 .0 1
5 3 .1 0 .3 6 0 .1 1 3 .0 8 3 .1 5
6 9 .0 0 .3 5 0 .0 8 6

T em p  =  106°

3 .6 3 4 .0 6

3 .3 4 0 .1 8 0 .5 2 2 .8 6 0 .3 4
8 .8 8 0 .1 8 0 .4 7 2 .8 0 0 .3 8

1 4 .52 0 .2 2 0 .4 1 3 .0 3 0 .5 4
2 7 .0 0 .2 4 0 .3 7 3 .0 8 0 .6 4

“ T h e  yield  o f C O  w as ca lcu lated from  those o f C 2H , and c -C 4H 8, 
i.e., $oo = +  it-Cfl,-

temperature is lowered, or as the pressure is increased, 
in accord with previous results.6'7 This ratio varies 
linearly with cyclopentanone pressure within experi-
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Figure 1. P lo t  o f l / $  (pentenal) vs. 1 / P  (cy clop en tan on e ) 
at 2 5 °. O, C yclopentanon e on ly ; A , added gas: 
1 ,3-pentadiene; X ,  points ca lcu lated b y  eq  6.

mental error and in the absence of foreign gas. Fur­
thermore, l/4>co vs. pressure of cyclopentanone is 
linear within experimental error. On the other hand, 
Figure 1 shows that l / $  (pentenal) vs. l /P  cyclopenta­
none shows a curvature but may become linear at 
high pressure.

The ratio of ethylene to cyclobutane is virtually 
invariant to changes in temperature and pressure except 
possibly at low pressures. The mean value is 3.05. The 
average deviation from the mean is 0.16, which is about 
5%, and is about the magnitude of experimental error.

A check on the possibility of a dark reaction at 65° 
was made by heating 10.87 Torr of cyclopentanone at 
that temperature in the cell for a period of 208 min. 
No products were found.

Results of the added gas study are shown in Table II. 
The presence of relatively large amounts of foreign gas 
generated some difficulties in product sampling.20 
For this reason the data are more incomplete and less 
precise than those given in Table I. Nevertheless 
they indicate that the effects of pressure on product 
distribution and quantum yields are of the same nature 
as those manifested in Table I. This is further illus­
trated in Figures 2, 3, and 4.

The presence of trans-1,3-pentadiene during photoly­
sis did not lead to the formation of any detectable 
amount of cis isomer, even though one part of cis in a 
thousand parts of the trans could have been readily 
determined. A run was made in which a mixture of
46.1 Torr of the ketone and 6.20 Torr of irans-diene was 
photolyzed at 3130 A and 65° for 65 min. No cis 
isomer was formed.

Three runs were made for light which contained 
almost exclusively the two lines at 2537 and at 2654 A.

(20) F o r  instance if H e, A r, and K r  w ere rem oved  b y  p u m pin g  at liqu id  
n itrogen  tem perature after photolysis, sign ificant am ounts o f C 2H 4 
and c-C4H8 m igh t be stripped  off.
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Table II: E ffects o f A dd ed  G ases

Pressure o f Pressure of
cyclopentanone, added gas,

Torr Torr ^pentenal * c o C,H4/ c-C«H8 Pentenal/CO

X 3130 Â , tem p =  65°

10 .64 106 (H e ) 0 .2 5 0 .1 8 3 .1 1 1 .3 8
1 0 .55 209 (H e ) 0 .2 8 0 .1 5 3 .7 2 1 .9 4
1 0 .34 57 (A r) 0 .2 5 0 .1 9 2 .5 6 1 .3 3
1 0 .67 107 (A r) 0 .2 4 0 .1 5 2 .7 5 1 .6 2
10 .55 225 (A r) 0 .3 2 0 .1 3 3 .5 2 2 .5 3
10 .60 372 (A r) 0 .4 1 0 .1 1 3 .1 2 3 .6 4
10 .57 478 (A r) 0 .4 1 0 .0 81 3 .0 0 5 .0 7
10 .55 110 (K r ) 0 .2 3 0 .1 7 2 .9 1 1 .3 6
1 0 .43 233 (K r ) 0 .3 3
10 .55 113 (X e ) 0 .2 6 0 .1 5 1 .7 3
1 0 .60 454 (X e ) 0 .3 6
1 0 .50 454 (X e ) 0 .4 1
10 .70 1 1 .9  (irans-pentadiene) 0 .2 6 0 .2 1 3 .0 0 1 .2 3
10 .70 2 5 .7  (trans-pentadiene) 0 .2 8 0 .1 7 2 .8 3 1 .6 5
10 .75 4 1 .2  (iraras-pentadiene) 0 .1 3
1 0 .55 83 (irans-pentadiene) 0 .3 7

Figure 2 . R a tio  o f pentenal to  carbon  m onoxide yields as a 
fun ction  o f pressure at 25 ° during photolysis o f  cyclopentanone.

Table III: P h otolysis  o f C yclop en tan on e  at 
2537-2654 Â , 26°

Pressure o f  cyclopentanon e,
T orr 2 .3 3 5 .3 7 9 .1 7

T im e, m in
R ela tive  incident light

1225 1272 1257

intensity 3 .0 9 3 .1 5 3 .0 2
4-P entenal, m ol 0 .0 7 2 0 .1 7
C 2H 4, m ol 0 .4 4 2 0 .8 3 6 1 .4 3
c-C iH j, m ol 0 .1 1 8 0 .2 5 1 0 .4 9 2
C iH i/c-C iH g 3 .7 5 3 .3 3 2 .9 1
P e n te n a l/C O “ 0 .21 0 .2 6

° T h e  yield  o f  C O  was calcu lated from  the am ounts o f CVH, and 
c-C ,H 8.

A medium pressure mercury arc and filters were used. 
The results are shown in Table III.

Figu

Figure 3. R ecip roca l o f carbon  m on oxide y ield  vs. pressure 
o f added gas at 25 ° during photolysis o f cyclopentanone.

Discussion
It has been established that triplet-triplet energy 

transfer to olefin molecules may lead to cis-trans 
isomerization of the latter.21-23 The energy transfer 
process is a very efficient one provided it is exother­
mic.22 Thus conjugated dienes such as 1,3-pentadiene 
may be useful for mechanistic diagnosis in view of the 
fact that they have relatively low-lying triplets and are 
capable of geometrical isomerization. The lowest 
triplet state of cyclopentanone is situated at least a few 
kcal/mol above that of pentadiene,13'14'22 and yet the

(21) G . S . H a m m on d , P . A . Leerm akera, and N . J. T u rro , J .  A m er. 
Chem . Soc., 83, 2396 (1961).
(22) G . S . H a m m on d , N . J. T urro , and P . A . L eerm akers, J .  P h y s. 
Chem., 66, 1144 (1962).
(23) R . B . C undall, F . J . F letcher, and D . G . M iln e, J .  Chem . P h ys., 
39, 3536 (1963).
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Figure 4. R eciproca l o f carbon  m onoxide y ield 
vs. pressure o f in m s-l,3 -pen tad iene (T orr) at 25° 
during photolysis  o f cyclopentanone.

first excited singlet state of the ketone is roughly 44 
kcal/mol lower than that of the diene.14'22 This makes 
the triplet energy transfer from the ketone to the diene 
favorable. The absence of cis isomer when photolysis 
of gaseous cyclopentanone was carried out in the pres­
ence of irans-1,3-pentadiene indicates that intersystem 
crossing to the triplet is not important.

It has been shown by Rebbert and Ausloos24 that
1,3-pentadiene is inefficient in quenching the triplet 
state of acetone, and the same could well be true for 
other simple ketones such as cyclopentanone. How­
ever, 1,3-pentadiene is effective in producing vibrational 
relaxation and in some instances in quenching singlet 
states even though direct electronic energy transfer by a 
simple collision of the second kind is impossible. Thus 
the use of 1,3-pentadiene to identify effects due to 
triplet states must always be studied very carefully. 
In the present instance since isomerization of the penta- 
diene does not occur the results may not be used either 
to prove or to disprove the role of the triplet state dur­
ing photolysis of cyclopentanone.

If the intersystem crossing in cyclopentanone is 
collisionally induced, then it may be dependent on the 
mass of the colliding partner, due to the heavy atom 
effect on spin-orbital coupling.25'26 Hence if any of the 
photodecomposition or photoisomerization processes 
occurred from the triplet state, introducing a heavy 
colliding partner might enhance that process. The 
data in Table II show that addition of the monatomic 
gases He, Ar, Kr, and Xe, with significant variance in 
mass, leads to little difference, if any, in the effects of 
added gas on product distribution.

Since noble gases even though inefficient cause some 
vibrational relaxation, the changein the ratio of pentenal 
to carbon monoxide could be due entirely to this factor, 
and xenon is no more effective than the others.

The present results therefore support the original 
assertion6 that in direct photolysis, all three processes

take place from the singlet state, and that decarbonyla- 
tion processes occur from upper vibrational levels as 
the data in the tables imply. However, although the 
ratio pentenal/CO increases linearly with pressure, 
there is no such relationship between 1 /$  (pentenal) and 
1/P, as shown in Figure 1, the appearance of which can 
be anticipated if not all of the pentenal is formed from 
the thermally equilibrated vibrational levels of the 
excited singlet state.

The ratio C2H4/c-C 4H8 is virtually constant regardless 
of variations in pressure and temperature. The 
value of 3.05 is in good agreement with the values of
3.26 and about 3.10 obtained by Benson and Kis- 
tiakowsky,3 and Lee,11 respectively, but is lower than 
that obtained by Klemm, Gilderson, Morrison, and 
Blades.9 The latter have observed a falloff in the 
ratio c-C4H8/C 2H4 at 100° at pressures below about 4 
Torr. The data in Table III show a trend in qualita­
tive agreement with this observation. Thus the pos­
sibility of some dissociation of a vibrationally “ hot” 
cyclobutane may not be excluded.

At pressures above a few Torr, ethylene and cyclo­
butane seem to arise6 from two concurrent processes. 
The present data, as well as previous ones,6 9 indicate 
that both processes take place from upper vibrational 
levels of an excited (almost certainly singlet) state and 
that the ratio of their rate constants is independent of 
changes in pressure above pressures of 5 Torr, of 
temperature, and of exciting wavelength. A complete 
theory of this dissociation may not at present be given.

The results can therefore be explained in terms of the 
following simplified scheme

hi-
cp — > ffip*

ffip*
2C2H4 +  CO

c-C4H8 +  CO

! *cp — > 4-pentenal
Zed

— cp
ke

ffip +  M — *• ffip +  M
k t

ffip — > 4-pentenal
kg,

— *■ cp

(a)

(bi)

(b.)

(c)

( d )

(e )

(f)

( g )

where cp denotes ground-state cyclopentanone, ffip* 
and ffip denote the excited singlet ketone with and 
without excess vibrational energy, respectively, beyond 
that at thermal equilibrium. M is a colliding molecule,

(24) R . E . R e b b e rt  and P . A usloos, J .  A m er. Chem . Soc., 87 , 5569 
(1965).
(25) M . K asha, J .  Chem . P h ys., 20 , 71 (1952).
(26) M . K a sh a  and S. P . M cG ly n n , A n n . Rev. P h y s. Chem ., 7 , 403 
(1956).
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T ab le  IV  : R atios o f R a te  C onstants

Pentadiene, Ar,
Temp,

"C ko/kh kd/kb k l/(k l +  kg)
ke/kb,
T orr“ 1

ke/kb, 
Torr -1

ke/kb,
T orr“ 1

26 0 .6 6 2 .0 0 .3 9 0 .2 8
65 0 .3 6 1 .2 0 .3 8 0 .1 2 0 .1 0 0 .0 1 7

106 0 .2 8 0 .5 0 .4 3 0 .0 3 5

either cyclopentanone or added gas. fcb = fcb, +  fcb2 

and k hl/ k h l =  3.05/2.
At 3130 A the ratio C2H4/C-C4H8 is essentially inde­

pendent of temperature and of pressure. This must 
mean that small changes in vibrational level are un­
important. There may be a slight increase in this 
ratio at 2537 A at low pressures, and thus one must 
reserve judgment as to the role which may be played 
by large amounts of vibrational energy.

Steps d and g are unimolecular processes which 
can be either fluorescence or internal conversion, 
possibly a combination of both. Data for most 
molecules of this type indicate that internal conversion 
from a first excited singlet state into the ground singlet 
state does not occur, but in the present instance it is 
impossible on kinetic evidence to draw such a positive 
conclusion. One may only say that (d) and (g) do not 
give recognizable products. In the case of cyclo- 
butanone the preferred mechanism does not need to 
include internal conversion.27

Fluorescence of cyclopentanone has been studied in 
the gas phase,14'16 but the yield is very low. An at­
tempt was made in this work to observe fluorescence 
but without success. The lower limit of sensitivity 
would be a yield of about 0.01.

The following equations can be derived

,  ,  , h  +  k d , f c e ( c p )
l/«co = 1 4 ------7------- 1-----7—kb kb

fceA(A)
kh

and

^pentenal

$00
kc

+
fcf

fcb k b ( k t +  fcg)

(4)

(/C e(C p) -f fceA(A)) (5)

where A represents an added gas.
Ratios of rate constants can be calculated from slopes 

and intercepts of plots of l / $ c o  and of (pentenal)/ 
(CO) vs. P, respectively. The results are in Table IV.

As can be anticipated, k c >  fcediene >  fceAr, since in 
general the efficiency to remove vibrational energy 
increases with complexity of colliding molecules. The 
fact that the ratio fcf/(fcf 4- fcg) is independent of tem­
perature is to be expected if both processes f and g 
require very small or similar energies of activation. 
The ratios fcc/fcb, k d/ k b, and fce/fcb all decrease with 
increasing temperature, indicating that the dissociative 
processes require higher energies of activation than the 
other processes. The data are not precise enough to

warrant a detailed discussion in terms of activation 
parameters.

From the ratios given in Table IV, the quantum 
yield of 4-pentenal can be calculated at different 
pressures. Since

^pentenal K 4“
fcffce(M)' 
/cf -f- fcg.

1
fcb 4~ fcc 4~ kd -fi fce(M) (6)

The calculation was performed by using the ratios at 
65°, for the case where no added gas is present. The 
calculated values agree well with those obtained 
experimentally, as shown in Figure 1, in which the line 
was drawn according to the calculated values. This is 
not in reality an independent check of the data.

The results of the present work are thus consistent 
with a mechanism by which all three chemical processes 
take place from the excited singlet state. This of 
course does not mean that these processes cannot occur 
from the triplet state.

Although some previous results seem to indicate 
that exothermic triplet energy transfer occurs on every 
collision between a triplet molecule and a molecule 
such as pentadiene,22 more recent work indicates that 
this may not be true.24 In the liquid phase it has been 
shown that the formation of 4-pentenal takes place from 
the triplet state,10,28 with a rate constant of 1.1 X 108 
sec-1. It can be anticipated that in the gas phase the 
rate constant probably is of the same order of mag­
nitude, yet no quenching was observed. The benzene- 
sensitized photolysis11 of cyclopentanone showed that 
only 40% of the triplet state cyclopentanone molecules 
undergo rearrangement to pentenal. The remainder 
probably return to the ground state through intersys­
tem crossing, since no phosphorescence has been 
observed in the gas phase. If rearrangement is so fast 
as to avoid quenching, so must be intersystem crossing. 
The present data indicate that the excited singlet fives 
long enough to experience collisional relaxation of 
vibrational energy, implying that intersystem crossing 
from excited singlet to triplet if it occurs should not be 
too much faster than the collision frequency.

While benzene triplet energy transfer to cyclopen­
tanone gave rise to formation of the aldehyde,11 triplet 
mercury-sensitized photolysis of 2-methylcyclohexa-

(27) T .  H . M cG ee , J .  P h y s. Chem., 7 2 ,1 6 2 1  (1968).
(28) P . J. W agn er and R . W . Spoerkes, J .  A m er. Chem . Soc., 91 , 
4437 (1969).
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none29 and 2-ethylcyclopentanone30 produces largely 
decarbonylated products. It has been pointed out11'30 
that this difference in behavior may be connected with 
the fact that triplet mercury possesses about 1 eV of 
transferable energy more than triplet benzene and 
that the factor that determines the mode of reaction 
therefore appears to be the “ energy content,” 20'6 
rather than the “ multiplicity”  of the species. The 
results of the present work are in line with this view.

It is impossible to state with certainty whether or 
not triplet state molecules play an important role in the 
direct, unsensitized photolysis of cyclopentanone but if 
they do their mean lifetimes must be very short.
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Interaction of the Benzene Molecule with Liquid Solvents.

Fluorescence Quenching Parallels (0 -0 )  Ultraviolet Absorption Intensity

by J. W. Eastman and S. J. Rehfeld
Shell Development Com pany, Em eryville , C a lifo rn ia  94608 (Received A p r i l  21, 1969)

The fluorescence yield and uv absorption of benzene have been measured in 40 polar and nonpolar liquids. At 
25° the total rate of all nonradiative transitions from the fluorescent state of benzene is found to increase sys­
tematically with increasing intensity in the solvent-induced (0-0) component of the 2600-Â absorption band.

Introduction
When benzene is dissolved in liquids the fluorescence 

is thermally quenched with an activation energy of 
about 2000 cm-1.1 Also at a given temperature the 
yield depends on the solvent, and the Debye reorienta­
tion rate of the solvent is not the determining factor.1 
In attempting to find out why the yield depends on the 
particular liquid used as solvent, we have measured the 
uv absorption and fluorescence yield of benzene dis­
solved in 40 different liquids, both polar and nonpolar.

Experimental Section
The benzene used in this experiment was a zone-re- 

fined product (purity greater than 99.9%) obtained 
from James Hinton (358 Chicago Ave., Valparaiso, 
Fla. 32580). The solvents used were all of research 
grade, purity of 99.5+ mol % , and of Spectrograde. 
All solutions were prepared under nitrogen. Refer­
ences to the experimental methods are given in Table I.

Results
Integrated Uv Absorption Intensity. Absorptivities, 

«max, at the uv absorption maximum, Xmax, and oscillator

o

strengths for the 2600-A transition of benzene dissolved 
in various solvents are given in Table I. Oscillator 
strengths, /, are calculated as

/  = 4.32 X 109/edr

where e is the molar absorptivity in (M cm )-1 and the 
frequency v is in reciprocal centimeters. The absorp­
tivities reported here are an average of 20% above those 
of Bayliss and Hulme,2 but this may be caused by our 
using narrower slit widths, since the integrated intensi­
ties of the present work agree with theirs.

Except when benzene is dissolved in carbon tetra­
chloride (ref 2) and chloroform (this work and ref 2),# o
the oscillator strength of the 2600-A band is indepen­
dent of solvent (precision ± 5 % , absolute magnitude 
±  10% in this work). The present measurements 
coincide with those of Bayliss and Hulme.2

The oscillator strengths, as well as the peak absorp­
tivities, of benzene in carbon tetrachloride and chloro­
form are anomalously high. The peaks are especially

(1) J. W . E astm an, J .  Chem. Phys., 49 , 4617 (1968).
(2) N . S . B ayliss and L . H u lm e, Aust. J .  Chem., 6 , 257 (1 953).
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Table I : Som e U v  S p ectroscop ic P roperties o f B enzene as a F u n ction  o f Solvent

10-* x
frequency Absorp- Line

Refrac­ Wave­ (10-* X tivity,rf width, Oscil­ Fluores­
tive length, [poo + «max. Av lator cence 10 -» Z ;/« /

index, Sym­ ^max 522]), (M  cm )-i (9/10), strength,d yield, 3>,c 10»
No.“ Solvent nb bol“ Â ±1 cm -1 ± 4 cm -1 10> X / *s/Cv at 25° /( .'/> )  dr sec -1

la V apor 1 .0 0 0 • 2529 3 8 .61 0 2.0” 0 0.18* h 0 .1 1 4 /
13b P erfluoro-n-hexane 1 .2514 2530 3 8 .61 325 27 0 .0 4 9
27c M eth an ol 1 .331 ® 2543 3 8 .4 2 268 70 1 .8 5 0 .0 9 5 0 .0 2 7 2 .3 3 1 0 .7 0 .9 0
40d D 20 1 .3 3 8 ® 2537 38 .51 179 114 1 .9 0 0 .2 5 7 0 .0 05 2 h 1 0 .8 5 .0
39e W ater 1 .333 ® 2539 3 8 .4 9 188 120 1 .89 0 .2 2 4 0 .0 0 5 8 2 .3 1 1 0 .8 4 .3
36f A cetonitrile 1 .3 46 0 2543 3 8 .4 3 227 89 1 .7 7 0 .1 6 6 0 .0 2 9 2 .3 5 1 0 .2 0 .8 4

2g 2 -M eth ylbu tan e 1.351 o 2542 3 8 .4 2 267 76 1 .8 3 0 .0 29 0 .0 4 4 h 1 0 .5 0 .5 4
23h D ieth y l ether 1 .3 50 A 2543 3 8 .4 2 262 80 1 .8 7 0 .0 8 8 0 .0 4 7 h 1 0 .8 0 .5 1

4i n-P entane 1 .357 O 2542 3 8 .4 3 258 79 1 .7 8 0 .0 5 0 0 .0 5 4 h 10 .3 0 .4 4
(1 5 °)

14j T  etram ethylsilane 1 .3 59 • 2543 3 8 .4 0 267 73 1 .8 8 0 .0 5 8 0 .0 5 4 h 1 0 .8 0 .4 4
(1 9 °)

22k E th an ol 1 .359 ® 2544 3 8 .4 0 265 77 1 .83 0 .091 0 .0 3 3 2 .3 6 1 0 .6 0 .7 3
51 n-H exane 1 .375 o 2543 3 8 .4 0 259 73 1 .7 4 0 .0 4 9 0 .0 5 8 2 .3 6 1 0 .0 0 .4 1

20m 2-P ropan ol 1 .375 ® 2543 3 8 .4 2 263 82 1 .8 0 0 .0 8 7 0 .0 3 7 h 1 0 .4 0 .6 5
21n 1-P ropanol 1 .384 2545 3 8 .3 9 245 87 1 .7 0 0 .0 9 7
16o 2 -M eth y l-2 -propan ol 1 .384 ® 2544 3 8 .4 0 262 84 1 .7 7 0 .0 8 2 0 .0 31 h 1 0 .2 0 .7 8
35p D im eth y l sulfate 1 .387 2540 3 8 .4 5 221 89 1 .7 9 0 .1 7 6

3q 2 ,2 ,4-T rim ethylpentane 1 .392 o 2543 3 8 .4 2 251 89 1 .69 0 .0 5 9 0 .0 5 7 h 9 .8 0 .4 1
18r 2 -M eth y l-1 -propan ol 1 .3 98 ® 2544 3 8 .3 9 258 88 1.81 0 .0 8 4 0 .0 4 2 h 1 0 .5 0 .5 7
6s » -O cta n e 1 .3 98 o 2544 3 8 .4 0 248 89 1 .7 8 0 .0 5 8 0 .0 5 7 h 1 0 .3 0 .4 1

lOt C yclopentane 1 .404 o 2544 3 8 .4 0 261 80 1 .7 5 0 .0 5 2 0 .0 5 6 h 10 .1 0 .4 2
19u 1-B utanol 1 .399 ® 2545 3 8 .3 7 256 93 1 .8 9 0 .0 81 0 .0 4 5 h 1 0 .8 0 .5 3

7v n -N on an e 1 .405 o 2546 3 8 .3 7 232 95 1 .7 2 0 .0 31 0 .0 5 9 h 9 .9 0 .4 0
15w 3-M eth y l-1 -bu tan ol 1 .4 08 ® 2446 3 8 .3 7 238 81 1 .9 7 0 .071 0 .0 4 5 h 1 1 .4 0 .5 3
8x M eth y lcycloh exan e 1.424 o 2544 3 8 .3 9 258 95 1 .8 2 0 .0 3 2 0 .0 4 6 h 1 0 .5 0 .5 2

n y C yclohexan e 1 .424 o 2545 3 8 .3 9 261 102 1 .8 4 0 .0 3 5 0 .0 61 2 .3 7 1 0 .6 0 .3 8
33z 2-M eth oxyeth an ol 1 .402 2546 3 8 .3 6 232 111 1 .8 6 0 .1 31
31a 2-E th oxyeth anol 1 .4 08 2546 3 8 .3 7 240 108 1 .9 6 0 .1 1 7
32/3 1,4-D ioxane 1 .4 23 A 2544 3 8 .3 9 241 119 1 .9 6 0 .1 31 0 .0 4 4 2 .3 7 1 1 .3 0 .5 4
2 8 7 2- (2-E  th oxyeth ox y  )- 2546 3 8 .3 6 233 116 1 .9 4 0 .1 21

ethanol
17« 1-O ctanol 1 .429 2546 3 8 .3 6 260 120 1 .7 8 0 .0 5 2
25e 1,2-P ropanediol 1 .433 ® 2547 3 8 .3 4 206 110 1 .8 1 0 .0 9 5 0 .0 2 9 h 1 0 .3 0 .8 4

9 f n -H exadecan e 1 .4 32 O 2547 3 8 .3 6 217 112 1 .7 0 0 .0 2 3 0 .0 6 3 h 9 .7 0 .3 7
12ij 1 -D od ecan ol 2546 3 8 .3 6 230 130 1 .7 5 0 .0 4 0
m D ich lorom ethan e 1 .425 □ 2548 3 8 .3 4 205 133 1 .8 0 0 .1 3 8 0 .0 31 h 1 0 .4 0 .7 8
26c 1,2-E thanediol 1 .432 ® 2547 3 8 .33 192 123 1 .6 5 0 .1 1 2 0 .0 2 9 h 9 .5 0 .8 4
29 x 1 ,2 -D ich loroethane 1 .448 □ 2548 3 8 .3 3 206 131 1 .74 0 .1 3 4 0 .0 31 h 10 .1 0 .7 8
34X 1,2,3-P ropanetriol 1 .473 ® 2549 3 8 .3 0 197 133 1 .8 7 0 .1 6 3 0 .0 2 5 2 .3 8 1 0 .8 0 .9 8
37M C h loroform 1 .4 48 □ 2551 3 8 .2 6 225 169 2 .2 7 0 .2 1 3 0 .0 0 4 9 h 5. V
24 r Benzene 1 .4 98 • 2552 3 8 .2 4 202 153 1 .7 6 0 .0 9 1 ’
38£ C arbon  tetrach loride 1 .604 2557 3 8 .2 0 261 183 0 .2 71

(1 5 °)

° Solvents are listed ( a - { )  in order o f refractive  index, absorption  frequency, and line w idth. T h e  num bers (1 -4 0 ) give the order o f sol­
vent-induced (0 -0 )  absorption  and radiationless conversion . 6 D eterm ined at the sodium  D-line at T  =  2 0 °. B ayliss and H u lm 2 and 
S verdlova6 have correctly  used the refractive  index at 2500-2540  A, w hich  is about 4 %  greater, for m ost solvents, than the va lu e given 
here. c Sym bols are the k ey to  F igure 3. d Solutions prepared b y  w eight +  vo lu m etric d ilution, great care being  taken  to  avoid  ev a p o ­
ration  loss o f  benzene. A bsorption  spectra  m easured w ith  a C a ry  M o d e l 14 spectroph otom eter. e D eterm in ed  as in  ref 1. See J. W . 
E astm an, Photochem. Photobiol., 6, 55 (1967), and unpublished rep ort (1968). 1 Spontaneous em ission rate assum ed to  b e  k„ -  2 .5 X
106se c_1. T h is  is the average value o f  the rate ca lcu lated for  benzene in the 23 solvents w here f{t/v)Av was m easured. ° F. A lm asy 
and H . Laem m el, Helv. Chim . Acta, 34, 462 (1951). h F or undeterm ined sam ples, 1014 ( r -3 ) =  2 .35 has been  used. W . A . N oyes, 
Jr., W . A . M u lac, and D . A. H arter, J .  Chem. P h ys., 44, 2100 (1966); and W . A . N oyes, Jr., and D . A . H arter, ib id., 46, 674 (1967). 
’  Benzene crystal gives « « / t v «  0.25 [V . L . B rou de, Sov. P h ys. U sp . (E nglish  T ran sl.), 4, 584 (1962)].

high when account is taken of their broad vibrational 
structure. The reason for this apparently stems from the

presence of a charge-transfer absorption, which adds to 
the total intensity measured in the 2600-A spectral
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Figure 1. T h e  2600-A  absorption  spectrum  at 25° o f benzene d issolved in  2 -m eth y l-l-p rop an ol, norm alized b o th  in frequ en cy  and 
am plitude at the absorption  m axim um . T h e  stick  p lo t  is the spectrum  o f benzene vap or at 25° derived from  data given  
or referred to  b y  J. H. C allom on, T . M . D unn, and I. M . M ills, P h il.  T ra n s. Roy. Soc. (L on d on ), 259, 499 (1966).

F igure 2. T h e  2600-Â  absorption  spectrum  at a bou t — 140° o f benzene dissolved in  2 -m eth y l-l-p rop an ol, norm alized b o th  in 
frequ en cy  and am plitude at the absorption  m axim um . T h e  stick  p lo t has been  calculated for the spectrum  of benzene va p or  at — 140°.

region.3 These are the only two solvents studied that 
show evidence for charge-transfer complexes in the 
ground state.

Uv Absorption Frequency and Line Width. It will 
be shown below that the solvents such as water and 
chloroform that effectively quench the fluorescence of

benzene also produce a strong enhancement of the 
(0-0) absorption band. To test this apparent correla­
tion quantitatively, it is first necessary to correct the

(3) R . F . W eim er and J. M . Prausnitz, J .  Chem. P h y s ., 42 , 3643 
(1965).
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absorption line shape for the effects of varying frequency 
and line width, which are also solvent dependent.2 4-10 
To accomplish a complete line shape analysis, the ab­
sorption spectra were plotted with the normalized 
scale given in Figures 1 and 2. With spectra prepared 
in this way it was possible to rank the absorption fre­
quencies and line widths for the vibrational fine struc­
ture, as in Table I. The reported frequency (r0o +  
522) is that of the first major peak in the vibronic spec­
trum, which occurs at ca. 522 cm-1 above the electronic 
(0-0) origin. The line width was read at 9/ i0 the 
maximum in absorptivity units, (9/io)«max- (By 
reading at 9/ i 0 maximum, the interference of the sol­
vent-induced band is avoided in most solvents.)

The absorption frequency decreases and the line 
width of the vibrational fine structure increases with 
increasing refractive index, in agreement with the re­
sults of Bayliss,2'4 Sverdlova,6’9 and others. (Water 
and D20  have anomalously broad absorption peaks, and 
low absorptivity maxima. This may be caused by an 
experimental complication: interference by the sol­
vent-induced (0-0) band, which is intense in water.) 
In mixtures of solvents or in solutions that are high in 
the concentration of benzene, the frequency and line 
width have been found to be determined by the refrac­
tive index of the mixed solvent.

Two numbering systems are given in Table I. The 
letter designations give the order for solvent effects 
in the uv absorption frequency and line width of the 
vibrational structure, both correlated with the refrac­
tive index. The number designations give the order 
for solvent-induced (0-0) absorption and for fluorescence 
quenching, as presented in the following.

Solvent-Induced (0-0) Absorption Intensity. Our 
results confirm and extend the observations of Bayliss 
and Cant11 and those of Koyanagi and Kanda.12'13 
To accurately locate the solvent-induced band, low- 
temperature spectra were determined and compared 
with the spectra measured at 25°. At reduced tem­
peratures the solvent-induced band is clearly resolved, 
even in such weakly interacting solvents as n-hexane 
and perfluoro-n-hexane.

To eliminate the effect of line width variations from 
our results, in Table I we have tabulated the solvent- 
induced intensity at the (0-0) frequency, es, relative 
to the normal vibronically allowed intensity at [va{) +  
522] cm-1, ey, i.e., as es/ev- The ratio is then the ratio 
of oscillator strengths, / s/ / v, for the two-component 
bands if the line widths are the same. Using the nor­
malized spectra discussed above (e.g., Figures 1 and 2) 
the absorption tail of the vibronic peak (ev) has been 
subtracted to obtain the induced peak (es).

Fluorescence Quenching. The fluorescent state is 
constituted of vibrational levels in thermal equilibrium, 
and since the oscillator strength for the 2600-A absorp­
tion is a constant and the fluorescence spectrum is the 
mirror image of the absorption,14 we may calculate

the spontaneous emission rate from the absorption 
spectrum.16’16 The spontaneous emission rate in cyclo­
hexane calculated for the Franck-Condon state by 
Berlman is k0 = 2.46 X 106 sec-1.17 The present work 
gives k0 = 2.5 X 106 sec-1 for the average of 23 solvents. 
Using the r =  29 nsec lifetime measured by Berlman in 
cyclohexane17 and our most recently measured quan­
tum yield of 0.061 for the same solvent, we calculate a 
spontaneous emission rate for the fluorescent state of 
ko =  4?/r =  2.1 X 106 sec-1. The difference between 
the value calculated for the Franck-Condon state and 
that observed for the fluorescent state is within the 
present experimental uncertainty (± 2 0 %  in the quan­
tum yield). Based on the constancy of the oscillator 
strength for the benzene absorption, the spontaneous 
emission rate was calculated for the Franck-Condon 
state.16'16 The rate of radiationless conversion ob­
tained from this value and the experimental quantum 
yield are presented in Table I.

We note that charge-transfer absorption is not neces­
sary for intense (0-0) absorption intensity or fluores­
cence quenching. Water and acetonitrile are two exam­
ples of solvents that are effective fluorescence quenchers, 
but that have no charge-transfer absorption in the 2600- 
A region. We also note that there is no clear correlation 
of either the (0-0) absorption intensity or fluorescence 
quenching with the frequency, p0o, of the uv absorption,

(4) N. S. Bayliss, J. Chem. Phys., 18, 292 (1950).
(5) W. W. Robertson and F. A. Matsen, ibid., 23, 2468 (1955).
(6) O. V. Sverdlova, Opt. Spectrosk., 6, 223 (1959).
(7) B. Oksengorn, “ Perturbation par la pressicn du spectre d’absorp- 
tion de quelques composes aromatiques dans l’ultraviolet proche,” 
Paris, 1959.
(8) B. Vodar, Proc. Roy. Soc. (London), A255, 44 (1960).
(9) O. V. Sverdlova, Opt. Spectrosc. Suppl. 2 (English Transl.), 15 
(1966).
(10) N. G. Bakhshiev, O. P. Girin, and I. V. Piterskaya, Opt. Spec­
trosc. (USSR) (English Transl.), 24,483 (1968).
(11) N. S. Bayliss and N. W . Cant, Spectrochim. Acta, 18, 1287 
(1962).
(12) M . Koyanagi and Y . Kanda, ibid., 20, 993 (1964).
(13) M . Koyanagi, J. Mol. Spectrosc., 25, 273 (1968).
(14) S. Leach, R. Lopez-Delgado, and F. Delmas, ibid., 7, 304 
(1961).
(15) At the present time there is a controversy about the inclusion of 
the refractive index n in calculations of spontaneous emission rates 
from integrated absorption spectra. For example, the work of S. J. 
Strickler and R. A. Berg, J. Chem. Phys., 37, 814 (1962), in which a 
factor n2 is included, may be compared to that of W. Liptay, Z. 
Naturforsch., 21a, 1605 (1966), in which n2 is omitted. The signifi­
cance of this difference may be noted in the report of W. R. Ware and 
P. T . Cunningham, J. Chem. Phys., 43, 3826 (1965). In the present 
work we assume that there is a cancellation of errors in the usual for­
mula (Strickler and Berg and ref 16), so that although the refractive in­
dex should be omitted in principle, in practice the correct rates for 
radiationless conversion in liquids (ft.2 ^  2) can be calculated when the 
factor X2 is included. If it is later proved that a correction for 
changes in refractive index is necessary, the rate calculated here for 
the vapor should be reduced by one-half, with a corresponding de­
crease of the rates given in Figures 3 and 4.
(16) J. B. Birks and D. J. Dyson, Proc. Roy. Soc. (London), A275, 
135 (1963).
(17) I. B. Berlman, “ Handbook of Fluorescence Spectra of Aro­
matic Molecules,” Academic Press, New York, N. Y., 1965.
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Figure 3. Correlation of solvent-induced fluorescence 
quenching at 25° with solvent-induced (0-0) uv absorption.
The total radiationless conversion rate is plotted 
as a function of the (0-0) absorption intensity e8, 
measured relative to the usual vibronic intensity ev 
(experimental points are keyed to Table I).

or with the width of the vibrational fine structure, Ar- 
(9/io) • These depend on the refractive index.

Concentration Dependence. When suitable account 
is taken of the change in line width that occurs when 
solvents are mixed (dependent on the refractive index 
of the mixed solvent), the authors have found that the 
(0-0) absorption intensity depends almost linearly 
on the volume fraction of the solvents. This agrees 
with the results of Koyanagi and Kanda.12

Temperature Dependence. Although the intensity of 
some bands in aromatic molecules has been found to 
depend on the temperature,18 measurements made in 
the present work indicate that for benzene in liquid 
solutions the temperature dependence of the oscillator 
strength is negligible between 100 and 300°K. A small 
increase was found in the relative solvent-induced (0-0) 
absorption intensity, es/ev, as the temperature was re­
duced (to ca. 190°K), although the change was well 
within the limits of experimental uncertainty (ca. 
±25% ).

The temperature dependence of fluorescence quench­
ing is illustrated for a few solvents in Figure 4. Quan­
tum yields similar to that of benzene vapor are reached

Figure 4. Total radiationless conversion rate as a function 
of temperature for a few solvents (keyed to Table I).

in all liquids when the thermal excitation of the active 
levels is quenched (below ca. 200°K).

Conclusions
The results of the present work show that the spon­

taneous emission rate, /c0, calculated for the Franck- 
Condon state is the same as that determined experi­
mentally for the fluorescent state in cyclohexane 
(± 2 0 % ).15 This indicates that both fluorescence and 
radiationless processes arise from the same excited 
electronic state and that this state is similar to the 
Franck-Condon state produced directly by absorp­
tion. This is in keeping with the assumption that all 
the absorption in the 2400-2600-A region arises from 
transitions to a single excited electronic state and that 
different vibrational sublevels giving fluorescence and 
nonradiative decay are in thermal equilibrium.

The oscillator strength of the 2600-A transition is 
independent of solvent, so that the spontaneous emission 
rate is constant, and the dependence of fluorescence 
quenching on solvent arises from the effect of solvent on 
the radiationless conversion rate. The rate of radia­
tionless conversion does not closely parallel the solvent

(18) V. P. Klochkov and S. M . Korotkov, Opt. Spectrosc. Suppl. 2 
(English Transi.), 11 (1966).
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dependence of the (0-0) absorption frequency or the 
line width of the vibrational fine structure, both of 
which depend on the refractive index. Also there is no 
observable solvent dependence in the 522 and the 914- 
cm_I vibrational frequencies of the fluorescent state. 
The only clear empirical correlation for the fluorescence 
quenching was found with the (0-0) absorption in­
tensity (Figure 3). The correlation suggests that the 
induced quenching depends on the same intermolecular 
forces that are responsible for the induced absorption. 
The latter are the average London-dispersion and di­
pole-induced dipole forces, as shown by Koyanagi.13

Little temperature dependence (100-300°K) was 
found in the (0-0) absorption intensity, a measure of 
the average intermolecular force. Thus the thermal 
quenching of the fluorescence in this same temperature 
region appears to arise from the thermal population of 
active vibrational levels above the zero-point level in 
the fluorescent state of benzene. In any case, only 
the total rate of all nonradiative transitions has been 
determined. Because the measured thermal quenching 
may arise from any number of thermally excited vibra­
tions,19 a single Arrhenius activation energy has only a 
limited quantitative significance. For this reason the

authors have presented the temperature dependence of 
the fluorescence in graphical form (Figure 4).

The (0-0) absorption depends on the volume frac­
tion of components in several mixed solvents, so we 
conclude that no special conformation of benzene with 
solvent is necessary to explain the solvent-induced ra­
diationless conversion, which correlates with the (0-0) 
absorption. However, the formation of complexes, 
which may occur in chloroform, can greatly enhance 
any effects that the induced-dipole and dispersion inter­
actions exert on the nonradiative transitions.

From the correlation between solvent-induced (0-0) 
absorption and fluorescence quenching (Figure 3) it is 
possible to estimate the fluorescence quantum yield of 
monomer benzene in liquid benzene at 25° as $  =
0.040.
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(19) S. H. Lin, J. Chem. Phys., 44, 3759 (1966).

Dielectric Properties of Liquid Propylene Carbonate1“

by Larry Simeral and Ralph L. Ameylb
Department of Chemistry, Occidental College, Los Angeles, California 9001+1 (Received September 16, 1969)

The equilibrium dielectric permittivity, density, and refractive index of liquid propylene carbonate (4-methyl-
l,3-dioxolan-2-one) have been measured over the temperature range 220.15 < T < 293.15°K. The Kirk­
wood correlation factor is essentially unity over this temperature range. The results suggest that propylene 
carbonate behaves as a normal polar liquid with strong dipole-dipole interactions but with little or no specific 
association present. The effects of concentration and temperature on the ir and nmr spectra provide further 
evidence which is consistent with the dielectric results. Its ability to supercool is due to molecular asymmetry.

Introduction
The nature and extent of association in aprotic 

solvents is of considerable interest and has been open to 
much discussion in recent literature.2 Kempa and Lee, 
in determining the dipole moments of several cyclic 
carbonates,3 suggested the possibility of intermolecular 
association in the pure compounds.

As part of a general study of local structure in aprotic 
solvents of high dipole moment being conducted in this 
laboratory, an investigation of several cyclic carbonates 
has begun. The usefulness of dielectric measurements 
to establish the extent of association in aprotic systems

has been shown both in this laboratory4 and elsewhere.5 
It has been demonstrated that little or no self-associa­
tion occurs in liquic. dimethyl sulfoxide.4 Similar 
studies by Meighan, el al., of dimethylformamide have 
shown it to exhibit properties which are largely due to

(1) (a) A portion of this work was presented at the 158th National
Meeting of the American Chemical Society, New York, N. Y ., 
Sept 8, 1969. (b) To whom correspondence should be addressed.
(2) A. J. Parker, Chem. Re-.)., 69, 1 (1969).
(3) R. Kempa and W . H. Lee, J. Chem. Soc., 1936 (1958).
(4) R . L. Amey, J. Phys. C'hem., 72, 3358 (1968).
(5) R. M . Meighan and R. H. Cole, ibid., 68, 509 (1964).
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nonspecific dipole-dipole interactions.6 These results 
are consistent with the findings of infrared studies.6

The related properties and extensive liquid range 
(224.3-515°K) of propylene carbonate (4-methyl-l,3- 
dioxolan-2-one) have led us to begin with an examina­
tion of its dielectric behavior. Because of its increasing 
use as a solvent and reaction medium, an understanding 
of its local liquid structure should prove valuable.

Experimental Section
Materials. Propylene carbonate was obtained from 

Matheson Coleman & Bell and dried by passage 
through a 1-ft column of Linde type 4A molecular 
seive under a nitrogen atmosphere. The effluent was 
vacuum distilled in a 3-ft spinning-band column at a 
pressure of 4-7 Torr. The middle 70% was collected 
under dry nitrogen and subsequently used for study. 
Purity was determined by gas chromatography; 
matched 4.5-ft (Vs in. o.d.) columns filled with Poropak 
Q (100-120 mesh) were used with dual thermal con­
ductivity detectors in a Beckman GC 5 gas chromato­
graph. The water content, determined by standard 
additions method, was found to be less than 20 ppm.

Permittivity Measurements. Capacitance measure­
ments were made on a General Radio 1615A capacitance 
bridge in conjunction with a Rhode & Schwarz tunable 
indicating amplifier and a Hewlett-Packard 200 CD 
wide-range oscillator. The dielectric cell used was a 
three-terminal guarded concentric electrode assembly 
attached to the bridge with 0.085-in. o.d. Teflon 
coaxial cable. The cell was immersed in propylene 
carbonate contained within a jacketed vessel. The 
latter was thermostated by circulating methanol as the 
refrigerant. Temperature control was maintained by a 
Lauda TK-30 Ultra Kryomat to ±0.02°. The cell 
constant was determined over the temperature range of 
interest. The temperature of the liquid sample in 
immediate thermal contact with the cell was determined

Figure 1. Dielectric permittivity of liquid propylene 
carbonate as a function of temperature.

by a calibrated copper-constantan thermocouple and 
recorded on a 1-mV recorder.

Densities were determined with a Sprengle-Ostwald 
pycnometer calibrated with water and absolute methyl 
alcohol. Refractive indices wTere determined with an 
Abbe precision refractometer. The latter was cali­
brated with Cargille master calibration liquids.

Other Measurements. Nmr data were obtained with 
a Jeolco C-60HL spectrometer operated in the external 
lock frequency sweep mode. Variable-temperature 
controller Model JESVT-3 was used to obtain the 
desired temperature operation. Chemical shifts rela­
tive to the methyl proton signal were measured with a 
Beckman Model 7360RU frequency counter. In­
frared measurements were made with a Perkin-Elmer 
Model 237 spectrophotometer. Sample temperature 
was approximately 25° during each run.

Results
The density of liquid propylene carbonate was 

determined over the temperature range 220.15 <  T < 
293.15°K. A relation of the following form was 
obtained from the data by least-squares analysis

p = 1.541 -  1.148 X 10~3T

where T is the Kelvin temperature and p is in g cc-1. 
The uncertainty in p is estimated to be ±0.001 g cc“ 1.

The refractive index was found to behave linearly 
over the temperature range 220.15 <  T <  293.15°K. 
The corresponding relation is no =  1.5314 — 3.752 X 
10 ~iT, with a maximum uncertainty in wd of ± 4  X 
10~ 4.

The dielectric permittivity v’as measured at 10 kHz 
and was found to be a nonlinear function of tempera­
ture. Some representative values are listed in Table I. 
A plot of permittivity vs. temperature is shown in 
Figure 1.

Table I : Static Dielectric Permittivity for 
Propylene Carbonate at Several Temperatures

T em p , T em p ,
eo °K É0 °K

61.7“ 313.15 76.9 ±  0.1 253.15
66.1 ±  0.3 293.15 80.0 ±  0.1 243.15
68.4 ±  0.1 283.15 83.0 ±  0.1 233.15
71.0 ±  0.2 273.15 86.1 ±  0.1 223.15
73.9 ± 0 .1 263.15 89.3 ±  0.3 213.15

' From ref 3.

Discussion
No subambient data have been reported in the litera­

ture for liquid propylene carbonate. However, Sax7

(6) A. Allerhand and P. Schleyer, J. Amer. Chern. Soc., 85, 1715 
(1963).
(7) N. I. Sax, “ Dangerous Properties of Industrial Materials,”  2nd 
ed, Reinhold Publishing Corp., New York, N. Y., 1963, p 1139.
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at 20°, Kempa and Lee,3 Harris,8 Kronick and Fuoss,9 
and Wu and Friedman10 at 25° have all reported 
density values which agree with our corresponding 
high-temperature results.

Similarly, Kempa and Lee3 and others11 have 
published refractive index data at 25 and 20°, respec­
tively, which are somewhat lower than values reported 
here.

The static dielectric permittivity at 25° has been 
reported by several workers,8’9’12’13 the value by Fuoss, 
et al., being in closest agreement with ours. A value 
reported by Kempa and Lee3 at 40° agrees very well 
with our extrapolated value at that temperature.

Examination of association character through di­
electric behavior is particularly useful in that local 
liquid structure can be inferred from appropriate calcula­
tions based on dielectric measurements.14'16 The Kirk­
wood equation16

F(eo — Cco)(2eo +  too) _  47riVoMo2
«o(e- +  2)2 ~  9 kT 9

permits a description of those polar liquids having 
specific short-range forces which hinder rotation of the 
molecule. The limiting dielectric permittivities at low 
and high frequencies are e0 and respectively, nn is the 
permanent dipole moment of the free molecule, and V 
is the molar volume measured at temperature T. 
The correlation factor g is a measure of the short-range 
effects which hinder orientation of a molecule with its 
surrounding neighbors. For systems in which specific 
intermolecular forces orient neighboring dipole vectors 
in a parallel fashion, g is greater than unity; for an 
antiparallel configuration of dipoles, g is less than unity. 
For systems with nonspecific intermolecular forces, g 
equals unity and Kirkwood’s equation reduces to the 
Onsager expression for a normal polar liquid.17 From 
a calculation of the correlation factor with available 
dielectric data as a function of temperature, it is thus 
possible to provide a measure of the association present 
in a polar liquid. Figure 2 shows the results of such a 
calculation of g for propylene carbonate over the tem­
perature range of this study. It can be seen that within 
the estimated experimental error the correlation factor 
remains near unity. This temperature dependence is 
consistent with the behavior of a polar liquid with very 
strong, but nonspecific, dipole-dipole attractive forces.4

It should be noted that the value of g is sensitive to 
the e„ chosen for calculation of eq 1. For comparison 
purposes, e„ was represented at each temperature by the 
usual but arbitrary approximation, e„ =  1.1 n2, where 
n is the refractive index measured at optical frequencies. 
It is readily shown that larger assumed values for 
will result in somewhat reduced g values.18 A notable 
characteristic of most associated liquids is a strongly 
temperature-dependent correlation factor. Correlation 
factors with small temperature coefficients have been 
observed for some liquids in which association is

Figure 2. Kirkwood correlation factor of liquid propylene 
carbonate as a function of temperature.

believed to occur.19 However, these instances are rare 
and to our knowledge are consistent with models which 
generate rather small equilibrium constants. For 
example, if the Dannhauser-Cole model for n-mer 
association is applied to our propylene carbonate data, 
an equilibrium constant of 9.8 X IO-3 1. mol-1 at 20° 
is obtained. From the temperature dependence of K, 
thermodynamic functions may be calculated: AH° 
= +2.2  kcal/mol, AS° = —1.4 eu/mol, AG° = 
+2 .6  kcal/mol. The sign of AH° is obviously incon­
sistent with a reasonable model for association20 and 
leads us to conclude that if self association is occurring 
it is not of the linear n-mer type.

Because of the sensitivity of spectroscopic techniques 
to the presence of association species in liquids both ir 
and nmr measurements wrere made on propylene car­
bonate. The ir data were obtained on the pure liquid 
and on several dilute carbon tetrachloride solutions. 
Due to the limited solubility of propylene carbonate in 
nonpolar solvents it was necessary to compromise in 
the choice of an “ inert”  solvent for the study. The 
results are shown in Table II. Nmr measurements 
were made on the pure liquid over the temperature 
range 373 <  T <  303. These are reported in Table 
III relative to the high-field peak of the methyl proton 
doublet. As can be seen from the data, essentially

(8) W. Harris, Report UCRL-8381, USAEC, Berkeley Radiation 
Laboratory, 1958.
(9) P. Kronick and R. Fuoss, J. Amer. Chem. Soc., 77, 6114 (1955).
(10) Y. Wu and H. Friedman, J. Phys. Chem., 70, 501 (1966).
(11) Technical Bulletin, Jefferson Chemical Co., Houston, Texas, 
1960, p 1.
(12) M. Watanabe and R. Fuoss, J. Amer. Chem. Soc., 78, 527 
(1956).
(13) R. Seward and E. Vierira, J. Phys. Chem., 62, 127 (1958).
(14) J. B. Hasted, Progr. Dielectrics, 3, 103 (1961).
(15) A. D. Buckingham, Discuss. Faraday Soc., 43, 205 (1967).
(16) J. G. Kirkwood, J. Chem. Phys., 7, 911 (1939).
(17) R. H. Cole, Progr. Dielectrics, 3, 70 (1961).
(18) J. Middlehoek and C. J. F. Bòttcher in “ Molecular Relaxation 
Processes,”  Academic Press, London, 1966, p 69.
(19) W. Dannhauser and A. F. Flueckinger, J. Phys. Chem., 68, 
1814 (1964).
(20) G. C. Pimentel and A. L. McClellan, "The Hydrogen Bond,”  
W . H. Freeman and Co., San Francisco, Calif., 1960, p 210.
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Table II: Infrared Absorption Frequencies of Propylene 
Carbonate in Carbon Tetrachloride

c= o Skeletal C—H
Concn, str, str, str,
mol 1.-1 cm-1 cm-1 cm-1
Neat 1805 ±  2 1176 ±  2 2940 ±  5 

2930 ±  5
0.2 1825 ±  2 1165 ±  2
0.04 1825 ±  2 1165 ±  2 2940 ±  5 

2920 ±  5
0.02 1825 ±  2 1165 ±  2 2940 ±  5 

2920 ±  5
0.004 1828 ±  2 1165 ±  2
0.001 1825 ±  2 1165 ±  2 2940 ±  5 

2925 ±  5

no shifts are observed in either spectrum. The slight 
shift in the carbonyl stretch near 1820 cm-1 and the 
skeletal stretch near 1160 cm-1 in the ir spectra can be 
attributed to solvent interaction.21 Again we are led 
to believe that this indicated the presence of little or 
no specific association in the liquid.

Recent nmr analysis of propylene carbonate has 
shown that its molecular skeleton is planar in the liquid 
state.22 This is consistent with the observed dielectric

Table III: Nmr Chemical Shifts“ for Liquid Propylene 
Carbonate at Various Temperatures

Temp, ra. rb, re,
°K Hz Hz Hz

373 215 ±  2 191 ±  1 158 ±  1
348 214 ±  2 190 ±  1 158 ±  1
328 215 ±  1 190 ±  1 158 ±  1
303 214 ±  1 192 ±  1 160 ±  1

<* Relative to the high-field peak of the methyl proton doublet.

permittivity, refractive index, and density results, all of 
which show smooth behavior through the melting point 
into the supercooled liquid region. Thus the super­
cooled state in propylene carbonate is not the result of 
specific association, but rather, is due simply to the low 
symmetry of the planar skeleton.
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Binding of Counterions to Polyacrylate in Solution

by R. J. Eldridge and F. E. Treloar
Physical Chemistry Department, University of Melbourne, Parkville, Victoria, 3052, Australia 
(.Received September 26, 1969)

Ultraviolet spectrophotometric measurements on solutions containing [Co(NH3)6](C104)3, fully neutralized 
poly(acrylic acid) of molecular weight 7 X 10s, and added electrolyte show the occurrence of intimate binding 
of the trivalent cation, analogous to ion pairing. The extent of this binding is inversely proportional to the 
cube of the concentration of added LiC104 or NaCICh, and LiC104 reduces the binding more effectively than 
NaClCh. This leads to the conclusion that the alkali metal cations compete with [Co(NH3)6]3+ for binding 
sites on the poly an ion.

Since the hypothesis of site binding in polyelectrolyte 
solutions was first introduced,1 evidence has been ob­
tained that association of this nature does in fact occur 
in many cases.

Mandel2 has pointed out that more than one type 
of ion-association can occur in a given polyelectrolyte 
solution and that experimental methods differ in their 
sensitivity to the different kinds of association. He 
emphasized that a variety of techniques must be used 
before the nature of the counterion-polyion interaction

in any polyelectrolyte system can be made clear. Thu 
transference3•4 and dilatometrie6 measurements on solu­
tions of alkali metal polyacrylates have been interpreted

(1) F. E. Harris and S. A. Rice, J. Phys. Chem,., 58, 725, 733 (1954).
(2) M . Mandel, J. Polym. Sci. (C), 16, 2955 (1967).
(3) S. J. Gill and G. V. Ferry, J. Phys. Chem., 66, 995, 999 (1962).
(4) L. A. Noll and S. J. Gill, ibid., 67, 498 (1963).
(5) U. P. Strauss and Y . P. Leung, J. Amer. Chem. Soc., 87, 1476 
(1965).
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as evidence for site binding, while infrared absorption 
measurements6 provided no such evidence.

Ultraviolet spectroscopy should be sensitive to the 
occurrence of intimate site binding, analogous to ion 
pairing, in solutions containing an absorbing counterion, 
but not to more diffuse binding. This technique has 
been used to study complexation of transition metal 
ions by polymeric carboxylates but in this work we 
studied the binding by polyacrylate of the hexaammine- 
cobalt(III) cation (M), which should be extensively 
and intimately bound because of its high charge, but 
will not undergo inner-sphere coordination.

Other workers have shown that the formation of 
ion pairs (“ outer-sphere coordination” ) between M and 
an ions such as sulfate7 or the halides8 enhances the 
absorbance of M in the region of its charge-transfer 
band. Matthews9 has used this eff ect to study the asso­
ciation of M with biological macroanions; he concluded 
that this is analogous to Langmuir adsorption behavior.

However, this conclusion may not be valid since the 
equation which Matthews used to test his data contains 
an algebraical mistake; we were unable to derive his 
eq 6 from his eq 4.

We have studied the binding of M to fully neutralized 
poly (acrylic acid) (PA A) in solutions containing added 
electrolyte.

Experimental Section

[Co(NH3)6]C13 was prepared by the method of Bjer- 
rum and McReynolds,10 and after two recrystallizations 
converted to the perchlorate by precipitation with 
HCIO4 . A further recrystallization was then carried 
out from dilute HCIO4 . {Anal, for NH3, 22.03% and 
for Co (by electrodeposition), 13.17%. Calculated for 
CoN6H18C130 12: NHS, 22.23%; Co, 12.82%.)

PA A was prepared by the method of Kandanian.11 
Fifty-seven cm3 of glacial acrylic acid, distilled under 
reduced pressure, was dissolved in 325 cm3 of butanone 
and 0.19 g of 2,2'-azo-f-butyronitrile added. Oxygen- 
free nitrogen was bubbled through the mixture for
1.25 hr and the temperature raised until polymerization 
commenced as seen by precipitation of the polymer. 
After 1 hr the mixture was cooled and the product 
collected and washed with butanone. The PAA was 
freeze-dried from water redistilled from KM n04; yield, 
about 50%.

The molecular weight was determined by viscosity 
measurements in 1,4-dioxane solution at 30.0°. A plot 
of C/t)sp against C</2 was linear, giving fa] = (71.7 ±  
1) dm3 k g -1. Hence, by comparison with published 
data,12 weight-average molecular weight is 7.1 X 106.

Aqueous solutions of PAA were neutralized to the 
phenolphthalein end point with NaOH or LiOH under a 
blanket of nitrogen.

NaCKX and LiCKX were prepared as aqueous solutions 
by neutralizing Na^COs and LiOH with HCKX-

Six series of solutions were prepared containing 5 X

Figure 1. Spectrophotometric measurements on 
NaPA-NaC104-[Co(NH3)«](C104)3 solutions. Ordinate, 
absorbance increment A  ; abscissa, (stoichiometric polymer 
concentration Cp) X  103, monomol dm-3; Cn»cio4 =
0.26; -+ - ,  0.41; -O-, 0.15 mol dm-3).

lO -4 mol dm“ 3, [Co(NH3)6](C104)3, NaPA or LiPA at 
(3-36) X 10-3 monomol d m -3, and NaCKX or Li- 
CIO4 to make the concentration of alkali metal 0.26, 
0.41, or 0.51 mol d m -3. The pH of all solutions was 
between 7 and 8. The absorbance of each solution was 
measured at 235.8 nm and 30.0° against 5 X 10“ 4 mol 
dm-3 [Co(NH3)6](C1(X)3 as a reference. (The molar 
absorbance of the complex salt is not affected by added 
perchlorate at the concentrations used.) The absor­
bance of NaPA and LiPA was also measured in solu­
tions of the same ionic strength. Small corrections for 
the absorbance of the perchlorate were made in all cases. 
The instrument used was a Hilger and Watts Uvispek, 
fitted with a circulating-water thermostat.

The range of concentrations of added salt was re­
stricted by precipitation of the polyanion complex ca­
tion adduct at lower concentrations, and of the hexaam- 
minecobalt(III) perchlorate at higher concentrations 
of added perchlorate. Under the conditions used no 
turbidity was observed, nor did the absorbance of the 
solutions change with time.

Results and Discussion
The absorbance difference measured as described 

above is shown, after subtraction of the absorbance of 
the appropriate stoichiometric concentration of polymer, 
as a function of polymer concentration in Figures

(6) J. C . Leyte, L. H. Zuiderweg, and H. J. Vledder, Spectrochim. 
Acta, 23A, 1397 (1967).
(7) H. Taube and F. A. Posey, J ■ Amer. Chem. Soc., 75, 1463 (1953); 
78, 15 (1956).
(8) M . G. Evans and G. H. Nancollas, Trans. Faraday Soc., 51, 793
(1955).
(9) M . B. Matthews, Biochim. Biophys. Acta, 37, 288 (1960).
(10) J. Bjerrum and J. P. McReynolds, Irwrg. Syn., 216 (1946).
(11) A. Y. Kandanian, Dissertation Polytechnic Institute of Brook­
lyn, Brooklyn, N. Y., 1964, p 18.
(12) S. Newman, W. R. Krigbaum, C. Laugier, and P. J. Flory, 
J. Polym. Sci., 14, 451 (1954).
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Figure 2. Spectrophotometric measurements on LiPA-LiC104-  
[Co(NH3)6] (C104)3 solutions. Ordinate: absorbance 
increment A; abscissa: (stoichiometric polymer
concentration Cp) X 103, monomole dm-3;

Clicio, = 0.26; —|—, 0.41; -O -, 0.51 mol dm-3).

1 and 2. We conclude from the magnitude of the absor­
bance increment that extensive site binding of 
the hexaamminecobalt(III) ion occurs. At higher 
polymer concentrations the absorbance increment A 
approaches a constant value for all six series of solutions, 
showing that the trivalent ion is virtually completely 
bound.

Increasing concentrations of added electrolyte de­
crease the degree of binding, and LiClOj is obviously 
more effective than NaCICh in doing this. This is in 
accord with the observation of other workers that the 
extent of binding of the alkali metal cations to the 
anions of weak polyacids increases with decreasing 
radius of the unhydrated cation.3'4’13-16 This fact has 
been attributed to intimate binding accompanied by 
disruption of the hydration sheath of the cation.4'13’14

In order to calculate the extent of binding of [Co- 
(NH3)6]3+, we assume the binding reaction to be repre­
sented by M 3+ +  nCOO-  ^  MS where M 3+ repre­
sents a “ free," and MS a site-bound [Co(NH3)6]3+ ion. 
The absorbance increment will then be

A =  [ M S J s m s  +  [ M 3 + ] é m s + +

[COO~]«p — Cm s +€m s+ — Cpep (1)

where the e are molar absorbances, the C stoichiometric 
concentrations, and the subscript p indicates polyacry­
late.

If a fraction /  of the M 3+ ions are site-bound 

/ =  [M SJ/CW  (2)
and

A = /C m»+{îms — «mi+ — w«p} (3)

Thus /  can be found for any Cp by dividing the ob­
served A by the limit of A at high Cp, where/ approaches 
unity.

If now the binding of each trivalent ion can be re­
garded as outer-sphere coordination by three carboxy- 
late groups (i.e., we assume n = 3), and is accompanied 
by the release of three univalent cations from the poly­
mer domain, giving for the binding reaction M 3+ +  
S ;=± MS +  3M+ then we can define an association 
constant

[M +]3 [MS]y3M +?/ms 
[M3+]V3[COO-]z/M!+i/s ~

______ ____________  (4)
(1 -  /)(C P -  3/CW ) W

neglecting the activity coefficients y.
We believe that this neglect is justified since y3 for a 

singly charged cation should be approximately equal to 
y for a triply charged cation and because the activity 
coefficients of the polyanion including bound complex 
ion or including bound singly charged cation should be 
very similar.

Equation 4 assumes that the carboxylate groups bind­
ing each trivalent ion are attached to the one polymer 
molecule. If this assumption is valid then a plot of 
/ / (1  — / )  against [COO- ] =  Cp — 3/Cjis+willbe linear.

Equation 4 was tested in two ways. Figure 3 shows 
/ / (1  — / )  as a function of Cp — 3/CM>+for each of the six 
series; the gradient m of the best line through the origin 
for each series and mCm +3 are shown in columns 2 and 
3 of Table I. * 13 14 15

Table I : Test of the Dependence of the Degree of Site Binding 
of [Co(NH3)6]3+ on Polymer and Alkali Metal Concentration

Reciprocal
Concn <7m+ Gradient gradient
of added m of plot mr of plot

electrolyte, of eq 4, mCJM3, of eq 5, m 'C3 M+,
mol dm“3 dm3 mol_i mol3 dm"* dm3 mol-1 mol3 dm‘ !

0.26 NaClO, 1480 26.1 1280 22.5
0.41 NaCIO, 330 22.8 316 21.8
0.51 NaClOi 191 25.4 181 24.1
0.26LiClO4 824 14.5 722 12.7
0.41 LiClO. 240 16.6 228 15.7
0.51 LiC104 131 17.4 114 15.3

Equation 4 also leads to

1/ /
3C3m +

K(CP -  3/Cm.+)
+  1 (5)

This relation is tested in Figure 4 which shows l/f plot­
ted against (Cp — 3/C m>+)- 1; the reciprocal m' of the 
gradient of the best line with unit intercept and

(13) U . P . Strauss, D . W oodsid e , and P . W in em an, J .  P h y s . Chem., 
61 , 1353 (1957).
(14) U . P . Strauss and P . D . R oss, J .  A m er. Chem . Soc., 81 , 5295, 
5299 (1959).
(15) J . B ourdais, J .  C him . P h y s., 56 , 194 (1959).
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10 20

Figure 3. Test of eq 4. Ordinate: / / ( l  — /) ;  abscissa: 
(concentration of “ free” carboxylate groups, (Cp — 3/Cmi+) X 
103, monomole dm-3; (A: 0.51 mol dm-3 LiC104;

0.41 mol dm"3 LiC104; -O-, 0.51 mol dm“ 3 NaC104; 
-X -, 0.41 mol dm-3 NaC104; B: 0.26 mol dm-3
LiC104; -O-, 0.26 mol dm-3 NaC104).

m'C3m+ are shown for each series in columns 4 and 
5 of Table I.

Because of the constancy of the figures obtained for 
each alkali metal, we conclude that three univalent ions 
are indeed released from the polymer domain during 
the binding of one trivalent ion, and because the 
“ association constant”  for [Co(NH3)6]s + is greater in the 
case of Na+, we further conclude that the alkali metal 
cations are also site bound. (The stronger binding of 
Li+ to the polymer cannot be explained by a model 
based on the interaction of the counterion’s charge with 
the electrostatic potential well of the polyanion. An 
explanation of the observed dependence on ionic radius 
of the binding of the alkali metal cations requires the 
assumption that binding is to one or perhaps a few of the 
polymer chain’s charged groups, and involves partial 
dehydration of the cation. There is experimental evi­
dence for the occurrence of such a process in a number 
of systems. Thus the volume changes5 accompanying 
the binding of Li+, Na+, K+, Mg2+, and Ca2+ ions 
to several polyelectrolytes suggest that strongly elec- 
trostricted water is released in the binding process, 
almost certainly from the hydration sheath of the cat­
ion. Nmr studies16 of solutions containing poly­
acrylate and Co2+ ions show changes in the average

Figure 4. Test of eq 5. Ordinate: 1/f; abscissa:
reciprocal of concentration of “free” carboxylate groups,
1/(CP — 3/C'm1+), dm3 monomol-1. (A: Cn»+ = 0.26; -0 -,
0.41; —(—, 0.51 mol dm-3; B, ClP' = 0.26; -0 -, 0.41;
—|—, 0.51 mol dm~3).

chemical shift of the water protons attributable to the 
loss of water molecules from the hydrated cobalt cation 
when binding occurs.)

Finally, the results provide some evidence that the 
carboxylate groups composing a binding site are close 
together on the polymer molecule. If they were widely 
spaced and binding of a trivalent ion required the for­
mation of large rings, then it is hard to see how up to 
one third of the carboxylate groups could be involved in 
site binding, as is observed at low polymer and per­
chlorate concentrations. The binding of a few triva­
lent ions would so severely restrict the possible conforma­
tions of the polymer chain that the requirements for 
the formation of more large chelate rings would prove 
almost impossible to meet. Thus the binding ability 
of the polyelectrolyte would be small and would de­
crease at low polymer-to-trivalent ion ratios. The plots 
of Figure 3 would then not be linear at low polymer 
concentrations.

It is hoped that studies now being carried out of 
hexaamminecobalt(III) binding by partly neutralized 
and partly esterified PAA will provide a test of this 
postulate.

(16) D . G . W illiam s and F . E . T reloar, unpublished  results.
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Ion-Pair Association of Cesium and Tetraethylammonium Perchlorates 

in Ethanol-Acetone Mixtures at 25°

by Gianfranco Pistoia and Gianfranco Pecci
Istituto Elettrotecnico, U niversità  d i Rom a, Rom e, Ita ly  (Received A ugust 20, 1969)

Equivalent conductances of CsCICh and Et4N CIO4 in the practically isodielectric mixtures ethanol-acetone 
are reported at 25°. The log KA vs. 1/D plot does not increase with the decrease of the dielectric constant. 
This is explained in terms of degradation of the ethanol structures by the added acetone and the subsequent 
production of simpler alcohol forms active in ionic solvation. Log Ka vs. mixture composition plots are also 
reported and compared with those obtained for NaCl and CsCl in the same solvent mixtures. The Walden 
products, showing minima at about 70 wt %  acetone, seem to confirm the occurrence of an anion-alcohol 
dipole relaxation effect having a maximum at this concentration.

Recent studies of Kay and coworkers on the con­
ductivity of several alkylammonium halides in meth­
anol and ethanol1’2 have clearly shown the influence 
of the solvent on the association of ion pairs.

The effect of solvent is twofold, (a) It can stabilize 
the pairs due to the hydrogen bond chains in the 
alcohol, (b) It can solvate anions by hydrogen 
bonding,3 so that the expected Ka value’s order (in­
creasing with anionic radius for salts with the same 
cation) is inverted.

The participation of alcohols in the ion-pair forma­
tion equilibrium, therefore, should involve both steric 
effects and coulombic effects.

On the basis of this approach, the structure modifica­
tions of the alcoholic polymers generated by added 
solvents should result in a variable influence of the 
alcohol molecules on the ion-pair association of elec­
trolytes. Consequently, the K A values in mixed sol­
vents should vary with the mixture composition in a 
different way from that expected on the basis of the 
short range ion-ion interactions which depend only 
on the dielectric constant of the solvent.

Studies on various electrolytes in alcohol-dipolar 
aprotic solvent mixtures such as methanol-acetonitrile,4 
methanol-pyridine,6 and ethanol-acetone6 have indeed 
given astonishing results for Ka values, explainable 
only by assuming that changes in the alcohol structures 
affect KA values much more than the changes in the 
dielectric constant. Particularly, in the practically 
isodielectric mixtures ethanol (D =  24.3)-acetone 
(D =  20.7), the plots log K a  v s . 1/D for the cesium 
and sodium chlorides showed a minimum at a value 
of 1/D corresponding to 15-20 wt %  acetone.6 This 
was explained on the basis of a depolymerizing effect 
of acetone on ethanol and of the consequent build­
up of simpler forms of the alcohol. These forms 
should be more efficient than the polymeric ones on 
the ionic solvation and, consequently, should produce 
lower K a values.

In this work the behavior of CsC104 and Et4NC104 
in ethanol-acetone mixtures has been investigated.

In this case also, the results indicate that in these 
mixtures the controlling factors for Ka are, to a great 
extent, the changes produced on the alcohol chains 
by the added aprotic solvent.

Experimental Section
Et4NC104 (Erba reagent grade) was crystallized twice 

from n-butyl alcohol. CsC104 was prepared by double 
exchange reaction from CsCl and HC104 60% (both 
B.D.H. Analar products) and crystallized four times 
from a water-methanol mixture. Both of the per­
chlorates were dried at 170° under vacuum (10-3 to 10-4 
mm) and were handled in a drybox.

The commercial ethanol (Erba RP product) con­
tained about 0.1% H20  (Karl Fischer method).

After purification, following Kay’s technique,7 the 
water concentration was reduced to 0.004-0.005%. Its 
density (0.78514 g/cm 3) and specific conductivity (2- 
3 X 10~8 ohm-1 cm“ 1) were in good agreement with 
those reported by Kay.7

Acetone (Merck product) was purified by two frac­
tional distillations on Drierite, according to the pro­
cedure recommended by Weissberger and Proskauer.8 
The water content, which initially was about 0.05- 
0.08%, was reduced to 0.003-0.004%. The density 
(0.78453 g/cm 3) and the specific conductivity (4-5 X 10 “ 8 
ohm“ 1 cm-1) were in good agreement with the data

(1) R . K a y , C . Zaw oyski, and D . F . E vans, J .  P h y s. Chem., 69, 
4208 (1965).
(2) D . F . E vans and P . G ardam , ibid., 72, 3281 (1968).
(3) A . Parker, Quart. Rev. (L o n d o n ), 63 , 163 (1962).
(4) F . C on ti and G . P istoia , J .  P h y s. Chem., 72 , 2245 (1968).
(5) F . C onti, P . D elogu , and G . P istoia , ibid., 72, 1396 (1968).
(6) G . P istoia , Ric. Sci., 38, 1250 (1968).
(7) J. H aw es and R . K a y , J .  P h y s . Chem., 69, 2420 (1965).
(8) A . W eissberger and E . Proskauer, “ T ech n iq u e  o f  O rganic 
C h em istry ,”  V o l. I I , In terscience P ublishers, N ew  Y ork , N . Y ., 
1963, p  382.

The Journal of Physical Chemistry



Ion-Pair Association of Cesium and Tetraethylammonium Perchlorates 1451

of Sears.* 9 The instrumentation (based on a Tinsley 
conductivity bridge) and the dilution technique used 
to prepare the mixtures have been previously described.6 
The conductivity cells, obtained from a 250-cm3 
erlenmeyer flask, were of the type described by Kraus10 
and standardized by solutions of KC1 crystallized three 
times, using the Lind, Zwolenik, and Fuoss constants.11

A cell with a constant of (0.50265 ±  0.00006) cm-1 
was used for the mixtures rich in acetone, because 
of their low resistance values. For the mixtures rich 
in ethanol, which have higher resistance values, a 
cell with a constant of (0.15191 ±  0.00002) cm-1 
was used. The Parker effect was almost negligible 
for all the mixtures, as the difference between the 
value of R at 1000 cps and that extrapolated to infinite 
frequency was equal to 0.01-0.02 %  of R over the 
range of operation.

For each set of measurements a sample of salt 
(100-130 mg) was directly added to solvent of known 
conductivity in the cell. After a constant value of R 
was reached, 50-60 cm3 of solution was siphoned 
off and an equal volume of the mixture of the two 
solvents was added to the cell. In contrast to CsCl 
and NaCl in the same mixtures,6 the salts dissolved 
rapidly but the equilibrium after each dilution process 
was reached slowly. Measurements of certain sets 
were not concluded in one day and this probably 
explains why the precision of the data, even if satis­
factory as shown by <rA values in Table I, is slightly 
inferior to that obtained with NaCl and CsCl.

The ir spectra were obtained with a Perkin-Elmer 
spectrophotometer Model 337 using air as reference 
and a regular slit.

Results
The physical properties of the mixtures examined 

are shown in Table II. Dielectric constants (D) and 
viscosities (17) were obtained by interpolation from 
the data of Celiano12 and Dunstan,13 respectively. 
Densities (d) were obtained by interpolation of data 
determined in this laboratory. The equivalent con-

Table II : Properties of Ethanol-Acetone Mixtures at 25°

m  % V d,
C H iC O C H a D poise g/ml

30.24 21.90 0.00625 0.78615
54.70 20.75 0.00445 0.78594
61.40 20.60 0.00415 0.78584
74.10 20.35 0.00372 0.78552

100.00 20.70 0.00305 0.78453
5.90 23.70 0.00980 0.78577

36.30 21.55 0.00565 0.78611
51.80 20.85 0.00460 0.78598
64.08 20.50 0.00405 0.78578
93.70 20.50 0.00325 0.78487

Table III: Conductance of CsC104 (No. 1-5) and Et4NC104 
(No. 6-10) in Ethanol-Acetone Mixtures at 25°

a,
104c, ohm"1 cm2 

equiv/1. equiv_1

8.144
-1----------- -

81.594
6.656 83.250
5.605 84.566
3.921 87.080
2.929 88.870

S)

22.212 97.541
16.148 102.550
13.494 105.240
11.401 107.652
9.208 110.599

24.206 102.801
17.256 108.530
13.146 112.893
9.912 117.121
7.604 120.818

-4----------- .
32.085 109.066 
23.585 115.132 
17.111 121.296 
12.184 127.347 
10.160 130.374

A,
104c, ohm"1 cm2

equiv/L equiv"1
K ...

39.900 122.480
33.725 126.830
25,710 133.848
22.410 137.340
22.169 137.583
18.550 142.102
15.320 146.839
10.510 155.545
8.070 161.190

a

22.833 49.768
17.297 51.947
12.603 54.275
10.195 55.733
8.686 56.733

7
27.609 82.861
22.033 85.504
14.697 89.928
11.560 92.340
8.724 94.841

A,
lCMc, ohm"1 cm2

equiv/1. equiv -1

20.605 105.546
13.877 110.610
10.037 114.323
7.509 117.347
5.694 119.815

24.061 117.317
19.010 120.940
15.751 123.656
10.581 128,899
7.968 132.263

--------- 10---------
20.519 153.693 
16.713 157.662 
12.828 162.500 
9.560 167.470 
7.957 170.298

Table I : Derived Constants

No. Ao ÄA a, Â ffA
CsC104

1 98.6 ±  0.1 263 ±  16 (10 ±  2) 0.004
2 136.4 ±  0.3 177 ±  10 4.3 ±  0.3 0.008
3 145.7 ±  0.2 173 ±  7 4.3 ±  0.2 0.01
4 162.2 ±  0.3 154 ±  5 3.9 ± 0 .1 0.01
5 199.9 ±  0.2 223 ±  4 3.7 ± 0 .1 0.01

Et4NC104
6 68.0 ±  0.2 164 ±  14 4.0 ±  0.9 0.01
7 110.8 ±  0.2 74 ±  8 3.9 ±  0.3 0.01
8 135.5 ±  0.2 69 ±  9 4.2 ±  0.3 0.01
9 153.1 ±  0.3 62 ±  9 4.0 ±  0.3 0.01

10 198.8 ±  0.1 84 ±  3 4.5 ±  0.1 0.01

ductivities (A) and the corresponding concentrations 
in equivalents/Iiter are reported in Table III.

The data were analyzed by a UNIVAC 1108 com­
puter using the Fuoss-Onsager14 equation in the form

(9) P . Sears, E . W ilh o it, and L . D aw son , J .  P h y s. Chem., 60 , 169
(1956).
(10) H . D aggett, E . Bair, and C . K raus, J .  A m er. Chem . Soc., 73, 
799 (1951).
(11) J. L ind , J. Zw olen ik , and R . F uoss, ib id ., 81 , 1557 (1959).
(12) A . C eliano, P . G entile, and M . C efola , J .  Chem . E n g . Data, 7 , 
391 (1962).
(13) A . D unstan, J .  Chem. Soc., 85 , 817 (1904).
(14) R . F uoss and F . A ceascina, “ E lectro ly tic  C o n d u cta n ce ,”  In ter­
science P ublishers, In c ., N ew  Y o rk , N . Y ., 1959, p 234.
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A = A0 — S(cy)'A +  Ecy log (cy) +

(J — BA9)cy — K AcyfA  (1)

The term B which accounts for the viscosity incre­
ment due to the added salt was assumed to be equal 
to 0.0 for CsC104 and 0.5 for Et4NC104, the latter 
value having been used in the methanol-pyridine mix­
tures6 for the same salt. It has already been pointed 
out that B does not appreciably influence the A0 and 
K a values.1 Choosing system number 9 as a control, 
it was found that on varying B from 0.0 to 0.5, A0 
remained unchanged while a and K a varied 1.2% 
and 0.2%, respectively, values much less than experi­
mental errors.

Table I shows the values of the derived constants 
A0, Ka, and a together with <xA, the average of the 
percentage differences between the experimental values 
of A and the ones calculated by (1).

It was not possible to measure the conductivity 
of CsC104 in a mixture containing more than 70 wt %  
acetone because of the extremely low solubility of 
the salt in ethanol.

The a value for CsC104 in the mixture containing 
30 wt %  acetone, (10 ±  2) A, is extremely high. Similar 
high values of a have already been obtained for alkali 
and alkylammonium halides in various solvents.16,16 
K a  for Et4NC104 in pure ethanol was obtained from 
recalculation of the data of Hartley.17

Discussion

Figure 1 shows the behavior of the log K A for the 
two perchlorates vs. l/D. The dotted lines were ob­
tained by using the theoretical equation14

K a =  Ko exp(e2/aDicT) (2)

where a is 4.1 A for CsC104 and 6.4 A for Et4NC104.
Examination of the curves shows the following two 

characteristics. (1) Log K\ does not linearly in­
crease with l/D, as expected on the basis of eq 2, 
and both the perchlorates show two K A values for 
the same l/D (because of the slight minimum in the 
D vs. mixture composition plot, systems number 5 
and number 10 have the same l/D of systems at less 
acetone concentration). (2) In the ethanol-rich mix­
tures the log Ka values are appreciably greater than 
those calculated theoretically, this being more marked 
for Et4NC104 than for CsC104. In particular, K a 
for Et4NC104 in pure ethanol is one order of magnitude 
greater than that obtained from eq 2 and, in spite 
of the higher D, it is greater than the extrapolated 
value in pure acetone.

The peculiar variations of the KA values with the 
changes in the composition of the mixtures are further 
evident in Figure 2. At a concentration of 60-70 
mol %  acetone (D — 20.4) the curves show a minimum. 
For comparison the curves of NaCl and CsCl in ethanol- 
acetone mixtures6 are also reported. These curves,

Figure 1. Dependence of association constants on dielectric 
constant: dotted lines, association constants calculated
fromeq2; ■, Hartley’s datum.17

mol %  CH3COCH3

Figure 2. Dependence of association constants 
on mixture composition.

(15) P. Walden, H. Ulich, and G. Busch, Z. Phys. Chem., 123, 429 
(1926).
(16) A. Harkness and H. Daggett, Can. J. Chem., 43, 1215 (1965).
(17) M . Barak and H. Hartley, J. Phys. Chem. (Leipzig), A165, 273 
(1933).
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covering only half the composition range because of 
the low solubility of the chlorides in acetone, show 
minima too at concentration values close to 15 mol %  
acetone.

The observed behavior is clearly to be ascribed 
not so much to changes in D, which for the most 
part varies directly with the composition of the mix­
tures, but to modifications produced on the ethanol 
structures by the acetone additions and therefore to 
the varying influence of the solvent on the ion-pair 
formation.

Ethanol is a solvent highly associated by hydrogen 
bonds with polymeric aggregates similar to those 
present in methanol.18-19 As suggested by Kay for 
various alkylammonium halides in methanol,1 it is 
possible that pure ethanol can stabilize the pairs 
formed by the two perchlorates as the result of the 
molecular chains created by hydrogen bondings. In 
any case, it cannot be assumed that appreciable ionic 
solvation, which should be of the ion-dipole type for 
the salts examined,20 takes place in pure ethanol, due 
to the large size of the ions and to the low number 
of active alcohol forms in ionic solvation. Therefore 
the factors which stabilize the ion pairs seem to domi­
nate those which hinder them.

The addition of acetone, an aprotic solvent having a 
relatively high dielectric constant, induces alcohol de­
polymerization with production of less associated forms. 
Ir spectra obtained in our laboratory on some ethanol- 
acetone mixtures show (Figure 3) a progressive de­
crease in intensity of the absorption band of the 
polymeric alcohol (at 3440-3500 cm-1) with increasing 
acetone concentration. The ir spectra also show the 
absence, even at high acetone concentrations, of the 
characteristic band of the free monomer (at about 
3630 cm-1),18 noted also by Freymann.21

The sharp band at 3400 cm-1 (absent in a C2H3OH- 
CCLi mixture having a similar alcohol content) can 
be ascribed to the formation of mixed associated species, 
as already pointed out by previous Raman19-22 and 
ir21-23 studies. Ethanol and acetone can interact by 
hydrogen bondings to produce a one-to-one complex19 
(CH3)2—C = 0 -* H — O— C2H5.

This interaction, though contributing to the deg­
radation of the alcohol structure, also creates mixed 
associated forms, thus limiting the concentration of 
free monomers.

The decrease of the association constants with de­
creasing ethanol concentration could therefore be ex­
plained by both the progressive reduction of the ethanol 
structures which stabilize the ion pairs and by the 
onset of a type of ionic solvation by the simpler forms 
of the alcohol. This solvation, as suggested by pmr 
measurements on CsCICh and Et4NC104 in methanol,24 
should be related mainly to the anion and should 
be of the anion-alcohol dipole type,20 considering the 
weak tendency of acetone to solvate anions.3

MICRONS

Figure 3. Infrared absorption spectra of some ethanol- 
acetone mixtures (mol % acetone: 1, 93.8; 2, 96.5; 3, 87.8;
5, 99.4), plus one ethanol-carbontetrachloride mixture for 
comparison (4, 98.7 mol % CC1<). Cell path 0.05 mm for left 
side curves and 0.1 mm for right side curves.

At acetone concentration values of 60-70 mol % , 
the factors which stabilize the ion pairs seem to reach a 
minimum and after exceeding this concentration, 
the curves (Figure 2) begin to rise toward the log K A 
values of the salts in pure acetone.

A similar behavior occurs for NaCl and CsCl, for 
which minima in the log K A vs. mixture composition 
plots are seen at low concentration of added acetone. 
The K a values for the chlorides, however, are in­
fluenced by the change of the solvent composition 
in a different way from those of the perchlorates. In 
fact, for the former, one must consider both the ab­
sence or the relative unimportance of stabilizing effect 
on the ion pairs6 and that, while the solvation of 
large ions is mainly determined by the dipole moment of 
the alcohol,20 for small ions such as Cl-  the solvation 
is mainly of the hydrogen bonding type.3

The Walden product of the perchlorates shows a 
minimum (much more pronounced for EtiNClOd at 
about 65-75 wt %  acetone (Figure 4), despite the

(18) E. Becker in “ Hydrogen Bonding,”  Pergamon Press, London, 
1959, p 152.
(19) A. Sundara Rao, J. Indian Chem. Soc., 22, 260 (1945).
(20) R. Kay, B. Hales, and G. Cunningham, J. Phys. Chem., 71, 
3925 (1967).
(21) M . Freymann and R. Freymann, Bull. Soc. Chim., 4 , 944 (1937).
(22) P. Puranik, Proc. Indian Acad. Sci., 37A, 499 (1953).
(23) W. Gordy, Phys. Rev., 50, 1151 (1936).
(24) R. Butler and R. Symons, Chem. Commun., 2, 71 (1969).
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Figure 4. Walden products vs. mixture composition.

fact that r) is a directly varying function of the mixture 
composition. This seems to confirm the existence of 
an anion-alcohol dipole relaxation phenomenon which 
increases with increasing acetone concentration up to 
about 70 wt %.

As already found in pure ethanol,26 Cs + has a mobility 
slightly less than that of Et4N+ in the ethanol-acetone 
mixtures, while for these large ions the order expected 
on the basis^of the crystallographic radii (1.7 A for 
Cs+ and 4.0 A for Et4N+) might be expected.

On the other hand, the average contact distance a,

obtained from (1), is equal for the two salts (4.1 A), 
thus indicating that the actual radius in solution of 
the Et4N+ ion is similar to that of the Cs + ion.

The a value for Et4NC104, very low with respect to 
the crystallographic datum (6.4 A), is comparable with 
the (4.2 ±  0.2) A value found by Evans2 for several 
alkylammonium halides in ethanol.

Conclusion
The results of the present investigation and those 

obtained from the studies on association constants 
of KC104 and CsC104 in methanol-acetonitrile,4 Et4- 
NC104 in methanol-pyridine,6 NaCl and CsCl in 
ethanol-acetone,6 permit the following observations, 
(a) For none of the salts examined in these alcohol- 
dipolar aprotic solvent mixtures does log K a linearly 
increase with 1 /D, as expected from the theoretical 
eq 2. (b) All the salts show a minimum in the K  a
vs. mixture composition plots (a discontinuity for Cs- 
C104 in CH3OH-CH3CN mixtures).4 The position of 
this minimum in a given mixture depends on the 
specific electrolyte. In particular, in ethanol-acetone 
mixtures the minimum does not vary significantly, 
for a given anion, as the cation is changed.

These results confirm that the discontinuity of the 
solvents in the area near the ions produces anomalous 
Ka values when the structure of the solvent which 
more strongly affects these values is drastically changed 
by addition of another solvent of relatively high di­
electric constant.

(25) R. Kay and D. F. Evans, J. Phys. C h e m 70, 2325 (1966).
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Heats of Mixing. I. Temperature Dependence of Aqueous 

Electrolytes with a Common Anion1

by Henry L. Anderson and Linda A. Petree
Department of Chemistry, University of North Carolina at Greensboro, Greensboro, North Carolina 27^12 
(Received September J+, 1969)

The heats of mixing of LiCl-(CH3)4NCl-H20, KC1-(CH3)4NC1-H20, LiCl-KCl-H20, LiCl-NaCl-H20, HC1- 
NaCl-H20, and NaCl-KCl-H20 at constant total ionic strength have been measured at 40, 60, and 80°. 
The first three mixtures had heats of mixing independent of the temperature whereas the latter three had 
heats of mixing dependent on the temperature. The results have been interpreted in terms of the solute- 
solvent structural properties.

Introduction

Aqueous electrolyte solutions have received consid­
erable attention in recent years with much of this atten­
tion being stimulated by the need to develop an efficient 
and relatively inexpensive method of converting sea 
water to potable water.

Over the years, a wealth of experimental and theoret­
ical information has been amassed concerning electro­
lyte solutions and from an a priori point of view the 
Debye-Huckel limiting law has been firmly established. 
Unfortunately, efforts to make a priori calculations of 
thermodynamic properties of electrolyte solutions in 
real concentration ranges often fall short of the desired 
level of understanding. A large contribution to this 
lack of success can be attributed to an incomplete 
understanding of the specific role water plays in influenc­
ing ionic interactions in aqueous solutions.2

Recently,3 it has been shown that determination of 
the excess thermodynamic properties of aqueous mixed 
electrolyte solutions is an excellent way of studying 
specific ion interactions. For example, mixing aqueous 
salt solutions at constant ionic strength, 7, according 
to the scheme

M X(7) +  NX(7) -*■ mixture(7)

has the advantage of canceling effects due to the ionic 
atmosphere. Further, in the presence of a common ion 
(e.g., the common “ X ”  anion) the effects due to oppo­
sitely charged pair interactions cancel, and one ob­
serves phenomena due only to like-charged pair and 
higher order interactions.

Young, Wu, and Krawetz4 observed that for common 
ion mixtures the sign of the heat of mixing could be 
predicted by classifying the ions into two groups. 
When ions of like classification are mixed, the heat of 
mixing is endothermic and when ions of unlike classifi­
cation are mixed, the heat of mixing is exothermic. 
Wood and Anderson6'6 have shown that this classifica­
tion should be made on the basis of the ion-water struc­

tural relationship. They used the classification of 
Frank, Evans, and Wen7 8 where an ion is classified as 
either a structure maker or a structure breaker.

In order to gain more specific information concerning 
the nature of the solute-solvent interaction, the present 
work was undertaken. Since water structure is strongly 
temperature dependent,9 the temperature dependence 
of the heats of mixing should shed considerable light 
on the role water plays in determining the nature of the 
specific ion interactions upon mixing.

There has been considerable discussion in the litera­
ture concerning the nature of specific ion interactions. 
On the one hand, the Br0nsted specific ion interaction 
principle has been defended by Scatchard10 and on the 
other hand it has been refuted by Friedman11 and Wood 
and coworkers.3'12 Stern and coworkers13'14 measured 
the heat of mixing of HCl-NaCl-H20  and HC1-KC1- 
H20  from 0 to 40°. Both mixtures showed a decrease 
in absolute magnitude in the heat of mixing as tempera-

(1) This study was aided by a grant from the Office of Saline Water, 
U. S. Department of the Interior.
(2) See, for example, J. L. Kavanau, “ Water and Solute-Water Inter­
actions,”  Holden-Day, Inc., San Francisco, Calif., 1964.
(3) R. H. Wood and R. W. Smith, J. Phys. Chem., 69 , 2974 (1965).
(4) T. F. Young, Y . C. Wu, and A. A. Krawetz, Discuss. Faraday 
Soc., 24, 37 (1957).
(5) R . H. Wood and H. L. Anderson, J. Phys. Chem., 71, 1869 
(1967).
(6) R. H. Wood and H. L. Anderson, ibid., 71, 1871 (1967).
(7) H. S. Frank and M . W. Evans, J. Chem. Phys., 13, 507 (1945).
(8) H. S. Frank and W. Y. Wen, Discuss. Faraday Soc., 24, 133
(1957).
(9) Seef for example: (a) G. E. Walrafen, J. Chem. Phys., 36, 1035 
(1962); (b) O. D. Bonner and G. B. Woolsey, J. Phys. Chem., 72, 
899 (1968).
(10) G. Scatchard, J. Amer. Chem. Soc., 83 , 2636 (1961).
(11) H. L. Friedman, J. Chem. Phys., 32, 1134 (1960).
(12) R. H. Wood and H. L. Anderson, J. Phys. Chem., 70, 992 
(1966).
(13) J. H. Stem and A. A. Passchier, ibid., 67 , 2420 (1963).
(14) J. H. Stern, C. W. Anderson, and A. A. Passchier, ibid., 69, 
207 (1965).
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ture increased, although the former did so at a much 
larger rate than the latter. Stern and coworkers dis­
cussed their heats of mixing data in terms of deviations 
from the Br0nsted specific ion interaction principle. 
They interpreted the decrease in the heats of mixing as 
temperature increased as a reduction in the deviation 
from the specific ion interaction principle approaching 
the Brpnsted prediction of a zero heat of mixing. They 
recognized that 40° was not a high enough temperature 
to make a prediction as to whether or not the heat of 
mixing would actually go to zero.

The present wTork was designed to go to higher tem­
peratures to see if in fact the heat of mixing does de­
crease to zero as temperature is increased.

Experimental Section
Calorimeter. Common ion heats of mixing are quite 

small (10-40 cal/kg of solvent for the mixtures in this 
study) and require a solution calorimeter having a 
sensitivity in the microdegree range. Because of the 
required sensitivity it was decided to set an upper limit 
of 80° in this initial investigation.

A schematic diagram of the calorimeter constructed 
for this research is given in Figure 1. The “ double 
calorimeter” 16 construction has an advantage in that 
twice as many experiments can be performed during a 
given run. This is especially advantageous when ex­
periments are carried out at temperatures greatly dif­
ferent from ambient temperatures, because consider­
able time is spent in bringing the calorimeter to the 
desired experimental temperature.

Although the calorimeter incorporates many of the 
ideas presented elsewhere,1617 its configuration from the 
point of view of high-temperature utility and simplicity 
warrants some comment.

The calorimeter consisted of a 240-ml dewar flask18 
(I) cemented with silicon rubber cement to a brass 
collar (D). The collar was bolted to a brass lid .(C) 
and sealed with a rubber “ 0  ring”  (K). The brass lid 
was silver-soldered to the brass superstructure (B). 
Each lid supported a stirrer bearing (L), a calibration 
(G) and rough heater (F), thermistor probe (E), and a 
pipet holder (H). All of the probes (except the stirrer) 
exited the calorimeter via the superstructure and were 
protected from the water bath. The portion of the 
superstructure directly attached to the lid was a half­
cylinder (B). The stirrer bearing (precision-bore 5- 
mm glass tubing) was housed outside the half-cylinder, 
allowing the heat generated during stirring to dissipate 
directly into the water bath. The stirrer was mounted 
off-center so that a large pipet could be used. The 
pipets consisted of 15 X 65 mm glass tubing blown out 
on two sides. Each end of the pipet had a Teflon 
sleeve attached with epoxy cement and sealed with 
Teflon plugs equipped with “ O rings”  which fit into the 
Teflon sleeves. The Teflon plugs were attached to a 
3-mm glass tube by epoxy cement. A 5-mm glass tube

Figure 1. A schematic diagram of the calorimeter: A, 12 X
8 X V< in. brass plate; B, half-cylinder brass 
superstructure; C, brass lid; D, brass collar; E, thermistor; F, 
rough heater; G, calibration heater; H, Teflon pipet support; I, 
10-oz dewar flask,18 J, glass stirrer; K, “O rings” ; L, 5-mm 
precision-bore bearing; M, styrofoam; N, 20 X 12 X 
y 2 in. plywood. Note: right calorimeter is rotated 90°.

was attached to the pipet plunger above the lid and 
exited through a 5-mm precision-bore glass bearing. 
The pipets were supported in the vessel by a Teflon 
ring suspended from the lid by Teflon-coated wire. To 
establish pressure equilibrium, a small capillary venting 
tube was mounted in the top Teflon plug. The pipets 
had a volume of approximately 17 ml and during the 
course of this work gave heats of opening varying be­
tween 0.000 and 0.008 ±  0.004 cal. (For some of the 
80° work the heat of opening was as high as 0.034 ±  
0.008 cal.)

The temperature monitoring was performed with a 
10-kilohm thermistor using a bridge similar to that de­
scribed by Jeckel, Criss, and Cobble.16 The calibration 
heat circuit was identical with that described by Wood, 
et al.17

In designing the calorimeter, every effort was made 
to keep the volume of space above the solution in the 
calorimeter to a minimum so as to minimize the loss of 
solvent on reaching vapor equilibrium at the higher 
temperatures.

The experimental procedure for carrying out heats 
of mixing has been reported in the literature by several 
authors.3,4 The calibration of the chemical heat of 
mixing is performed by comparing each individual heat 
of mixing experiment with a known amount of heat

(15) T w o  identica l, indepen den t calorim eters m ou n ted  on  a  co m m on  
superstructure.
(16) E . C . Jeckel, C . M . Criss, and J. W . C obb le , J. Amer. Chem. 
Soc., 86 , 5404 (1964).
(17) R . H . W o o d , H . L . A nderson , J. D . B eck , J . R . F rance, W . E . 
d eV ry , and L . J . S oltzberg , J. Phys. Chem., 71 , 2149 (1 967).
(18) T h erm os rep lacem ent filler N o . 50 F , T h e  A m erican  T h erm os 
B o tt le  C o., N orw ich , C onn .
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Table I : Aqueous Heats of Mixing Parameters

Mixture I
25°

R T h o R T h o
—40°-

RThi R T h o
----60°-

R T hi R T ho
-80“-

R T h i

LiCl-KCl 1.0 -6 4 .2 “ -63 .9 ± 0.7 - 3 .3 ± 1.0 -63 .0 ± 0.3 -2 .8  = 0,,5 -61 .1 ± 1.6 4.7 ±  2.3
LiCl-(CH3)4NCl 0.5 -160.86 -157.1 ± 1.9 - 5 .5 ± 2.8 -161.3 ± 1.5 -6 .6  = 2.,1 -162.8 ± 4.5
KC1-(CHs)4NC1 0.5 118.96 118.4 ± 1.0 114.7 ± 1.4 112.9 ± 6.5
NaCl-KCl 1.0 -3 8 .1 “ -36 .6 ± 0.4 -35.1 ± 0.3 -31 .2 ± 0.6
LiCl-NaCl 1.0 84“ 64.2 ± 0.3 3..8 ± 0.,4 44.5 ± 0.4 2.4 ± 0. 6 33.0 ± 1.1
HCl-NaCl 1.0 124“ 112.3 ± 0.8 8,.0 dz 1,,0 95.5 ± 1.1 5.6 ± 1. 4 82.2 1.1 3.6 ±  1.5

“ R. H. Wood and R. W. S m it h ,Phys. Chem., 69, 2974 (1965). 6 R. H. Wood and H. L. Anderson, ibid,., 71, 1871 (1967). « Y. C. 
Wu, M. B. Smith, and T. F. Young, ibid., 69, 1868 (1965).

provided by a calibration heater. To check the validity 
of the calibration heaters a chemical experiment of a 
known heat of reaction was determined. The calibra­
tion was performed with the neutralization of tris- 
(hydroxymethyl)aminomethane (Tris) by hydrochloric 
acid at 25°. The neutralization was carried out ac­
cording to the procedure outlined and discussed by 
Gunn.19 Four determinations resulted in a value of 
59.0 ±  0.1 cal/g of THAM. This compares with 
Gunn’s value of 58.67 cal/g of Tris.

Materials. Approximately 5 m stock solutions of 
Mallinckrodt sodium chloride, hydrochloric acid, and 
potassium chloride, Research Inorganic Chemical lith­
ium chloride, and Eastman tetramethylammonium 
chloride were prepared and analyzed as described pre­
viously8'20 and stored in polyethylene bottles.

Results and Treatment of Data. The experimental 
heats of mixing were fitted by the method of least 
squares to the equation11

A mH (cal/kg of solvent) =
RTPy(l -  y)[h0 +  (1 +  2y)h] (1)

where R is the universal gas constant, T is the tempera­
ture, I  is the total molal ionic strength, y is the mole 
fraction of the component having the largest formula 
weight, h0 is the magnitude of the interaction, and hi 
is a measure of asymmetry from the quadratic relation 
with respect to mole fraction.

The parameters for eq 1 are listed in Table I. In 
general, RThi is very small compared to RTh0. A 
statistical “ F”  test (95% confidence level) was per­
formed on each mixture to test for the significance of 
RThi. In those cases where the inclusion of RThi was 
not justified, RThi was set equal to zero and the data 
were refitted using just RTh0.

For each determination of the heat of mixing, from 
10 to 16 experimental determinations were made be­
tween 0-0.2 and 0.8-1.0 mol fraction. It has been 
shown8'4 that this is sufficient to determine the mixing 
parameters.

Discussion
The heats of mixing of symmetrical mixtures of elec­

trolytes at constant ionic strength have been studied

Figure 2.

extensively at 25°.3~6’12-14’20’21 In the concentration 
range of 0.1-1.0 m total strength, the magnitude of the 
skew term, RThi, is small. In fact, the mole fraction 
at the maximum heat of mixing (y at d(AmH)/dy = 
0) for all known mixtures lies between 0.47 and 0.53 mole 
fraction unit. For the mixtures studied in this work, 
similar results have been obtained indicating that those 
interactions contributing to skew do not gain in impor­
tance at higher temperatures. In terms of the con­
clusions drawn by Wood and Anderson12 concerning 
skew this means that triplet interactions involving like- 
charged ions or higher order interactions do not gain in 
importance at the higher temperatures. In fact, since 
the heats of mixing do not change dramatically with

(19) S . R . G unn, J. Phys. Chem., 69, 2902 (1965).
(20) R . H . W o o d  and H . L . A nderson , ibid., 71, 1871 (1967).
(21) J . H . Stern and C . W . A nderson , ibid., 68, 2528 (1964).
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temperature, one can conclude that whatever the inter­
actions are, they are changing only in degree rather 
than in kind.

Solute-Solvent Structure. The temperature depen­
dence of the heats of mixing is best illustrated by Figure
2. For three of the mixtures (LiCl-KCl-H20 , LiCl- 
(CH3)4NC1-H20, KC1-(CH3)4NC1-H20) the heats of 
mixing are constant within experimental error. This 
means that each of the excess free energies of mixing 
for these three systems is a simple linear function in 
temperature which can be represented as

AmGE(fe) = AmGE(ii) -  AmSE(i1)AT (2)
by simplifying eq 3 as given below. This suggests that 
the water-solute structural interactions or mixing are 
temperature independent for these systems, indicating 
that the interaction energies are greater than the avail­
able thermal energy. These three mixtures involve 
three rather different ions in that Li+ is a small struc­
ture-making ion, K+ is a medium-sized structure-break­
ing ion, and (CH3)4N + is a large structure-breaking ion. 
It seems unreasonable to expect for such a diversity of 
mixings that the lack of temperature dependence in the 
heats of mixing is accidental. It is always tempting to 
explain one’s experimental observations on a molecular 
level, the present authors included.22

Previous interpretations of the heats of mixing of 
electrolyte solutions at 25° have been made using the 
Frank-Evans-Wen7'8 structure-making, structure­
breaking model for ions in water. This model assumes 
the ions to be surrounded immediately by a region of 
structure-made (water strongly associated with the ion,
i.e., the primary hydration sphere), followed by a region 
of structure-broken water lying between the structure- 
made water around the ion and the bulk water.

The present results can be explained by the Frank- 
Evans-Wen model by assuming that the specific inter­
actions observed upon mixing involve ion-solvent inter­
actions in the region of the primary hydration sphere. 
For reasons that will be mentioned later, it is suggested 
that the water involved in these interactions is in the 
region of the interface between the primary hydration 
sphere and the disordered water in the structure-bro­
ken region.

The assumption that the interactions have to occur in 
the region of the primary hydration sphere is based upon 
the insensitivity of this primary hydration sphere to 
temperature. Walrafen9a has shown by Raman inves­
tigations in this temperature range that the primary 
hydration sphere of ions appears to be temperature in­
dependent. On the other hand, it is well recognized 
that bulk water structure is reasonably temperature 
sensitive. For example, Bonner and Woolsey9b have 
estimated that the amount of unstructured water 
(monomer water) increases by about 50% in the 25- 
80° temperature range.

The reason for suggesting that the interactions prob­

ably occur at the interface between the structure-made 
and structure-broken region is based on the results 
of the mixings HCl-NaCl-H20, LiCl-NaCl-H20 , and 
NaCl-KCl-H20. All three of these mixtures show a 
temperature dependence outside of the experimental 
error (see Figure 2.). For two of the systems this de­
pendence is large, although there does not appear to be a 
tendency for these systems to go to zero within any 
reasonable temperature. All three of these mixtures 
involve the sodium ion, which has been recognized as a 
borderline ion in the structure-making, structure­
breaking classification scheme. For example, Frank 
and Evans7 considered the sodium ion to be a structure 
breaker (entropy of hydration argument), whereas 
from fluidity measurements23 the sodium ion is classi­
fied as a structure maker. It seems plausible that the 
interface between the structure-making and structure­
breaking region is less well defined and susceptible to 
temperature changes. This, of course, would be re­
flected in the heats of mixing. The explanation based 
on this work can only be tentative, but currently a 
wider variety of ions is being investigated by the present 
method to test the validity of the conclusions drawn.

Thermodynamics. The results of this work can be 
used to calculate the temperature variation of the excess 
free energy of mixing. For example, one can w'rite24

AmGE(i2) =  AmGE(h) +  AmCp]‘tlAT -

AmSE(h)AT -  T2AmGp]i’ In (7%^) (3)

where

. Am H(ti) — AmH(t{)
A»CP -------------- — ----------

The AmGp values can be determined directly from the 
present results. In order to calculate AmGE(f2) one 
needs AmGE(ii) at some reference temperature.

There have been a number of investigations of the 
activities of mixed electrolyte solutions, with most of 
the information coming from emf measurements of 
H X -M X „-H 20  mixtures where X  is a halide and M is 
an alkali or alkaline earth cation or from isopiestic mea­
surements of M X -N X -H 20  mixtures. Extreme care is 
required in both methods in order to obtain reliable

(22) T h erm od yn a m ic m easurem ents d o  n o t  p ro v id e  fo r  a m eth od  o f 
look in g  at m olecu lar structure in  th e  sam e sense th a t  on e  “ sees”  
structure b y  sp ectroscop ic  m eth ods. O ne sh ould  qu ite  p rop erly  
ex p ect that structure in e lectro ly te  solu tions sh ould  d epen d  on  the 
tim e scale o f  the  experim ental p rob e . C om p ared  to  sp ectroscop ic  
m easurem ents, th e  tim e scale o f free energies or enthalpies o f m ixed  
e lectro ly te  solutions is, o f  course, in finite. K eep in g  th is in  m ind , it  
is n o t  surprising to  find th at there are w idely  d iverg in g  p ictures 
concern ing  the  structure o f  e lectro ly te  so lu tion s .2 I t  is necessary  
to d iscover  the  im porta n t structu ra l features from  a  th erm od y n a m ic  
p o in t o f  v iew  because an y a priori ca lcu lation  o f th erm od y n a m ic  
properties o f e lectro ly te  solu tions is goin g  to  h a ve  to  a ccou n t fo r  
these features. O f course, th e  u ltim ate goa l w ou ld  be  to  understan d  
structure on  all tim e scales in  a consistent and u n ify in g  w ay .
(23) E . C . B ingham , J. Phys. Chem., 45 , 885 (1941).
(24) See, fo r  exam ple, C . M . Criss and J. W . C obb le , J. Amer. Chem. 
Soc., 86 , 5385 (1964).
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data for the excess free energies of mixing in the 1.0 
m total ionic strength range. Using the values of 
Am(?E(25°) found in the literature, Am(?B and Am»SE have 
been calculated at 40, 60, and 80° and recorded in 
Table II. It should be pointed out that the calculation

Table II: Excess Thermodynamic Properties at y = 0.5,7 = 1.0

M ixtu re
T em p ,

°C Am H AmGE AmS E

HCl-NaCl-HîO 25 32.5‘ 8.7« 0.80
40 28.1 7.6 0.65
60 23.9 6.4 0.53
80 20.6 5.4 0.43

N aCl-KCl-HaO 25 -9 .5 3 ' — 4.05 -0.018
40 -9 .15 -3 .7 -0.017
60 -8 .78 -3 .4 -0.016
80 -8 .05 -3 .1 -0.013

LiCl-KCl-HîO 25 -1 5 .8 e — 9.4e -0.021
40 -15 .8 -9 .1 -0.021
60 -15 .8 -8 .7 -0.021
80 -15 .8 -8 .2 -0.022

LiCl-NaCl-HîO 25 21.0e 3.6d 0.058
40 16.0 2.9 0.042
60 11.0 2.1 0.027
80 8.3 1.5 0.019

“ See ref 25. 6 A. K. Covington, T. H. Lilly, and R. A. Robin­
son, J. Phys. Chem., 72, 2759 (1968). ' B. B. Owen and T. F. 
Cooke, J. Amer. Chem. Soc., 59, 2273 (1937). d R. A. Robinson 
and C. K. Lim, Trans. Faraday Soc., 49, 1144 (1953). * See 
ref 4. '  See ref 3.

of Am(?E(25°) involves a relation of the type25 
Am(?E(25°) =  — 2.303/?Ti/(l -  y)I2[an +  «32 -

2 ( m 3ft> 3  -  m 2/?32 +  2/ s ( f e  -  M { r r h  -  m 3) ]

The leading term, a23 +  «32, is actually the difference 
between two small numbers, making the calculation of 
AmGE(25°) extremely difficult.26 However, once 
AmG®(25°) is known, it is a simple matter to extend 
the calculations to higher temperatures via eq 3 since 
the heats of mixing as a function of temperature are

Table III: Free Energies for HCl-NaCl-H20 (7 = 1.0)

T em p, AmGE AmGE
”C (ealed) (e x p t l)26

0 1 0 .0
10 9 .1
20 8 .7
25 8 .7
30 8 .5
40 7 .6 0 9 .0
50 9 .4
60 6 .4 0
80 5 .3 5

comparatively easy to measure with a relatively high
degree of accuracy.27 For comparison, the excess free
energies of mixing calculated from this work are com­
pared with Harned’s experimentally determined values 
in Table III. Harned’s data indicate that the excess
free energy of mixing goes through a minimum between 
30 and 40°, whereas the values calculated from this 
work indicate that the excess free energy of mixing de­
creases over the entire temperature range studied.

Acknowledgment. The authors wish to thank Miss 
Danne Smith for performing an experimental check on 
the heat of mixing of HCl-NaCl-H20  at 40°.

(25) H . S . H arned, J. Phys. Chem., 63 , 1299 (1959).
(26) F o r  a discussion  o f the p rob lem s in  ca lcu latin g  Am£rE from  
experim ental data, see H . S. H arn ed  and R . A . R o b in so n  in  “ T h e  
In ternationa l E n cy c lop ed ia  o f  C h em istry  and C h em ica l P h y s ics ,”  
T o p ic  15, V o l. 2, R . A . R ob in son , E d ., P erga m on  Press, N ew  Y ork , 
N . Y ., 1968, C hapters 4 and 5.
(27) S tern  and A n d erson 21 h a ve  m easured th e heats o f  m ixing  for  
H C l-N a C K E R O  from  0 to  4 0 ° . T h e ir  va lue o f  22 c a l /k g  com pared  
to  our va lu e  o f  28.1 c a l /k g  represents a d ifferen ce  o f  ab ou t 2 0 % , 
w ell b ey on d  norm al experim ental error. T h ese  m easurem ents h a ve  
been  repeated  recen tly  in  ou r la b ora tory  b y  a  d ifferent w orker ab out 
1 y ear  after the initial m easurem ents and th ey  agree w ith  our in itial 
va lu e  o f 28 ca l /k g . A s undesirable as this d isagreem ent is, it  does 
n o t  greatly  a ffect the ca lcu lation  o f AmG!E(i2) because the second  
and fou rth  term s on  the righ t side o f th e  e q  3 are a lm ost se lf-com ­
pensating. U sing S tern ’s va lu e  fo r  th e  heat o f  m ixin g  at 4 0 °  gives 
a  va lue o f  7 .80  c a l /k g  fo r  Am(?E(4 0 ° ). A lth ou gh  th is is 0.2 c a l /k g  
d ifferent from  the value in  T a b le  I I I ,  it  is w ith in  th e  u n certa in ty  o f 
the  excess free  energy o f  m ixing  a t  25 °.
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The Solubility and Partial Molar Volume of Nitrogen 

and Methane in Water and in Aqueous Sodium Chloride 

from 5 0  to 125° and 100  to 6 0 0  Atm1

by Thomas D. O ’Sullivan and Norman O. Smith

Department of Chemistry, Fordham University, New York, New York 101)58 (Received March 11, 1969)

The solubility of nitrogen and of methane in water, 1 m NaCl, and 4 m NaCl at 51.5,102.5, and 125.0° has been 
measured at pressures from 100 to 600 atm using a stirred autoclave and a direct sampling technique. The 
results for methane in the salt solutions differ from the only previous studies. At the lowest temperature, 
where the water vapor content of the gas phase can be ignored, In (f/X) for the dissolved gas is linear with 
total pressure, and the isobaric Henry’s law applies up to the highest pressure for both gases. At the higher 
temperatures a curvature develops with rise in temperature, pressure, and, in general, salt concentration, but 
Henry’s law may still apply. The data are interpreted in terms of the partial molar volume of dissolved gas 
and its variation with pressure, temperature, and salt concentration. Increase in NaCl concentration en­
hances the temperature coefficient of the partial molar volume of the dissolved gas. It also causes the latter 
to decrease at 51.5° but, in general, to increase at 102.5 and 125.0°, except at the highest pressure and tem­
perature. Salting-out coefficients are tabulated and found to be nearly the same for both gases, to be approxi­
mately independent of pressure, to pass generally through a minimum with rise in temperature, and to show 
a decrease with increase in salt concentration. At a pressure of 200 atm the solubility of methane in water, 
1 m NaCl, and 4 rn NaCl passes through a minimum at 79 ±  2, 72 ±  3, and 69 ±  5°, respectively.

The solubility of naturally occurring gases such as 
nitrogen and methane in sodium chloride solution, and 
its variation with pressure, temperature, and salt con­
centration is of interest not only to the physical chemist 
but to the geochemist, for both gases occur associated 
with brine in the earth’s crust and are doubtless trans­
ported subterraneously in solution from high to low 
pressure regions. Very few studies of “ permanent” 
gas in aqueous salt solution at pressures of hundreds of 
atmospheres have been reported. The most extensive 
high-pressure solubility data for nitrogen in water are 
those of Wiebe, Gaddy, and Heins2 up to 100° and of 
Krase and co-workers,3 4 but the only studies of its 
solubility in aqueous sodium chloride at pressures other 
than atmospheric are from this laboratory: a prelimi­
nary one6 at 30°, confined to pressures below 70 atm 
and involving a comparatively inaccurate technique, 
and an incomplete one6 confined to 1 m NaCl over a 
smaller temperature range. The most important mea­
surements for pure methane in water are those of Cul­
berson and McKetta,7 while its solubility in aqueous 
sodium chloride has been determined by Michels, 
Gerver, and Bijl8 up to 220 atm and in this laboratory9 
at pressures not exceeding 65 atm. The measurements 
reported in the present paper have an accuracy much 
greater than that of the last two studies mentioned 
and extend to pressures of 600 atm. No partial molar 
volumes of gases dissolved in simple salt solutions ap­
pear to be available in the literature.

Experimental Section
The gases were obtained from The Matheson Co., 

Inc., their purity given as 99.996% for the N2 and 
99.95% for the CH4. The solubility equilibria were 
obtained in a 1-gallon, 316 stainless steel stirred, 
packless autoclave, the temperature of which was con­
trolled to ±0 .5° by a Minneapolis-Honeywell Electr- 
O-Pulse unit and Electronik 18 recorder, except for 
brief but unavoidable excursions of ± 2 ° . An iron- 
constantan thermocouple, calibrated against a certified 
thermometer, was used to measure the autoclave tem­
perature. The water used was distilled, passed through

(1) Taken from the Ph.D. dissertation of T. D. O. Portions of this 
paper were presented before the Division of Physical Chemistry at 
the 151st National Meeting of the American Chemical Society, 
Pittsburgh, Pa., March 1966, and before the Geochemical Society 
in San Francisco, Calif., Nov 1966.
(2) R. Wiebe, V. L. Gaddy, and C. Heins, Jr., Ind. Eng. Chem., 24, 
97 (1932); J. Amer. Chem. Soc., 55, 947 (1933).
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an ion-exchange column, and N2 or CH4 bubbled 
through it overnight. The salt solutions were prepared 
in a similar manner using Baker Analyzed Reagent 
grade NaCl previously dried at 115 ° . They were made 
up by weight, but analyzed after a run by evaporation 
to dryness, as a check. The water, or solution, was 
transferred to the autoclave by suction, flushed with 
N2 or CH4 at atmospheric pressure to remove any re­
sidual air, saturated with the gas at 50-100 atm, the 
pressure reduced, and the system again flushed. Gas 
was again admitted and the pressure and temperature 
brought to the desired values. High pressures were 
attained by means of a 1.5-hp compressor and com­
pression cylinder. The pumping liquid was water, 
saturated with the gas being studied. Autoclave pres­
sure was measured with a precision Heise-Bourdon 
gauge, 0 to 15,000 psi with an accuracy of ±0.05% , 
calibrated frequently with a dead-weight tester and 
found to exhibit a hysteresis of about 0.1%. It is 
estimated that the maximum possible error in the pres­
sures quoted in the tables is 0.5 atm below 100 atm and 
1 atm at GOO atm. All connecting tubing ('/s in. i.d. 
except for the sampling tubes which were Vie in.) and 
valves were of stainless steel. At least 8 hr was allowed 
for the attainment of equilibrium, and the same re­
sults were obtained when approached from higher and 
lower pressures. When equilibrium had been reached,
15-30 ml of saturated liquid sample was withdrawn at 
the rate of 0.5-1 ml/min into an evacuated, calibrated, 
water-jacketed buret system using mercury as leveling 
fluid and similar to that used elsewhere,2 whereupon 
the gas flashed out of solution giving two phases in 
the burets. The first sample was always discarded. 
Results were found to be independent of the rate of 
sample withdrawal. During the sampling the equilib­
rium pressure in the autoclave was maintained by ad­
mitting more gas from the compression cylinder. By 
manipulation of the leveling bulbs mercury was cas­
caded through the liquid phase until no more gas bub­
bles were seen. Since at no time had the pressure in 
the burets exceeded 0.05 atm it was assumed that 
only a negligible amount of gas remained in solution. 
The pressure in the burets was now raised to atmo­
spheric, and the volumes of the liquid and gas phases 
and the temperature and atmospheric pressure recorded. 
After correcting for aqueous pressure10 and meniscus 
curvature, the number of moles of gas was calculated 
from the gas volume with the aid of tables of molar 
volume.11 The number of moles of liquid was calcu­
lated from its volume, composition, and density.10 For 
each pressure three or more separate samples were 
withdrawn for analysis and the results averaged. Their 
average deviation was about 0.4%. The pressure 
was changed to a new value without replacing the 
liquid contents of the autoclave, the volume of which 
was never allowed to be less than 1500 cc. Measure­
ments were made in this way for water, 1 m NaCl, and

4 m NaCl at 51.5, 102.5, and 125.0°. These isothermal 
runs were supplemented by isobaric ones; the solubility 
of methane (only) in the same three liquids was mea­
sured at a number of temperatures under an estimated 
fixed partial pressure of methane of 200 atm in an ef­
fort to study quantitatively the effect of dissolved salt 
on the temperature of minimum solubility.

Results and Discussion
The results of the isothermal work are given in Table 

I, where P  is total pressure (atm) and X 2 is mole frac-

Table I: Solubility  o f N 2 and CH4 in H2O, 1.000 m N aC l, and 
4.00 m N aC l (M o le  F raction  o f D issolved  G as X  104)

p ,
atm

,-------H,0------- .
XcH ,

/---- 1 m
Y n2

NaCl.---- ,
XcH ,

,—-4 m 
Y n 2

NaCl—. 
X ch4

100.0 7.99 14.27
51.5°
5.93 10.76

200.0 14.54 22.79 10.76 16.95 5.00 8.05
300.0 20.17 28.7 14.97 21.38 7.00 9.97
400.0 24.9 33.4 18.60 25.0 8.78 11.54
500.0 29.2 37.3 22.16 27.9 10.34 13.03
600.0 33.5 40.9 25.3 30.7 11.79 14.44

101.0 7.77 13.55
102.5°

6.03
201.0 14.47 22.05 11.13 16.93 5.23 8.26
302.0 20.05 28.7 15.38 22.19 7.31 10.79
403.0 25.2 33.3 19.20 25.7 8.99 12.11
503.0 29.8 38.5 22.52 28.9 10.47 13.19
604.0 33.7 41.9 26.0 32.0 12:05 14.33

103.0 8.08 14.34
125.0°

6.32 10.58
204.0 14.92 23.21 11.02 17.52 5.67 8.25
305.0 20.47 29.6 15.33 22.23 7.40 10.05
405.0 25.7 34.3 18.83 26.0 9.21 11.64
507.0 30.6 39.6 22.31 29.4 10.41 13.22
608.0 35.1 43.0 25.5 32.5 12.27 14.38

tion of dissolved gas. X 2 was calculated for the salt 
solutions as if the salt were undissociated. The solu­
bilities for nitrogen in water agree with those of Wiebe, 
et al.,2 within about 1.5% at 51.5° and 1.8% at 102.5°. 
The values for methane in water differ from those inter­
polated from the work of Culberson and McKetta7 by 
about 1% at 51.5°, 1.5% at 102.5°, and 8%  at 125.0°. 
The results for methane in both water and salt solu­
tion differ seriously from those of Michels, et al.,* ob­
tained by an inaccurate pressure decline technique.

In determining the extent to which Henry’s law 
applies for each of the systems at each temperature it 
may be noted that P/X-i increases with P even at 51.5° 
where the partial pressure of water, pHio, contributes 
negligibly to P. At larger pressures the condition of

(10) ' ‘International Critical Tables,”  Vol. 3, McGraw-Hill Publica- 
tions, New York, N. Y ., 1928.
(11) F. Din, “ Thermodynamic Functions of Gases,”  Vol. 3, Butter- 
worth and Co. Ltd., London, 1961.
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constant total pressure, which is inherent in Henry’s 
law, becomes important. In addition, fugacity should 
be used in place of partial pressure of permanent gas. 
Krichevsky and Kasarnovsky,12 and later Kobayashi 
and Katz,18 showed that by combining Henry’s law

fi = kXi{T, P  constant) (1)

(where / 2 is the fugacity of the solute gas and X 2 its 
mole fraction) with other thermodynamic relations, 
and assuming F2, the partial molar volume of dissolved 
gas, to be independent of P

In (/2/X 2) =  In k* +  (PVt/RT) (2)

where k* is the limiting value of ft/Xj as P  is reduced 
indefinitely, or the Henry’s law constant. Although 
this result is correct, both pairs of investigators derived 
it by arguments involving the mutual cancellation of 
errors. In ref 12 an essential part of the derivation is 
the use of the approximation d/u2 = RT d In X 2 (where 
m is chemical potential), which implies the absence of 
any dependence of ju2 on P. It is this very dependence 
that forms the basis for the article. In ref 13 d̂ 2 = 
F2dP, valid only for fixed composition, is equated to 
d/xi = RT d In fi and integrated, and then the concentra­
tion is permitted to vary. These difficulties can be 
avoided as follows. Since hi =  hz{T ,  P, X 2), dh2T = 
(dHi/dXi)TtP dX2 +  F2 dPT. At any one temperature, 
however, d/x2 = RT d ln /2 so (d/i2/d X 2)r ,P =  RT(d In 
/ 2/d X 2)r ,P. Moreover, by eq 1, valid only for dT — 
dP =  0, (d In fi/dXi)T,P = l/X2 or (dM2/d X 2)r ,P = 
RT/Xi. It follows that for isothermal changes RT d 
In fi =  (RT/X2) dX2 +  V 2 dP = RT d In X 2 +  F2 dP 
or

[£> In (f2/Xi)/dP]T =  Vi/RT (3)

Integration between P = P*, a very small pressure 
(where X 2 = X 2*, / 2 = / 2*) and P  =  P  (where X 2 = 
X 2, fi = f2), assuming F2 independent of P, yields eq 2. 
Thus when the isobaric Henry’s law holds and F2 is 
independent of P  a plot of In ( /2/A~2) vs. P  is linear with 
a slope of Vi/RT and an intercept of In k*. It is to be 
noted also that if the isobaric Henry’s law holds, F2 
must be independent of X 2 at constant total pressure 
and equal to the value at infinite dilution, F2°. Experi­
mentally, however, it is virtually impossible to separate 
the effects of the variables X 2 and P on F2.

At 51.5° the gas phase is essentially pure nitrogen 
(or methane) so the gas partial pressure is given by P, 
from which / n2 and / ch( can be determined by reference 
tables.11'14 Figure 1 is a plot of In ( /2/X 2) vs. P. The 
lines are straight within experimental error. The evi­
dence is strong, therefore, that at this temperature 
Henry’s law holds for all three solvents up to 600 atm 
for both gases and that F2 is independent of P.

At the higher temperatures, however, it is possible 
only to estimate the fugacities. The gas phase now 
has a water vapor content that cannot be ignored,

1462 Thomas D. O’Sullivan and N okman O. Smith

Figure 1. Solu b ility  o f N 2 and o f C H 4 in  H 20 ,  1 m N a C l, 
and 4 m N a C l at 5 1 .5 ° : • , N 2; O, C H 4.

but the analyses of previous investigators do not always 
agree, as comparisons of the data for nitrogen4’16’16 and 
methane16’17 show. The Gibbs-Poynting equation, 
(ò In pn1o/àP)T =  Vi/RT, cannot be relied upon to 
give a quantitative answer because of the nonideality 
of the gas-water vapor mixture.18 Even when the gas- 
phase composition is known, there is still the problem of 
finding the fugacity of the permanent gas. The Lewis 
and Randall rule19 can be used but is not reliable, again 
because of gas mixture nonideality. Nevertheless the 
fugacities at 102.5 and 125.0° were estimated by finding 
them for the pure gas at the same pressure and tem­
perature11’14 and multiplying these by the mole fraction 
of water as given in the literature.4’16’17 This mole 
fraction is greatest for the highest temperatures and the 
lowest pressures, being 0.030 for methane at 125.0° 
and 103.0 atm. The fugacity of pure methane under

(12) I. R . Krichevsky and J. S. Kasarnovsky, J. Amer. Chern. Soc., 
57, 2168 (1935).
(13) R. Kobayashi and D. L. Katz, Ind. Eng. Chem., 45, 440 (1953).
(14) W . E. Deming and L. E. Shupe, Phys. Rev., 37, 638 (1931).
(15) E. P. Bartlett, J. Amer. Chem. Soc., 49, 65 (1927).
(16) M . Rigby and J. M . Prausnitz, J. Phys. Chem., 72, 330 (1968).
(17) R. H. Olds, B. H. Sage, and W . N. Lacey, Ind. Eng. Chem., 34, 
1223 (1942).
(18) N. O. Smith, J . Chem. Educ., 40, 317 (1963).
(19) G. N. Lewis and M . Randall, “ Thermodynamics,”  rev. by 
K . S. Pitzer and L. Brewer, McGraw-Hill Publications, New York, 
N. Y., 1961, p 295.
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Figure 2. Solubility of N2 and of CH4 in H20, 1 m NaCl, and 
4 to NaCl at 102.5°: •, N2; O, CH4.

these conditions is 99.1 atm, s o / ch4 is estimated to be 
0.970(99.1) = 96.1 atm, and In ( / ch4/ V Ch4) =  11.11. 
The resulting graphs are shown in Figures 2 and 3 for
102.5 and 125.0°, respectively. It is evident that at 
these temperatures there is more scatter in the data, 
the increased difficulty of controlling the temperature 
of the large mass of the autoclave and the greater 
sensitivity of pressure to temperature being largely 
responsible. For this reason the location of the lines 
is uncertain, but it is clear that a curvature develops 
with rise in pressure, temperature, and, generally, salt 
concentration. This is the first time such curvature 
has been pointed out, although the data of Culberson 
and McKetta7 for methane in water at 102.5° (inter­
polated), for example, suggest it. It was apparently 
not considered by Kobayashi and Katz13 in their treat­
ment of the same data.

Curvature could conceivably be caused by one or 
more of the following: (1) inapplicability of Henry’s
law, (2) erroneous estimation of fugacities from faulty 
gas composition data and/or failure of the Lewis and 
Randall rule, (3) variation of V2 with P. Since, how­
ever, Henry’s law is valid at 51.5° and would be ex­
pected to become more, rather than less, valid with 
rise in temperature, it seems reasonable to suppose that 
the curvature does not lie in (1). Validity of Henry’s 
law means that V2 is independent of X 2 at fixed P. It 
is likewise possible to eliminate (2) since the lines are 
curved in the same direction even when no correction is

Figure 3. Solubility of N2 and of CH4 in H20, 1 m NaCl, and 
4 to NaCl at 125.0°: •, N2; O, CH4.

made to the fugacities for the presence of water vapor, 
and the corrections, even if known accurately, would 
reduce the uncorrected values of In (f2/X2) more at the 
lower pressures than at the higher ones, thus making 
the curvature greater. It appears, therefore, that the 
curvature must be attributed to decrease of P2 with 
increase in P. Such a decrease in V2 is entirely to be 
expected. Furthermore, the increased curvature with 
rise in T requires that [&(V2/RT)/bP]T =  (1/RT) ■ 
(dV2/dP)T become more negative with increase in T. 
This, in turn, requires that (dP2/c)P)T become more 
negative— a reasonable possibility since (dV/dP)T 
does so for pure liquids. Thus the observed curvature 
can be accounted for qualitatively on the basis of the 
behavior of V2.

In order to apply eq 3 to the results it would have 
been helpful to have low-pressure data to reduce the 
uncertainty of extrapolation to zero pressure. How­
ever, because of the paucity of such data at all temper­
atures and the inherent difficulty of fugacity measure­
ments at higher temperatures, where the gas phase has 
an appreciable water content, only the data of the 
present study were used. The data for 51.5° were 
fitted to In (/2/X 2) = a +  bP and those for 102.5 and 
125.0° to In (J2/X2) = a' +  b'P +  c'P2 (with the two 
exceptions indicated), giving the parameters shown in 
Table II. They generally reproduce the experimental 
values of In (f2/X2) within 0.05, 0.06, and 0.07% at the 
three temperatures, respectively. Table III gives the
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Table II: Parameters in Ln (fi/Xi) = a +  6P and Ln ( / 2/ X 2 ) = a' +  b'P' +  c'P2

Temp, ,---------------------- H 2O-----------------------, ---------------- 1 m  NaCl------------------- . ,------------------- 4 m  NaCI-
Gas °c a 10*6 a 10*6 a 10*6

n 2 51.5 11.615 1.278 11.923 1.230 12.688 1.221
c h 4 51.5 10.905 1.393 11.195 1.394 11.964 1.374

a ' 10*6' 10V a ' 10 *6' 107C' a' 10*6' 107C'

n 2 102.5 11.662“ 1.222“ 11.899 1.384 -1 .93 12.644 1.389 -1 .32
c h 4 102.5 11.001 1.647 -3 .94 11.286 1.507 -1 .75 11.973“ 1.598“
n 2 125.0 11.604 1.450 -3.25 11.826 1.807 -6 .58 12.409 2.405 -12 .2
c h 4 125.0 10.943 1.905 -5.99 11.224 1.919 -6.09 11.888 2.473 -11 .3

° Parameters for ln ( / 2 / X 2 ) = a' +  b'P.

T able  I I I : Henry’s Law Constants and Partial 
Molar Volumes of Dissolved Gas at 51.5°

.------- H2O--------, ,----1 m  NaCl---- . /—-4  m NaCl— ,
N2 CHi n 2 c h 4 n 2 CH4

106/c*, atm 1.108 0.544 1.507 0.728 3.238 1.570
F, cm3 mol-1 34.05 37.10 32.76 37.12 32.52 36.61

Table IV : Partial Molar Volumes of 
Dissolved Gas (cm3 mol-1)

P ,
atm Ni

mo--------- ,
CEU

/------1 m
N2

NaCl------s
c h 4

r------4 m
N2

NaCl------,
CEU

102.5°
200 37.7 45.9 40.3 44.3 41.2 49.3
400 37.7 41.1 37.9 42.1 39.6 49.3
600 37.7 36.2 35.5

125.0°
40.0 38.0 49.3

200 43.1 54.4 50.5 54.7 62.7 66.1
400 38.9 46.6 41.9 46.8 46.7 51.3
600 34.6 38.7 33.2 38.8 30.8 36.5

limiting Henry’s law constants and partial molar vol­
umes (pressure and composition independent) at 51.5°
determined from the parameters. At the higher tem­
peratures, where extrapolation was deemed too uncer­
tain, and where curvature indicated a pressure depen­
dence of F2, only the latter was calculated, and this for 
rounded pressures, not infinite dilution (Table IV).

The Henry’s law constant of Table III for nitrogen 
in water at 51.5° may be compared with the following 
obtained by interpolation of the results of low-pressure 
solubility measurements: 1.109 (ref 20) and 1.117 X
106 atm (ref 10), and that in 1 m NaCl with 1.441 X
105 (ref 20). Those for methane in water may, simi­
larly, be compared with 0.580 (ref 20), 0.585 (ref 10),
and 0.581 X 105 (ref 21), and in 1 m NaCl with 0.763 X
105 (ref 20). The high-pressure data of Wiebe, et al.,2 
for nitrogen yield 1.103 X 106 and those of Culberson
and McKetta7 for methane 0.541 X IQ5 * 10 * (both in water) 
at this temperature—in support of the present values

rather than of some of the data of low-pressure studies. 
One wonders whether lower temperature Henry’s law 
constants, determined by linear extrapolation of good 
high-pressure data, are not actually the more reliable. 
Similar doubt of the validity of certain commonly used 
techniques for determining gas solubilities at low pres­
sures has been expressed by Horiuti.22

It is possible to estimate, from the data of Table I, 
that 1 ft3 of sedimentary rock, of 20% porosity, sat­
urated with brine (50,000 ppm NaCl), can accommodate 
about 1 mol of methane in solution when in equilibrium 
with that gas at the pressure and temperature existing 
at a depth of 10,000 ft.

Nearly all of the previously published partial molar 
volumes at temperatures of 50° and higher have been 
obtained by extrapolation of high-pressure data. The 
values in Table III are in excellent agreement with 
those obtained by others12’13 using the same method. 
Direct experimental measurements of F2° at these 
temperatures have been attempted by Krichevski and 
Il’nskaya,23 who claimed that the experimental values 
did not agree with those obtained by the use of eq 2. 
They attributed this to the failure of the isobaric 
Henry’s law and consequent invalidity of eq 2 as a 
means of finding F2°. This seems unlikely, however, 
in view of the arguments presented above. Clew24 
suggests that the values of F2° measured directly23 are 
in error as a result of ignoring the difference between 
apparent and partial molar volumes, even in such dilute 
solutions. At the higher temperatures only partial 
molar volumes obtained by extrapolation of high-pres­
sure data are available: 36.212’13 cm3 mol-1 for nitrogen 
in water at 100° (using the same data2), and 40.613 
and 40.224 for methane at 102° (using the same data7).

(20) T . J . M orrison  and F . B illet, J .  Chem. Soc., 3819 (1952).
(21) S, K . Shoor, R . D . W alker, Jr., and K . E . G ubbins, J .  Phys. 
Chem., 73, 312 (1969).
(22) J . H oriuti, Sci. Papers Inst. Phys. Chem. Res. Tokyo, 17, 125 
(1931).
(23) I . R . K rich evsk i and A . I l ’nskaya, Acta Physicochim. U R S S , 
20, 327 (1945).
(24) D . N . G lew , J .  Phys. Chem., 66, 606 (1962).

The Journal of Physical Chemistry



Solubility and Partial M olar Volume of N itrogen and M ethane 1465

Table V : Salting-out Coefficients (fcNaci)

T em p , /—--------------------------------------------------------------------------------A pprox P ,  atm-
°c m 100 200 300 400 500 600

Nitrogen
51.5 l 0.129 0.131 0.129 0.126 0.120 0.122
51.5 4 0.116 0.115 0.113 0.113 0.113

102.5 1 0.110 0.114 0.115 0.118 0.121 0.113
102.5 4 0.111 0.110 0.112 0.113 0.112
125.0 1 0.107 0.132 0.126 0.135 0.137 0.139
125.0 4 0.105 0.110 0.111 0.117 0.114

Methane
51.5 1 0.122 0.128 0.128 0.126 0.127 0.125
51.5 4 0.111 0.115 0.115 0.114 0.113

102.5 1 0.115 0.111 0.114 0.125 0.117
102.5 4 0.103 0.106 0.110 0.116 0.107
125.0 1 0.132 0.122 0.124 0.120 0.129 0.122
125.0 4 0.112 0.117 0.117 0.119 0.119

For methane in water at 125° one finds 41.413 and 40.024 
in treatments of the same data7 by different authors. 
Clearly, much depends on how the extrapolation is 
made. If one recognizes the curvature shown in 
Figures 2 and 3 the four last-quoted values are probably 
all low (c/. Table IV). If, due to intermolecular forces, 
the activity coefficient of the permanent gas in the gas- 
water vapor phase were seriously different from unity 
at the higher temperatures both k* and P2°, obtained by 
extrapolation, would require further correction.

Examination of Tables III and IV shows that, for 
both gases, P2 (1) increases appreciably with tempera­
ture in water and salt solution, (2) decreases slightly 
with salt concentration at 51.5°, and (3) generally in­
creases markedly with salt concentration at 102.5 and 
125.0°— if one accepts the argument given above that 
Vi is independent of concentration at a given pressure 
and temperature. The large temperature coefficient 
of P2 corresponds to the general belief that water be­
comes a more “ normal”  liquid as the temperature is 
raised. The larger partial molar volume of a dis­
solved gas in a solvent more normal than water is well 
documented.26 Apparently the presence of salt in 
water enhances the return to normalcy in this respect.

The effect of change of salt concentration at a given 
temperature may be accounted for as follows. At 
lower temperatures the salt ions are surrounded by a 
shell of oriented water molecules which induce an 
icelike, and therefore open, structure in the water adja­
cent to the periphery of the shell— even more open than 
in the bulk liquid—thus slightly reducing V2. At 
the higher temperature, however, where the bulk hydro­
gen-bonded network has largely disintegrated, and the 
water structure collapsed, addition of salt tightens the 
structure even more, and solution of gas therein pro­
duces considerable expansion and large values of V2. 
At 600 atm, however, especially for nitrogen, the pres­
sure is high enough to counteract this effect.

Table VI: Solubility of CHU in H20, 1.000 m NaCl, and 
4.00 m NaCl at a Partial Pressure of Methane of 200 Atm 
(Mole Fraction of Dissolved Gas X 104)

T em p,
°C

P ,
atm H ,0

A ch .
1 m  N aC l 4 m N a C l

51.5 200.0 22.79 16.95 8.05
60.0 200.0 16.57 7.92
65.0 200.0 21.51 7.96
70.0 200.3 21.44 16.25 7.91
75.0 200.3 21.36 16.30 7.97
80.0 200.3 21.33 16.40 8.03
85.0 200.7 21.48
90.0 200.7 21.72 16.74 8.08

102.5 201.0 22.05 16.93 8.26
115.0 202.7 22.76 17.47 8.22
125.0 204.0 23.21 17.52 8.25

The unsmoothed results for the salt solutions given 
in Table I are restated as salting-out coefficients (fcNaci) 
in Table V where fcNaci = log (S°/S)/m, S° and S 
being the gas solubilities in water and salt solution of 
molality m. (Apart from the work of Morrison and 
Billet,20 there is no previous study with which to com­
pare these results. For 1 m NaCl at 50° interpolation 
of their data gives fcNaci =  0.11 for both gases from low- 
pressure data.) The following general conclusions 
can be drawn. NaCl has approximately the same co­
efficient for both N2 and CH4 over a considerable range 
of temperature and pressure, and for both gases it is 
practically independent of pressure, seems to pass 
through a minimum with rise in temperature, and shows 
an appreciable decrease with increase in salt concentra­
tion. The variation of the coefficient with salt concen­
tration is not surprising since several other gases, even 
at lower pressures, also show poor constancy.26 The

(25) See, for example, K . W. Miller and J. H. Hildebrand, J. Amer. 
Chem. Soc., 90, 3001 (1968).
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low-pressure data of Braun27 for nitrogen in the same 
salt up to 2 Hi at 25° show an even greater variation. 
Expressing the data of Table V  in terms of molarity 
instead of molality makes no significant improvement 
in the constancy. Although McDevit and Long28 found 
&Naci to be independent of salt concentration up to 4 M 
when the solute is benzene, it appears that this is not in 
general true for small molecules like nitrogen and meth­
ane.

Table VI gives the results of the isobaric runs for 
methane. The total pressures used and quoted were 
estimated as giving an approximately constant partial 
pressure of methane of 200 atm. The data reveal that, 
at this pressure, its solubility passes through a mini­
mum with rise in temperature at 79 ±  2, 72 ±  3, and 
69 ±  5° for H20 , 1 m NaCl, and 4 m NaCl, respectively. 
The location of the minimum for H20  agrees excellently 
with ref 7. (Michels, et al.,s found no minimum for 
water or salt solutions.) The decrease, with rise in 
temperature, of the solubility of slightly soluble gases

in water as contrasted with the increase in more normal 
solvents is well known.29 In water, as well as in salt 
solutions, more normal behavior may be expected as the 
temperature is raised. Thus the existence of the mini­
mum in solubility may be explained. The small de­
crease in the temperature of the minimum with increas­
ing salt concentration seems to be outside the limits of 
experimental error and suggests that the addition of 
salt confers some “ normalcy”  on the water, in agree­
ment with the observation made earlier.
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Hydration of the Alkali Ions in the Gas Phase. Enthalpies and 

Entropies of Reactions M+(H20 ) n_1 +  H20  =  M+(H20 ) n

by I. Dzidic and P. Kebarle
Chemistry Department, University of Alberta, Edmonton, Canada (.Received September 2, 1969)

The equilibrium constants Kn-i,„ for the gas-phase reactions M +(H20)„_i +  H20 = M +(H20)„ were deter­
mined at different temperatures and water pressures in the Torr range for all alkali ions. Values for the 
enthalpies and entropies AS°„_i,„ were obtained for n up to about 6. The measurements were done
with a mass spectrometer incorporating a high-pressure ion source. The enthalpies are compared with poten­
tial energies of the clusters M +(H20)„ calculated on the basis of an electrostatic model. Comparison of the 
absolute values does not prove very meaningful; however, comparison of the relative values indicates that 
some covalent bonding is present in the Li+(H20) and Na+(H20). The electrostatic calculations also indi­
cate the approximate n at which the water molecules become nonequivalent, i.e., the point where a transition 
to a new structure occurs. Calculated entropies AjSo.i based on statistical mechanics equa' ions and parameters 
of the electrostatic calculations are found in good agreement with the experimental values. The experimental 
— AtS„_i,„ are found to increase with increase of n for all alkali ions. This is taken as evidence for loss of 
freedom in the complex due to crowding.

Introduction
In a series of papers published over the past few 

years1“ 6 we have tried to show that important informa­
tion on the solvation of ions can be obtained by mea­
surement of reaction equilibria involving gaseous ions 
and molecules of a given “ solvent”  vapor. An example 
of such an equilibrium is the clustering of water mol­
ecules around an alkali ion M +. The method relies on

M +(H20 )„_ i +  H20  = M +(H20 ) n (n -  1 ,n)
mass spectrometric determination of the intensities of 
the reactant ions escaping through a small leak from a

(1) P. Kebarle, S. K. Searles, A. Zolla, J. Scarborough, and M . 
Arshadi, J. Amer. Chem. Soc., 89 , 6393 (1967).
(2) S. K . Searles and P. Kebarle, J. Phys. Chem., 72, 742 (1968).
(3) P. Kebarle and R. M . Haynes, J. Amer. Chem. Soc., 89, 5753 
(1967).
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reaction chamber containing a known pressure of sol­
vent vapor. Comprehensive investigations of the 
systems H+(H20 )K,1 NH4+(NH3)re2 have been published 
as well as some experiments describing the competitive 
solvation of the proton by methanol and water3 and 
the NH4+ ion by NH3 and H20. The kinetics and rate 
constants involved in the formation of H+(H20 )M in 
N2 and 0 2 have also been studied6 and on basis of these 
results the time required for the achievement of the 
clustering equilibrium can be predicted with some cer­
tainty for a variety of conditions.

The hydration of halide negative ions has also been 
examined,6 but only at a single temperature. Experi­
ments at different temperature allowing the determina­
tion of A //n_i,„. and A(S0n_ii7! for the halide ions are 
described in a subsequent paper of this issue. The 
study of the hydration of the positive alkali ions follows 
quite logically from the work described above. Since 
the alkali ions are spherical, one might expect that their 
hydration energies should be most amenable to classical 
calculations based on ion dipole interactions. Thus 
comparison of experiment with simple theory would be 
meaningful. Also the alkali and halide ions have 
played an important role in attempts to evaluate single 
ion hydration energies. Thus Latimer, Pitzer, and Slan- 
ski7 and many others have based their approach on the 
heats of hydration of the alkali halides. A comparison 
between the present gas-phase results for the hydration 
of the alkali and halide ions and the single ion hydration 
energies evaluated by other means is given in the fol­
lowing paper.8

The information obtained by measuring gas-phase 
hydration equilibria for the alkali ions is of interest not 
only for liquid solutions but obviously of importance 
also to the many gas-phase systems where these ions 
occur. Hydrated alkali ions have been observed in the 
ionosphere,9 in flames,10 mobility experiments,11 etc. 
In many gas-phase situations the alkali ions are the 
ultimate ions since due to their low ionization potential, 
once charge is transferred to them, it is retained. If 
the gas phase contains traces of water, as is often the 
case, the ultimate ion becomes M+(H20)„. The in­
crease of interest in alkali ion gas-phase chemistry is 
evident from the number of papers devoted to it in 
recent symposia.12

In order to measure hydration equilibria involving 
the alkali ions, one must first find a way of creating 
these ions in the gas phase under conditions where ther­
mal and clustering equilibrium could be achieved. 
Ionization by fast electrons, protons or a particles, 
which had been used before, could not be applied, since 
no compounds containing the alkali atoms and having 
sufficient vapor pressure could be found. Therefore a 
method depending on thermionic emission of positive 
ions from a filament painted with an alkali salt was 
developed and described in a previous publication13 
which dealt with the hydration of the potassium ion.

The present experiments are thus a continuation of this 
earlier work extending the measurements to include 
Li+, Na+, R b+, and Cs+.

Experimental Section
The measurements were done with a high-pressure 

mass spectrometer containing a thermionic alkali ion 
source attached to the reaction chamber. The experi­
mental arrangement has been described previously.13 
The principle is as follows. The alkali ions, created by 
thermionic emission from a filament painted with a 
suitable salt containing the desired ion, drift under the 
influence of an applied field between the filament and 
the orifice of the reaction chamber to the reaction cham­
ber. Both filament chamber and reaction chamber 
contain the desired pressure of water vapor. The 
clustering reactions are completed in the field-free reac­
tion chamber. The ionic concentrations in the reac­
tion chamber are sampled by bleeding the gas through a 
narrow slit into the ion accelerating and mass analysis 
section, which is maintained at a pressure less than 10-4 
Torr by a high-capacity pumping system.

Checks made to establish that the clustering equilib­
rium is not affected by the temperature of the filament 
and the presence of the drift field are described in the 
previous publication.13

The Kunsman mixture14 on a Pt ribbon filament was 
used for the production of Na+, K+, Rb+, and Cs+. 
For Li+ the most satisfactory source found was /3- 
eucryptite (lLi20 - lAl20 3-2Si02) suggested by Blewett 
and Jones.16 ,3-Eucryptite was made by melting Li2- 
C 03, A1(N03)3-9H20, and pure powdered quartz to­
gether at about 1400°. The melts were then powdered 
and remelted two times. The compound was finally 
powdered and mounted as a thin layer on the 1 X 0.3- 
cm filament made of platinum gauze.

(4) A . M . H ogg and P. Kebarle, J .  Chem. P h y s ., 43, 449 (1965).
(5) P . Kebarle, M . Arshadi, and J. Scarborough, ibid., 49, 817 
(1968); 50 ,1049 (1969).
(6) A . Good, D . A . Durden, and P. Kebarle, accepted for publication 
in J .  Chem. Phys.
(7) W . M . Latimer, K . S. Pitzer, and C. M . Slanski, J .  Chem. Phys., 
7, 108 (1935). One of the most recent com pilations of single-ion 
hydration energies for the alkali and halide ions is to be found in 
J. E . Desnoyers, “ M od em  Aspects o f Electrochem istry,”  V ol. 5, 
J. O. M . Bockris, Ed, Plenum Press, N ew  Y ork , N . Y ., 1969, Chap- 
ter 1.
(8) M . Arshadi, R . Yamdagni, and P . Kebarle, J .  Phys. Chem., 74, 
1475 (1970).
(9) R . S. Narcisi and A . D . Bailey, J .  Geophys. Res., 70, 3687 (1965).
(10) A . N . Hayhurst and T . M . Sugden, Proc. Roy. Soc., A293, 36 
(1966).
(11) R . J. M unson and A . M . Tundall, ibid., A172, 28, (1939); 
L. B . Loeb, “ Basic Processes of Gaseous E lectronics,”  University of 
California Press, Los Angeles, Calif., 1961, Chapter 1.
(12) “ Symposium on Physics and Chemistry of the Upper Atm os­
phere,”  Stanford Research Institute, June 1969.
(13) S. K . Searles and P. Kebarle, Can. J .  Chem., 47, 2619 (1969).
(14) R . O. Jenkins and W . G . Trodden, “ Electron and Ion  Emission 
from  Solids,”  Routledge and Kegan Paul, Ltd., London, 1965, 
Chapter 7.
(15) J. P. Blewett and E. J. Jones, Phys. Rev., 50, 464 (1936).
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Figure 1. P lots  o f equilibrium  constant K 0,i fo r  reactions N a  + 
+  H 20  =  N a +(H 20 )  vs. H 20  pressure. P lo t shows that 
equilibrium  constants taken  at a given  tem perature rem ain 
con stant w ith  pressure.

In general a positive ion current of about 10 ~6 to 10 ~7 
A was obtained from the filaments. The maximum 
emission was not affected unfavorably by the presence 
of water vapor.

Results and Discussion
Some of the equilibrium constants obtained for the 

reaction
M

Na+ +  H20  ^  Na+(H20 ) (0,1)

are shown in Figure 1 as a function of water pressure. 
The equilibrium constants were calculated by means of 
eq I. I q and h  correspond to the measured intensities 
of the Na+ and Na+ (H20) ion, and P  is the measured 
water pressure in the reaction chamber. Equation I is

K o . i  =  ^  (I )

based on the assumption that the ion intensities are 
proportional to the ion concentrations in the reaction 
chamber, with the same proportionality constant. 
This assumption is justified by the fact that the clus­
tering reactions inside the reaction chamber are fast 
compared with the time taken for the ions to travel 
to the exit slit. Thus no discrimination should occur in 
the reaction chamber. The discriminations outside 
the reaction chamber are dependent on the mass of the 
ions and are small for the ions involved in the measure­
ments.

Figure 2. va n ’ t H off p lots for equilibrium  constants K n- i ,„  o f  
reactions N a +(H 20 ) „ _ i  +  H 20  =  N a +(H 20 ) „ .

F igure 3. E nthalpies for  clustering reactions M +(H 20 ) „ _ i  +  
H 20  =  M + (H 20 ) „ .

It can be seen from Figure 1 that the equilibrium con­
stants remain constant for a 3-4-fold variation of the 
water pressure. Similar results were obtained for the 
other alkali ions and higher hydration equilibria.

van’t Hoff plots of the equilibrium constants for 
the sodium hydrates are shown in Figure 2. The con-
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Table I: Thermodynamic Values for the Gas-Phase Reactions“ M +(H20)„_i +  H20  <=* M +(H20)„

- A Li + R>, ic Na + Ä3.1 K  + Rz,i R b  + R z,i C s + Rz, I

0,1 34.0* 1.92 24.0 2.26 17.9 2.60 15.9 2.76 13.7 2.98
1,2 25.8 1.94 19.8 2.28 16.1 2.60 13.6 2.76 12.5 2.98
2,3 20.7 1.96 15.8 2.30 13.2 2.62 12.2 2.76 .1 1 .2 2.98
3,4 16.4 2.02 13.8 2.34 11.8 2.66 11.2 2.76 10.6 2.98
4,5 13.9 2.10 12.3 2.38 10.7 2.68 10.5 2.78 3.00
5,6 12.1 2.16 10.7 2.44 10.0 2.74 2.84 3.06

A  X IO6/  
kcal X Â12

0.19 0.95 3.9 7.37 15.87

L i + Na* K  + R b * C s +

0,1 25.5 17.6 11.4 9.6 7.9
1,2 18.9 13.2 8.9 7.0 5.9
2,3 13.3 9.3 6.3 5.0 4.2
3,4 7.5 6.3 4.4 3.8 3.0
4,5 4.5 3.9 3.2 2.8
5,6 2.5 2.9 2.3

“ All energy values in kcal/mol. Free energy values for standard state 1 atm and 298°K. 6 Extrapolated value from plot in Figure
3. c ffs.i (Â) corresponds to distance between and oxygen nuclei in cluster M +(OH2)„ obtained from calculations in which the A 
value was selected to give AE0lt = AH0,i- d A values for term ARt,i~u in electrostatic calculations obtained by setting A/fo.i = A«o,i-

Table II: Entropy Changes“ for Reactions
M +(H20)b_i +  h 2o = M+(H20)„

Li + N a * K* R b  + Cs +

ASo,i° 23.0* 21.5 21.6 21.2 19.4
ASoS 23.0 22.7 21.6 22.0 21.2
ASo,ic 23.0 22.9 22.0 22.0 21.3

(835°K) (667°K) (570°K) (455°K) (445°K)
AS1'2 21.1 22.2 24.2 22.2 22.2
A$2,3 24.9 21.9 23.0 24.0 23.7
A$3,4 29.9 25.0 24.7 24.8 25.4
as4)5 31.4 28.1 25.2 25.7
A$5,6 32.0 26.0 25.7

a Entropy values in eu. bEntropy values calculated at
298 °K. c Entropy values calculated at the temperatures shown 
in brackets corresponding to middle of van’t Hoff plot tem­
perature range from which experimental AS values were ob­
tained. d AS value obtained by extrapolation of experimental 
A a n d  Aff°„_i.„ for Li+(OH2)„.

stant slopes of these plots lead to A //k_i ,„ for the sodium 
reactions. Similar results were obtained for the other 
alkali ions. The resulting AG°„-i,n and
AS°n-i'„ are shown in Table I and II and in Figures
3 and 4.

In Figure 3 the AF°„_i,, for the ions are shown for 
the different clustering steps (n — 1 ,n). It is found, for a 
given alkali ion, that — AH°n_i,„ decreases as n and 
thus the size of the cluster increases. Comparing the 
different alkali ions one finds that the - A F ° a_i,„ are 
largest for Li+ and smallest for Cs+. Both results are 
reasonable and agree with what one would have expec­
ted. The AG°n-i,n values of Figure 4 exhibit similar 
trends.

The (0,1) values for Li+ were not measured experi­
mentally since at the high temperatures required to

Figure 4. Free energies of clustering reactions M +(H20)„_i +  
H20 = M+(H20)„.

observe the equilibrium (T >  900°K) large impurity 
emission of K + ions interfered with the reliability of the 
measurements. While the Li+ equilibrium could be 
probably measured with the use of suppressor grids and 
other refinements, the additional effort involved was not 
considered worth it for the present time since a fairly 
accurate value for AHo,i of Li+ can be obtained by ex­
trapolation from the other A ff°,-i,»  of this ion.

The consistency of the relative AH°n-i,n values for 
the different alkali ions with available thermodynamic 
data is checked in Figure 5 which gives a plot of Aff0,«'
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Figure 5. Plot of AH0,n(.Cs+) — Aff0,»(M+) vs. n showing 
that above differences approach differences of total single ion 
heats of hydration obtained by Randles (R) and Latimer (L).7

(Cs+) — A//o,;l(M +) vs. n. It is to be expected that 
for large n the above difference should approach the 
difference between the single ion heats of hydration: 
A//h (Cs+) — AHh(M +). Indicated on the figure are 
the values for these differences obtained from the single 
ion hydration enthalpies of Latimer, Pitzer, and Slanski7 
and Randles. The plot clearly shows that the present 
data are consistent with the single ion hydration dif­
ferences.

In Figure 6 the — AG°b_i ,b values at 298°K are 
plotted vs. n but using a logarithmic scale for n in order 
to be able to accommodate a large increase of n. The 
dashed line represents calculated AG°evaP using the 
Thompson formula,16 eq (II), for the evaporation of 
water from a spherical droplet of radius r carrying a

AG°evap — RT In —-
*  r

Af/20
p \ r

single centrally located charge. PT is the vapor pres­
sure over the droplet while P„ is the vapor pressure of 
water with a flat surface, p and M  are the density and 
the molecular weight while 9, e, and e are the surface 
tension, electronic charge, and dielectric constant. The 
surface tension and dielectric constant are assumed inde­
pendent of the radius. Equation II is still used in 
cloud chamber practice.16 The first term in the equa­
tion represents the lowering of the —AG° with de­
creasing radius of the droplet. This effect is due to the 
operation of surface tension. The second term ex­
presses the increase of — AG'° with decreasing radius due 
to the increased attraction between the charge and the 
water dipoles. As the radius of the droplet decreases the 
distinction between charged water droplets and water 
clusters, M +(H20 )„ becomes less pronounced and 
A(r0evap (for 1 mol of water molecules from “ 1 mol of 
water droplets” ) begins to approach AG°b_1>b. The 
dashed line given in Figure 6 was obtained with the 
macroscopic values for p, 9, and e.

It is interesting to note that the experimentally 
determined AG°B_iin values for all ions are consistent

Figure 6. Comparison of free energy of hydration 
with free energy of evaporation of 1 mol of water molecules 
from 1 mol of water droplets carrying a single ionic charge. 
Number of molecules contained per droplet given in the 
abscissa. Free energy of evaporation calculated from 
Thompson formula.16

with the predictions of eq II since the AG°„_1,„ for all 
ions extrapolate smoothly for high n into the calculated 
curve.

Figure 6 also illustrates the fact that there is a theoret­
ical limit for n beyond which clustering equilibria can­
not be measured. Thus when — AG°b_i ,b becomes 
smaller than — AG “evaporation =  2.03 kcal/mol at 298°K 
(normal free energy of evaporation from a flat water 
surface, indicated by black horizontal line in Figure 6) 
condensation to bulk liquid water becomes theoretically 
possible. However, in the absence of other nucleation 
catalysts, condensation will not occur and ion clustering 
equilibria will exist (at water pressures above saturation 
pressure) until n becomes about equal to 20. Beyond 
this point the — AG°„_i ,b (dashed curve) begins to in­
crease, which means that clusters with higher n become 
thermodynamically more stable and growth of the 
clusters becomes spontaneous ending in bulk water.

In experiments done up to the present we found that 
clustering equilibria could not be measured beyond 
n «  7 due to condensation of water in the ion source. 
According to the above discussion, the condensation 
must have been catalyzed by some other nucleating 
agents (i.e., active points on the metal surfaces of the 
walls, etc.). Thus application of special techniques as, 
for instance, used in cloud chamber experiments coupled 
with rapid mass scanning might allow equilibria to be 
measured for n up to about 20, but not higher.

It was considered of interest to compare the experi­
mental enthalpy and entropy values with theoretically 
calculated energies and entropies. The potential en­
ergy En of a cluster consisting of a central ion and n

(16) J . J. T h om p son , “ A p p lica tion s o f  D y n a m ics to  P h ysics  and 
C h em istry ,”  V o l. I , M cM illa n  & C o., L on d on , 1888, p  165; C . M . 
Y o rk , ‘ ‘ C loud  C ham bers,”  Sect. 3, Y o l. X L V , ‘ ‘H a n d bu ch  d er P h y s ik ,”  
Springer-Verlag, Berlin , 1958.
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ligand molecules relative to the energy for the ion and 
the ligands at infinity was calculated by eq III.

En =  EDIP +  EPOL +

EDIS +  RDIP +  REL (III)

EDIP stands for the energy due to the ion-permanent 
dipole attractions, EPOL for the ion-induced dipole 
attractions, and EDIS is the energy due to attractive 
van der Waals or dispersion forces between the ion and 
the ligands and the ligands themselves. RDIP is the 
energy term representing dipole-dipole repulsion forces. 
The dipole-dipole repulsion forces are those due to 
permanent dipole and induced dipole repulsions. The 
last term, REL, stands for the electronic repulsion be­
tween the ion and the ligand molecules. The electronic 
repulsions between the ligand molecules themselves 
were neglected.

For clusters with n >  2, a number of structures can 
be assumed. We used for n = 3 a trigonal planar struc­
ture. A tetrahedron, a trigonal bypyramid, and an 
octahedron were used for n = 4, 5, and 6. The metal ion 
was located in the center while the water molecules 
were at the corners of the regular polyhedra mentioned 
above. The water molecules were so oriented that the 
central ion was lying on the extension of the bisector of 
the HOH angle with the oxygen pointing toward the 
ion.

The terms EDIP and EPOL were calculated as de­
scribed in the previous publication dealing with the 
hydration of potassium.13 In these calculations a 
point charge model was used to represent the water 
dipole. The atomic polarizabilities of hydrogen and 
oxygen were used to represent the polarizability of 
water.

The individual terms whose sum gives the total dis­
persion energy EDIS were calculated from eq IV which 
has been used by Muirhead-Gould and Laidler* * * 17 for 
similar evaluations

EDISij = -V *
« i c q  / ¡ I j (IV)

cq is the (point dipole) polarizability and 7; the ioniza­
tion potential of molecule i. rq is the distance between 
the molecules. The distance between the ion and the 
water molecules was taken as equal to the distance from 
the ion nucleus to the oxygen nucleus (R1.3) plus 0.3 A. 
The distances between the water molecule themselves 
were measured from center to center assuming the 
center to lie on the bisector of the OH2 angle and 0.3 A 
from the oxygen nucleus. The total dispersion energy 
was obtained by summing over all appropriate mole­
cules. The ionization potentials and polarizabilities 
were the same as those used by Muirhead-Gould and 
Laidler.

For the calculation of the terms due to permanent 
dipole-permanent dipole repulsion the point charge

model for the water molecule was used. However, the 
point charge model becomes too cumbersome in the 
calculation of the permanent dipole-induced dipole 
and induced dipole-induced dipole interactions. 
Therefore these were calculated by using the point 
dipole and point polarizability of water.

The selection of the numerical value for the constant 
A in the term REL = AR~U representing the elec­
tronic repulsions is probably the most critical step in 
electrostatic calculations of the type used here. Thus, 
the nature of the central ion Li+, or Na+, etc., finds 
expression in the calculation essentially only through 
the value of A. The dispersion terms also depend on 
the nature of the ion but these terms are quite small. 
A first set of calculations was made in which the con­
stants A for the repulsion between the alkali ions and 
the water molecules were evaluated from A values for 
the noble gases.18'19 The A constants for the noble 
gases which were used18 are a well established set based 
on second virial coefficients. The procedure used to 
obtain the required A values for the alkali ions from 
those of the noble gases is given in the Appendix, and 
the actual A values used are given in Table III.

Table III: Potential Energies of Clusters M +(H20)„ from 
Electrostatic Calculations Using Repulsion Terms AR~I2“

- AE0,n Li + Na + K + Rb~ Cs +
0,1 53.3 42.9 31.2 28.1 23.1
3̂,1 1.56 1.74 2.04 2.16 2.38

0,2 95.9 79.1 58.8 53.6 44.4
Ä3.1 1.60 1.76 2.06 2.18 2.38
0,3 119.6 102.7 79.8 73.7 62.0
Rz,i 1.66 1.80 2.08 2.20 2.42
0,4 129.7 116.5 94.9 89.1 76.3
Rz.i 1.72 1.86 2.12 2.24 2.44
0,5 123.8 117.4 101.6 97.5 85.4
3̂,1 1.84 1.94 2.18 2.28 2.48

0,6 118.4 116.0 105.9 103.6 92.6
3̂,1 1.96 2.04 2.24 2.34 2.52

A X 105 kcal 0.0298 0.0861 0.4200 0.8400 2.100
X l 12
“ Repulsion term determined according to procedure de­

scribed in the Appendix from noble gas A values, van der Waals 
radii of noble gases, and Stokes radii of M +. AE0,n in kcal/mol; 
i?3,i in A. corresponds to distance from center of ion to nucleus 
of oxygen atom of water molecule.

The potential energies En as a function of the param­
eter RSii (oxygen-ion distance) were then calculated
for all ions with an IBM 360/67 computer. The po-

(17) J . S . M u irh ead -G ou ld  and K . J . L aid ler, Trans. Faraday Soc., 
63, 944 (1967).
(18) J . O . H irschfelder, C . F . Curtis, and  R . B . B ird , "M o le cu la r  
T h e o ry  o f Gases and L iqu id s,”  John W ile y  & Sons, N ew  Y ork , N . Y ., 
1954, p  1110.
(19) E . A . M a son  and J. I . V anderslice in  “ A to m ic  and M olecu lar  
P rocesses ,”  D . R . B ates, E d ., A cad em ic  Press, N ew  Y o rk , N . Y ., 
1967, C hapter 17.
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tential energy minima found are given in Table III 
where the notation AE0,n is used in analogy with the 
notation for the experimental (AH) values. Given 
in Table IV are the values of the individual energy

Table IV : Individual Energy” Contributions to Potential 
Energy Calculations of Cluster Na+(OH2)„

n - E D I P - E P O L - E D I S R D I P R E L

l 36.871 14.982 2.283 0 11.180
2 72.243 28.741 4.425 6.810 19.494
3 104.064 39.720 6.531 25.236 22.330
4 130.794 47.015 8.353 49.490 20.117
5 151.423 50.385 10.680 80.234 15.149
6 165.773 50.341 11.608 104.830 9.946

° All values in kcal/mol.

terms : EDIP, EPOL, etc., for sodium in order to
illustrate the relative magnitude of each contribution. 
Figure 7 gives a plot of — AEo,„ and the experimentally 
measured —AH0,n for sodium. It can be seen from 
the figure and the tables that in all cases the calculated 
values are considerably larger than the experimental 
values. In general the calculated AE0,i and AE0 ,2 are 
about 70% larger than the corresponding enthalpy 
values. We consider it unlikely that the experimental 
determinations can be in error by such a large margin. 
It is more likely that some assumptions made in the 
calculation were inappropriate. The term that is 
most suspect is REL = AR~~U. In the Appendix it is 
demonstrated that the present choice of A values is 
consistent with the accepted set of Lennard-Jones pa­
rameters for the inert gases. These parameters were 
determined from second virial coefficients which are 
due to weak intermolecular interactions. Assuming 
that these parameters are correct in the weak inter­
action range, they will be applicable to stronger inter­
actions (smaller intermolecular distances) only if the 
Lennard-Jones potential function is of the correct form. 
It would be desirable to obviate the use of the Lennard- 
Jones six-twelve potential by dropping both these 
terms (EDIS and EREP) from the potential energy 
expression and replacing them with experimentally 
determined potentials based on molecular beam scat­
tering experiments.19 The scattering in relatively 
high kinetic energy beams is due to strong interactions 
occurring at close distances betwen the colliding 
partners. Unfortunately, experimental potential func­
tions for the present pairs Li+-- -H20, N a+-•-H20  
are not available. However, as shown in the Appendix 
the interaction for the pair Ne- ■ -Ne appears to be a 
good approximation for that between Na+ and H20. 
Therefore calculations were made for sodium using the 
potential term 7190/r9.99 kcal/mol20 instead of EDIS 
and REL. The results from these calculations gave

n
Figure 7. Comparison between experimental enthalpies Aff0,„ 
and potential energies AE0in obtained on basis of electrostatic 
type calculations, for sodium hydrates Na+(H20)„. O, 
experimental AH<>,n;9, AEo,,, calculated by adjusting value of 
constant A in repulsion term A R ~ n  so as to make iffo.i = 
AF0,i; © Ajf?o> with A value for Na + - • -O repulsion obtained 
from Stokes radius for Na+ van der Waals radius of oxygen.
□, calculated with A value for Na+-H20 repulsion set equal to 
A value for Ne-Ne repulsion;18 A,calculated with A value for 
Na+-H20 repulsion based on Stokes radius of Na+ and A value 
for watei'-water repulsion18 (see Appendix); ®, AEoin 
calculated by Garrick.21

— AE0,n which were even somewhat higher than the
— AE0,n calculated previously.

At present we cannot understand too well why all 
classes of A values lead to —AE0]U which are too high 
(see Figure 7). An idea about a possible cause for the 
discrepancy is given in the Appendix. It is interesting 
to note that the early calculation of Garrick21 which 
also used a Lennard-Jones function with parameters 
based on the noble gases also predicts considerably 
higher — AE0ti and — AE0,e energies (Figure 7). Values 
for —AE0ti and — AEo,i obtained from Garrick’s equa­
tions turn out quite close to those of the present cal­
culations; i.e., they are also much higher than the ex­
perimental results.

An alternative often adopted is to retain the Lennard- 
Jones six-twelve potential but to determine the con­
stant A in the repulsion term by some semiempirical 
method. Thus Muirhead-Gould and Laidler17 ad­
justed the value of A so as to give a distance between 
the ion and the water molecules equal to the sum of the 
Goldsmith ionic radius and a radius for the water mole-

(20) I. Amdur and E. A. Mason, J. Chem. Phys., 23, 415 (1955).
(21) F. J. Garrick, Phil. Mag., 9, 131 (1930); 10, 76 (1930).
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n -1, n

Figure 8. Comparison of experimental Affn_i,„ and calculated 
potential energy differences AEn-iin for alkali ion clusters 
M +(OH2)n: O, AH of Li+; •, AE of Li+; □, AH of Na+; ■, 
AE of Na+; A, AH of Cs+; A, AE of Cs+.

cule. The calculations of Muirhead-Gould and Laidler 
give results which are in closer agreement with the 
present experimental values. Unfortunately, only in­
complete sets for Li+ and Rb+ are available from that 
source.

In order to compare the change of AHn-i,n for a given 
ion with calculated results we chose a procedure already 
used in a previous paper.13 The AR~12 form was re­
tained and an empirical value for A was determined 
for each ion by setting AE0,i =  AH0,v The AE0,„ 
values obtained by this procedure were then used to 
evaluate: AEn-i,n — AE0,„ — AEo,n-v  Some of the 
data obtained are shown in the composite Figure 8 
which illustrates the observed effects for the small ion 
Li+, the medium sized ion Na+, and the large ion Cs+. 
For small n (n =  2 and 3) it is found that — AEn-i,n 
falls off less rapidly than the — AHn-i,n. This effect is 
most pronounced for Li+ and almost not noticeable for 
Cs+. The more rapid initial drop off of the — AHn-i,n 
terms could be due to the presence of chemical 
(nonelectrostatic) bonding in the M+OH2 complex. 
This bonding should occur only for the attachment of 
the first water molecule and be completely or almost 
completely absent for the other water molecules. Such 
a state of affairs would exist if a certain amount of 
dative bonding between the oxygen lone pair and the 
lowest empty orbital of the alkali ion occurred. The 
oxygen lone pair electrons would then partly screen 
the positive charge from the other water molecules.22 
The effect should be largest in lithium which has most 
covalent character and weakest with cesium. This is 
what is observed in Figure 8.

At higher n the — AEn-i,n curve is found to decrease 
more rapidly and cross the — AHn-i,n. For Li+ and 
Na+, —AEi,s and —AEifi are very much smaller than 
the corresponding AH (Figure 8). As mentioned before, 
the calculations are made under the assumption that 
all water molecules are equidistant from the ion. For 
Li+ and Na+ which are small ions, this assumption is 
probably inadequate at n =  5 and n = 6. Thus the 
crossover at n =  4 should indicate that at this point 
a change to a new structure occurs in which all water 
molecules are not equivalent. The — AE4,s and — AEs,6 
for Cs are somewhat smaller than the corresponding 
AH values. However, the differences between the 
calculated and experimental values are very small so 
that one may conclude that the data do not indicate a 
change of structure at n =  4 or 5 but a persistence of 
the equivalence of all water molecules to about n =  6. 
This is, of course, consistent with the larger radius of 
Cs+.

Entropy change calculations for the reaction 0,1 were 
performed following the procedures described in the 
earlier publication.13 The parameters used and the 
results obtained are shown in Table II. The param­
eters used were obtained from the calculations where 
the constant A was adjusted to give agreement between
— AH0,i and —AE0,i- As can be seen from Table II, 
relatively good agreement is obtained between the 
calculated and observed — A$o,i° values. Calculations 
for the other reactions are possible but would involve an 
increasing number of assumptions. Therefore they 
were not made.

It is interesting to note that the experimental — AS„_i 
increase with increase of n. The same result is 
obtained for the halide ions as shown in the following 
paper.8 The increase of the — AS values occurs even 
though the bonding forces (represented for instance by
— AHn-i,n) decrease. It is reasonable to assume that 
the increase of the — AS terms reflects the gradual loss 
of freedom due to crowding of the molecules around the 
central ion. The study of the H+(H20 )„ clusters1 
showed that the — ASn-i,„ values decrease somewhat 
with increase of n. This difference of behavior between 
the clusters around centrally located (large) ions and 
water clusters containing an extra proton may be con­
sidered as evidence for the mobility or nonlocalization 
of the charge in the hydrates H +(H20)„.

The following paper8 contains results for the hydra­
tion of the halide ions. A comparison between the 
hydration energies of the alkali and halide ions is given 
there.

Appendix

Selection of Values for the Constant A in the Electronic 
Repulsion Term REL =  AR~U used in the Electrostatic 
Calculations. For determination of the values of the

(22) L . B . M agnusson , J. Chem. Phys., 39, 1953 (1963).
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Figure 9. Plot of A on a logarithmic scale vs. the van der 
Waals radius. A is the constant in the repulsive energy term 
REL = AR~i2. Points shown on the graph represent A 
values for repulsion between the inert gas atoms He • • • He,
Ne- • -Ne, etc.

constant A the following procedure was adopted. The 
values of A for the repulsions between Ne - • • Ne, Ar- • • 
Ar, etc., were calculated from the six-twelve potential 
function of Lennard-Jones using the equation A =  
4ecr12. e is the depth of the potential well and a is the 
interatomic distance for zero potential energy. The 
values for e and a were taken from Hirschfelder, Curtis, 
and Bird.18 It has been observed19 that the A values 
for the interactions between two nonidentical noble gas 
atoms like Ne - • • Ar can be approximated quite well by 
taking the geometric means of the A values for Ne - • • 
Ne and Ar- ■ ■ Ar. Thus A Ne,Ar ~  A 1/2Ne,Ne X A V2Ar,Ar. 
This property was the basis of the selection of A values 
for the present purposes. Figure 9 shows a plot of A 1/2 
for the inert gases plotted on a logarithmic scale vs. 
their respective van der Waals radii. The straight 
line obtained allows one to select an A 1/2 value for any 
species for which an appropriate radius is available. 
It is important to realize that the selected radius must 
be consistent with the van der Waals radii used for the 
inert gases. Thus the radius for the isoelectronic posi­
tive alkali ion should be smaller than that of the cor­
responding inert gas atom and the radius of the halide 
ion should be larger. One set of A 1/2 values for the 
alkali ion-water repulsions was obtained by using the 
van der Waals radii for the alkali ions obtained by 
Stokes,23 who determined these radii by quantum 
mechanical scaling of the van der Waals radii of the

corresponding isoelectronic inert gas atoms. In one 
set of calculations the A 1/2 term representing the water 
molecules was taken as the A 1/2 term of the oxygen 
atom. The van der Waals radius of oxygen 1.4 A was 
used. The radius in the AR~12 term corresponded in 
this case to Riih the distance between the alkali and 
oxygen nuclei. The resulting A values for the M + ■ ■ • 0  
repulsions are given in Table III. The M + - • - H re­
pulsions were neglected. The potential energies AE0,i 
from these A values are given in Table III and Figure 
7.

A second set of calculations was made with the A 1/2 
values of the alkali ions as determined above and the 
A 1/2 value for water-water molecule repulsions given in 
the literature, (p 214, ref 18). The radius in the AR~12 
term in this case corresponded to Ri,z +  0.3 A. The 
potential energies calculated with these A values were 
very similar to those obtained above (see Figure 7).

A third set of calculations was made for Na (OH2), 
in which the A value was taken to be the same as that 
for the Ne - • - Ne repulsions. The justification for this 
procedure lies in the observation that Na+ should be 
somewhat smaller than Ne while H20  should be some­
what larger and an approximate cancellation of the 
two errors might be expected. The potential energies 
obtained with this choice of A are also shown in Figure 7 
and are also in close agreement with the other two cal­
culations.

At present, we do not understand too well why all 
choices of A values lead to — AE0,n results which are too 
high (see Figure 7). The following may be an explana­
tion. All choices of A depend on a certain assumed size 
parameter (radius) for the positive ion and the water 
molecule. However, since the electron cloud of the 
positive ion is compressed because of the excess nuclear 
charge, the electronic repulsive forces in a strong col­
lision between the positive ion and the neutral should be 
larger than those occurring in a collision of two neu­
trals of the same size. This stiffness of the electron 
cloud of the alkali ion is not taken into account in the 
present choices of A. An empirical way of correcting 
for the greater stiffness of the positive ion is to choose a 
bigger radius. For example, the radii of Pauling24 or 
Gourary and Adrian26 might have been selected. The 
difficulty in such a procedure lies in the correlation 
of the ionic radii with the radii of the inert gases 
which are the basis of the plot in Figure 9.

(23) R . H . Stokes, J. Amer. Chem. Soc., 86 , 979 (1964).
(24) L . Pauling, “ T h e  N ature  o f the  C hem ica l B o n d ,”  C orn ell 
U niversity  Press, Ithaca , N . Y ., 1948.
(25) B . S. G ou ra ry  and F . J. A drian , Solid. State Phys., 10, 127 
(1 960).
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Hydration of the Halide Negative Ions in the Gas Phase.

II. Comparison of Hydration Energies for the Alkali 

Positive and Halide Negative Ions

by M . Arshadi, R. Yamdagni, and P. Kebarle

Chemistry Department, University of Alberta, Edmonton, Canada (Received September 2, 1969)

The A/7n_i,„, and A$„_i,„ for the gas-phase reactions X~(H20 )„_i +  H20  = X~(H20)„ where X -  =
F“ , Cl~, Br_, I -  were measured for re = 1 to re = 4 or 5. The method of measurement depends on mass 
spectrometric sampling of the ions X~(H20)„ emerging from an ion source containing water vapor. Comparison 
of the enthalpies of X - (H20)n with the enthalpies of the isoelectronic alkali M +(H20)n shows that the iso- 
electronic positive ion gives stronger hydration interactions for small re. The difference between A 
for the positive and negative isoelectronic ions decreases as re increases. Electrostatic calculations of the 
potential energies of X “ (H20)„ indicate that the relatively stronger interactions of the negative ions at high 
n are probably due to a gradual change-over in the attachment mode of the water molecules to the negative 
ion. For small n the water molecule “ touches” the ion with both H atoms; at higher re crowding is relieved 
by attachment through only one of the H atoms. The determined enthalpies for the halide and alkali ions 
are shown to be consistent with the total single ion hydration energies based on the Randles Volta measure­
ments.

Introduction

The gas-phase hydration energies for the alkali 
positive ions are described in the preceding paper1 
of this issue. The present work deals with the hy­
dration energies of the halide ions in the reactions 
(re — l,re) occurring in the gas phase where X -  =  F - ,

X “ (H20 )„_ i +  H20  = X - (H 20 ) k (re -  1,»)

Cl- , Br- , and 1“ . The principle of the determination 
of the hydration equilibria and the temperature de­
pendence of the equilibrium constants K n-i,n was 
the same as that used in the preceding paper.1

The present work is a continuation of an earlier 
study2 of the halide ions. In the earlier study equi­
librium determinations were done only at room tem­
perature so that no values could be ob­
tained. Also the set of (re —  l,re) reactions observed 
was more restricted. The study of the halide ions 
is a logical continuation of the alkali ion investigation. 
Both sets represent spherically symmetrical ions with 
noble gas electronic shells. However, since the ori­
entation of the water molecules is different in the 
positive and negative ions, the hydration energies 
might show some specific differences. In an earlier 
comparison2 of the hydration of the alkali and halide 
ions, which was restricted by the availability of a 
complete set of A(?°3,4 data only, we concluded that 
the gas-phase hydration energies are consistent with 
the single ion hydration energies based on Volta mea­
surements by Randles.3 The present results which

are more detailed allow interesting elaborations to 
be made on the above conclusion.

The gas-phase hydration equilibria of the halide 
ions should also be of primary interest in the many 
fields of study involving ions at pressures from about 
10-3 Torr to atmospheric pressure. Thus in electrical 
phenomena in the troposphere and ionosphere, drift 
and mobility experiments with gaseous ions, gas dis­
charges, ionic reactions induced by ionizing radiation, 
flames, etc., water, and other polar molecules are often 
natural constituents, deliberate admixtures, or chance 
impurities. Clustering of the polar molecules around 
the ion occurs in such systems and has important 
effects on the mobility, recombination coefficients, and 
reactivity of the ions.

Experimental Section
Most of the measurements were made with a mag­

netic mass spectrometer incorporating a high-pressure 
ion source. A 2000-eV electron beam was used as 
ionizing medium. Both ion source and electron gun 
were mounted in separate ports of an 8-in. pumping 
lead (Figure 1). The electron beam produced by a 
thoriated iridium filament is electrostatically focused 
by an electrode system similar to that employed in 
cathode ray tubes. The ion source machined out of

(1) I .  D z id ic  and P . K ebarle , J. Phys. Chem., 74, 1466 (1970).
(2) P . K ebarle , M . Arshadi, and J. Scarborou gh , J. Chem. Phys., 49, 
817 (1 968 ); SO, 1049 (1969).
(3) J . E . D esn oyers, in “ M od ern  A sp ects  o f  E le c tro ch e m is try ,”  
V o l. 5, J . O . M . B ockris, E d ., P lenum  Press, N ew  Y o r k , N . Y . ,  1969, 
Chapter 1.
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Figure 1. Electron beam high-pressure ion source: 1, electron 
filament; 2-6, electrodes for electrostatic focusing of electron 
beam; 7,8, deflection electrodes; 9, magnetic and electrostatic 
shielding of electron beam; 10, ion source with copper heating 
mantle; 11, electrostatic shielding of ions; 12, electron entrance 
slit; 13, electron trap; 14, copper lid holding ion exit slit 
flange; 15, gas inlet and outlet; 16-18, ion source supports 
and insulation; 19-26, ion beam acceleration and focusing;
27, mass spectrometer tube to 90° magnetic sector.

stainless steel had a port carrying the electron entrance 
slit (2 X  0.015 mm) and another port at right angles 
carrying the ion exit slit (2 X 0.015 mm). The ver­
tical distance between the plane of the electron beam 
and the ion exit slit was 4 mm. All parts of the ion 
source were sealed with gold gaskets. This allowed 
operation of the source up to 500°. The ion source 
block was surrounded by a thick copper mantle which 
carried the heater wells.

The ions escaping from the exit slit were accelerated 
to the first cone electrode (Figure 1) where they entered 
a differentially pumped acceleration and focusing re­
gion. Mass analysis was obtained in a 90°, 15-cm 
radius magnetic sector tube which was also differ­
entially pumped. The electron pulses produced in a 
secondary multiplier were counted with a counting 
system. The above arrangement of ion source and 
electron gun is very similar to that described in an 
earlier publication by Durden, Kebarle, and Good.4 
An improvement in the present setup is the high-tem­
perature capability of the ion source.

The electron beam could be pulsed and the ion 
detection could be gated in a manner similar to that 
used in the Durden apparatus. Shown in Figure 2 
is the detected total ion intensity with time after a 
50-/usec electron pulse. The ion source contained 3 
Torr of water vapor. It can be seen that the average

time which an ion spends in the ion source is some
2-3 msec. One can calculate on the basis of clustering 
reaction rate constants for the hydration of the proton 
determined recently5 that clustering equilibria in that 
system are achieved in less than 100 ^sec at water 
pressures larger than 0.2 Torr. Assuming that the 
rate constants for the clustering equilibria of the halides 
are of a similar order of magnitude, it follows that 
the equilibria for these ions are also achieved within 
the source residence time of the average sampled ion. 
All clustering equilibria measurements were made 
under continuous electron irradiation and ion detection 
since under these conditions the intensity of the de­
tected signal is highest.

TIME, m.sec.

Figure 2. Total ion intensity detected with mass spectrometer 
after electron pulse of 50-^sec duration. Curve shows that ion 
residence time of the average ion is considerably 
longer than 100 ¿tsec.

Some of the measurements were made with the a- 
particle mass spectrometer which has been described 
previously.2 In order to be able to increase the tem­
perature of the ion source without increasing the 
temperature of the a source a modification was made 
to the earlier apparatus. The a source was mounted 
in a separate hermetically sealed compartment which 
was not in physical contact with the ion source. Both 
the a particle compartment and ion source a entrance 
port were sealed by 0.0001-in. stainless steel foils. 
The arrangement is shown in Figure 3.

The measurement of water pressure and other ex­
perimental conditions were very similar to those de­
scribed in previous publications.

The compounds used to produce the halide ions 
were the same as those used in the earlier work.2

(4) D . A . D urden , P . K ebarle, and A . G ood , J. Chem. Phys., SO, 805 
(1969).
(5) A . G ood , D . A . D urden , and P . K ebarle , ibid., in  press.
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Figure 3. «-Particle high-temperature ion source: 1, a source 
in double container with two foil windows and two porous 
stainless steel plugs for pressure equalization; 2, copper rod 
carrying «  source container and allowing vertical motion of 
a source; 3, insulation; 4, double gas inlet for allowing gas 
circulation; 5, copper heating mantle; 6, ion source; 7, ion 
exit slit; 8, shielding electrode and copper bottom of ion source.

Figure 4. Plots of log for the gas-phase hydration of Cl -  at 
various constant temperatures vs. pressure of H2O.

Figure 5. van’t Hoff plots of the equilibrium constants Kn-i.n 
for the gas-phase hydration of Cl- : O, electron beam mass
spectrometer; □, a particle mass spectrometer.

Results and Discussion

A. Results for the Halide Ions. An example of 
some typical determinations of the equilibrium constants 
K n̂ i,„ is given in Figure 4 which shows /ti,2 for 
Cl-  as a function of water pressure and reaction tem­
perature. The equilibrium constants were determined 
from the measured ion ratio /„//„_1  and the known 
water pressure p using the equation K n- 1,„ =  / „ /  
(.I„-ip). The data in Figure 4 demonstrate that 
the equilibrium constants do not change with water 
pressure, van’t Hoff plots of the equilibrium con­
stants of Cl-  are given in Figure 5 showing the straight 
lines obtained whose slopes lead to the determination 
of Results of similar appearance were ob­
tained also for the other halides. The experimental 

AG°n-in, and AS°n-i,n for the halide ion hy­
drations are summarized in Table I and Table II.

The AHm_i ,k of the halide ions are also shown in 
Figure 6 plotted vs. n. The figure shows that the 
-A f f j_ i , ,  are highest for F~ and lowest for I~ as 
would be expected from the relative size of the ions. 
The variation of AHn-i,n with n will be considered 
below in connection with electrostatic calculations.

The consistency of the relative AHn-i,n values for 
the different halides with available thermodynamic 
data is checked in Figure 7 which gives a plot of AH0,n- 
(I- ) — AH0<n(X~) vs. n, where X -  = F~, Cl- ,
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Table I  : Experimentally Determined Enthalpies and Calculated Potential Energies for Hydration
Reactions of the Halide Ions.“ X -(H 20)n_,L +  H20 = X-(H 20)„

(n  — l,n ) — A H
- A  E  

(sym )
— A E  

(nonsym ) - A  H
— A E  — A E  

(sym ) (nonsym ) - A  H
— A E  

(sym )
- A  E

(nonsym ) - A H
— A E
(sym )

- A E
(non sym )

(0,1) 23.3 18.8 12.6 13.1 13.2 8.7 12.6 12.7 8.4 10.2 9.7 6.4
(1,2) 16.6 16.9 12.0 12.7 12.3 8.4 12.3 11.9 8.1 9.8 9.2 6.2
(2,3) 13.7 13.3 10.6 11.7 10.5 7.7 11.5 10.3 7.4 9.4 8.2 5.8
(3,4) 13.5 10.5 9.5 11.1 9.2 7.1 10.9 9.0 6.9 7.5 5.4
(4,5) 13.2 5.8 8.3 6.3 6.4 6.3 6.2 5.6 5.1
(5,6) 2.1 7.2 4.2 5.8 4.4 5.7 4.5 4.7

ß (X --H 20 ),6
Â

A,c A12 kcal 
mol-1

2.46 3.05 2.92 3.48 2.97 3.54 3.37 3.92

5.06 X 104 2..746 X 10® 3,.445 X 106 1.181 X 106

a All energy values in kcal/mol. b R corresponds to the distance between the centers of the negative ion and the water molecule 
for the case n = 1. c Value of constant in term AR~n used for electronic repulsion between hydrogen atom of water molecule and 
halide ion.

Table I I :  Gas-Phase Free Energies and Entropies for Hydration Reaction of Halide Ions.“ X (H20)„_i +  H20 = X (H20)„

— A G °*_ in, k ca l/m o l----------------------------------- . .-------------------------------------------------eu-
71 — 1,71 F - C i - Br~ I - F - c i - B r- I -

0,1 1 8 .1 8 .2 7 .0 5 .4 1 7 .4
(2 2 .5  P

1 6 .5
(2 0 .9 )

1 8 .4
(2 0 .0 )

1 6 .3
(1 7 .7 )

1,2 1 1 .0 6 .5 5 .5 4 .2 1 8 .7 2 0 .8 2 2 .9 1 9 .0
2,3 7 .6 4 .5 4 .1 3 .1 2 0 .4 2 3 .2 2 4 .8 2 1 .3
3,4 5 .5 3 .4 2 .9 3 6 .9 2 5 .8 2 6 .8
4,5 7 .1 3 0 .7

<* Standard state 1 atm, T = 298°K. 6 Values in parentheses correspond to — ASo,i calculated using bond distances and vibrational
frequencies, based on electrostatic calculations.

and Br- . It is to be expected that for large n the 
above difference should approach the difference be­
tween the single ion heats of hydration AHh(I_) — 
Aifh(X-). Indicated on the figure are the values for 
these differences obtained from the single ion hydration 
enthalpies of Latimer, Pitzer, and Slanski and Randles.8 
The AHn̂ lin values used in the plot are those directly 
measured when available or extrapolated values from 
Figure 7. The plot shows that the present determina­
tions are consistent with the single ion hydration en­
thalpies since the AH0,n differences extrapolate ap­
proximately to the single ion hydration differences. 
For F~ and Cl~ the single ion hydration differences 
calculated from the Latimer and Randles data are 
quite close. However, for the case of Br-  there is 
an appreciable difference. This difference should be 
due to the use of different values for the electron 
affinity of Br in the Born cycles involved in the evalua­
tions.6“ It will be noted in Figure 7 that the Br 
AH0,n difference curve crosses the Latimer line and 
is asymptotic to the Randles line. Therefore the pres­
ent results are consistent with the Randles data which 
were evaluated with use of more recent and better 
electron affinities.

B. Electrostatic Calculations for the Negative Ions 
and Comparison of Calculations with Experimental Re­
sults. Electostatic calculations of the potential energy 
En of the clusters X ~(H 20 )B were made since it was 
believed that a comparison of the calculations with 
the AHn-i,n will help in the interpretation of the 
experimental results. The potential energy En was 
expressed according to eq I as a sum of the attractive 
potential energy

En = EDIP +  EPOL +  EDIS +  RDIP +  REL (I)

terms EDIP, EPOL, and EDIS standing for the ion- 
dipole, ion-induced dipole, and ion-water molecule 
dispersion forces interactions. The repulsive inter­
actions considered were RDIP and REL standing for 
the dipole-dipole repulsions between the water mole­
cules and the repulsion between the charge clouds 
of the ion and the water molecules. The procedures 
followed in the calculations were the same as those 
given in the preceding paper.1 All water molecules 
were placed in equivalent positions. For the negative 
ions, two orientations of the water molecules may 
be considered. In one orientation the negative ion 
lies on the extension of the bisector of the HOH angle
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n

Figure 7. Comparison of experimental Affo.n with total single 
ion heats of hydration of Latimer, Pitzer, and Slanski (L ) and 
Randles (R).

and the two hydrogens are symmetrically “ touching” 
the ion. This orientation we will call symmetric. In 
the second nonsymmetric orientation the negative ion 
lies on the extension of the H -0  bond with one hy­
drogen atom touching the ion and the other rotated 
around the X —H -0  axis to a position of minimum 
potential energy.

n

Figure 8. Comparison of calculated potential energy Al?o,„ and 
experimental Aff0,„for C1“ (H20)„: X , Aff0,„; □ ,  A E 0,n (sym);
O, Al?o,„ (nonsym).

( n - l , n )

Figure 9. Comparison of calculated potential energy A£?„_i,n 
and experimental Ai7n_i,„ for Cl_(H20)n: X , Ai7„_i,„; □,
A#„-i,„ (sym); O, A®„_i,n (nonsym).

The electronic repulsion energies REL were cal­
culated under the assumption that only the repulsions 
between the ion and the hydrogen atoms “ touching” 
it are important. The repulsive term REL was set 
equal to 2A/Ru for the symmetric structure and A/Ru 
for the nonsymmetric structure. R is the distance 
between the ion and hydrogen nuclei. The selection 
of the constant A was obtained by the procedure 
outlined in the Appendix of the preceding paper.1 As 
distance parameters for Figure 9 of the Appendix, 
in ref 1, the Stokes van der Waals radii were used 
for the halide ions; F~ (1.909 A), Cl-  (2.252 A), 
Br~ (2.298 A), 1“  (2.548 A), and the van der Waals 
radius for hydrogen H (1.2 A). The resulting values 
for A are given in Table I.
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( n -1, n)

Figure 10. Comparsion of calculated potential energy 
A E n_ i,„  and experimental for F- (H 20)„: X ,
D, (sy m ); O, A £ „_ i ,n (non sym ).

The results of the calculations are given in Table I 
and Figures 8, 9, and 10. In Figure 8 a comparison 
is made between the experimental AH0,n and the cal­
culated AEo.n (sym) and (nonsym) for the medium 
sized ion Cl- . The figure shows that there is very 
good agreement between the Aff0,i and AH 0,2 and 
the calculated symmetric values. For higher n, the 
calculated — AUo.^sym) become somewhat smaller 
than the experimental results. The — AE0,n (nonsym) 
are considerably lower for all n. However, the fall- 
off in slope with increase of n in the nonsymmetric 
case is slower than that of the symmetric case. This 
tendency is shown more clearly in Figure 9 which 
gives Al/„_i,n and A/iK_i,n- The fall-off of the 
— AEn-i,n (sym) is much faster than that of the ex­
perimental or the nonsymmetric values. The slower 
fall-off observed for the nonsymmetric case must be 
due to the fact that the nonsymmetric arrangement 
allows more molecules to be fitted around an ion of 
given radius, i.e., this arrangement minimizes the 
repulsions between the water molecules. Probably in 
the actual clusters, the first water molecules go in 
the symmetric positions, but as the cluster grows some 
molecules assume symmetric and others nonsymmetric 
positions or positions intermediate between symmetric 
and nonsymmetric.

The calculations for the larger ions Br-  and I -  
reveal trends which are very similar to the trends 
in the Cl-  ion; therefore they will not be discussed. 
However, the F '  ion shows an interesting deviation 
which should be mentioned. In Figure 10 one finds 
that the — AH0,i is considerably larger than the cal­
culated — AEo,i. Since the symmetric AE0,i were in 
good agreement with AH0,i for all other ions, the 
discrepancy observed in the F -  case indicates that 
the bonding in F~-H 20  is not well approximated 
by the electrostatic model. The additional bonding

probably comes about from an F-H  bond formation. 
Thus the electronic structure of the monohydrate is 
probably a hybrid of the mesomeric structures I, II, 
and III. The fact that this effect does not occur

,H

f;  \ >  ---- *■

'H

I

/ \  / \
F„ ,0'~*----^F. .O'
\  /  \ /

H H

n m

to such a large extent with the other halides is easily 
understood. The tendency for H -X  bond formation 
is by far the largest for fluorine. This is illustrated 
by the very high bond dissociation energy in hydrogen 
fluoride D(H -F) =  135 kcal/mol as compared with 
D(H-C1) =  103 and D(H -I) =  71 kcal/mol.

The close agreement between the absolute values 
of the calculated AE0,i and Al?i,2(sym) and the cor­
responding experimental AH0,i and A/7ii2 is probably 
not significant.

We do not believe that the electrostatic calculation 
is capable of producing such close agreement with 
experiment. In the preceding paper1 dealing with 
the alkali ions, rather poor agreement was found be­
tween the electrostatic calculations and experiment. 
In that place reasons were given as to why the A 
values selected by the procedure used in the Appendix 
of ref 1 might be effectively too low for the positive 
ions. If these reasons are valid, the A values selected 
for the negative ions should be too low and thus 
lead to —AEo,n which are too low. We think that 
absolute values of the electrostatic calculations for 
positive and negative ions do not have any great 
significance and that only the relative changes with n 
are instructive.

C. Comparison between the Hydration Energies of the 
Alkali and Halide Ions. The experimental enthalpies 
Aif„_i,„ for the alkali and the halide ions are shown 
together in Figure 11 plotted vs. (n — 1, n). The hydra­
tion interactions of these spherical ions are probably 
best examined if one compares the hydration energies 
of isoelectronic pairs like K+ and Cl- , Rb+ and Br- , 
etc. Since the nuclear charge of the negative ion 
in the isoelectronic pair is two units lower, the size 
of the electron cloud of the isolated negative ion will 
be definitely larger than that of the positive ion. There­
fore, if one considers only the effect of ionic size (in 
vacuo) one would definitely predict that the positive 
isoelectronic ion should have higher —AHn- i tH. Ex­
amining the enthalpies of the larger ions like K+ 
and Cl- , Rb+ and Br- , and Cs+ and I - , for 
which the effect of any covalent bonding to water 
should be small, we notice (Figure 11) that in all 
cases the isoelectronic positive ion has considerable 
higher -A f f „ _ i ,t. Thus the prediction based only 
on the size of the ions is borne out at least qualitatively
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F ig u r e  11. C o m p a r is o n  o f  A H n- ljn fo r  h y d r a t io n  o f  a lk a li 
p o s it iv e  a n d  h a lid e  n e g a tiv e  ion s .

by the results. It is interesting to note that the 
difference between the AHn-i,n of the isoelectronic 
pairs decreases as n becomes larger and that in the 
cases of Na+ and F~, K+ and Cl- , Rb+ and Br~ a 
crossover is observed within the range of the figure 
in which the — A77„_iire of the negative ion becomes 
higher. Furthermore, the smaller the size of the ions 
the sooner does the crossover occur. For the Na+, 
F~ it occurs at about n — 4, for K+,C1~ at n «  5.5 
and for Ru +,Br~ at n «  6. These observations can 
be explained on basis of the electrostatic calculations 
which indicated that the slower decrease of — AH„-, ,n 
of the negative ions is due to the ability of the water 
molecules to assume nonsymmetric positions in which 
only one of the hydrogen atoms “ touches”  the negative 
ion. These nonsymmetric arrangements result in 
lower water-water repulsions for ligands in the same 
shell and become of importance when the shell be­
comes crowded. Of course crowding occurs sooner 
in the smaller ions.

It is of interest to examine at this point the correla­
tion of the present results with the total single ion 
hydration enthalpies. Values for the total enthalpies 
of hydration have been obtained by several authors 
on the basis of thermodynamic cycles and experi­
mental and semiempirical evaluations of the energies

required in the various steps of the cycle. Two sets 
of data which have found wide acceptance are those 
of Latimer, Pitzer, and Slanski and Randles.3 Data 
from these two sets were used earlier in the paper 
for a correlation of the relative heats of hydration of 
negative ions. Examining the values that the Latimer 
set gives for the alkali and halide ions, one finds that 
the — AHh for the negative ion is substantially larger 
than that for the positive isoelectronic ion. Thus 
-A H h (Br-) = 81.4 kcal/mol while - A Hh (Rb+) =
69.2 kcal/mol. Therefore Latimer’s heats of hydra­
tion are exactly of opposite magnitudes to those ex­
pected from the standpoint of electron cloud size of 
the gaseous alkali and halide ions. Two basically 
different reasons have been put forward to explain 
the Latimer data. The first explanation which exists 
in several variations6 proposes that the arrangement 
of water molecules around the negative ion and (or) 
in the transition from the hydrated ion to the bulk 
of the liquid is more favorable. The second sug­
gestion has been that water molecules have an elec­
trical quadrupole moment which is of such a size 
that it leads to an attraction with negative and repulsion 
with positive ions.7 On the basis of the present results 
which give higher energies of interactions for the 
positive ions, it is possible to eliminate the quadrupole 
theory since the effect of the quadrupole should be 
particularly large exactly at close range, i.e., in the 
gaseous clusters. It should be pointed out that the 
present results do not prove that a quadrupole moment 
is completely absent. They only show that a water 
quadrupole moment of the magnitude required to 
explain the Latimer data cannot be present. In any 
event, as is shown in the subsequent discussion, the 
present results cannot be reconciled with the very 
strong hydration interaction for negative ions pre­
dicted by the Latimer data.

The Randles total hydration energy set assigns a 
slightly higher —AHh for F _ than for Na+ but for 
the larger ions the — AHh of the positive isoelectronic 
ions are somewhat larger than those of the negative 
ions. The Randles data are thus closer to expecta­
tions based on the present results. A correlation of 
the present data and the single ion hydration energies 
of Latimer and Randles is given in the composite 
Figures 12a,b which shows plots of [—AH0,m(M +)] — 
[— AHo,n(X--)] for isoelectronic pairs. The plots are 
based on the experimental A ff,_i,, whenever these 
were available (low n). For higher n, values extrap­
olated on basis of Figure 11 were used. Also in­
dicated in Figure 12 (as two horizontal lines) are the 
differences of the total single ion hydration energies

(6) (a) E . T .  V erw ey, R e c . T ra v . C h im ., 61 , 127 (1 942 ); (b ) D . R . 
R osseinsky, C h em . R ev ., 65 , 467 (1965).
(7) A . D . B uck ingham , D is c u s s io n s  F a ra d a y  S oc ., 24 , 151 (1957); 
F . V aslow , J . P h y s . C h em ., 67 , 2773 (1963).
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o '
<  -20 --------- 1------- 1--------- 1--------- 1--------- 1--------- 1--------- i--------- 1---------

0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 0,10

Figure 12. Comparison of AH0,„ hydration of alkali and halide 
ions with total enthalpies of hydration of Latimer, Pitzer, and 
Slanski (L) and Randles (R).

for the isoelectronic pairs based on the data of Latimer 
and Randles. It can be seen that the &H0,n differences 
are in all cases much closer to the Randles differences; 
moreover, the AH0,n differences seem to extrapolate 
for high n into the Randles differences. Of course 
by definition the AH0,n differences should become 
equal to the AHh differences for very high n.

We can summarize the observations on positive and 
negative isoelectronic pairs as follows. In the initial 
hydration interactions (n small) the positive ion gives 
higher energies of interaction as would be expected 
from its smaller size. As the cluster grows, inter­
actions in the negative ion become gradually more 
favorable (Figures 11 and 12), This is probably due 
to the ability of the negative ion to pack the water 
molecules more closely without too large water-water 
repulsions. Extrapolation of the data to moderately

high n seems to lead to an asymptotic approach to 
the Randles data. Thus the present results are in 
support of the Randles data and also indicate that 
the decisive interactions determining the total heats 
of hydration occur during the attachment of the first
8-12 molecules. One may consider the further path 
toward the formation of a liquid solution as a single 
step in which the large clusters are fitted into the 
bulk of the liquid. The present results indicate that 
the hydration energy for this final “ step” will be 
quite similar for a positive or negative cluster con­
taining the corresponding isoelectronic ion.

D. Entropies of Hydration Reactions. The ex­
perimentally determined entropies are summarized in 
Table II. The Table also includes values for ASo,i 
which were calculated from the translational, rota­
tional, and vibrational entropy changes in the 0,1 
reaction using the well known formulas of statistical 
mechanics. The rotational entropies were determined 
on basis of the X _-H 20  distances obtained from the 
electrostatic calculations. The vibrational entropy 
changes were calculated by assuming three new vibra­
tional modes in the complex X ~ -H 20. The force con­
stants for these vibrations were obtained from the 
electrostatic calculations. The procedure was es­
sentially identical with that used for K+(OH2) which 
has been described in greater detail in ref 8.

Comparing the experimental and calculated ASo.t 
one finds that the agreement is only fair. The theo­
retical — A/So,i are generally larger. The agreement 
between calculated and experimental values for the 
alkali hydrates was very much better.1 It is difficult 
to say whether the differences between the present 
calculated and experimental results reveal structural 
features in the complexes not taken into account by 
the calculation or whether they are due to experimental 
error in the ASo.i determinations. Unfortunately, the 
AS determinations are obtained from the differences 
of two large terms AG and AH and are therefore subject 
to greater error.

Examining the changes of AS„_i,„ with increase 
of n, one finds that the —AS values increase as n 
increases. The same trend was observed with the 
alkali hydrates. The increase of the negative entropies 
should reflect the gradual loss of freedom of the water 
molecules in the complex due to crowding in the cluster.
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Hydration of OH- and 0 2~ in the Gas Phase. Comparative 

Solvation of OH-  by Water and the Hydrogen 

Halides. Effects of Acidity

by M . Arshadi and P. Kebarle

C h em istry  D ep a r tm en t, U n iv e rs ity  o f  A lb er ta , E d m on ton , C an ad a  ( R ece iv ed  S ep tem b er 2 , 1 969 )

The thermodynamic quantities AG°n-i,n and for the reactions 0H~(H20)„_i +  H20 =
0H - (H20)„ and the analogous reaction but involving 0 2-  have been determined for n up to 5,(OH- ) and n 
up to 3,(02- ) with a mass spectrometer utilizing a high-pressure source made for the study of clustering 
equilibria. Comparison of the A v a l u e s  with those of F~ which were determined previously shows 
that both ions have very similar hydration interactions. The — Aflo.i of F~ is slightly higher than that of 
OH- ; however the — A /7 n_ i ,„  of OH-  becomes slightly higher for larger n. The results show a specifically 
high — Ai/o.i for both F-  and OH-  which must be due to the partial covalent bonding in the monohydrates. 
The results indicate that the total enthalpies of hydration of F-  and OH -  should be very similar with — AflV 
(OH- ) probably higher. The changes of AH for the gas-phase solvation reactions OH-  +  HX = (OHHX)-  
where X  = OH, F, Cl, Br, I, can be calculated from available experimental data. The exothermicity of the 
reactions increases in the order given above. The energy values can be correlated with the acidity of HX.

A. Hydration of O H -  and 0 2~ in the Gas Phase

A recent mass spectrometric study* 1 of the gas-phase 
hydration reactions of the halide ions has been ex­
tended to the OH-  and 0 2-  ions. The mass spectrom­
eter which has a high-pressure ion source and utilizes 
2000-eV electrons for the ionization has been described 
in ref 1. All techniques used were similar to those 
given in ref 1.

The OH-  and its hydrates 0H ~(H 20 )re were ob­
served in water vapor containing traces of hydrogen 
peroxide and in pure water vapor. The hydrates of
0 2-  were observed in oxygen containing a known 
partial pressure of water. Total pressures were in 
the 1-5 Torr range. The water vapor partial pressures 
in the determinations of 0 2- (H20 )n varied from 0.1 
to 0.8 Torr. Equilibrium constants K n-i,n for the 
reactions

0 H - (H20 ) ,_ i +  H20  = 0 H -(H 20 ) re

0 2-(H 20)„_1 +  H20  = 0 2-(H 20 ) b

which were constant with water pressure in the experi­
mental range were obtained for both ions. Figure 1 
shows a van’t Hoff plot of the equilibrium constants 
for the OH-  hydration reactions. The and
corresponding AG° and A*S’° data for both ions are 
shown in Table I.

The AH0,1 value for OH-  can be compared with 
the results of an electron detachment study by Golub 
and Steiner.2 These authors obtained 2.95 ±  0.15 
eV as the required energy for the reaction

H30 2-  — ► OH +  H20  +  e

Using 1.8 eV for the electron affinity of OH-  they 
calculated a value of 1.2 eV or 27.6 kcal/mol for 
the sum of the kinetic energy of the separating particles

Table I : Experimental Thermodynamic 
Values for the Reactions

Reaction - it — A G ° „ _ l , n (298) ,b —
n — l,n kcal/m ol kcal/m ol eu

Oo -(D20)n_, + DüO OD-(D20)„“
0,1 22.5 16.9 19.1
1,2 16.4 10.7 19.3
2,3 15.1 7.73 24.8
3,4 14.2 5.45 29.5
4,5 14.1 4.22 33.2

o 2“ (H20)„_i + h 2o  -  0 2-(H20)„
0,1 18.4 12.5 20.1
1,2 17.2 9.71 25.1
2,3 15.4 7.02 28.2

“ In order to avoid overlap of the mass of 0H - (H20) (35) 
with the mass of Cl-  (35) which was present as a small impurity, 
OD-  and D20 were used in the experiments. The thermo­
dynamic values for the protonated species should be practically 
the same. b Standard state 1 atm.

and the binding energy between H30 2-  relative to 
OH-  and H20. The present experimental value AH0,i 
=  —22.5 kcal/mol would indicate that the kinetic 
energy contribution was 5 kcal.

(1) M . A rshadi, R . Y am d agn i, and P . K ebarle , J . P h y s .  C h em ., 74, 
1475, (1970).
(2) S. G o lu b  and B . Steiner, J . C h em . P h y s .,  49 , 5191 (1968).
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Figure 1. van’t Hoff type plots of the equilibrium constants 
Kn- 1,„ for the gas-phase hydration of OH- . Numbers in 
figure correspond to n.

The enthalpies A//„_i,„, of OH-  and 0 2-  are shown 
in Figure 2 in function of n. Included in the figure 
for comparison are the corresponding values for F -  
which is a small ion of the size of OH~ and I -  which 
is a large negative ion. The AH values of the halide 
ions come from ref 1. Comparing first OH-  and F -  
we notice that — A//o,i for F -  is somewhat higher 
but that for higher n the -A ff„_ i,„  of OH-  become 
slightly bigger. Both ions show a very large drop­
off between — AH0,i and A //i ,2, which indicates specially 
strong bonding in the monohydrate complex. The 
strong bonding in the monohydrate complex in F~ 
was explained as partly due to covalent bonding. Simi­
lar reasons should apply also for the OH-  ion. The 
resonance structures probably contributing to the 
bonding in both cases are shown below

X  yOA
A  

/ ° \  / °  
H AT

<  V V
/ H\

A V
/ H\  

k  ;o -
N /

On the basis of the AHn_lin values for F~ and OH-  
shown in Figure 2, one would have expected that 
the total single ion heats of hydration AFh(F- ) and 
A //h(OH- ), corresponding to the enthalpy changes 
for the process: ion(gas phase) —*■ ion(aqueous solu-

Figure 2. Plots of — 1,„ for hydration reactions in the gas 
phase. F-  and I  -  are added to the figure for comparison 
purposes. □, F - ; O, OH- ; •, 02- ; A, I - .

tion), should be about the same, the — AH), (OH- ) 
being perhaps larger. However, the accepted tabula­
tions of the total heats of hydration3 give — Affh(OH- ) 
= 101 and —AHh(F~) =  —113.3 kcal/mol; i.e., 
the — Affh of F -  is given as being larger. An ex­
amination of the origin of the tabulated data shows 
that they are based on a calculation by Halliwell 
and Nyburg4 based on crystal lattice energies of the 
alkali hydroxides calculated by Waddington.6 How­
ever, Waddington’s lattice energies lead to the electron 
affinity of OH, FA (OH) = 65 kcal/mol which is 
equal to a value determined by Page.6 However, 
the value of Page is incorrect. The presently accepted 
FA (OH) = 42 kcal/mol.7 Therefore the lattice en­
ergies of Waddington are probably too low by some 
23 kcal, which would lead to a — AHh(OH~) ~  124 
kcal/mol, a value that appears too high. On basis of the 
present experimental results we think that the best 
estimate for the — AFh(OH- ) is that it should be a 
few kilocalories higher than that of F - .

The higher hydration interactions of OH-  for 
high n need not be surprising if one assumes that this 
ion fits better in the total structure of the water cluster.

(3) D . R . R ossinsky, C h em . R ev ., 65, 467 (1 955); J. E . D esn oyers 
in  “ M od ern  A sp ects  o f E lectroch em istry ,”  V o l. 5, J. O ’M . B ockris, 
E d ., P lenum  Press, N ew  Y o rk , N . Y .,  1969, C h a pter 1.
(4) H . F . H alliw ell and S. C . N ybu rg , T ra n s . F a ra d a y  S oc ., 59 , 1126 
(1963).

(5) T . C . W add in gton , A d v . Irw rg . C h em . R a d ioch em ., 1, 158 (1959).
(6) F . M . Page, D is cu ss io n s  F a ra d a y  S oc ., 19, 87 (1955).
(7) L . M . B ranscom b, P h y s . R ev ., 148, 11 (1966).
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D (X- H )- E A (X ) + lp(H ) Kcal /mole

F igure 3. P lo t  o f — A H 0,i (O H “ ,H X )  corresponding to 
en th alp y  change for reaction  O H -  +  H X  —► (O H H X )-  vs. 
.D (X H ) — E A ( X )  +  I P(H ) w hich  can b e  defined as a measure 
o f  the “ gas-phase a c id ity ”  o f H X .

The of 0 2-  show a characteristically differ­
ent change with n than the enthalpies of the OH~ 
and F~ since the Aff0,i and AHi ,2 of this ion are so 
close. This result is expected in view of the 
electronic structure of the 0 2-  ion. According to the 
simple molecular orbital description, 0 2-  should have 
its three outer electrons in the doubly degenerate 
orbital 2p7ru which spreads the electronic charge to 
the two ends of the molecule.

The 0 2-  hydration equilibria should be of interest 
in the atmospheric electricity and lower ionosphere 
research fields since the hydrated 0 2-  ion is certainly 
an important negative species in the troposphere and 
the lower ionosphere.

B. Correlation of Gas-Phase Acidity and Strength 
of Solvating Interactions of Compounds HR with 
the O H - Ion

The AH0,i enthalpy values for the hydration of the 
halide ions can be used together with available thermo­
dynamic data for the evaluation of the enthalpies for 
the reaction

O H - +  H X — >  (O H H X )- (1)

The AHi will be called AH0.i(OH-,HX) since it 
corresponds to the AH0,i of OH~ solvated by HX. The

evaluation of these enthalpies allows one to make 
some interesting comparisons between the acidity and 
the solvating ability of the hydrogen halides and 
water.

In order to evaluate A //0,i(OII - , H X) one needs 
the heat of formation of the reactants participating 
in (1). AHf(OH-) can be calculated from HA (OH) 
= 42 kcal/mol7 and AHf(OH) = 2.3 kcal/mol.8 The 
heats of formation of the hydrogen halides are well 
known.8 The heat of formation of (O H H X )- can 
be evaluated from the enthalpies for reaction 2

OH2 +  X -  = (O H H X )- (2)

which corresponds to AH0li(X -,H 2O) and was deter­
mined previously.1 The heats of formation of X ~ 
were evaluated from bond dissociation energies in 
ref 8 and the electron affinities of the halide atoms.9

Shown in Figure 3 are the AH0,i(OH-,HX) deter­
mined by the procedure outlined above. Plotted on 
the abscissa are the values for: D (H -X ) — EA(X.) +  
7p(H). This quantity corresponds to the heterolytic 
dissociation energy of HX, i.e., the energy required 
to dissociate H X to H+ and X -  in the gas phase. This 
energy may be considered as a measure of the “ acidity” 
of H X in the gas phase. As seen from Figure 3 an 
approximately linear correlation is obtained between 
the AHo,i(OH_, HX) and the heterolytic dissociation 
energy or gas phase acidity. Since the electron 
affinities of the halogens do not change much, the 
strongest interaction observed between OH-  and HI 
is due to a gradual decrease of the bond dissociation 
energies D{H -X ) from HF to HI.

Of course reaction 1 is in a sense a neutralization 
reaction and the correlation in Figure 3 is therefore 
not surprising. Experiments on the solvation of Cl~ 
by compounds HR to be reported in the future10 
show that the solvation interactions also for this ion 
follow to a certain extent the acidities of HR. These 
results are in line with the findings for OH-  discussed 
above. In the case of Cl-  one must also consider 
the negative ion to be in a sense a gas-phase Bronsted 
base and HR the gas-phase acid. The formation of 
the complex in the gas phase can be considered as 
involving only partial proton donation by the HR 
or HX.

(8) V . I . V edeneyev , L . V . G u rv ich , V . N . K on d ra ty ev , V . A . 
M ed red ev , and Y e . L . F rankevich , “ B on d  Energies, Ion iza tion  
P oten tia ls  and E lectron  A ffin ities,”  T ransla ted  from  Russian, 
E dw ard  A rnold , L on d on , 1962.
(9) R .  S . B erry  and C . W . R eim ann , J. Chem. Phys., 38, 1540 
(1 963).
(10) R . Y am d agn i and P . K ebarle, su bm itted  fo r  p u blication .
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The Reversible Hydration of Pyruvic Acid. II. Metal Ion 

and Enzymatic Catalysis1

by Y. Pocker2 and J. E. Meany
Department of Chemistry, University of Washington, Seattle, Washington 98105 (Received September 16, 1969)

The hydration of pyruvic acid and the dehydration of 2,2-dihydroxypropionate anion were followed at 0.0° 
using a spectrophotometric method. The dehydration of 2,2-dihydroxypropionate anion was investigated with 
respect to its sensitivity to catalysis by the zinc metalloenzyme carbonic anhydrase from bovine erythrocytes 
and by various transition metal ions in diethylmalonate buffers at pH 6.7. The magnitude of metal ion catalysis 
follows the order Cu2+ >  Zn2+ >  Ni2+ >  Co2+ >  Cd2+ >  Mn2+, an order presumably dictated by the ability 
of the substrate to chelate to these divalent metal ions. The enzymatically catalyzed dehydration of 2,2-di­
hydroxypropionate anion to pyruvate anion has not previously been demonstrated, and the anion hydrate repre­
sents the first known substrate analog of HCOs- . The hydration of pyruvic acid was studied in the pH range
1.2 to 2.1 and these investigations allowed the determination of the spontaneous and the hydronium ion rate 
constants (ko =  2 min"1, fcH3o+ = 104 1. mol"1 min-1).

Introduction

The physiological importance of pyruvic acid lies in 
its intermediacy in the metabolism of both proteins and 
carbohydrates.3 Our interest in this compound is 
associated with its reversible hydration. Eigen, et aZ.,4 
and Strehlow8 have studied this process but only at 
relatively low pH.6

We have shown in part I of this series7 that the ratio 
of 2,2-dihydroxypropionic to pyruvic acid at equilibrium 
is dependent on the third power of the water concentra­
tion, eq 1, and took this as an indication that the mini-

CH3C 0C 02H +  (x +  1) H20

Y ^  (CH3C (0H )2C 02H)-a:H20  (1)

mum stoichiometric composition of the hydrate in its 
ground state is CH3C(OH)2 ■ C 02H -2H20.

The pyruvate anion, however, has little tendency to 
hydrate since the electron withdrawing influence of the 
carboxyl group has been rendered ineffective with de­
protonation. Consequently, as the pH of the reaction 
media exceeds the pKa of pyruvic acid (pK„ =  2.18 at 
25.0°)8 the dehydration of 2,2-dihydroxypropionic acid 
becomes dominant

(CH3C (0H )2C 02H) -:rH20  Y - -  c h 3c o c o 2-  +
H30 +  +  zH20  (2)

Finally, when the pH of the reaction media exceeds the 
p ifa of 2,2-dihydroxypropionic acid (p /fa = 3.6 at 
25.0°8), one is able to follow the dehydration of the 2,2- 
dihydroxypropionate anion

(CH3C (0H )2C 02" ) . zH20  CHsC 0C 02-  +

(* +  1)H20  (3)
The present work delineates the sensitivity of this latter

process, (eq 3), toward metal ion and enzymatic cataly­
sis. These studies were prompted by the proximity of 
the carbonyl and carboxyl groups in pyruvic acid. 
Thus the relative positions of the oxygens associated 
with the carbonyl and carboxyl groups allow pyruvic 
acid to act as a bidentate ligand and promote the forma­
tion of complexes between pyruvic acid and various 
metal ions.9-11 With the metalloenzyme carbonic 
anhydrase, it has become increasingly clear that its 
efficiency as a hydrating and hydrolyzing catalyst12’13 
is not a property of the metal ion alone nor of the protein 
alone. The dehydration of 2,2-dihydroxypropionate by 
carbonic anhydrase further exemplifies the vast cata­
lytic versatility of this enzyme.

(1) T h is  w ork  w as su pported  b y  U . S. P u b lic  H ea lth  S ervice G rants 
fro m  the N ation a l Institutes o f  H ealth .
(2) A u th or  to  w h om  correspondence should  be addressed.
(3) D . M . G reenberg, “ M e ta b o lic  P ath w ays,”  A ca d em ic  Press, 
L on d on , V ol. X (1960) and V ol. 2 (1961).
(4) M . E igen, K . K ustin , and H . Strehlow , Z. Phys. Chem., 31 , 140 
(1962).
(5) H . Strehlow , Z. Elektrochem., 66 , 3921 (1962).
(6) M easurem ents o f th e  rap id  reversib le h y d ra tion  o f p y ru v ic  a c id 4’5 
indicate that reaction  1 is cata lyzed  b y  h yd ron ium  ions, p yru v ic  acid  
m olecules, and p yru va te  ions. T h ere  is also a  spon tan eous rate  o f 
h y d ration  w hich  b y  com parison  w ith  the results o f  other h y d ration  
reactions seem ed to  the  authors4’5 to  be to o  large to  be  interpreted  
en tire ly  fro m  catalysis b y  w ater m olecu les alone.
(7) Y .  P ock er , J . E . M e a n y , B . J . N ist, and C . Z a d o ro jn y , J. Phys. 
Chem., 73, 2879 (1 969).
(8) G . K orttlm , W . V ogel, and K . A ndrussow , “ D issoc ia tion  C on ­
stants o f  A cid s  in  A qu eou s S o lu tion ,”  B utterw orth  and  C o ., L td ., 
L on d on , 1961, p  335.
(9) E . Ferrell, J. M . R idg ion , and H . L . R ilev , J. Chem. Soc., 1442 
(1934).

(10) W . Franke, Ann. Chem., 475, 39 (1929).
(11) D . L . Leussing, Talanta, 11, (2 ), 189 (1964).
(12) Y . P ock er  and J. E . M eany , Biochemistry, 4 , 2535 (1965).
(13) Y . P ock er  and D . R . S torm , ibid., 7 , 1202 (1968).
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Experimental Section
Materials. Reagent grade pyruvic acid was an 

Eastman Organic Chemicals product which was twice 
distilled under reduced pressure through a short Vigreux 
column in an atmosphere of nitrogen gas, bp (18 mm) 
60-69°. The substrate was always distilled directly 
before use in order to minimize polymerization. The 
second distillation was carried out because small 
amounts of acetic acid were detected in the distillate 
from early fractions. Thus, the nmr spectrum of aque­
ous solutions of these early fractions showed the two 
expected signals arising from the methyl hydrogens 
associated with pyruvic acid (2.5 ppm) and its conju­
gate hydrate (3.5 ppm) as well as a third peak in be­
tween (3.0 ppm), the intensity of which increased upon 
addition of small quantities of acetic acid.7

The preparation and purification of diethylmalonic 
acid has been described in an earlier paper.11 All other 
buffer components were commercially available in 
analytical or reagent grade. Metal ion solutions were 
prepared in the form of their nitrates or chlorides as 
obtained from Baker and Adamson in reagent grade. 
Bovine carbonic anhydrase was a product of Mann 
Research Laboratories and was assayed at 2900 Philpot 
units/mg. Zinc ion analysis of the enzyme was car­
ried out as in our earlier work.14 The enzyme was 
stored dry at —20°.

Apparatus. The reactions were followed on a Gilford 
high-speed recording spectrophotometer, Model 2000, 
which was equipped with a specially constructed bath, 
thermostated to 0.0 ±  0.02° by means of the apparatus 
described earlier.12 Measurements of pH were carried 
out on a Beckman 101900 research pH meter. Ultra­
violet scanning employed a Cary 14 recording spectro­
photometer. All nmr measurements were obtained on 
a Varian DA-60 IL instrument.

Method. Because pyruvate ion remains essentially 
unhydrated around neutral pH,7 it is necessary to 
follow the dehydration of 2,2-dihydroxypropionate in 
this region. At very low values of pH, an appreciable 
amount of the acid hydrate exists in aqueous solutions.13 
Thus, an equilibrated solution of pyruvic acid and its 
hydrate resulted from an aqueous solution of pyruvic 
acid (32% v /v ) and small amounts of concentrated 
HC1 which were added to obtain a pH around 0.35. 
A calibrated Hamilton syringe was employed to inject 
0.01 ml of this solution into 3 ml of the solution to be 
tested. The total pyruvate concentration was then 
0.015 M. An instantaneous decrease in pH of about 
0.3 unit was observed upon addition of the pyruvic 
acid to 3 ml of 0.1 M  diethylmalonate buffer. The 
final pH of 6-8 was reached long before any appreciable 
dehydration was recorded.

The dehydration was monitored by following the 
increase in absorbancy at either 762 or 340 m/i- The 
ultraviolet scanning of pyruvic acid in THF reveals 
two maxima, one at 276 myu and a more intense peak at

Figure 1. T y p ica l k inetic run for  the deh ydration  o f 
2 ,2 -d ihyd roxyp rop ion ate  w ith  4 X  10 “ 4 M  Z n 2+ in  0 .10 M  
diethylm alonate buffer at p H  6.7 and 0 .0 °.

388 mju. In acidic aqueous solutions, only one maxi­
mum at 327 mp was observed which was much less 
intense than that observed at 338 m i n  THF solvent. 
The pseudo-first-order rate constants were determined 
from the slope of the straight line obtained by plotting 
log (A„ — A t) vs. time (Figure 1). The results ob­
tained at the two wavelengths were identical to within 
experimental error ( ±  2%).

The hydration of pyruvic acid at low pH (pH <2.1) 
was initiated by injecting 0.01 ml of neat pyruvic acid 
into water the pH of which had been adjusted by the 
addition of appropriate amounts of sodium hydroxide or 
hydrochloric acid. The pH of these solutions was 
determined after each run. Alternatively, the pH was 
controlled by employing 0.05 M phosphoric acid buffers 
(pK°-°° =  2.0516) or 0.1 M diethylmalonic acid buffers 
(pAi0-°° =  2.218). Since in these reasonably dilute 
solutions the catalysis by the corresponding buffer 
components was negligibly small relative to the “ spon­
taneous”  hydration, the data obtained in the presence 
of, as well as in the absence of, these buffer components 
were identical to within experimental error.

The hydration was monitored by following the de­
crease in absorbancy at 340 m¡i. The experimental 
rate constants were deduced from the slopes of the 
straight lines resulting from plots of log (At — A „) vs. 
time (fcobsd =  2.3 X slope). The observed rate con-

(14) Y . P ock er  and J. E . M ean y , Biochemistry, 6, 239 (1967).
(15) L . F . N im s, J. Amer. Chem. Soc., 56, 1110 (1934).
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stants for the hydration are actually a sum of the first- 
order rate constants for the forward, ¥ , and for the 
reverse, k T, processes. These data were converted to 
the forward rate constants by multiplying kohsd by 
the fraction of hydration, x, according to the pH at 
which the reaction had taken place. These fractions 
of hydration were determined by nmr measurements7 
by comparing the relative areas of the methyl hydrogen 
peaks associated with pyruvic acid and its conjugate 
hydrate

A rea H yd ra tex = ----------------------------------------
A r e a H y d r a t e  +  A r e a p y r u v ic  acid

Results and Discussion

The dehydration of 2,2-dihydroxypropionate was 
followed in various buffer solutions of moderate pH 
in the absence of metal ions or enzyme for the purpose 
of evaluating the background catalysis arising from 
the respective buffer components. From the data 
given in Table I, the following conclusions may be 
drawn, (a) For the runs made in diethylmalonate 
buffers, it would appear from entries 3 and 4 that alter-

Table I : Observed Rate Constants for the Dehydration of 
2,2-Dihydroxypropionate in Various Buffers at 0.0°

fcobsd =  fco +  ^  H3 o  + [ H 3 O  ] +  /ChoAc[HOAc] +

fc0Ao-[OAc~] (4)

Assuming a mean activity coefficient of / ± =  0.77 at 
an ionic strength of 0.1,18 the concentration of hydro- 
nium ion is

1 1
0.77 antilog pH

= 8.2 X IO“ 6 mol l . - 1

Inasmuch as the catalytic components of acetic acid and 
acetate ion are small in comparison to the component 
due to hydronium ion catalysis at this pH,19 the value 
of /cH3o + may be deduced from eq 5

_ 0.400 -  0.055
8.2 X IO-8

4.2 X 1041. mol-1 min-1

(5)

The dehydration of 2,2-dihydroxypropionate was 
found to be very sensitive toward catalysis by various 
divalent transition metal ions. The total pyruvate 
concentration employed in these kinetic runs was 0.015 
M  and the concentrations of the respective metal ions 
studied were varied over a rather wide range due to 
their vastly different catalytic efficiencies. The overall 
rate constants, k ohSd, deduced from these kinetic runs 
consist of a sum of catalytic terms as given in eq 6

E n try Buffer

T ota l 
concn , 

m ol 1.-1 p H
&obsd»
m in -1

1 DEM 0.1 7.2 0.055
2 DEM 0.1 6.7 0.055
3 DEM 0.1 6.4 0.055
4 DEM 0.05 6.4 0.055
5 Phosphate 0.05 7.2 0.340
6 Phosphate 0.05 6.1 0.320
7 Acetate 0.1 5.2 0.400

ation of the total buffer concentrations of diethylmalo­
nate results in essentially no change in the experimental 
rate constant. This implies that catalytic contribution 
from the mono- and dianions of diethylmalonate are 
negligible at these concentrations. It will also be noted 
that the rate constants show little variation in the pH 
range studied in diethylmalonic buffers. Consequently, 
it may be assumed that the value of the spontaneous 
rate for this process is very close to /c0 =  0.055 min-1,
(b) A comparison between the data observed in phos­
phate and diethylmalonate buffers implies that as with 
other reversible hydration reactions,16'17 the compo­
nents of phosphate buffers are considerably more cata­
lytic than those of diethylmalonate buffers. Further­
more, this comparison suggests that this process like 
other hydration-dehydration processes is subject to 
general catalysis. The experimental rate constants 
observed in 0.1 t f  acetate buffers at pH 5.2 may be 
represented by the expression

fcobsd =  k o  +  k j l 2o  + [H 3 O   ̂ ] +  f c o H - f O H  ] +

/ c A [ A ]  +  /c b  [ B ]  +  fcM 2+ [ M 2 +  ] ( 6 )

where A and B represent the acid and base components 
of the buffer.20 The catalytic coefficients for the metal 
ions were determined from a series of runs in which only 
the metal ion concentration was varied.

Because the dehydration of 2,2-dihydroxypropionate 
is a reversible process, the experimentally determined 
rate constants, kohs<l, refer to a sum of rate constants, 
khyd +  kdehyd- Consequently, the catalytic coefficients 
associated with the various catalysts studied for this 
process were obtained by multiplying the slopes of the 
lines in Figures 2, 3, and 4 by the respective fractions of 
dehydration.7 In general, the specific rates of dehy­
dration of 2,2-dihydroxypropionate appear to be linear 
with metal ion concentration.19’21 We take this to

(16) Y . Pocker and D. G. Dickerson, Biochemistry, 7, 1995 (1968).
(17) Y . Pocker and J. E. Meany, J .  Phys. Chem., 71, 3113 (1967).
(18) The value /  =  0.77 was calculated from the expression: log 

f z =  —0.49 z2 7 1/2/ ( l  +  1.5 I 1/2), where I  and z stand for the ionic 
strength and charge, respectively.
(19) A  fourfold variation in the concentration of buffer components 
(from 0.05 to 0.2 M  acetate buffer) at pH  5.2 led to no perceptible 
change in rate.
(20) Also included in the catalytic terms associated with the buffer 
components would be those corresponding to catalysis by  pyruvate 
anion and 2,2-dihydroxypropionate anion which, however, would be 
very small since the initial pyruvate concentration was only 0.015 M .
(21) The slope associated with Cu2+ catalysis appears to decrease 
slightly with increasing metal ion concentration. The value reported 
to  copper ion catalysis refers to data obtained at low  copper ion con­
centration.
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Figure 2. Metal ion catalysis of the dehydration of 
2,2-dihydroxypropionate in 0.10 M diethylmalonate buffer 
at pH 6.7 and 0.0°.

imply that on the average, one metal ion promotes the 
dehydration of one molecule of substrate, i.e., that the 
stoichiometric composition of these activated complexes 
is: 2,2-dihydroxypropionate, M 2+, and xH20. The 
catalytic coefficients associated with the various metal 
ions are given in Table II and show that the order of 
effectiveness by which these ions catalyze the process 
under investigation is

Cu2+ >  Zn2+ >  Ni2+ >  Co2+ >  Cd2+ >  Mn2 +

Earlier work in these laboratories involving the cata­
lytic efficiencies of these same metal ions with respect to 
the hydration of 2-pyridinecarboxaldehyde resulted in 
a similar order22

Cu2+ >  Co2+ >  Ni2+ >  Zn2+ >  Cd2+ >  Mn2 +

In both series, catalysis by copper ion is considerably 
greater than of all other metal ions in this series while 
that due to cadmium or manganese is relatively poor. 
Although the two series differ in the positions of cobalt, 
nickel, and zinc ions, these three ions have almost the 
same catalytic efficiency toward the hydration of 2- 
pyridinecarboxaldehyde (Table III). We may also 
add that the stability constants of metal complexes 
of N,N'-di-(2-hydroxybenzyl)-ethylenediamine-N,N- 
diacetic acid follow the order28

Cu2+ >  Ni2+ >  Co2+ >  Zn2+ >  Cd2+ >  Mn2+

an order which resembles that followed by the ability 
of these same ions to catalyze the dehydration of 2,2- 
dihydroxypropionate and the hydration of 2-pyridine­
carboxaldehyde.

Figure 3. Zinc ion catalysis of the dehydration of 
2,2-dihydroxypropionate in 0.1 M acetate buffer 
at pH 5.2 and 0.0°.

Figure 4. Bovine carbonic anhydrase catalysis of the 
dehydration of 2,2-dihydroxypropionate in 0.1 M 
diethylmalonate buffer at pH 6.7 and 0.0°.

For the hydration of 2-pyridinecarboxaldehvde, we 
have postulated that the special arrangement of the 
ring nitrogen and aldehydic group is necessary for the 
powerful catalysis afforded by divalent transition 
metal ions.22 On the other hand, the corresponding 
hydration of 4-pyridinecarboxaldehyde, where the 
proximity of the ring nitrogen and aldehydic group is 
absent, is not appreciably susceptible to metal ion 
catalysis.22 It has also been observed that the hydra­
tions of aliphatic aldehydes which lack such a special
(22) Y .  P o ck e r  and J. E . M ea n y , J. Phya. Chem., 72, 655 (1 968 ).
(23) F . L . E plattenier, 1. M urase, and A . E . M artell, J. Amer. Chem. 
Soc., 7 4 ,2 0 3 6  (1952).
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Table II : Catalysis of 2,2-Dihydroxypropionate Dehydration 
by Bovine Carbonic Anhydrase and Various Metal
Ions at 0.0°

fcoat.
Species Buffer pH 1. m o l“ 1 m in -1

Cu2+ 0.1 M DEM 6.7 10,300
Zn2 + 0.1 M DEM 6.7 3,020
Zn2 + 0.1 M DEM 6.4 3,060
Zna + 0.1 M Acetate 5.2 4,920
Nia + 0.1 M DEM 6.7 1,580
Co2 + 0 .1 M DEM 6.7 1,050
BCA 0 .1 1  DEM 6.7 1,040
BCA 0.1 M Acetate 5.3 3,250
Cd2+ 0.1 M DEM 6.7 185
Mn2 + 0.1 M DEM 6.7 150

Table III : Comparison of Metal Ion Catalysis in the 
Dehydration of 2,2-Dihydroxypropionate and the Hydration of 
2-Pyridinecarboxaldehyde

Species

2 ,2 -D ih yd roxy­
propionate, 
(&M2 + /fcHjO)6

2-Pyridinecarbox-
aldehyde,®

(fcM2+AHso)!l

Cua + 1.04 X 107 2.44 X 108
Zn2 + 3.05 X 106 6.22 X 10s
Ni2 + 1.59 X 108 6.88 X 106
Coa + 1.06 X 106 7.33 X 108
Cd2 + 1.86 X 10s 1.11 X 106
Mna + 1.51 X 10s 1.02 X 103

“ See ref 13. 6 k„ = fcH!o [55.5]; fco for 2,2-dihydroxypro- 
pionate is taken as 0.05 min-1; that for 2-pvridinecarboxaldehyde 
was taken as 0.25 min“ 1.

arrangement of basic groups are not accelerated by 
metal ions except when in the presence of specific en­
vironments, such as imidazole buffers.17 In the present 
work, we have chosen a substrate for which several 
metal ion complexes are known.9-11 Again, their ability 
to chelate to these cations may parallel the accelerative 
effect these ions have on the process under investigation. 
One may envisage two limiting possibilities for metal 
ion assistance, (a) Participation by the direct transfer 
of water

ae / o 0
1 /

H;,C---C--c
/ \

y O  P
n ZP

(I)

° )  p 0 o
r  / II /c -c

r A(P\ V,
 ̂ H D -C -c

!D j) O HDn } o
Zn

(II) (HI)

(7)

(b) (i) Participation by acting as a conveniently
located general acid

H.\ 0 0

H,c— c- c.
{  '  

> ■  
(IV)

y O .. p

1 1 /
H e — c - c

o i  ,0
;Zn

(V)

HD 0
/

H D -C-C.
I>  <8>

(VI)

(ii) In a similar scheme, one may also invoke metal 
ion participation through the bridging of water (or 
hydroxide)

HQ® O
i y // Hl°  / °HD—D-D 

0> O 
\ V  / /  ^  
H® o -z\1 N

H^Q^Zn 
I ^

(9)

H 1H
(VII) (VIII)

Any of the above mechanisms is consistent with the 
ability of the substrate to bind to these metal ions, the

powerful catalysis afforded by these metal ions, and the 
principle of microscopic reversibility.

According to Table III, it is apparent that most of 
the ratios kM2+/kmo for metal ion catalysis are greater 
for the hydration of 2-pyridinecarboxaldehyde than for 
the dehydration of 2,2-dihydroxvpropionate. This 
may be due in part to the fact that 2-pyridinecarbox- 
aldehyde (and its hydrate) is more rigid than pyruvic 
acid (and its hydrate) thus enhancing the very special 
orientation required in the metal ion-substrate complex.

Zinc ion catalysis in 0.1 M acetate buffers at pH 
5.2 (Figure 3, Table II) is appreciably more powerful 
than in 0.1 M diethylmalonate buffer at pH 6.7. There 
are two major variables which must be taken into ac­
count in this comparison. It is conceivable that zinc 
ions are less available for catalysis in diethylmalonate 
buffers due to chelation to diethylmalonate di­
anion.22’24 It is also possible that zinc ion catalysis is 
a function of pH, the catalysis of the dehydration process 
being more powerful at lower values of pH. We are 
presently considering metal ion catalysis in a variety of 
buffers at various values of pH which should lead to a 
more definitive explanation of these data.

The zinc metalloenzyme carbonic anhydrase from 
bovine erythrocytes was also found to catalyze the 
dehydration of 2,2-dihyaroxypropionate. The catalytic 
coefficients, fcenz) were evaluated for this process from 
the results of a series of runs in 0.1 M diethylmalonate 
buffers at pH 6.7 in which only the concentration of the 
enzyme was varied. A plot of fc0bsd against enzyme 
concentration gave a straight line, the slope of which is 
defined as kenz (Figure 4, Table II). This enzymatic 
acceleration affords the first example of a carbonic 
anhydrase catalyzed dehydration yielding the anion 
of a keto acid.

It should be noted that the concentrations of diethyl­
malonate and acetate buffers used in the present work 
were necessarily ca. ten times higher than those ordi-

(24) V . S. K . N air and G . H . N ancollas, J. Chem. S o c 4367 (1 961 ); 
V . S. K . N air, ibid., 1450 (1965).
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narily employed in these laboratories for such enzymatic 
experiments.12’14’16 The monoanions associated with 
the above buffers act as noncompetitive inhibitors of 
hydrase and esterase activity but as competitive in­
hibitors of dehydrase activity.26 Thus, it is probable 
that the enzymatic activity shown in Figure 4 represents 
a partially inhibited rate. Nevertheless, since the 
respective inhibitory potencies of these two buffer 
anions are very similar,25 the fcenz values reported in the 
two buffers (Table II) probably represent rates in­
hibited by nearly proportional amounts.16

We find in the present work that the value of fcenz in 
the dehydration of 2,2-dihydroxypropionate anion to 
pyruvate anion at pH 5.3 (fcenz =  3250 1. mol“ 1 min-1) 
is 3.1 times larger than the corresponding value at pH
6.7 (fcenz = 10401. mol“ 1 min“ 1). It is of considerable 
interest that the enzyme retains this much activity at 
low pH. In general, the pH-rate profiles associated 
with the enzymatic hydration of C 0226 and of aliphatic 
aldehydes12’16 and with the hydrolysis of esters13,27'28 are 
defined as sigmoid curves having points of inflection 
around neutrality, showing maximum activity at high 
values of pH and decreasing to almost negligible values 
of fcenz at lower values of pH. These pH-rate profiles 
were found to be consistent with the view that the 
turnover rate, in all these reactions, varies as though 
dependent on the ionization of a group in the enzyme 
with pK& around 7.0, only the basic form of which is 
active. On Ihe other hand, the enzymatic dehydration 
of bicarbonate anion is again a sigmoid curve but of 
opposite shape,29,30 having a similar point of inflection 
around pH 7 but showing a high plateau around pH 5-6 
and a negligible rate at pH 8. Here the enzymatic rate 
varies as though dependent on the ionization of a group 
in the enzyme with the same pK  value (<~7.0), only 
the acid form of which is active.29,30 It is interesting 
to note that the enzymatic dehydration of bicarbonate 
anion is also faster at pH 5.3 than at pH 6.7 but by a

Figure 5. Catalysis of the hydration of pyruvic acid by H20 
and HaO+ at 0.0°.

factor of only 2.29’30 Work now in progress attempts 
to deduce the complete pH-rate profile as well as the 
kinetic parameters associated with the various ele­
mentary steps. Enzyme modification studies in our 
laboratory strongly indicate that the acidic form of an 
imidazole group in a histidine residue of the enzyme may 
play a key role as a proton donor in the catalytic dehy­
dration of both bicarbonate and 2,2-dihydroxypropion­
ate anions. However, this does not diminish the signifi­
cance of coordination between anion and the essential 
zinc atom. Indeed, such an association would facilitate 
a general acid (e.g., imidazolium) promoted dehydration 
of HCOs“  (e.g., via scheme IX ) or of CH3C (0H )2C 02“  
(e.g.,via scheme X ) .

(IX) (X)
Actually, it may be sufficient to have these anions 

interact with zinc through a water molecule which 
would function as a bridge.16 In any case the Zn2+X“  
or Zn2+(OH2)X “  ion-pair complexes would be addi­
tionally stabilized by interaction with a neighboring 
imidazolium (BH+) group.16 Significantly, the inhibi­
tory effects of anions and the binding of H C 03“  both 
decrease with increasing pH as if the cationic binding 
site lies close to the zinc and has an apparent pK & 
around 7.0.26,27

The hydration of pyruvic acid was investigated in the 
pH range 1.2-2.1. The experimental rate constants, 
fc0bsd, were converted to the respective forward rate 
constants, fcf, by multiplying the values of fc„bsd by the 
fraction of hydration corresponding to the pH at which 
each kinetic run was carried out (Table IV). The 
fractions of hydration, were deduced as a function of 
pH by means of nuclear magnetic resonance spectra.7 
The catalytic coefficients, fcf0 and fcfHjo+, were evaluated 
from the forward rate constants as a function of hydro­
nium ion concentration (Figure 5). Similar studies have 
been carried out by Strehlow6 at 25.0° and our results 
appear to accord qualitatively with his to the extent 
that the spontaneous rate coefficient appears to be 
relatively large in comparison to the catalytic coeffi­
cient associated with hydronium ion. The data listed 
in Table V 81 compare ratios of fcmo+Ao for several 
reversible hydration processes. Strehlow5 attributes

(25) Y .  P ock er  and J. T . Stone, Biochemistry, 7 , 2936 (1968).
(26) J . C . K ernoh an , Biochim. Biophys. Acta, 81 , 346 (1964).
(27) Y . P ock er  and J. T . S ton e, Biochemistry, 6 , 668 (1967).
(28) Y . P ock er  and J. T . Stone, ibid., 7 , 4139 (1960).
(29) J. C . K ernoh an , Biochim. Biophys. Acta, 96 , 304 (1965).
(30) Y . P ock er, L . G u ilbert, and R . R eau gh , unpublished  results.
(31) Y . P ock er  and D . G . D ickerson, J. Phys. Chem., 73, 4005 (1 9 6 9 ).
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Table IV : Hydronium Ion Catalysis of the Hydration of Pyruvic Acid

[HjO+] X  102,“
mol l.-1 1.89 2.17 2.83 2.83 4.31 5.85 5.48 7.80

0.78 0.79 0.79 0.79 0.84 0.84 0.84 0.86
fcobsd, min“ 1 5.42 5.82 6.42 6.46 7.98 8.74 9.11 11.67
fcf, min-1 4.22 4.60 5.07 5.10 6.70 7.34 7.65 10.03

« The average ionic strength for these runs was 0.06. Correspondingly, hydronium ion concentrations were deduced by dividing the 
experimentally determined values of aHio+ by a mean activity coefficient of 0.82. b The fractions of hydration, x, refer here to a pyruvic 
acid concentration of 0.0479 M. It is important to note that the stoichiometric composition of the hydrate includes 2 additional mole­
cules of water, and the fractions of hydration as determined by nmr vary significantly with the absolute concentration of water and hence 
of pyruvic acid (ref 7).

Table V : A Comparison of Catalysis of kBl0+/ka for Various Reversible Hydration Reactions

Substrate fcnsoVko Reference Substrate ^HiO+Ao Reference

c h 3ch o 120,000 17 2-PA 44,000 11
c h 3c h 2ch o 130,000 31 4-PA 168,000 11
(CH3)2CHCHO 194,000 31 Pyruvic acid 52 a
(CH3)3CCHO 251,000 31

° Data from the present study.

the relatively powerful spontaneous rate to intramolec­
ular acid catalysis by the carboxyl group.

Interestingly, our studies involving the dehydration 
of 2,2-dihydroxypropionate show very powerful cataly­
sis by the various metal ions as discussed earlier. One 
might presume in this reaction, and its reverse, both of 
which involve anions, that the metal ion merely takes 
the place of a hydrogen ion which is responsible for the 
comparatively large spontaneous rate of hydration of

pyruvic acid. (See Structure VI, eq 8.) However, it 
must be remembered that, relative to protons, divalent 
metal ions are weak Lewis acids, and therefore the 
added role of the metal ion in facilitating hydration 
may be found either in its strongly polarizing effect on 
the carbonyl group of pyruvate or in its capacity to 
participate in the transfer of water by acting both as a 
bridging group and activator of a properly positioned 
water molecule in its hydration shell.
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Kinetics and Mechanism of Ethylene Oxidation. Reactions of 

Ethylene and Ethylene Oxide on a Silver Catalyst

by Robert E. Kenson1 and M . Lapkin2

Chemicals Group Research Laboratory, Olin Corporation, New Haven, Connecticut 06504 (Received June 9, 1969)

The kinetics of the reactions of ethylene and ethylene oxide on a supported silver catalyst were investigated. 
The principal reaction of ethylene oxide on silver between 200 and 285° was isomerization to acetaldehyde, 
which underwent rapid oxidation to carbon dioxide and water when oxygen was present. The rate law was 
determined to be

—dC2H40/di = 3.9 X 10~4 (G-BhO)1-»
at 200°, while E* and AS 4 were 9.8 ±  0.6 kcal/mol and — 55 ±  2 eu, respectively. The results were inter­
preted in terms of chemisorption of ethylene oxide as the rate-determining step of the isomerization reaction. 
Ethylene was oxidized by the same catalyst in a flow system to ethylene oxide or carbon dioxide and water. The 
activation energy of carbon dioxide formation was 7.6 ±  15 kcal higher than that of ethylene oxide formation, 
which correlates with the difference in stability of atomic and molecular oxygen complexes, respectively, on the 
silver catalysts. The mechanism of ethylene oxidation is believed to involve formation of ethylene oxide by 
reaction with molecular oxygen, and formation of carbon dioxide and water by reaction with atomic oxygen.

Introduction

The reactions of ethylene oxide over a silver catalyst 
were first investigated by Twigg.3'4 His discovery that 
ethylene oxide was isomerized to acetaldehyde at 
temperatures comparable with those used for the silver- 
catalyzed oxidation of ethylene oxide led to further 
interest in this reaction,5-7 the purposes of which were to 
determine the significance of ethylene oxide isomeriza­
tion in the formation of carbon dioxide. The Twigg 
reaction scheme postulates three routes for the oxidation 
of ethylene. These were

I L  M

+
W  Y Í

l / 202 Ag Catalyst
\J

H .  /  \  / H

> — c C T
( 1)

\T o il o A +

oCO Ag Catalyst^ 2C 02 +  2H 20 ( 2)

0
/  \  

> ----------- C

w ' ^ H

Ag Catalyst^
C H 3C H O ( 3)

c h 3 c h o  + 5/ 202 — ► 2C 02 +  2H 20 ( 4)

This generalized oxidation reaction scheme has been 
explicitly or implicitly accepted by most investiga­
tors5-13 of these reactions. The microscopic details of 
the mechanism are steeped in controversies concerning 
the relative importance of reaction 3 and the involve­
ment of different adsorbed oxygen species in reactions 1 
and 2, which have decidedly different activation 
energies.3,4

Twigg concluded that reaction 3 was a minor source 
of carbon dioxide in the oxidation of ethylene. The

results of Orzechowski and MacCormack,6 who oxidized 
ethylene oxide in a flow reactor, and Margolis and 
Roginski,6 who oxidized C-14 labeled ethylene and 
unlabeled ethylene oxide, supported the original con­
clusion that reaction 3 was too slow to account for most 
of the carbon dioxide formed. The possibility existed, 
however, as conceded by Orzechowski and Mac­
Cormack, that reaction 3 was really part of reaction 2 
and that ethylene oxide adsorbed on the catalyst, after 
its formation, could be further oxidized to carbon di­
oxide. Recently, however, Ide7 and coworkers, con­
cluded that acetaldehyde was the intermediate by 
which ethylene was oxidized to carbon dioxide. With 
the exception of Ide, all investigators have made an 
important assumption about the physical state of the 
ethylene oxide which is isomerized. There is no ques-

(1) R esearch  and D eve lop m en t D epartm ent, E ngelhard  Industries, 
N ew ark, N . J . 07105.
(2) T o  w hom  all correspondence should  be addressed. O lin C orpora ­
tion , T h om p son  P lastics, A ssonet, M ass. 02702.
(3) G . H . T w igg , Proc. Roy. Soc., A 188 , 92 (1946).
(4) G . H . T w igg , Trans. Faraday Soc., 42 , 284 (1946).
(5) A . O rzechow ski and K . E . M a cC orm a ck , Can. J. Chern., 32 , 388 
(1954).
(6) L . Y a . M argolis  and S. Z . R oginsk i, Probl. Kinet. Ratal., Akad. 
Nauk SSSR 9, 107 (1957).
(7) Y . Ide , T . T ak ag i, and T . K eii, Nippon Kagaku Zasshi, 86 , 1249 
(1965).
(8) K . E . H ayes, Can. J. Chem., 38, 2256 (1960).
(9) A . I . K urilenko, N . V . K u l ’kova , L . P . B aran ova , and M . I . 
T em p k in , Kinet. Ratal., 3 , 177 (1962).
(10) F . M cK im  and A . C am bron , Can. J. Res., 27B , 813 (1949).
(11) K . E . M urray , Aust. J. Sci. Res., A 3, 2143 (1950).
(12) G . R . Schultze and H . T heile , Erdoel Kohle, 5 , 552 (1952).

(13) S. W an , Ind. Eng. Chem., 45 , 234 (1953).
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tion that gas-phase ethylene oxide is isomerized slowly 
to acetaldehyde within the temperature range used for 
ethylene oxidation. Adsorbed ethylene oxide, however, 
would be isomerized more rapidly than gas-phase 
ethylene oxide, if the slow step in this process is the 
adsorption of the ethylene oxide on the catalyst.14’16 
Hence, the isomerization of ethylene oxide to acetalde­
hyde, followed by its oxidation, could be the major 
route to carbon dioxide relative to direct oxidation of 
ethylene. Therefore, if the rate-determining step in 
the isomerization of ethylene oxide to acetaldehyde 
could be established, the true importance of reaction 3 
in carbon dioxide formation as compared with reaction 
2 would be determined. It was decided that an in­
vestigation of the kinetics and thermodynamics of 
ethylene oxide isomerization and oxidation over a silver 
catalyst be undertaken to resolve this question.

The involvement of oxygen in the oxidation of 
ethylene has been an area of disagreement among 
various investigators. If reactions 1 and 2 are accepted 
as being discrete and separate reactions leading to 
ethylene oxide and carbon dioxide, respectively, then it 
is most likely that these reactions involve different 
oxygen species adsorbed on the silver catalyst. Two 
major oxygen species have been discovered on silver 
catalysts at temperatures required for ethylene oxida­
tion.16-20 Although disagreement exists as to the 
velocity of interconversion of the species as determined 
by the use of isotopic oxygen,17’18 evidence points to one 
of these species being molecular (0 -0  bonds present) 
and the other being atomic (absence of 0 - 0  bonds). 
Attempts to determine the product obtained from 
reaction of ethylene with atomic oxygen produced from 
N20  adsorption on silver were made by Schultze and 
Theile.12 The results were however ambiguous, since 
decomposition of N20  on catalytic surfaces leads to 
both atomic and molecular oxygen species.21

The adsorption of ethylene on silver is known to be 
weak3 and therefore could not contribute much to the 
known activation energy difference between ethylene 
oxide (1) and carbon dioxide formation (2). The 
major contribution to this difference ought to be the 
relative energy states of the two oxygen species ad­
sorbed on the silver catalyst. It should then be possible 
to correlate the difference in activation energies of reac­
tions 1 and 2 and thermodynamics of oxygen adsorp­
tion on silver16-20 at low surface coverage. Flow 
studies of the relative rates of reactions 1 and 2 at 
various temperatures were therefore undertaken to 
determine the activation energy difference.

Experimental Section

Catalyst. The catalysts utilized for the isomerization 
of ethylene oxide and the oxidation of ethylene were ,the 
same. They consisted of 0.475 cm X 0.475 cm fused 
alumina pellets (Norton SA-101) coated with silver, the 
pellets containing 10% by weight silver. The catalyst

Figure 1. Schematic diagram of reactor for ethylene oxide 
isomerization studies in a static system.

was prepared outside this laboratory by reduction at 
250° by hydrogen of silver nitrate impregnated onto 
the alumina in vacuo at 25°. All results were obtained 
with the same catalyst batch.

Apparatus. Static System. Figure 1 illustrates the 
static reaction apparatus used in the isomerization 
studies. It consisted of a feed system and mixing bulb 
for the reactants, the reactor, and a vapor phase 
chromatograph to analyze the products and reactants. 
The reactant feed system consisted of gas-tight 0.635- 
cm o.d. stainless steel tubes and fittings. Needle valves 
were used to control gas flows. The gases were pre­
mixed in a stainless steel flask fitted with a Bourdon 
tube vacuum test gauge to read the pressures of the 
gases. The tubing leading to the reactor from the 
mixing bulb was heated by means of a heating tape to 
preheat the gases before they reached the reactor.

The reactor itself consisted of a 3.34-cm o.d. carbon 
steel tube jacketed by a 5.08-cm o.d. carbon steel tube 
containing a heat transfer fluid. This fluid was 
circulated through the jacket and to a thermostated 
bath by an electric-powered pump. The heat transfer 
fluid was a silicone oil which, for the 200° bath, was 
Dow-Corning mold release fluid, and for the higher 
temperature runs was General Electric SF-96 silicone 
fluid. Teflon-packed toggle valves were used to 
isolate the reactor from the preheat section and the 
vapor phase chromatograph. The reactor volume of 
470 cc was totally filled by 543 g of catalyst.

(14) P hysica l adsorption , o f course, w ou ld  p resum ably  be  rapid  and 
p rob a b ly  ob ey  a L an gm u ir-H in sh elw ood  ad sorption  isotherm , as 
noted  b y  Id e  in ref 7 . C hem isorption  o f a m olecu le  on  a  ca ta ly tic  
surface can in vo lve  an ap preciab le a ctiva tion  energy  and, therefore, 
be  a  rate-determ in ing process .16
(15) B . M . W . T rapnell, “ C h em isorption ,”  A ca d em ic  Press, In c ., 
N ew  Y ork , N . Y „  1955, pp  4 9 -8 6 .
(16) A . W . Czanderna, J. Chem. Phys., 68, 2765 (1964).
(17) R . G . M eisenheim er, A . W . R itch ie , D . O . Schissler, D . P . 
S tevenson, H . H . V oge, and J. N . W ilson , Proc. 2nd. Intern. Congr. 
Surface Activity, 2, 299 (1957).
(18) Y .  L . Sandler and D . D . D urigon , J. Phys. Chem., 69 , 4201 
(1965).
(19) W . W . Sm eltzer, E . L . T o lle fson , and A . C am bron , Can. J. 
Chem., 34 , 1046 (1956).
(20) J. T . K u m m er, J. Phys. Chem., 63 , 460 (1959).
(21) H . B . C harm on, R . M . D ell, and S . S. T eale, Trans. Faraday 
Soc., 59, 453 (1963).
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Figure 2. Typical chromatogram for isomerization of 
ethylene oxide.

The vapor phase chromatograph was a Perkin- 
Elmer Model 154D equipped with a thermistor de­
tector. Sampling was accomplished by means of a 
Beckman gas sampling valve which contained two 
calibrated 1.0-ml gas loops. The complete analysis of 
the reaction gas mixture required a 1:1 splitting of each 
sample between two parallel chromatographic columns. 
Air, carbon dioxide, and ethylene were determined on a 
silica gel column, while ethylene oxide and acetalde­
hyde were determined on a Kel-F on Fluoropak column. 
When acetaldehyde was not required to be analyzed, 
ethylene oxide was determined on a d/T-oxydipro- 
pionitrile on Chromasorb W column. Response factors 
were determined for all reactants and products in order 
to do quantitative analyses. A typical chromatogram 
is shown in Figure 2. Samples removed approximated 
1% of the total gas. Volume change corrections were 
employed when required.

The entire system was kept under vacuum by a Welch 
dual-stage mechanical pump with a liquid nitrogen cold 
trap. All results were obtained at reduced pressures in 
order to give a proper sample size for the chroma-

Product Fewi

Figure 3. Schematic diagram of ethylene oxidation 
flow reactor.

tographic columns and also to avoid problems due to 
the explosive limits of ethylene oxide and oxygen 
mixtures.

Apparatus. Flow System. Figure 3 illustrates the 
apparatus used for the oxidation of ethylene in the flow 
reactor. The catalyst bed occupied 12 in. of the 0.635- 
cm i.d. carbon steel tube used as a reactor. A preheat 
section of 0.475-cm diameter alumina spheres was 
packed into the other end of the steel tube. The 
catalyst bed volume was 9.7 cc. Flowmeters were 
calibrated for delivery of the feed stream gases, 
ethylene, and air at 50 psig.

At a flow rate of 100 cc/min of gas feed at standard 
conditions, a mixture of 55% ethylene and 45% air was 
used as a reactor feed composition. The analyses were 
obtained by use of the same vapor phase chroma­
tograph as in the isomerization studies.

Materials. Chromatographic response factors were 
obtained by the use of a pure sample of each reaction 
component to be analyzed. The ethylene used was 
Matheson CP grade gas and the carbon dioxide was 
Matheson Bone Dry grade. The acetaldehyde was 
Fisher CP, and the ethylene oxide was Matheson 
(99.7%) compressed liquid distilled from the cylinder 
into a cold trap. The same ethylene oxide was used as a 
reactant in the isomerization studies. For the isomeri­
zation studies, Matheson Ultra-Pure analyzed oxygen 
and Linde H. P. dry nitrogen were employed. Mathe­
son CP grade ethylene again was used for the oxida­
tion studies, as was Matheson dry compressed air.

Procedures. The studies of the isomerization of 
ethylene oxide required premixing of the reactants. 
Nitrogen was bled into the mixing bulb through a 
needle valve and its pressure read on a vacuum test 
gauge. Next the oxygen was bled into the bulb 
through a needle valve and its pressure read by dif­
ference. Ethylene oxide was distilled under vacuum 
from a cylinder at 26° to an aerosol test bottle thermo- 
stated at 0°. The bottle was warmed to above the 
boiling point of ethylene oxide, 10.7°, and some of the 
gas bled into the bulb through a needle valve. The
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pressure was read to determine the concentration of 
ethylene oxide just as those of oxygen and nitrogen had 
been determined. The preheat section was heated to 
160° in the meantime.

The silver catalyst was oxygenated before each 
experiment by maintaining 150 millimeters pressure of 
oxygen in the closed reactor at the experimental tem­
perature for 1 hr. No change in the pressure of 
oxygen was noted, yet when the catalyst bed was 
evacuated, adsorbed oxygen was removed from the 
catalyst, as detected by the gas chromatograph. 
Contacting the silver catalyst with oxygen for 5-6 hr 
did not affect the kinetic results: therefore, it was felt 
that the maximum amount of chemisorption of oxygen 
on the catalyst was reached within 1 hr.

To start a kinetic run, the catalyst bed was evacuated 
to as low a pressure as possible to remove physically 
adsorbed oxygen and the toggle valve leading to the gas 
sampling valve closed. The pressure was read on the 
vacuum test gauge attached to the reactor after the 
reaction mixture was introduced and equilibrium 
attained; then the toggle valve to the preheat section 
was closed. This was considered as time zero in the 
reaction. Samples were then admitted into a sampling 
loop and injected into the vapor phase chromatograph 
at regular intervals.

Concentrations of reactants and products were de­
termined by multiplying the area under a chroma­
tographic peak due to a component by that component’s 
response factor. The factors were found to be es­
sentially constant over the time period of these studies. 
Calibration of the 1:1 column flow split was accom­
plished daily by determination of the relative areas of 
air peaks from the two columns.

For the studies of ethylene oxidation, the reactor 
(Figure 3) was pressured up to 50 psig and the flows 
adjusted to give the proper gas feed composition. The 
reactor was heated to 175° and the system allowed to 
equilibrate overnight. A 1-cc sample of the exit gas 
stream was then analyzed to obtain the yield of ethylene 
oxide and the conversion of ethylene. The temperature 
was raised and points taken until the selectivity of 
ethylene oxide fell toward 50%.

The selectivity for ethylene oxide was calculated from 
the analysis of the exit stream ethylene oxide and car­
bon dioxide (eq 5a) while the conversion of ethylene was

Selectivity (% ) = 100[C2H40 ] 
[C2H40 ] +  7* [CO,] (5a)

calculated from the ethylene concentration at the 
reactor exit as well as the ethylene oxide and carbon 
dioxide concentrations (eq 5b).

Conversion (%) =

ioo([c 2h 4o ] +  v ,  [c o ,] )
[C2H4] +  [c 2h 4o ] +  7 , [ c o ,]  ( }

Results
Nine experiments were conducted for the study of 

the isomerization of ethylene oxide to acetalde­
hyde. The results are summarized in Table I. A

Table I : Kinetic Results for Ethylene Oxide Isomerization

E xpt [CsH.OJo, [O d o/ ki  X  1 0 - '
no. T ,  °C m m  [C2H 4O ]o sec _1

EO-1 200 33.4 0 4.03
EO-2 200 15.1 1 4.03
EO-3 200 18.3 1 3.83
EO-4 250 15.7 0 9.20
EO-5 250 16.4 1 8.78
EO-6 250 16.8 3 8.48
EO-7 250 9.6 6 9.17
EO-8 285 17.3 3 19.3
EO-9 285 13.6 3 18.4

ki av at 200° =  3.96 X 10 ~4 sec-1
k¡ av at 250° =  8.91 X 10-_4 sec-1
ki av at 285c =  1.89 X 10 "3 sec-1

typical concentration vs. time plot is shown in Figure 4. 
Kinetic run EO-1 was run under conditions similar to 
those employed by Twigg,4 with oxygen absent. 
Behavior similar to that observed by both Twigg4 and 
Ide7 was observed in this experiment. The major 
product of ethylene oxide destruction was acetaldehyde, 
but some ethylene and carbon dioxide were formed. 
When oxygen was preadsorbed and then excess 
oxygen pumped off, as in all subsequent runs, the 
ethylene formation was diminished. Runs EO-2 and

Figure 4. Plot of concentrations of reactants and products vs. 
time of kinetic run EO-1.
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EO-3 were conducted at about half the initial con­
centration of run EO-1 so that the order of the reaction 
in ethylene oxide could be determined. The order, as 
determined by plotting the log of the rate of initial 
ethylene oxide loss vs. the log of the initial ethylene 
oxide concentration, was 1.03 ±  0.04. In these two 
experiments, oxygen was also added, equivalent to the 
concentration of ethylene oxide. The major product 
was then carbon dioxide, and the rate of its formation 
was twice that of ethylene oxide disappearance. This 
first-order rate law was obeyed through the first 90% of 
reaction.

Four experiments, EO-4 through EO-7, were run at 
250° to determine the rate of ethylene oxide isomeriza­
tion and oxidation at a higher temperature. Variation 
of the initial ethylene oxide concentration confirmed 
the first-order dependence in ethylene oxide. It was 
also found, by varying the initial oxygen concentration 
at constant initial ethylene oxide concentration, that 
the rate of oxidation of ethylene oxide is independent of 
the oxygen concentration. Two more experiments were 
run at 285° and the results were consistent with the 
previous results.

Thermodynamic variables were then determined from 
the kinetic data. Pressure measurements before and 
after t = 0 indicated that the adsorption of ethylene 
oxide on the catalyst was very small in magnitude. 
The desorption of product was rapid enough that the 
rate of reactant disappearance was equal to the rate of 
product formation; therefore, the surface concentration 
of chemisorbed species would be low. It was then 
possible to express the thermodynamic variables in a 
simple Langmuir-Hinshelwood22 form rather than 
having recourse to an Elovitch isotherm.23 The 
energy of activation for isomerization of ethylene 
oxide, E a, was 9.8 ±  0.6 kcal/mol, and the enthalpy of 
activation at 200°, Af/%oo°, was 8.9 ±  0.6 kcal/mol. 
The value of the entropy of activation, A»S%, as de­
termined from the 200° data was found to be —56 ±  2 
eu. The oxidation of ethylene to ethylene oxide and 
carbon dioxide and water was also studied. In each 
experiment a new catalyst bed was utilized; therefore 
the results (Table II) show some variance. Orzechow- 
ski and McCormack6 noted that prolonged periods of 
ethylene oxidation were required to bring such catalysts 
to equilibrium. The high selectivity of the ethylene 
oxidation was shown by the fact that over a tenfold 
increase in per cent ethylene reacted and over a 65° 
temperature range, the ethylene oxide selectivity only 
decreased from 79% to 59%. This could be shown 
by a plot of conversion of ethylene vs. ethylene oxide 
selectivity as shown for run 1 in Figure 5.

In fuel-rich oxidations, such as that of ethylene in 
this study, the reaction order approaches zero in 
ethylene and 1 in oxygen for both ethylene oxide and 
carbon dioxide formation. At an ethylene/oxygen 
ratio of over 6, the rate equation in terms of the Orze-
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Table II : Data for Oxidation of Ethylene

T, "C
Yield 

CîHîO, %
Conversion 

C2H4, %
Conversion 

02, %

180 78 1 .1 5 3 .0
200 78 2 .0 5 .2 5
210 76 3 .8 10 .45
225 71 6 .4 1 9 .5
235 64 8 .9 3 1 .2
245 59 1 0 .0 3 5 .6
180 79 1 .4 3 .6
190 76 2 .5 6 .9
200 7 3 .5 4 .1 5 1 2 .0
210 72 5 .8 1 7 .4
220 69 7 .6 2 4 .2
230 66 9 .3 3 1 .4
240 6 2 .5 1 0 .8 3 8 .6
175 81 0 .6 1 .4
180 7 9 .5 1 .1 2 .8
190 77 1 .85 4 .9 5
200 75 2 .8 7 .9
220 7 1 .5 5 .3 16
225 6 9 .5 5 .9 1 8 .6
245 59 9 .7 37
175 80 0 .9 5 2 .4
180 79 1 .3 5 3 .4 5
190 75 2 .0 5 .7 5
200 74 3 .2 9 .2
210 72 4 .4 13 .2
215 69 5 .5 17 .5
220 68 5 .8 18 .9
225 64 6 .6 2 3 .1
240 64 7 .4 2 5 .9
245 63 7 .4 2 6 .4
175 80 0 .9 5 2 .4
180 79 1 .2 3 .1
190 79 2 .0 5 .1
200 72 3 .5 10 .5
210 69 5 .3 1 6 .8
220 6 7 .5 6 .6 2 1 .6
235 6 4 .5 9 .8 34 .1
245 63 10 .2 3 6 .4
250 61 1 1 .2 4 1 .5
175 80 0 .9 2 .2 5
190 75 2 .3 6 .5
200 7 3 .5 3 .8 1 1 .0
210 71 5 .8 17 .6
225 69 7 .8 2 4 .8
235 68 8 .7 2 8 .3
240 65 9 .4 3 2 .3
250 61 1 0 .5 3 8 .7
175 8 2 .5 0 .6 5 1 .5
180 81 0 .9 2 .2
190 7 7 .5 1 .4 5 3 .8 5
200 77 2 .5 6 .7
210 7 4 .5 3 .6 1 0 .2 5
225 73 6 .0 1 7 .6
240 69 8 .0 2 5 .5
250 63 9 .3 3 3 .2

chowski and McCormack treatment6 (6) will approach 
the first-order case (7).

(22) I . L angm uir, J. Amer. Chem. Soc., 40 , 1361 (1918).
(23) M . J. D . L ow , Chem. Rev., 60 , 267 (1960).
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Table I I I : Typical Results for the Rate of Ethylene Oxide Formation
R u n  no. 1 2 3 4 5 6 7 A v

h  X 102 at 200o“’i' 0.59 1.25 0.82 0.94 1.01 1.14 0.71 0.91 ±  0.24
h  X 102 at 225°a,b 2.82 2.26 3.70 4.24 2.33 3.07 ±  0.94

° h  obtained from In [02] o/[02] t = (0.5 fci +  1 .5 fe)f where t = 16 sec and fci = fcciH»o, fe = kco2. 6 In sec *.

d[C2H4Q]
df

k' B >  A
A B B »  1 

1 +  [C2H4] +  [02]

^ [02] = fc[02]

(6)

d[C2H4Q]
df

=  k[Ot] for [C2H4] >  [02] (7)

The reaction would be pseudo-zero order in ethylene 
at this ethylene-oxygen ratio of 6, as only 10% or less 
of the ethylene was reacted during any kinetic run. 
Equation 6 has been applied successfully to other 
studies of ethylene oxidation where fractional orders in 
ethylene and oxygen are encountered. Absolute rate 
constants for ethylene oxide formation were determined 
from (8) which follows from (7) and the reaction

In ( [O2]o/[O2]j) =  (OAftcsHiO +  1.5&coi)f (8)

stoichiometries (1) and (2). The reaction is first order 
in oxygen and approximately zero order in ethylene for 
both ethylene oxide and carbon dioxide formation. 
Variations at constant T were about ±30%  (Table 
III), consistent with behavior encountered in many 
kinetic studies of ethylene oxidation.

Calculation of activation energies from each experi­
ment for ethylene oxide formation indicated that con­
sistent results could be obtained from each set of 
kinetic data, which gave an average value of 21.4 ±  0.8 
kcal/mol.

The activation energy for carbon dioxide formation 
was obtained from the relative rate data (k relative = 
kciiuo/kco,)- A plot of the log of k (relative) vs. 1/T 
was made to determine AAa, where AAa is E& cano — 
Aacojand/s (relative) is C2H40  selectivity/2(100-C2H40  
selectivity). AAa was determined to be —7.6 ±  1.5 
kcal/mol; therefore, the average A„ for carbon dioxide 
formation is 29.0 ±  1.7 kcal/mol as determined by 
subtraction of AAa from the Aa for ethylene oxide 
formation. A value for ASchmo * — ASco** or A AS *, of 
— 10.4 eu was determined from the same relative rate 
data.

Discussion
Two mechanisms to explain the kinetic data for the 

isomerization and oxidation of ethylene oxide are 
proposed. Thermodynamic data were used to establish 
the most reasonable one. The first mechanism 
(designated above as reactions 8a-8d) postulates

0 V
/ \  ^  

c h - ch2

0
/ \

ch2- ch2
(chemisorbed) (8a)

\ (chemisorbed) —'‘—,-
ch2 s1ow

CH3— (ads) 
H

(8b)'

ch3— c C (ads) —L> CH3 - < h
(8c)

ch3— c C H + 02 co2 + h2o (8d)

k3, k i »  k2 rate = Kx

0
r / \  n k2 [CH—CH21

that the rate-determining step is the isomerization of 
ethylene oxide adsorbed on the catalyst to acetalde­
hyde. This step would be preceded by rapid chemi­
sorption of ethylene oxide on the catalyst. The 
acetaldehyde would then be oxidized by oxygen to 
carbon dioxide and water. The value of the apparent 
AS*, which in this case would be the sum of ASi +  
AS2 , is quite reasonable in relation to literature values 
for chemisorptive processes.24-26 In order to rationalize 
the value of A a, less reasonable partitionings of energy 
must be employed. In order for A a to be about 10 
kcal/mol, qx, which is the sum of q adsorption +  q 
chemisorption, must be negative and at least of the 
order of magnitude of E&

Aa = Aa (true) +  qx (9)

but q adsorption should be approximately thermo- 
neutral.27 Q chemisorption would, therefore, have to 
be at least about 10 kcal for mechanism 8a-8d to be 
valid. Since ethylene oxide is only very weakly 
adsorbed28-29 and q chemisorption is therefore small,

(24) ASi is the  en trop y  chan ge fo r  the equ ilibrium  ch em isorption  
(K i)  and ASi 4= is the en tropy  o f a ctiva tion  fo r  the  isom erization . 
C hem isorptive  entropies determ in ed  fo r  ethylene on  copp er and 
g o ld ,“  fo r  exam ple, are — 33.4 and —42.5  eu at lo w  surface coverage 
(8 =  0 .1 ). T h e  sam e m agnitude o f equ ilibrium  en trop y  should  be 
obta in ed  fo r  the chem isorption  o f  ethylene ox id e  on  silver. T h e  
en tropy  o f  a ctiva tion  fo r  the  ethy len e ox ide  isom erization  should  be  
close to  th at fo r  therm al isom erization  o f  ethylene ox ide  t o  acetal­
d eh y d e ,26 w h ich  is — 1.98 eu.
(25) B . M . W . T rapnell, Proc. Roy. Soc., A218, 566 (1953).
(26) M . L . N eufeld  and A . T .  B lades, Can. J. Chem., 4 1 , 2956 (1963).
(27) A  va lu e  o f  q isosteric  can  b e  com p u ted  fro m  d a ta  on  k in etic  
runs a t  20 0  an d  2 5 0 ° w h ere th e  su rface  cov era ge , 8, w as ap p rox i­
m a te ly  con sta n t. A p p lic a t io n  o f  th e  C la u siu s-C la p ey ron  re lation  
y ie ld ed  a value o f q =  — 2.3 k ca l/m o l.
(28) J. A . A llen  and P . H. Scaife, Aust. J. Chem., 20, 837 (1967).
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this route for oxidation of ethylene oxide is unsatis­
factory.

0 „ 0
/ \  ^  / \  <“ »

CH2-C H 2 CH2-C H 2 (ads)

0

CH — CH2 (ads)
*■ , 

slow

0
/  \  (10b)

CHZ—CH2 (chemisorbed)

CH2-C H 2 (chemisorbed) (ads)
(10c)

Figure 5. Conversion-yield plot of data from run 1.

CH,— C.

CH3— C

< °
k .^O

-%• CH— C ^ (lOd)
(ads) ^ H

c C  +  02 co2 + h2o (10e)

0
/ \  ,

rate = K^k , [CH—CH2]
&2, &3, 1̂

The second mechanism (eq lOa-lOe) involves the 
same sequence of steps as (8a-8b), except the rate­
determining step is postulated as the chemisorption 
(10b) of ethylene oxide on the catalyst. This assumes 
that the isomerization to acetaldehyde is rapid and that 
desorption of chemisorbed ethylene oxide is not sig­
nificant. The chemisorption of a molecule on a 
catalyst has been shown in many cases to be an acti­
vated process,16 and therefore it can be the rate-deter­
mining step in a heterogeneous reaction. The low 
value for the activation energy would be consistent 
with this mechanism. The high negative value of 
AS* ( — 56 ±  2 eu) is quite common with activated 
chemisorption, especially in the case of a very localized 
reactant-catalyst site complex.30 The activated com­
plex can be depicted as a silver atom bonded through 
oxygen to the ethylene oxide.

H.

H'
C-----C
\ /

0 (ID

As the rate-determining step is the activated chemi­
sorption, the subsequent isomerization step is fast 
enough to account for the quantity of carbon dioxide 
produced by ethylene oxidation.31 The reactivity of 
chemisorbed ethylene oxide toward isomerization to 
acetaldehyde accounts for the rate of formation of 
carbon dioxide and the concomitant loss of ethylene 
oxide yield in the oxidation of ethylene. This is 
equivalent to merging reactions 2 and 3 of the gen­
eralized ethylene oxidation mechanism.

The relevancy of this study to previous work should 
be obvious. Previous investigators5-6 concluded that 
because of the slow rate of ethylene oxide isomerization 
to acetaldehyde, this was not an important route of 
carbon dioxide formation in ethylene oxidation over 
silver. This conclusion was founded upon the incorrect 
assumption that the rate-determining step of ethylene 
oxide isomerization was the isomerization reaction.

Further evidence in support of the conclusions 
reached in this study was obtained by employing the 
same catalyst for the oxidation of ethylene. The 
activation energy determined for ethylene oxide forma­
tion (21.4 kcal/mol) appeared to fit previous re­
sults.3-13-32 The activation energy varies from catalyst 
to catalyst because of the presence of promoters, 
intentional or unintentional, in the silver. Twigg, 
with a silver catalyst deposited on glass wool, obtained a 
value of 23 kcal/mol. The measured activation energy 
for ethylene oxide formation is dependent on both the

A g

All translational entropy would be lost, as well as some 
of the rotational entropy.24

The most consistent explanation of the kinetic and 
thermodynamic data, therefore, is that the rate-de­
termining step of the isomerization and subsequent 
oxidation of ethylene oxide is activated chemisorption 
of ethylene oxide on the silver catalyst. On the basis 
of this conclusion, no significant amount of gaseous 
ethylene oxide is adsorbed, isomerized, and sub­
sequently oxidized, which is in agreement with previous 
investigations.5-6

(29) A llen  and Scaife  reported  a n on activa ted  process sim ilar to  
that observed  by  T w ig g 3"1 and the present authors. T h e  m a jor  route 
o f ethylene ox ide  adsorption  betw een 250 and 3 7 3 °K  w as an activa ted  
process. Q uantita tive  com parisons w ith  higher tem peratu re studies 
m ay  n o t  be  possible because o f  cata lyst d ifferences and the use o f a 
d ifferent form  for  the adsorption  isotherm  th an  used in m any  o f the  
studies o f ethylene oxide ad sorption  on  silver.3-4-7
(30) C alcu lation  o f AS *  from  a  loca lized  com p lex  m odel (11) for 
the in teraction  o f silver and ethylene ox ide  confirm s the nature o f 
the ethylene oxide adsorption  on  silver, as the AS +  calcu lated  from  
the m odel is — 58 ±  12 eu while the experim ental value is — 56 ±  2 
eu.
(31) A t  20 0 ° fcco, «  5 X  1 0 “ 3 s e c -1, w hile  fa (chem isorption ) is 
» 4  X  1 0 -4 s e c -1 . I f  w e m ake th e reasonable assum ption  that 
chem isorption  step is at least 100-fold  slow er than  the isom erization  
itse lf {fa ~  102 fa) then  fa is ~ i  X  1 0 -2 s e c -1, or kcoz [O2] < fa 
[C 2H 40 ] .
(32 ) J . T . K u m m er, J .  Phya. Chem., 60, 666 (1 956 ).
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purity of the silver catalyst, where unintentional 
promoters may be present, and the rate-determining 
step, as the measured activation energy is a sum of 
several equilibrium heats of reaction and the true 
activation energy in a catalytic reaction. We would 
presume then that the Twigg studies involved basically 
the same catalyst and rate-determining step as the 
present study. The activation energy for carbon 
dioxide formation in the present study was calculated 
to be 29 kcal/mol. The difference in activation 
energies between the reactions leading to carbon dioxide 
and to ethylene oxide is only 7.6 kcal/mol. Such a 
difference is not surprising, as the selectivity to ethylene 
oxide from the oxidation of ethylene only varied from 
about 80% to 60% over a 60-70° temperature range. 
It has been proposed in the past that the two reactions, 
1 and 2, involve the same transition state and are 
identical in most reaction steps except for their final 
products. The difference in activation energies be­
tween the ethylene oxide and carbon dioxide forming 
reactions, however, precludes a common transition 
state. The selectivity is higher than in many other 
studies of ethylene oxidation because of the low ethylene 
conversion (1-10%) and high pressure (50 psig) 
employed. Good agreement was obtained with the 
ethylene oxide selectivity results of Twigg at low 
ethylene conversion. The large difference in activa­
tion energy between ethylene oxide and carbon dioxide 
formation indicates that a different rate-determining 
step may be found in the present study.

Isotopic17-20 and gravimetric methods have proven 
the existence of two major oxygen species on the 
catalyst surface, one molecular (0 -0  bonds present) 
and one atomic (0 -0  bonds absent) in nature. Any 
mechanism proposed for the oxidation of ethylene 
therefore has to meet the criteria of accounting for: (I), 
the high selectivity of the reaction; (II), the roles of the 
two different oxygen species present on the catalyst;
(III), the activation energy difference in the two ethy­
lene oxidation routes; and (IV) the ethylene oxide 
isomerization results.

The most logical explanation is that the formation of 
ethylene oxide occurs by reaction of ethylene with the 
molecular oxygen-silver complex (12) analogously to
liquid phase oxidation of olefins.33-36

H \

Yv u l

H \
" X = = c  C 

H / V
0— 0 

/  \ ( f c - i
L  A g  A g

Ag' Ag

H -

H "
C-------CC

\ /  1
0

Ag^ ^A g

(12)

This results in the formation of ethylene oxide and 
Ag20 , which is the most probable configuration of the 
atomic oxygen-silver complex. This complex is also 
reactive to ethylene, but leads to a formation of ethylene 
oxide in a chemisorbed state (13)

H.

H"
:C=C:

.H

H

H\/C==CC

<7\
A g  A g

H \ ,/H
-----C\IT \  /

0 (13)

A g  A g

Isomerization of the chemisorbed ethylene oxide to 
acetaldehyde occurs quite easily (14) and the resultant 
acetaldehyde is rapidly oxidized to carbon dioxide and 
water, as shown by the ethylene oxide isomerization 
studies.31 High yields of ethylene oxide are obtainable 
in spite of the apparent prediction by the proposed 
mechanism of a limiting yield of 50%. One factor is 
the higher reactivity of the ethylene oxide-forming

H.
^ c — c; 

i K  \ /  
o

A g  '''A g

,H

'II

H* H

H % ' \ V

/ I
_  A g  A g

A g  A g

H2C -------CH2

\ /
0

A g  A g

CH3— (14)

A g A g

(15)

0

catalyst sites, relative to the Ag Ag sites. The 
lower reactivity of the atomic oxygen complex results 
from its facile migration to form Ag20 2 complexes by 
recombination with another Ag20  complex. The 
activation energy for this step is lower than for reaction 
with ethylene. A second factor is the competition of

(33) T h e  exact structure and sto ich iom etry  o f  th e  m olecu lar oxygen  
silver com p lex  is n o t  k n ow n . S toich iom etries o f  AgCh, AgîCh, and 
A g 2Û2 have all been  reported  in  the literature .34 -36 T h e  structure o f 
A g 2 0 2 does n o t  in fer in  our m echanism  an exact structure, bu t sim ply  
a  perox id ic  s ilv er -ox y gen  species.
(34) M . W . M a y  and J. W . L innett, J . Catal., 7 , 324 (1967).
(35) V o n  M . F eller-K niepm eier, H . G . Feller, and E . T itzenthaler, 
Ber. Bunsenges. Phys. Chem., 71 , 606 (1967).
(36) L . Y a . M argolis , Advan. Catal., 14, 463 (1963).
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Figure 6. Thermodynamic diagram for ethylene oxidation.

the desorption (15) of chemisorbed ethylene oxide with 
the isomerization of ethylene oxide (14). A third 
factor is the higher proportion of peroxide sites, only a 
fraction of which have reacted in any given time interval 
to produce Ag20  sites. Higher pressures of oxygen or 
the use of selective poison (small concentration of an S or 
Cl containing compound) would then decrease the rate 
of isomerization of chemisorbed ethylene oxide because 
the oxygen or selective poison would be able to effec­
tively compete for the silver catalyst site adjacent to the 
chemisorbed ethylene oxide.

Thermodynamically, the difference in activation 
energies for the two reactions is related to the stabilities 
of the two oxygen-silver complexes. Ethylene adsorp­
tion is very weak; therefore, it will contribute little to 
the activation energies. The thermodynamic diagram 
for oxygen-silver systems is found in Figure 6.

The values for the thermodynamic variables, such as 
the heat of activation for Ag20  decomposition,37 the 
activation energies for oxygen adsorption and mobility,16 
and the heat of oxygen adsorption,38 were obtained from 
the literature. The heat of formation of Ag20  was 
obtained from NBS data.39

The activation energy difference between the ethylene 
oxide and carbon dioxide forming reaction will depend 
upon the stabilities of the oxygen-silver complexes and 
the transition states for their decomposition. From 
the data, it is apparent that the Ag20 2 species is 8 
kcal/ mol more stable than Ag20 . The Ag20 2 transition 
state, however, is about 17 kcal/mol lower in energy 
than Ag20  as determined from Czanderna’s data.16'40

The higher the transition state energy, the higher is 
the activation energy. From the equation AEa = 
A E tran sition  state A E g r0und state, AAa was calculated as 
— 9 kcal/mol, in good agreement with the experimental 
value of —7.6 ±  1.5 kcal/mol determined in this 
study. The absolute values for the activation energies

for ethylene oxide and carbon dioxide' formation were 
determined from the data, Figure 6. The value of 
energy level A, 21 kcal/mol, was equivalent to the 
activation energy for formation of ethylene oxide from 
ethylene and Ag20 2, and it compared wTell with a value 
of 21.4 kcal/mol calculated from the kinetic data for 
ethylene oxide formation. The value of energy level B, 
30 kcal/mol, was equivalent to the activation energy 
for ethylene oxide formation from ethylene and Ag20, 
and was very close to the value calculated from the Ea 
for ethylene oxide formation minus AEa, 29 kcal/mol. 
This is also comparable with the previously determined 
value of the heat of activation of Ag20  decomposition of 
28 kcal/mol.37

The resultant values for the activation energies of 
ethylene oxide and carbon dioxide formation are 
unfortunately not uniquely determined by use of 
reactions 12-15. Using the same thermodynamic 
diagram, reasonable values for these respective activa­
tion energies can be calculated for several alternative 
mechanisms for ethylene oxidation.3'6'6'8'39'41 This 
mathematical exercise does, however, lead to the con­
clusion that the rate-determining step for ethylene 
oxidation to either ethylene oxide or carbon dioxide and 
water involves primarily the breaking of one or more 
silver-oxygen bonds. This means that except for the 
extreme cases, ([C2H4] »  [02] or [02] »  [C2H4]), the 
surface reaction of a 'silver-oxygen complex with 
adsorbed ethylene is rate determining in the oxidation 
of ethylene to ethylene oxide or carbon dioxide. The 
value of AA<8 * indicates that the oxidation of ethylene 
to ethylene oxide has a more ordered transition state 
than oxidation to carbon dioxide. This evidence 
would favor ethylene oxide arising from reaction of 
ethylene with a molecular oxygen-silver complex. It 
is possible that preferential adsorption at “ kink”  and 
“ ledge”  sites would lead to this negative AAtSK42

In summary, the selectivity of the reaction is ex­
plained by the coupled nature of the reactions. The 
activation energy difference of the two oxygen species 
involved in these reactions is related to the difference in 
their thermodynamic stabilities and those of the

(37) B . D . A verb u k h  and G . I . C h u farov , Zh. Fiz. Khim., 23 , 37 
(1949).
(38) A . F . B en ton  and L . C . D rake, J. Amur. Chem. Soc., 56 , 255 
(1934).
(39) “ Selected  V alues o f  C hem ical T h erm od y n a m ic  P rop erties ,”  
N ational B ureau o f Standards C ircu lar N o . 500, U . S . G overn m en t 
P rin ting  Office, W ash in gton , D . C ., 1950.
(40) T h e  relative energy state o f [A g jO ]*  w as ca lcu lated  as equal 
to  the d ifference in activa tion  energies betw een  m olecu lar and atom ic  
adsorption  on  silver, this 5 k ca l/m o l bein g  tak en  as equ iva lent

O
/  \  ,

to  the  energy for  form in g  [A g A g p .  T h e  re lative  energy state
o f [A g2 +  O ]*  was taken to  be equal to  the activa tion  energy required 
for  m igration  o f an oxygen  atom , 22 k ca l/m o l.
(41) H . H . V og e  and C . R .  A dam s, Advan. Catal., 17, 171 (1967).
(42) O . K n a ck e  and I . N . Stranski, “ Progress in  M e ta l P h ysics ,”  
V ol. V I , P ergam on Press, L on d on , 1956, p p  21 4 -21 6 .
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transition states. By examination of the relative 
activation energies, it was determined that the ethylene 
oxide formation is caused by reaction of ethylene with 
the molecular oxygen-silver complex. Carbon dioxide 
can then be produced by reaction of ethylene with the 
atomic oxygen-silver complex which forms. This 
gives a chemisorbed ethylene oxide, which can rapidly 
isomerize to acetaldehyde and subsequently is oxidized 
to carbon dioxide and water. The reaction of these 
silver-oxygen complexes with adsorbed ethylene is the

rate-determining step in the oxidation of ethylene to 
ethylene oxide or to carbon dioxide and water.
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Mechanism of the Catalytic Isomerization of Cyclopropane 

over Brc/>nsted Acid Catalysts1

by Z. M . George and H. W . Habgood

Research Council of Alberta, Edmonton 7, Alberta, Canada (Received September 22, 1969)

The isomerization of cyclopropane over a Br̂ nsted acid catalyst takes place via a protonated cyclopropane 
intermediate, which on ring opening gives propylene probably through a primary propyl cation. With a 
deuterated catalyst the propylene product is randomly deuterated and, for a fully deuterated catalyst, the 
extent of monodeuteration during isomerization is 85%, which is close to %  as expected for complete mixing 
with no isotope effect of one D with 6 H’s. These results suggest that the c-C3H6D+ ion probably has 
sufficient time to equilibrate among its various isotopic forms before the ring opens. A lower degree of deutéra­
tion during the isomerization step may be found if the catalyst is incompletely deuterated, and this was found 
to be the case for NaY catalyst equilibrated with D20 at 300°. Some catalytieally active sites which do not 
readily exchange with D20 form a significant fraction of the acid sites on a catalyst of low acidity such as NaY. 
These peculiar sites are of negligible importance in practical catalysts such as NaHY zeolite which have much 
higher total acidity.

Introduction
The mechanism of the Br0nsted acid catalyzed iso­

merization of cyclopropane to propylene is of interest 
in connection with current studies of this reaction 
as a possible test reaction for measuring catalyst 
Br0nsted acidity. A previously published study from 
this laboratory2 had given results inconsistent with 
what is probably the simplest mechanism

CH2
CH2 , /  \

/  a ! +  d+ —► ch,— cii. —►
CH2-----CH2 \ + /

D

[CH —  CH —  CH2D] —v CH2=CK— CH2D + H+ (1)

In these experiments slugs of cyclopropane were passed 
over an NaY zeolite catalyst that was maintained in 
deuterated form by a low constant partial pressure 
of D20. The catalytic sites on the sodium zeolite

are probably the result of some hydrolysis of the 
sodium ions and also some crystal defects. It was 
found that about 26% of the propylene produced 
by the isomerization reaction did not have any deu­
terium whereas eq 1 would lead to 100% exchange 
during the isomerization step. To account for these 
results, Bartley, Habgood, and George2 proposed two 
alternative mechanisms, each involving an intramolecu­
lar hydride transfer during the ring-opening step.

Meanwhile, Hall and Hightower3 carried out a differ­
ent sort of experiment in which the coisomerization 
of a 50:50 mixture of cyclopropane-do and cyclopro- 
pane-cfc over silica-alumina was studied. A plot of 
hydrogen atoms exchanged per molecule gave a value 
of between 0.45 and 0.50 on extrapolation to zero 
conversion, and this indicated that there was one,

(1) Contribution No. 475 from the Research Council of Alberta.
(2) B. H . Bartley, H . W . Habgood, and Z. M . George, J. Phys, 
Chem., 72, 1689 (1968).
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or nearly one, intermolecular hydrogen transfer per 
isomerization. From these and related results Hall 
and Hightower3’4 concluded that the mechanism of 
eq 1 applied.

Although the existence of different mechanisms for 
this reaction on dry silica-alumina and on wet zeolite 
would not be too improbable, the results of Hightower 
and Hall have given us additional incentive to carry 
out further tracer experiments with the zeolite catalyst. 
Mechanism I leads to deuteration exclusively on car­
bon 3 whereas the two alternatives proposed by Bartley, 
et al., would give deuteration on carbon 3 and carbon 2, 
respectively. Our previous work involved mass spec­
trométrie measurements of the deuterated propylenes; 
these spectra give no useful information on the location 
of the deuterium. We have now obtained nmr spectra 
of the exchanged propylene in order to determine 
the distribution of deuterium within the molecule.

Furthermore, we have critically examined the degree 
to which the Br0nsted sites of the zeolite catalyst 
were maintained in a deuterated form. In the previous 
work it was assumed that a steady stream of D20  
vapor sufficient to maintain a ratio of adsorbed D 20  
to adsorbed cyclopropane of at least 100:1 would 
be adequate to ensure that all sites were effectively 
deuterated.

The results we have now obtained remove much 
of the apparent previous contradiction. The nmr re­
sults indicate an equilibration among the various pos­
sible isomers of c-C3H6D + that leads to mixing 
among all hydrogens prior to ring opening which may 
then proceed via the primary propyl cation as in­
dicated in eq 1. The minimum degree of deuteration 
during the isomerization step should be 86% (6/ 7) de­
pending on the relative extent of the equilibration 
of c-C3H6D+. We found that our NaY catalyst 
contained a small concentration of catalytically active 
sites that are difficult to deuterate with D20  but 
when these sites are deuterated the expected 86% 
deuteration during the isomerization step is achieved.

Theory
As previously discussed,2 the various exchange and 

isomerization reactions occurring whe^ 'opane-do
(A0) is passed over a deuterated cat i sum­
marized in the following reaction 3re A

represents cyclopropane, B propylene, the subscripts 
refer to the number of deuterium atoms, and each 
rate constant is identified by a superscript as a re­
action of exchange (e), isomerization without exchange 
(i), or isomerization with exchange (ei) and by a

subscript indicating the reactant. If the reaction pro­
ceeds by mechanism 1, kA,\ kAl\ kAj,  etc., will turn 
out to be zero.

Under our experimental conditions2’5 the maximum 
extent of significant deuteration is 3 deuterium atoms 
per propylene molecule. Consequently, we require ex­
pressions for the amounts of each of the various B 
species up to B3 formed from the slug of A0 injected 
at the inlet of the catalyst column under the conditions 
of the mierocatalytic chromatographic reactor. Each 
of the B species may be formed by several different 
reaction routes; for example, B2 is produced by Ao —*■ 
B0 —► Bi —*■ B2, Ao —► Ai —*■ B2, Ao —► Ai —*■ Bi —*■ B2,
A0 —► Ai —► A2 —*■ B2, and A0 —► Bi ->  B2 as given in 
the reaction scheme, eq 2. Each reaction route will 
yield a characteristic isotopic distribution in the prod­
uct and the final distribution will depend on the relative 
contributions of the various routes. Any one reaction 
route is a series of consecutive first-order reactions; 
because the reactions are first order the various routes 
may be treated independently. In developing ex­
pressions for the amount of product from each route 
the only distinctive feature is the need to take account 
of the difference in the rates of elution of the A and B 
species along the catalyst column. The pulse of A 
travels with a contact time tA and the product B has a 
contact time on the catalyst ranging from 0 for iso­
merization occurring at the column outlet to tB for 
isomerization at the inlet. The total amount of B 
is then the integrated sum of the various increments 
formed from A all along the column. The previous 
paper illustrated the derivational procedure.

The actual isotopic distribution expected for any 
one route depends on the assumptions made concerning 
each step. It is reasonable to assume that exchange 
of cyclopropane will introduce D randomly in all posi­
tions and that exchange of propylene will introduce D 
randomly into the 5 H positions on C l and C3. Differ­
ent assumptions can then be made concerning deutera­
tion during isomerization in line with the different pro­
posed mechanisms.

Of the various rate constants occurring in eq 2, 
it is possible to determine experimentally only kAo', 
kAoei, fcA„e, and fcB„e.2 It was also shown that

/cA„ei +  kAi = fcAlei +  W  =  • • • = #  (3)

where k' is the experimentally determined rate constant 
for the surface reaction A —*■ B. To estimate the re­
maining individual rate constants involved in the re­
actions up to B3 the following assumptions have been 
made. Hydrogen-deuterium exchange in cyclopropane

(3) J. W . H ightow er and W . K . H all, J . Amer. Chem. Soc., 90 , 851 
(1968).
(4) J . W . H igh tow er and W . K . H all, J. Phys. Chem., 72, 4555 
(1968).
(5) H . W . H a b g ood  and Z . M . G eorge, M o lecu lar  S ieves (C on ­
ference), S oc ie ty  o f  C hem ica l In d u stry , L on d on , 1968, p 130.
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Table I: Expressions for Calculating Relative Amounts of Various Propylene (B) Species
Formed from Cyclopropane-do (A0) by Different Routes over a Deuterated Catalyst

Species R o u te  . E xpression 3

B o 1 A o —> B o B o /A o 0 =  k Ao't AF (k B„HB, k AotA )
B i 2 A o —► B i B : /A o °  =  k A0e‘ ia F ( ^ b i^ b , k AotA)

3 A o — A i  —> B i B ; /A o °  =  6 k Ao'tA [F (k B i‘ tB, k AltA) — F ( U eiB, k A,tA)]
4 A o —► B o  —** B i B i / A 0° =  5 k Aa'tA[F (kB ^lB , k AotA ) — F(A;BoeAB, A W a )]

B 2 5 A o —*■ B i  —y B 2 B s /A o °  =  4&Ao°‘ i a [F(A ;B 2eiB , ktJiA ) — F ( k Bit-B, ¿ A o D l
6 A o — A i  —>• B 2 B « / A 0° =  6 k Aie,i a  [F (A ;B !eiB , k AltA)  — F (kB i‘ tB, A W a )]
7 A o —► A i  —► A 2 — B 2 B 2/ A o° =  15A:A2: iA [F(A:B2eiB , k AotA)  — 2F(A :B 2'iB , A;a i£a )  +  F ^ b /A b , Au V a )]
8 A o — A i  —► B i  —► B 2 B ; / A 0° =  24A;Aii iA [F(A :B 2eAB, kAJA) +  F ^ b A ,  k AltA) — F ( k BietB, k AotA) —

F(A :BieiB, A:a iAa )1

9 A o — B o — B i  —*■ B 2 B 5/ A 00 =  10&ao‘ Aa [F (& bocAbj k AjtA ) — 2 F (A ;b i6Ab , k AatA) +  F(A:B 2eiB, A:a 0Aa )1
Bo 10 A o — A i  —► A 2 — B 3 B o /A o 0 =  15A)A!e ,AA[F(A:B!eAB, k AatA) — 2 F(A:BjeAB, k AitA)  +  F(fcB seAB, A:a Âa )]

“ F(X, Y) = e x — e Y/Y  — X; A0° is amount of A0 injected.

was assumed to occur randomly among all 6 hydrogen 
positions with no isotope effect. Hence on purely 
statistical grounds the following relations are obtained

kAle =  s/ekAte; kAi6 =  Y e W ; etc. (4)

Similarly, for propylene exchange, assuming random 
exchange among the 5 hydrogen positions of carbons 1 
and 3

kBle = Vŝ Bo6; kBle =  3/&kB,e; etc. (5)

Estimation of the individual rate constants kAll and 
kAlei, etc., relative to k‘ is somewhat dependent on 
the mechanism proposed for the isomerization. For 
example, one of the mechanisms proposed by Bartley 
et al., requires an isotope effect of 1.5 in the final step 
and mixing of the added D+ with 2 hydrogens on 
what becomes the methyl carbon; assuming no isotope 
effect in the intramolecular hydrogen shift, we obtain 
the value 0.65 for the ratio of kAlei to (kAlei +  kAl'). 
By the other mechanism (mixing with one hydrogen 
on the number 2 carbon and an isotope effect of 3.0 
for the loss of H+ or D+) we obtain a value of 0.68. 
Taking the average and similarly for the reactions 
of A2 gives

kAlei/(jkAlei +  kAll) =  0.66 (6)

kAlei/ (kAlei +  kAi )  =  0.57 (7)

Once values are obtained for the rate constants kAoe, 
kA,', kA,ei, and fee,,6 the relations of equations 3 to 7 
permit the assignment of values to the remaining 
rate constants for the various reactions giving B0 to B3.

The final set of expressions used to calculate the 
amounts of the various B species is summarized in 
Table I. The first term of each of the expressions 
for a route involving more than a single step has al­
ready been simplified by means of the relations listed 
in eq 3 and 4. Only one route leading to B3 is included 
in the Table. Contributions to B3 by the other 6

routes either were neglected or else were estimated, 
in both cases on the basis of an extrapolation of the 
pattern of contribution to the species B0 to B2.

Experimental Section
The gas chromatographic microcatalytic reactor, the 

experimental details for the activation, regeneration, 
and equilibration of the catalyst with D20  or H20, 
and the measurements of conversion and retention 
are described in previous papers from this laboratory.2’5

The isotopic compositions of the propylene product 
and the unreacted cyclopropane were determined mass 
spectrometrically. Initially the spectra were mea­
sured on a modified MS2 spectrometer using 70 (and 
occasionally 20) V ionizing electrons and obtaining 
the best fit for the peaks of all C3 fragments.2 Later a 
Veeco GR4 spectrometer was used with an ionizing 
voltage of 14 V which, for this instrument, was the 
maximum that would give no fragmentation of either 
compound. In this case, analyses were based on the 
intensities of the parent peaks with corrections for 
C 13 and for the variation in parent-peak intensity 
with isotopic substitution. This latter was determined 
by carefully prepared mixtures of do and do compounds 
(prepared manometrically using a quartz-spiral Bour­
don gauge to an estimated accuracy of 1%) and with 
correction for the small amount of d5 impurity. The 
observed intensity of the d6 compound was 91% of 
that of d0 for both cyclopropane and propylene and 
the variation was assumed linear with degree of deu- 
teration. The intensity of the peak for cyclopropane 
was 70% of that for propylene.

The positional distribution of deuterium within the 
propylene molecule was estimated on the basis of 
of nmr spectra. Approximately 0.1 mmol of propylene 
product, separated gas chromatographically from D 20, 
cyclopropane, and any impurities, was mixed with 
30% cyclopropane as an internal nmr standard. The 
mixture was analyzed by glc before being condensed
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into an nmr tube with chloroform solvent (80% deu- 
terated to provide a “ locking”  signal without giving 
interference to the vinyl proton signal of propylene). 
The nmr spectrum was scanned at 100 MHz and at 
— 60° on a Varian HA 100 instrument equipped with a 
15-in. magnet. The extent of exchange at Cl, C2, and 
C3 positions of propylene was determined by measuring 
the integrated peak areas of the three different hy­
drogens in the nmr absorption spectrum and com­
paring them with the 2 :1 :3  values expected for propyl- 
ene-do on the basis of the observed signal for cyclo­
propane internal standard and the known composition 
of the mixture.

Most of the experiments reported here were carried 
out on a 2.0-g sample of NaY zeolite (Linde Lot SK40 
51-31) which had been treated with NaCl, as reported 
previously.2 On a fully dehydrated basis, it had the 
formula Nao.96Ca0.oo6A102-2.39Si02. One set of 
experiments was carried out on a partially hydrogen- 
exchanged sample, NaHY, which was obtained by 
treating 10 g of the original sample (NaY SK40) 
with 1 1. of 10-2 M NH4C1 for 72 hr at room tempera­
ture with gentle agitation. Before deammination, this 
sample had the composition Na0.675(NH4)o.227Cao.o28- 
A102-2.31Si02.

Cyclopropane and propylene were obtained from 
Matheson and D20  and deuterated compounds from 
Merck Sharpe and Dohme, Ltd.

Results and Discussion
The deuterium distribution in the propylene product 

from the isomerization of cyclopropane-do over a deu­
terated NaY catalyst was determined and compared 
with predicted values. Deuterated NaY catalyst was 
prepared as in previous work2 by saturating the helium 
stream with D20  at 0° and passing the wet helium 
over the catalyst for several hours at the reaction 
temperature of 285°. The D20  stream was continued 
during the reactions and it was assumed that this 
would maintain the catalyst in a deuterated condition 
even during exchange with cyclopropane and propylene. 
The partial pressure of D20  over the catalyst was 
about 2.8 Torr and a separate experiment with 3.6 
Torr of D20  showed that the catalytic activity is inde­
pendent of D 20  pressure in this range.

In order to obtain sufficient propylene for the nmr 
analysis, 10 successive slugs of cyclopropane (each 
10 ml at 100 Torr) were passed over the catalyst and 
the separated propylene fractions were combined. The 
conversions of the successive slugs at 285° were sub­
stantially the same, 20.4 ±  1.0%. The rate constant 
for the surface reaction (equal to kkj +  fcA0ei) calculated 
from the conversion and the contact time, tA =  11-1 
sec, was 0.0210 sec-1. This was close to the value 
0.0217 predicted from the previous results for this 
temperature and consequently it was felt justified to 
use the previous results to estimate the values for

the other rate constants: ^,70.0053, kA,ei 0.0157, 
Âoffl.OBSO, fcBoD.OSdS, and the value of iB 13.7 sec.

Using these rate constants the composition of the 
propylene product was calculated by the equations 
of Table I; the resultant values are summarized in 
Table II along with the experimentally determined 
composition and the total degree of deuteration as 
determined from the nmr results. The agreement be­
tween observed and predicted composition is good 
for Bi, the principal deuterated species; the higher 
than expected value for B0 suggests a somewhat greater 
proportion of isomerization without exchange than the 
26% obtained in the previous paper and on which 
the rate constants were based. Table III shows the 
deuteration on each of the three carbons of propylene 
during the isomerization step. This is obtained as 
the difference between the total deuteration on each 
carbon as obtained by nmr and the calculated deu­
teration by exchange of cyclopropane and exchange 
of propylene (assumed to introduce D randomly into 
all 6 H positions of cyclopropane and randomly into 
the 5 H positions on C l and C3 in propylene. There 
is indeed some exchange into the C2 position of propyl­
ene* * * 6 but this is small enough to be negligible here.) 
The data show the deuteration during isomerization 
to be random among all hydrogen positions in propyl­
ene.

Table I I :  C onversion  to V arious D euterated  P ropylenes

Fractional composition of 
✓--------- propylene---------

Species Reaction route Caled Obsd
B„ 1 Ao —*■ Bo 0.136 0.228
Bi 2 Ao Bi 0.426

3 Ao —► Ai —► Bi 0.069 •0.531 0.507
4 Ao —9► Bo —*■ Bi 0.036

b 2 5 Ao — Bi —► B2 0.093
6 Ao —► Ai —► B2 0.143
7 Ao —*" Ai A2 B 2 0.015 -0.266 0.211
8 Ao — Ai —> Bi B2 0.009
9 Ao —► Bo —*■ Bi —> B 2 0.006

b 3 10 Ao — Ai —*■ A2 —► B 3 0.022
11 Ao Ai —*- A2 —► A3

— B 3 0.002 -0.050 0.048
12 Ao —► Ai —► B2 B3 0.016
13 Ao — Bi —► B2 — B3 0.010
B  total 0.983 1.000
E x ten t o f deuteration, 0.212 0.180

fractional
0 .1 71

(nm r)

Random exchange among all hydrogen positions of
the propylene product almost certainly must occur
before ring opening of the cyclopropane. The most

(6) Z. M . George and H. W . Habgood, unpublished results.
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Table III: D eutération  o f Various H ydrogen  
Positions in P rod u ct P ropylen e

F ractional deuteration per H

P red icted

C l C2 C3

(1 ) V ia  exchange o f A ,“ routes 
3, 6, 7 (2 x ), 8, 10(2x), 
l l ( 3 x ) ,  12

0 .0 5 3 0 .0 5 3 0 .0 5 3

(2 ) V ia  exchange o f B ,6 routes 
4, 5, 8, 9 (2 x ), 12, 13 (2x)

0 .0 3 7 0 .0 3 7

T ota l via  exchange separate 
from  isom erization

0 .0 9 0 0 .0 5 3 0 .0 9 0

O bserved (from  nm r areas) 
D euteration  during isom erization

0 .1 7 3 0 .1 2 7 0 .1 8 5

B y  difference 0 .0 8 3 0 .0 7 4 0 .0 9 5
P redicted , routes 2, 5, 6, 10, . . . average 0 .1 1 8

12, 13

“ A ssum ed to  in troduce deuterium  random ly in  all 6 h y d ro ­
gens in th e resulting propylene. b A ssum ed to  in troduce deu­
terium  ran dom ly in the 5 hydrogens on  C l  and C3 of propylene.

probable mechanism is a rapid isomerization among 
all of the possible forms of edge-protonated cyclo­
propane. The degree of exchange in the propylene 
product should then be substantially independent of 
the exact mechanism of isomerization. Assuming no 
isotope effect for the loss of H+ or D+ from the car- 
bonium ion, the degree of exchange during isomeriza­
tion, fcA0ei/(fcAo‘ +  Â0ei) should be 6/7 or 86%. A 
normal isotope effect would give a higher value. The 
results of Hightower and Hall indicated close to 100% 
exchange during isomerization. Galeski and High­
tower7 have recently obtained a value of about 84% 
in microcatalytic experiments over a D20-wet silica- 
magnesia catalyst in which they varied the flow rate 
and extrapolated to zero conversion.

The question then remains as to why we obtain 
only 74% or less exchange during isomerization. We 
have explored two possible explanations, (a) Redeu- 
teration of a catalytic site by exchange with D20  
following reaction is slow relative to a fresh reaction 
on the same site even though the concentration of 
adsorbed D20  was at least 100 times the concentration 
of adsorbed cyclopropane, (b) The technique for 
preparing a deuterated catalyst-exchange with D20  
at the reaction temperature of 285° for some reason 
does not deuterate all reactive sites.

In order to check on the first possibility, several 
experiments were carried out at different partial pres­
sures of cyclopropane while maintaining the partial 
pressure of D20  at about 2.8 Torr. Constant flow 
rather than slug experiments were used here in order 
to specify the actual partial pressures more completely. 
The range of inlet partial pressure of cyclopropane 
was from 0.017 Torr to 1.75 Torr and the results are 
summarized in Table IV. The experiment at 1.75 
Torr showed a small but significant increase in the

fraction of undeuterated propylene indicating that at 
this partial pressure redeuteration of catalyst sites 
is not complete. A slug experiment, however, with a 
30-Torr, 10-ml slug gave results identical with the 
lower pressure flow experiments. This indicates that 
the requirements for redeuteration are much less serious 
for a slug than for steady flow.

Attempts were then made to see whether a more 
complete initial deuteration of the catalyst was possible. 
The first approach was to carry out the exchange with 
D20  at a higher temperature. The catalyst was heated 
to 500° in the flowing D20  stream (2.8 Torr) for 4 
hr, then cooled to reaction temperature (294°) and 
equilibrated at this temperature. The first slug in­
jected (Table V) gave a propylene composition cor­
responding to 86% deuteration during isomerization. 
The second and subsequent slugs gave the usual value, 
about 75%.

A second approach to complete initial deuteration 
was to carry out an injection of cyclopropane-d6 (in 
this case over the dry catalyst) in the hope that this 
would lead to the deuteration of all active sites. The 
catalyst was then equilibrated with D20  in the usual 
manner and the first subsequent injection of a slug of 
cyclopropane-do gave products corresponding to 87.5% 
exchange with isomerization. The second and suc­
ceeding slugs showed a marked increase in the relative 
amount of isomerization without deuteration (Table 
V).

Following the experiments described in the preceding 
two paragraphs, a standard reaction in D20-w et helium 
at 289° showed that the catalytic activity had not 
been impaired (kl = 0.0236 sec-1 compared with the 
previous value of 0.0240 sec-1) and measurements 
of the retention volume of cyclopropane agreed with 
previous values.

These experiments, therefore, have demonstrated 
the existence on this NaY catalyst of some protonic 
sites which are highly reactive with cyclopropane yet 
are exchangeable with D20  only with difficulty. In 
fact, for reaction temperatures around 300° these anom­
alous sites do not significantly exchange with D20, 
although, as shown by the flow experiments, the re­
maining sites exchange fast enough to be maintained 
in deuterated form during all of the experiments pre­
viously reported.

We have no specific suggestions to offer concerning 
the nature of these sites that react (and exchange) 
readily with cyclopropane but do not exchange with 
water. We attempted to learn something of their 
importance to zeolite catalysis generally by investi­
gating a sample of NaHY containing about 30% 
replacement of Na by H. These acid sites are pre­
dominantly the ones that are of practical interest

(7) J. B. Galeski and J. W . Hightower, presented to the Third 
Canadian Symposium on Catalysis, Edmonton. Canada, October 20, 
1969.
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Table IV: Effect of Variation of Partial Pressure of Cyclopropane-d0 in Plow Experiments Over a Deuterated Catalyst“

P artial
pressure H e
above flow

Catalyst
temp

catalyst, rate, Conversion ----------------- Isotopic composition of product propylene, % -
T orr ml/sec % do d\ d i dz

274 1.75 0.72 9.9 0.201 0.653 0.139 0.007
276 0.182 0.72 11.4 0.150 0.666 0.161 0.023
274 0.017 0.72 10.8 0.156 0.654 0.160 0.030
274 C yclopropan e  slug, 

10 m l at 30 T orr
0.72 11.8 0.149 0.631 0.189 0.029

° Partial pressure o f D 20 ,  2 .8 T orr.

Table V : Sum m ary of E xperim ents w ith  “ D rastic”  
D euteration  o f the N a Y  C atalyst

Slug
Con­

version,
*AoV 

(¿A.* 1 +
Catalyst treatment no. % Bo/SB w o

R egenerated cata lyst equili­ 1 2 2 .0 0 .0 8 4 0 .1 3 8
brated w ith  D 20  at 500°, 
coo led  in D 20  va p or  to  
294°, and equilibrated 
w ith  D 20  at this tem ­
perature

3“ 2 2 .8 0 .1 7 6 0 .2 9 0

R egenerated ca ta lyst cooled 1 2 0 .2 0 .0 7 2 0 .1 2 5
to  288°, a slug (10 m l at 
10 T orr ) o f cyclopropan e- 
de was in jected  and cata­
lyst equilibrated w ith  D 20

3 “ 1 9 .8 0 .1 5 2 0 .3 1 5

at 288°

“ T h e  second  slug in each  experim ent was Bo. F or b o th  A<> 
slugs, th e results from  a single B 0 slug w ere used to  calcu late 
^Ao'/C^Ao' +  fcAoei)- &B0e was 0.04 in b o th  experim ents, com ­
pared to  0.05 in  the previous pap er.2

in catalysis and it would be important to know if a 
large fraction of them showed this high catalytic ac­
tivity coupled with reluctance to undergo H -D  ex­
change with water.

The NaHY catalyst was equilibrated with 2.8 Torr 
of D20  at 139° and the reaction was carried out in the 
same manner as before. The lower reaction tem­
perature was necessary because of the greater reactivity 
of the NaHY catalyst. The concentration of adsorbed 
D20  was estimated5 to be about 10 molecules per cavity 
(as compared with 1 molecule per cavity at 300°) and 
the ratio of adsorbed D20  to that of adsorbed cyclopro­
pane was approximately 200:1 as compared with 100 to
1. Table IV showed the results to be substantially
independent of the ratio of D20/cyclopropane so that
the 200:1 ratio here would not of itself be expected to 
change the effective degree of deuteration of the
catalyst. The rate constants are summarized in
Table VI. The proportion of cyclopropane isomerizing 
without exchange (& a 0‘ / ( & A o'  +  &A„ei)  is seen to be 15%. 
This is similar to the value found for the first slug on a

“ drastically”  deuterated NaY catalyst and is approxi­
mately the fraction expected for complete mixing in the 
c-C3H6D + ion. The 26% nonexchange observed 
with the NaY catalyst under the steady-state conditions 
of a D20  stream must then reflect the presence of a 
small number of atypical sites that are of negligible 
importance in catalysts of practical importance.

Table VI: R ate  C onstants for the Isom erization  of 
C yclopropan e over N a H Y  C ata lyst in the 
Presence o f D 20  at 139°

k ’  k A 0e kA a ‘  k A o e l  k  B0e

5.0 X 10-3 3.6 X10“ 2 0.75 X 10“ 3 * 4.3 X 10"3 1.1 X lO“ 2

The rate constant for isomerization, ¥, for NaHY is 
about 100 times the value extrapolated from the 
previous measurements with NaY. This reflects the 
expected increase in catalytic activity with the increase 
in concentration of the acid sites. The ratio of ex­
change of cyclopropane to isomerization, kA„e:kl, is 
approximately 7 for NaHY as compared with about 2 
for NaY. This difference could correspond to a 
difference in activation energy for isomerization and for 
exchange of 3.6 kcal/mol. Although this is somewhat 
outside the experimental scatter of the previous mea­
surements such a difference would then be a measure of 
the asymmetry of the potential-energy surface around 
the metastable c-C3H7+ cation. Otherwise this 
difference in ratio indicates a difference in the en­
vironments of Br0nsted sites on the two catalysts so 
that the potential energy surface is different at dif­
ferent sites.

We feel that the results reported here have confirmed 
the most plausible mechanism of cyclopropane iso­
merization to be that of eq 1 with the addition of 
an equilibration step among the various possible forms 
of protonated cyclopropane carbonium ion. In sub­
sequent work, to be reported separately, we are studying
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the reaction of cyclopropane over dry deuterated 
catalyst in an attempt to measure the concentration of 
active sites and to learn more about the initial reaction 
step of cyclopropane with the catalyst.
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Electron Paramagnetic Resonance of Nickel Acetate. 

Irradiation-Induced Spin Pairing

by D. A. Morton-Blake1

D iv is io n  of M olecular Science, N ational P h y sica l Laboratory, Teddington, M iddlesex, En g la n d  (Received J u ly  14, 1969)

Single crystals of X-irradiated nickel acetate tetrahydrate were investigated by epr at 77°K. The spectra of 
several S = 1/2 species were observed, indicating that one of the electron spins in the Ni2+ ion had paired with a 
free spin created in one of the ligands. Using a single mounting position of the crystal and assuming cylindrical 
¡/-tensor symmetry, a least-squares computation gave the components g\\ = 2.463 ±  0.002, g± = 2.076 ±  0.002 
for the main species formed. However, there is some evidence for the presence of an appreciable rhombic com­
ponent which would introduce an uncertainty of 0.02 in g\\.

Introduction
Recently it was shown2 that X-irradiation of cupric 

acetate monohydrate [(CH3C 02)2C u'H 20 ]2 crystals 
results in partial spin pairing within the <8=1 magnetic 
triplet species. This was evidenced by the presence of 
an S =  y 2 species whose spin was centered on one of the 
two copper atoms, as revealed by the epr spectrum. 
The inference drawn was that the irradiation had re­
moved an H atom from one of the four acetate ligands, 
and that the resulting radical had spin-paired with the 
nearest cupric ion, leaving a free spin on the remaining 
cupric ion.

This result suggested the possibility of partial spin 
pairing in other paramagnetic species for which S >  1/t 
and this paper describes a similar investigation of 
irradiated nickel acetate tetrahydrate, (CH3C 02)2- 
Ni-4H20. Ni2+ has a 3d8 shell, and normally forms a 
ground-state *8 =  1 triplet. The crystal structure3 
shows that the Ni2+ ion is surrounded by six O atoms 
in the form of a slightly distorted octahedron. Four of 
the oxygens, which are in H20  ligands, form an approxi­
mate square in an “ equatorial plane”  at ±2.06 and 
±  2.11 A from the Ni2+ ion at the origin, while the other 
two oxygens, which are in two different acetate anions, 
are at ±2.12 A along the “ polar”  directions.

An irradiation mechanism similar to that supposed 
to occur in cupric acetate would be expected to eliminate 
an H atom in one acetate ligand, converting it to the 
radical anion, CH2C 02_ . Describing this acetate

radiolysis by the reaction A -  — > ft'-  +  H, the irradia­
tion of nickel acetate can, in principle, create any of the 
species represented schematically on the right-hand 
side of the reactions

2 +  r r

A --N i(d 8) -A -

2+ Tt r
A --N i(d 8) - a -

+ Î
■> A - -N i(d9)-ft

3 +  r r u

A --N i(d 7)-® 2-

(la)

(lb)

(lc)

If there were no metal-ligand spin interaction, the epr 
spectrum of species (la) would be merely the S =  y 2 
spectrum of ft'-  superposed upon that of nickel acetate 
(<S =  1). Interaction of the spins would produce an 
*8 =  3/ 2 quartet or *8 = J/ 2 doublet, and spin delocali­
zation on metal or ligand would produce the species 
(lb) or (lc) in which the nickel ion is isoelectronic, 
respectively, with Cu2+(d9) or with Co2+(d7), and should 
possess very similar paramagnetic properties (g values 
and relaxation times).

Unlike cupric acetate which has an S =  0 ground 
state, the only appreciably populated state in nickel 
acetate is the triplet. Therefore any paramagnetic 
species created by the irradiation is subject to spin

(1) Chemistry Department, Trinity College, Dublin 2, Ireland.
(2) D. A. Morton-Blake, J .  P h y s. Chem., 73, 2964 (1969).
(3) J. N. van Niekerk and F. R. L. Schoening, A cta  C r y  at., 6, 609 
(1953).
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exchange with neighboring triplet species, with conse­
quent line-broadening. Irradiated nickel acetate crys­
tals gave epr line widths of 35 to 40 G. In order to 
obtain narrow lines and therefore better resolution, 
nickel-doped crystals of magnesium acetate tetra- 
hydrate were used.

Experimental Section

Crystals of magnesium acetate tetrahydrate (mono­
clinic space group P2i/c) containing 1% nickel acetate 
tetrahydrate were grown from dilute acetic acid. A 
crystal irradiated with 150-kV X-rays to a dosage of 5 
Mrads was mounted in an Hioi rectangular cavity with 
the (Oil) face on the narrow vertical wall, so that the 
b axis was in the plane of the magnetic field. Measure­
ments were made at 77°K, and since there was evidence 
that some of the radiogenic species were unstable a 
single crystal setting was used as described previously,2 
the spectra being recorded every 10° over the magnet 
rotation range x — 0 to 170°. The spectra were 
calibrated by a variable-frequency proton resonance 
probe. The frequency of the X-band superheat spec­
trometer used in the investigation was 8859.7 MHz.

Calculation

The results indicate that all the observed paramag­
netic species created by the irradiation are described by 
formula lb. This may be thought of as a pseudo- 
cupric complex consisting of a 3d9 ion at the center of a 
distorted octahedron of oxygen atoms.

Distortions in octahedral complexes may have var­
ious causes, but the most important one in d9 complexes 
is that due to a Jahn-Teller effect which lifts the orbital 
degeneracy of the eg orbital (with which the spin is 
associated) by removing some of the symmetry elements 
of the octahedron.4 The result of this distortion is 
either (i) (usually) to increase the distances of both 
ligands on one of the three C2 axes of the octahedron, so 
as to produce tetragonal (Shh) symmetry, or (ii) (oc­
casionally) to compress the ligands about one of the 
four C8 axes so as to produce trigonal (£>3d) symmetry. 
In either case a unique symmetry axis is imposed on the 
complex formed from one of the seven possible directions 
described. This axis, which we shall refer to as the 
Jahn-Teller (or J-T) axis, becomes a principal axis for 
susceptibility, g, and hyperfine tensors.

We assume that all our radiogenic species contain 
such a unique axis of cylindrical symmetry, and so we 
can use the least-squares procedure described in ref 2 
to evaluate the spectral parameters

G =  {gw1 -  g±2) sin2 6 (2a)

and

T =  gi2 (2b)

The quantities g\\ and gx have their usual meanings for 
a complex with cylindrical symmetry, and 6 is the angle

V

Figure 1. S ym m etry  (J -T )  axis O P  and its p rojection  
on to  the plane o f  rotation  o f  the m agnetic field w hich includes 
the direction  o f  the b axis.

made between the axis of the complex and the vertical 
direction (be., that about which the magnetic field is 
rotated).

6 is known approximately from the crystal setting, 
and Figure 1 shows that it is related to the two other 
angles a and <f>. a is the angle between the b axis and 
the seven possible J -T  axes OP described above, and <f> 
is the angle between b and the projection of OP onto the 
plane of rotation of the magnetic field. Clearly the 
relationship is

cos a =  sin 6 cos 4> (3)

Since the b axis is in the plane of rotation of the field <j> 
can be found directly from the spectra, the g value is a 
maximum (or in some cases a minimum) along the pro­
jection OQ of the J -T  axis; </> is therefore the angle be­
tween such a position and the b axis. The seven possi­
ble angles a can be easily calculated from the crystal 
structure.

A computer was programmed to calculate values of 
<j) for each of the seven angles a, and for each of a set of 
6 values within a reasonable range. By comparing 
calculated and observed values of 4> the J -T  axes and 
their directions d with the vertical could thus be as­
signed to the six species. In many of the species there 
were considerable shifts (~20°) in the directions of the 
J -T  axes from those of the parent axes as a result of the 
radiolysis. Since the crystallographic values of a used 
related to the unirradiated complex, the d calculated 
via (3) were subject to some uncertainty, and in such 
cases the calculation of g\\ was not attempted. For the 
main species, however, the J -T  axis apparently lay quite 
close to one of the symmetry axes of the nickel acetate

(4) A. D. Liehr and C. J. Ballhausen, Ann. P h y s 3, 304 (1958).
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Figure 2. Epr spectrum of X-irradiated nickel acetate at 
77°K. Field along b axis.

complex, and so the value of 6 obtained by this procedure 
was used to calculate g\\ via the relation ĝ 2 =  r  +  
G/sin2 0.

Results
The spectra, one of which is shown in Figure 2, re­

vealed the existence of several distinguishable para­
magnetic species, seven of which were sufficiently re­
solvable to follow their resonances over the field-di­
rection range. The resonant fields were all between 
2670 and 3065 G, which fact strongly suggested that all 
the paramagnetic species observed were of the kind S — 
V2 and possessed effective g values in the range g =
2.06 to 2.38 for this crystal setting. From this Cu2+- 
like g value it would appear that the species were of 
type (lb) rather than (lc) since the Co2+ ion (d7) has 
much larger and more anisotropic g values, and its epr 
spectra can only be well resolved at low temperatures 
(4-20 °K) due to its short spin-lattice relaxation time. 
All the species gave rise to probably equal line widths of
4.5 to 6 G; for some lines apparent widths of 10 G were 
observed, but at certain orientations there was evidence 
for the presence of two or more species with almost- 
parallel J -T  axes. All possessed roughly similar de­
grees of (/-value anisotropy and showed site splittings 
which were consistent with monoclinic crystal sym­
metry, as seen from the H(x) resonant field curves in

Figure 3. Resonant field curves for the seven observed 
paramagnetic species in X-irradiated nickel acetate.

Figure 3. These curves and the resonance lines in 
Figure 2 are numbered from I to VII in the order of 
decreasing concentration of paramagnetic species as 
estimated roughly from the relative intensities of the 
spectra.

Table I shows the J-T  axes assigned to the seven 
paramagnetic species, their relative concentrations, and 
where possible the (/-value components. It was not 
possible to evaluate g\\ accurately for these species which 
had a C3 J-T  axis for two reasons. Firstly, for the 
crystal setting used, the angles a and were in the re­
gion 78 to 90° thus limiting the accuracy of (3) to 
calculate 6 (which itself turned out to be rather small 
for C3(l) and so in its turn imposed an inaccuracy on 
<7ll as calculated by (2)). Secondly, the H20  ligands 
in the Ni complex are involved in intramolecular hydro­
gen bonding with the nonligand oxygen atoms of the 
acetate groups and in intermolecular hydrogen bonding 
with such oxygen atoms of neighboring complexes.3 
As a result of the hydrogen bonding it is unlikely that a 
Jahn-Teller distortion would occur precisely along an 
octahedral C3 axis. In order to obtain the true direc­
tions of the distortion axes and the g-value components, 
two or three crystal setting positions would have to be 
used. The instability of some of the species precluded 
the use of this method here.

If species I, V, and VII are indeed chemically 
identical and differ only by a shift in the directions of the
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Table I : J-T Axes and 0-Value Components of the 
Radiogenic Species from Nickel Acetate Tetrahydrate

Species
Rel.

concn 0 g\\ J-T axis

I 13 2.076 ±  0.002 2.463 ±  0.002\ (Ac)O-Ni-
V 4 2.064 ±  0.002'( probably the /  O(Ac)
VII 2 2.117 ±  0.002 i same
II 9 2.069 ±  0.0021
III 9 2.080 ±  0.002 -  C,(l)
IV 5 2.115 ±  0.002J
VI 3 2.116 ±  0.002 ~2.34(?) C3(2)

J-T  axes we should have to face the presence of an 
appreciable rhombic component at right angles to these 
axes. This is shown by the relatively large range of g 
values observed, namely from 2.064 to 2.117, and may 
be caused by differences in bond lengths and/or angles 
involving the two pairs of water ligands. Such a 
rhombic component would introduce some inaccuracy 
in our single-mounting-position theory, since the use of 
eq 2a is valid only for cylindrical symmetry. A correc­
tion for the rhombic component would lead to the value 
¡7ll =  2.47 ±  0.01 for species I, V, VII, with gj_ =  2.06 
to 2.12.

Discussion
An X-irradiated crystal of undoped magnesium ace­

tate tetrahydrate shows two main multiplets which at 
most orientations are recognizable as 1:2:1 triplets ;6 
this result therefore supports the identification of the 
radical Q'~ as CH2COO~ which was made in the intro­
duction. The results of the present experiment Indicate 
that the X-radiolysis of nickel acetate is analogous to 
that of cupric acetate. The free spin on the acetate 
radical d '~  clearly finds an energy trough in the 3d 
shell of the nickel ion leaving a spin-paired, neutral 
group CH2C 02, the complete paramagnetic species 
being represented by formula lb. The removal of the 
negative charge from one of the acetate anion ligands 
and of one of the positive charges on the nickel cation 
causes the electrostatic attraction between cation and 
the other acetate anion to be reduced to one-half its 
value in the parent complex, while that between N i+ 
and «  is considerably less (the actual amount depends 
on the degree of polarization of d by the N i+ cation). 
This must result in an increase in the N i-0  bond lengths 
in these directions, the Ni+-ffi bond length being greater 
than that of A _-Ni+. Similarly, the H20 -N i + bond 
lengths will also be increased by amounts roughly equal 
to that of the A _-N i+ bond extension.

The lengthening of the nickel cation radius as a result 
of its chemical reduction Ni2+ -»■ Ni+ by the irradiation

is about equal to the lengthening in the step Ni3+ -*■ 
Ni2+ which is 0.1 A.6 The lengthening of the ligand O 
atom in the A~ — <2 step is probably about the same. 
Since the ground state of the unirradiated Ni2+ complex 
is already an orbital singlet (symmetry Ai) a Jahn- 
Teller distortion does not occur and the complex ap­
proaches octahedral symmetry more closely than do 
spin-doublet species such as Cu2+ or Ni+. However, 
the conversion of a Ni2+(3F) complex into a N i+(2D) 
requires the selection of a distortion axis, and we are 
not surprised to find that the radiogenic species formed 
with highest concentration (species I) is one which has 
as its J -T  axis the unique octahedral direction A - -  
Ni+-Ct. The length of this axis, between the pair of 
“ polar”  oxygen ligands is now 4.54 A as a result of the 
irradiation; the new “ equatorial” axial lengths (between 
the two pairs of water ligands) are 4.32 and 4.44 A; 
we should therefore not expect these directions to form 
normal J -T  axes.

It is not so obvious that some species would be created 
possessing a J-T  axis of trigonal symmetry, but as has 
been suggested this could be caused by hydrogen bond­
ing which does in fact make the octants of the octa­
hedron inequivalent. However, the reason for the 
selection, by the complex, of the particular axes C3(l) 
(which is directed between the ligands H20  (1), H20  (2) 
and Oi in the notation of van Niekerk and Schoening3) 
and C3 (2) (which is directed between H20  (1), H20  (2) 
and Oi) is still not clear, and the calculation of crystal 
forces of distortion is difficult.

The striking similarity between the g components of 
species I in Table I and those of 2D-cupric acetate2 
(̂ H = 2.458, g± =  2.075) indicates that in our 2D-nickel 
acetate complex too we have a high degree of spin popu­
lation on the metal cation. If the values of X and AE in 
the expression g =  ge — 8A/AE are similar to those for 
2D-cupric acetate, the spin population is about 90-95%, 
which is measurably greater than in similar complexes 
involving formate ligands.7,8
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An Electron Paramagnetic Resonance Study of Y-Type Zeolites.

I. (),/ ■ on Alkaline Earth Zeolites

by Katherine M . Wang and Jack H. Lunsford
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Interactions between the adsorbed 0 2~ species and alkaline earth Y-type zeolites have been studied by means 
of epr spectroscopy. The adsorbed 02~ was formed by uv or 7 irradiation of the zeolites in oxygen. The 
results show that there are three or more different adsorption sites on each of the cationic zeolites. The 
spectra have been placed into three groups according to their g values and response to the two types of irradia­
tion. Within each group there does not appear to be any significant trend in the energy splitting, A, of the 
2p-!re* levels of the 02- ion as one goes up the series from BaY to MgY. The CaY zeolite was also studied 
after extensive 7 irradiation of the sample under vacuum. Three paramagnetic centers were also formed 
under these conditions; two were identified as V-type centers and the other as an F-type center.

Introduction

Pickert, et al.,1 calculated the electrostatic field for 
a number of points in purely ionic models of CaX and 
CaY zeolites. In these models, several restrictions 
were made. The net negative charge associated with 
each AIO4 tetrahedron was assumed to reside on the Al 
ion; each 6-ring contained exactly two aluminums, and 
these two aluminums must be apart as far as possible; a 
“ double basket”  unit of structure was formed by the 
pairs of adjacent sodalite units with their associated 
calcium ions of sites I and II, and this “ double-basket” 
unit has zero net electric charge and zero dipole mo­
ment. According to their results the electrostatic 
field is much stronger for an occupied site than it is 
near an unoccupied site. The effective field for polar­
ization is stronger at a shorter distance of approach; 
therefore, a stronger field should be expected for a 
smaller cation. Also, they proposed that the elec­
trostatic field was responsible for the catalytic activity 
of the zeolites.

A number of attempts have been made to verify 
experimentally the presence of these unusually large 
fields and to show that they varied in a systematic 
manner as predicted. One of the most convincing 
pieces of evidence is from the work of Kasai,2 who used 
epr spectroscopy to show that the energy splitting of 
the 2pirg* levels of the superoxide ion, 0 2~, was exactly 
twice as large with divalent BaY as with monovalent 
NaY. The epr spectrum is particularly sensitive to the 
ion’s environment and has been used to determine 
interactions on a number of systems including de- 
cationated (HY) zeolites,3 MgO,4 ZnO,4 T i02,5 and 
supported sodium.6

In the present study an attempt was made to de­
termine whether any systematic change in crystal field 
effect on the adsorbed 0 2~ species could be detected as 
one goes up the group Ha series from BaY to MgY

zeolites. In addition, it wyas of interest to learn of the 
general location of the adsorption site, the effect of 
varying the extent of exchange, and the possibility 
that more than one site was present.

Experimental Section
The alkaline earth Y-type zeolites were prepared by 

exchanging the sodium from a Linde type Y  zeolite 
with the cations from a nitrate solution of the desired 
cation. The percentage exchange of these divalent 
zeolites is shown in Table I. An analysis of the NaY

Table I : The Percentage Exchange of the Divalent 
Zeolites on Dehydrated Basis

Zeolite % exchanged
MgY 65
CaY-1 92
CaY-2 65
CaY-3 43
SrY 92
BaY 79

zeolite which wras washed in deionized water showed 
that the ratio of Na^O/AbCL was only 0.93, which is 
less than the stoichiometric ratio of 1.000. The 
original NaY had an Na20 /A l20 3 ratio of 0.992.

(1) P. E. Pickert, J. A. Rabo, E. Dempsey, and V. Schomaker, 
“ Proceedings of the Third International Congress on Catalysis,” 
North-Holland Publishing Co., Amsterdam, 1964.
(2) P. H. Kasai, J. Chem. Phys., 43, 3322 (1965).
(3) K. M . Wang and J. H. Lunsford, J. Phys. Chem., 73, 2069 
(1969).
(4) J. H. Lunsford and J. P. Jayne, J. Chem. Phys., 44, 1487 (1965).
(5) R . D. Iyengar, M . Codell, and J. Turkevich, J. Catal., 9 (3), 
305 (1967).
(6) J. Turkevich and T . Sato, The First North American Meeting 
of the Catalysis Society, Atlantic City, N. J., Feb 1969.
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The samples were broken into chips with a 1-mm 
maximum dimension and then placed in a Vycor 
sample tube which contained a quartz side arm of 18-cm 
length with a 3-mm inside diameter. The samples 
were degassed under vacuum (10-5 Torr) to 500° with a 
heating interval of 100°/hr. During the degassing 
process, the side arm was heated for at least 5 min to 
complete the degassing procedure. After 5 hr de­
gassing, the samples were heated in 1 atm of H2 at 500° 
for 2 hr, and the hydrogen gas was removed by evacua­
tion for at least 30 min. After cooling to room tem­
perature, the zeolite chips were tapped into the side 
arm and an epr spectrum was obtained at —196°. In 
the unreduced sample, a low-field background spectrum 
was observed; however, reduction in H2 removed this 
spectrum. It did not reappear upon the subsequent 
treatment used to form the 0 2_ species. Oxygen at 
pressures ranging from 10 to 400 Torr was distilled onto 
the sample from the liquid state while the sample was 
at 23°.

The samples were then either irradiated by means of 
a uv lamp with a maximum wavelength of 2537 A or by 
using MCo 7 rays. For y irradiation, the samples 
were sealed in the quartz side arm, and two different 
dose rates were used, 4.74 X 102 rads/min and 8.73 X 
104 rads/min.

After irradiation, the samples were tapped into one 
end of the quartz side arm and the other end was 
heated with a flame for at least 5 min to remove any 
color centers that may have formed in the quartz tube. 
Then, the samples were cooled in liquid nitrogen for at 
least 15 min before the epr spectrum was obtained. 
Sometimes the 7-irradiated samples were transferred 
under a nitrogen atmosphere into a sample tube fitted 
with a stopcock so that the gas-phase 0 2 could be 
removed by evacuation. Other samples which had 
never been exposed to oxygen were irradiated under 
vacuum.

A Varian spectrometer (Model 4502) with a T.E.i02 
mode cavity was employed. Low microwave powers 
were obtained with the Yarian matching low power 
cavity. Spin concentrations and g values of the 0 2~ 
spectra were obtained by using a phosphorus-doped 
silicon standard. The estimated error in spin con­
centration is ±50% . The experimental error in g 
values is ±0.002 along the 2 direction, ±0.001 along 
the x direction, and ±0.001 along the y direction.

Results

Spectra of the 02~ Species. The spectra shown in 
Figure 1 are typical of the 0 2~ spectra which were 
obtained at —196° when CaY-1 was uv-irradiated 
and 7-irradiated (1.4 X 106 rads total dosage) in the 
presence of oxygen. The lines that appeared were 
characterized by g values which are due to the interac­
tion between the external magnetic field and the elec­
tron spin along three principal axes (x , y, and 2).

Figure 1. Epr spectrum of O2 on CaY-1 zeolite formed by: 
a, uv irradiation; b, 7 irradiation.

Here, 2 is chosen along the internuclear axis while x and 
y are along the p7r functions. Several low-field lines 
which correspond to different gzz values are the result of 
0 2~ in different crystal field environments. The lines 
corresponding to different gzz and gvv are overlapped to 
some extent.

The spectrum of the adsorbed 0 2~ on CaY-1 zeolite 
after 7 irradiation with a total radiation dosage of 1 X 
108 rads is somewhat different from the one which is 
7-irradiated with less radiation dosage (1.4 X 106 
rads). The former has a spin concentration of 2 X 
1019 spins/g of zeolite and has a predominant peak at 
gzz =  2.046 while the latter has a predominant peak at 
g„ =  2.063.

The spectra in Figure 2 show the effect of heating 
CaY-1 after uv irradiation in the presence of oxygen. 
After the sample was heated to 400°, the intensity of 
the spectrum was reduced to V20 of that which was 
obtained before heating. The most predominant line 
having gzz = 2.046 was reduced faster than that of gzz 
= 2.040. The latter became the most intense line 
after heating at 400°. From Figure 2, one can see a 
gxx line that was reduced concomitantly with the line 
at gzz — 2.046, after heating to 400°. Hence, a set of 
lines with gzz = 2.046, gxx =  2.011, and gvv =  2.0017 
was recognized.

In the presence of 150 Torr of 0 2 measured at 23° all 
the low-field lines except the one with a gzz =  2.049 ±  
0.002 were broadened. The broadening effect is due to 
the dipolar interaction between spins. The change in 
field at electron 1, the 0 2~ species, due to the dipole 
2, molecular oxygen, is given by AH =  p2/ri23 G, 
where p2 is the magnetic moment of dipole 2 and r12 is
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Figure 2. Epr spectrum of Oa on CaY-1 zeolite after: a, uv
irradiation; b, uv irradiation and heating the sample to 400°.

the crystallographic distance between electron 1 and 
dipole 2. At the low temperature of the experiment 
the gas-phase 0 2 is adsorbed in the supercages of the 
zeolite. The degree of interaction between molecular 
0 2 and 0 2-  in the supercage is greater than that between 
molecular 0 2 and 0 2~ in the sodalite unit or in the 
hexagonal prism because the average distance is greater 
in the latter case. So, we may conclude that the site 
which has gtl of 2.049 is hidden, either in the sodalite 
unit or in the hexagonal prism of CaY zeolites. This 
broadening is reversible since all lines appeared again 
after the samples were evacuated for 10 min to remove 
the 0 2.

When 9.8 X 1018 molecules H20 /g  of sample were 
adsorbed on the 92% exchanged CaY-1, the site with 
gzl =  2.049, as well as the remainder of the 0 2~ spec­
trum, was almost completely destroyed. However, 
after uv irradiation for 24 hr in 200 Torr of oxygen, 
part of the 0 2~ spectrum appeared again, but with an 
amplitude of x/ 2 the original spectrum.

A series of CaY with different percentage exchange 
(92, 65, and 43%) was investigated after the samples 
were uv-irradiated in the presence of oxygen. The epr 
spectra showed that all of the samples possessed the 
same sites except for a low field line at gzz — 2.072 
which appeared only on the 65- and 43%-exchanged 
CaY. This site was also present on NaY that was 
7-irradiated in the presence of oxygen.

The spectra shown in Figure 3, where only low-field 
lines are shown, were obtained at —196° after the 
divalent zeolites had been 7-irradiated with a total 
radiation dosage of 1.4 X 106 rads in the presence of 
oxygen at a pressure of 20 Torr. The spin concentra­
tion is estimated to be about 101S spins/g of zeolite. 
The most intense low-field peak of the 0 2_ center, 
which corresponds to an average gzl value of 2.062 ±  
0.002, was seen on all the divalent zeolites. The other 
sites, which have gzz values of 2.049 and 2.035, also 
appear on MgY, CaY, and SrY zeolites. BaY showed
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Figure 3. Epr spectra of O2 on 7-irradiated alkaline 
earth zeolites.

only the single low-field line (gzz =  2.059 ±  0.002) 
after 7 irradiation, but a site corresponding to g!Z = 
2.040 began to grow after the 7-irradiated BaY sample 
was uv-irradiated. This site at gzz — 2.040 also ap­
peared on a 7-irradiated NaY” sample with the same 
radiation dosage.

The spectrum of 7-irradiated NaY zeolite in the 
presence of oxygen showed several low-field lines with 
<7« values of 2.098, 2.074, 2.040; gxx =  2.007; andgvv = 
2.002. The most intense of these gzz maxima was at 
2.040. No line was ever observed at gzz =  2.113, 
though repeated attempts were made to find it.

The spectra shown in Figure 4 reveal the gsz values 
that were obtained when the divalent zeolites were 
uv-irradiated in the presence of 400 Torr of oxygen. 
A predominant low-field peak with a g„ value of 2.049 
±  0.002 appeared on CaY and SrY zeolites. This line 
appeared on BaY with a peak of the same intensity at 
a gZ2 value of 2.058, the predominant line on the 7-ir­
radiated BaY sample. The spectrum of MgY zeolite 
showed a low-field line at gzz = 2.024 after being ir­
radiated in uv light, but the line decreased in intensity 
after setting for 24 hr. A very broad line at gzz = 
2.0037 was observed which was similar to the line 
which appeared for the decationated zeolite; however, 
the six-line hyperfine structure could not be resolved.

Table II summarizes the results from both uv-and 7- 
irradiated divalent zeolites in the presence of oxygen.

Spectra of Zeolites Irradiated under Vacuum. The 
spectra shown in Figure 5a, b were obtained at —196° 
and room temperature, respectively, after CaY-1 had
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Table II: Average“ g „  Values for Irradiated Divalent Zeolites in the Presence of Oxygen

MgY 2.070* 2.065 (s-y)' 2.049 2.035d 2.024
CaY 2.0726 2.064 (s-y) 2.056» 2.048 (s-uv/ 2.038
SrY 2.064 (s-y) 2.050 (s-uv) 2.035
BaY 2.059 (s-y) 2.050 2.040
Average 2.070 2.062 ±  0.002 2.056 2.049 ±0.002 2.037 ±  0.002 2.024
A, eV 0.40 0.46 0.52 0.60 0.82 1.28

“ Average <?„ value for uv and y irradiation. b Only appeared for divalent zeolites exchanged less than 70%. » Only appeared
on a y-irradiated CaY with 1 X 10s rads radiation dosage or after heating a uv-irradiated CaY zeolite. d The broad line with g „ =  
2.037 was not included. e s-y represents the strongest peak after y irradiation. 1 s-uv represents the strongest peak after uv irradia­
tion.

N

Mg-Y
x6

Ca-Y
x2

Ba-Y
X10

100 GAUSS

Figure 4. Epr spectra of 0 2 on uv-irradiated alkaline 
earth zeolites.

been y-irradiated at a total radiation dosage of 1 X 10s 
rads in the absence of oxygen. Three different types 
of magnetic centers were formed. The first magnetic 
center has c?x =  2.046, g\\ = 2.0011 and a spin con­
centration of 3 X 1017 spins/g of zeolite; the second cen­
ter has a g value of 1.999 and a spin concentration of
1.5 X 1017 spins/g of zeolite; the third center has a g = 
2.015 and a spin concentration of 6 X 1017 spins/g of 
zeolite. The first center and the second center have 
almost the same number of spins but the intensity of 
the latter appears smaller in Figure 5 because of satura­
tion with microwave power. Spectra were also re­
corded at much lower microwave powers. Figure 5b 
shows that the peak of the third center is not observable 
at room temperature due to a short spin-lattice 
relaxation time. The spectrum shown in Figure 5c was 
obtained at —196° with 150 Torr of oxygen on the 
y-irradiated CaY-1 sample. Figure 5d shows an 
0 2~ center that appeared after evacuation for 10 min to 
remove all the gas-phase 0 2. The spectrum of the 
CaY-1 zeolite irradiated in the absence of oxygen at a 
lower radiation dosage (1.4 X 106 rads) appeared as a 
very weak peak at g =  2.0017.

CD

(a)
x2

Figure 5. Epr spectrum of CaY-1 zeolite following y 
irradiation under vacuum: a, epr spectrum at —196°; b, epr
spectrum at room temperature; c, epr spectrum at —196° 
with molecular oxygen; d, epr spectrum at —196° after 
molecular oxygen removed.

Discussion
Spectra of the 0 2~ Species. Kanzig and Cohen7 have 

derived the equations which are used to calculate the 
energy splitting A of the 2p7rg* levels of the 0 2~ ion 
from g tensors. The calculated values of energy split­
ting, due to the different crystal field interactions, are 
shown in Table II. At least two common sites exist

(7) W . Kanzig and M . H. Cohen, Phys. Rev. Lett., 3, 509 (1959).
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in all the divalent zeolites: the site at gzz = 2.062 ±
0.002 which appeared as the most intense peak on all 
the 7-irradiated divalent zeolites; and the site at gzz — 
2.049 ±  0.002 which appeared as the most intense 
peak on the uv-irradiated CaY and SrY zeolites. 
This peak also appeared on 7-irradiated MgY and 
uv-irradiated BaY zeolites. From Table II, one can­
not see any clear trend of energy splitting, A, when one 
goes from BaY to MgY zeolites. This indicates that 
there is no significant variation in the crystal field 
interactions on the divalent zeolites.

A set of g values for 7-irradiated BaY zeolite was 
observed at gzz =  2.058, gxx = 2.0087, and gyv — 2.0047 
which is similar to the set of Kasai’s2 reported values at 
gzz =  2.057, gxx =  2.009, and gvv = 2.0046. In addi­
tion, he reported a set of g values for a 7-irradiated NaY 
zeolite at gzz =  2.113, gxx = 2.0066, and gm =  2.0016. 
In the present work values of gxx — 2.007 and gvv —
2.002 were observed for 7-irradiated NaY zeolite, but 
instead of gzz =  2.113, several low-field lines at gzz = 
2.098, 2,074, and 2.040 were observed. The difference 
may be due to variations in stoichiometry; however, the 
value of A as determined by Kasai was based upon 
gzz =  2.113. It now appears that this adsorption 
site is not a general property of NaY zeolites.

The infrared spectra of the decationated zeolites and 
multivalent ion-exchanged zeolites have been studied 
recently by two groups of investigators.8-9 The 
conclusion of their work is that the electrostatic fields 
associated with the cation causes dissociation of ad­
sorbed water to produce acidic hydroxyl groups. 
Ward,8 who studied the infrared spectra of the divalent 
zeolites, found that the frequencies of the adsorption 
bands due to the M(OH)+ groups increase with the 
decrease of cation radii. This result is expected from 
the calculations of Pickert, et al.;1 i.e., the smaller the 
cation, the stronger the electrostatic field, and the higher 
the frequency. Upon mild dehydration, it is possible 
that the alkaline earth oxide MO 10 or M + -0 -M + 9 is 
formed, and most of the 0 2~ species are held at such 
sites. At the same time, a few M 2+ species probably 
exist due to the dehydroxvlation of M(OH)+.

It has been observed that the adsorption bands due 
to the silanol groups are at frequencies similar to those 
observed in the decationated zeolites and, hence, 
probably of the same type.8-11 Ward10 as well as Hall 
and coworkers11 have shown that these hydroxyl groups 
are able to protonate pyridine just as the hydroxyl of 
the decationated zeolites. The concentration of these 
hydroxyl groups is much less than that in the decation­
ated (HY) zeolites.

Similarly, the concentration of decationated type 
sites on CaY zeolites is only about V50 the concentra­
tion of HY zeolites as determined from the epr spectra 
of adsorbed nitric oxide.12-13 If one takes 1/m the 
amplitude of gzz for 0 2~ on the HY zeolite and compares 
it with the amplitude in the spectra of Figure 1, it is

1516

clear that the HY-type spectrum would be relatively 
small and difficult to detect in the presence of the other 
spectrum. Perhaps the rather broad line at gzz =  
2.038 which appears in the spectrum of uv-irradiated 
MgY zeolite is the HY-type spectrum; however, the 
results are not conclusive since the 27Al hyperfine lines 
could not be resolved.

The O2 species is formed when the lattice electron is 
excited by irradiation and then combines with the O2 
molecule. The ultimate concentration of the 0 2_ 
ion depends upon the ionization potential of the elec­
tron donor, the energy of the radiation, the dose rate, 
the total dosage, and the cross section of 0 2 for the 
capture of an electron. Since Mg has the greatest 
ionization potential among the group Ha cations, 
MgY zeolite needs higher radiation energy to excite 
the lattice electron. This apparently is the reason why 
the characteristic spectrum following ultraviolet ir­
radiation was not observed for MgY zeolites.

Spectra of Zeolites Irradiated under Vacuum. The 
epr spectrum of 7-irradiated CaY-1 without 0 2 reveals 
the presence of certain defect sites on the dehydrated 
zeolite. By varying the temperature and microwave 
power and from results of the oxygen broadening 
experiment it is clear that the spectrum shown in 
Figure 5a is actually due to three overlapping spectra. 
One of these is a narrow, symmetric line which is easily 
saturated with microwave power. It has a g value of 
1.999. These characteristics are typical of F-type 
centers, which result when an electron is trapped at an 
anion vacancy. This F-type center in the zeolite 
shows no hyperfine structure and is irreversibly de­
stroyed by oxygen. The electron apparently leaves 
the trap and forms the 0 2~ species.

A second center was less easily saturated with 
microwave power, and the spectrum has a very asym­
metric shape with g± — 2.046 and g\ \ =  2.0011. These 
characteristics are typical of V-type centers, which 
result when a hole is trapped at a cation vacancy. This 
V-type center shows no hyperfine structure and is not 
broadened by oxygen.

The spectrum of the third center with an apparent g 
value of 2.015 was quite broad, and the center was very 
difficult to saturate with microwave power because of a 
short relaxation time. These results suggest that this 
is also a V-type center. The broadened spectrum may 
be the result of small dipole interactions or unresolved 
hyperfine interactions between the unpaired electron 
and the nucleus of either 27Al or 23Na. Upon addition

(8) J. W . Ward, J. Phys. Chem., 72, 4211 (1968).
(9) J. B. Uytterhoeven, R. Schoonheydt, B. V. Liengme, and W. 
K. Hall, J. Catal., 13, 425 (1969).
(10) J. W . Ward, ibid.., 10, 34 (1968).
(11) L. G. Christner, B. V. Liengme, and W. K. Hall, Trans. Faraday 
Soc., 64, 1679 (1968).
(12) J. H. Lunsford, J. Phys. Chem., 72 , 4163 (1968).
(13) J. H. Lunsford, ibid., 74, 1518 (1970).
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of 150 Torr of 0 2, the spectrum became still broader 
because of dipole interactions with molecular oxygen. 
This means that the center is on the surface of the 
supercage.

While it is not possible to make a positive identifica­
tion of the irradiation-induced centers from these 
results, one can speculate as to the types of defects that 
might be involved. The dehydration process will 
ultimately remove hydroxyl groups from the M(OH) + 
and -Si-OH species. If the dehydration reaction is 
according to

M(OH)+
H
I

A1/ °  - h2o
\  / A v  *■

;si
M++

/ ° W ° Jw
+S -s

M+
0 ,( X

SiC
0 .

'sir
.0

F-type V-type
center center

A1C

then a positive region will be formed around the cation 
and a negative region around the cation vacancy at the 
aluminum.

During the irradiation process, the negative region 
will lose an electron forming a trapped hole or V-type 
center such as that with g =  2.015 and the positive 
region will accept, or trap, an electron to become an 
F-type center. The V-type center may have a certain 
amount of interaction with the adjacent aluminum ion 
which could lead to the broad spectrum. On the 
other hand, the electron will be localized on the cation, 
which in the three-dimensional zeolite may not be as 
close to the aluminum as shown in the above figure. 
Both of these centers would be located on the surface of 
the supercage and subject to strong magnetic interac­
tions with molecular oxygen.

Stamires and Turkevich14 observed the spectrum of a 
similar V-type center on y-irradiated NaY zeolites. 
The g value, however, was 2.020 instead of 2.015. 
They attributed the center to a hole located at the 
oxygen atom in the lattice site between two (SiO./J

units. These authors also observed' a six-line spec­
trum in decationated zeolites which they attributed to an 
electron trapped at an AlOy, defect, where the A1 is 
part of the zeolite lattice. They reported, however, 
that there was no interaction between this center and 
molecular oxygen. This observation is indeed difficult 
to reconcile with their proposed center, since all of the 
lattice aluminum ions are on the surface of the super­
cage and would be accessible to molecular oxygen.

Infrared and X-ray evidence has indicated that the 
predominant dehydroxylation process may lead to an 
M + -0 -M +  configuration where an oxide in the sodalite 
unit bridges a Site I ' cation with a Site II ' cation. 
One can then imagine a cation defect such as Ca+- 0 -  
which would trap a hole to form the V-type center 
with grx = 2.046 and (j\\ =  2.0011. This V-type center 
is similar to the Vi center formed in MgO with g± — 
2.0385 and g\\ =  2.0032.16 Since the center is not 
broadened with the addition of oxygen, the vacancy is 
apparently inside the sodalite cage at the Site I ' posi­
tion.

Conclusions
Results of this investigation indicate that 0 2~ is 

adsorbed at three or more different sites on each of the 
alkaline earth Y-type zeolites; all of these zeolites 
appear to have two sites in common. There does not 
appear to be any significant trend in crystal field inter­
action as one goes up the series from BaY to MgY.

The CaY zeolite contains defects that are able to 
trap electrons or holes upon y irradiation. One 
F-type center and one V-type center are located at the 
surface of the supercage, whereas another V-type 
center is located inside the sodalite unit or the hexagonal 
prism.
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An Electron Paramagnetic Resonance Study of Y-Type Zeolites.

II. Nitric Oxide on Alkaline Earth Zeolites

by Jack H. Lunsford

Department of Chemistry, Texas A & M  University, College Station, Texas 77848 (Received August SO, 1969)

The epr spectrum of the adsorbed nitric oxide molecule was used to study the alkaline earth Y-type zeolites. 
Results show that two types of sites existed on MgY, CaY, and SrY zeolites that had been degassed at 500°, 
but only one type of site was detected for the BaY zeolite. The spectrum on BaY was characterized by = 
1.994, 3 n = 1.89, and ax = 30 G for the N hyperfine splitting. A like spectrum was observed for the other 
zeolites; however, it was partially obscured by an overlapping spectrum, which showed no distinct hyperfine 
structure and a value of g\\ = 1.95. This spectrum was similar to that previously observed on dehydroxylated 
HY zeolites. The spectrum of NO on CaY was observed as a function of dehydration temperature and extent 
of cation exchange. The HY-type site began to develop after dehydration at 300° and after 64% of the Na+ 
ions had been exchanged.

Introduction
Since the early work of the Linde1’2 group on the 

alkaline earth Y-type zeolites, there has been consider­
able interest in explaining the high activity and the 
systematic change in the catalytic behavior of these 
materials. It is now known that for a variety of reac­
tions the activity increases as one moves up the series 
from Ba to Mg. At least three basic theories have 
been used to explain the experimental results. It was 
first proposed that strong electrostatic fields, emanating 
from the cations, polarize the reactants to the extent 
that they become pseudocarbonium ions.1-2 Next, it 
was suggested that the cations influence structural 
hydroxyl groups, thereby creating more acidic pro­
tons.3’4 Finally, it has been postulated that the di­
valent cations are able to produce acidic sites through 
the hydrolysis of water which is held at the cation.8 ’6 
The proton liberated in this process becomes attached 
to a lattice oxide ion where it forms the following type 
site

O OH O
\  /  /

Si Al
/  \  /  \

O O O  0
which is identical with that proposed for decationated 
zeolites.7 The ability to form these sites in cationic 
zeolites depends upon the hydrolyzing power of the 
cation.

In an earlier paper from this laboratory on decation­
ated (HY) zeolites, it was suggested that hydroxyl 
defect sites8

O O

Si+ Al

O 0  o  o

may form strong acids through their influence on 
adjacent SiOH groups.9 A similar mechanism may be 
operative for the cationic form, if indeed the same 
hydroxyl defect sites exist.

Infrared data have shown that structural hydroxyl 
groups do occur on certain cationic Y  zeolites, and there 
is growing infrared and X-ray evidence that lattice 
oxide ions are involved in the formation of water 
during the dehydroxylation process.5’6’10,11 In the 
dehydroxylation process; however, there are a number 
of alternate mechanisms that may occur, and it is very 
likely that several different reactions are proceeding to 
some extent.

The present study has been carried out to determine 
the types of sites that exist on zeolites with divalent 
cations and to establish from epr data whether any 
Y -[O H ] sites are formed upon dehydration. The 
electron paramagnetic resonance (epr) spectrum of the 
nitric oxide molecule was used to determine the crystal

(1) P. E. Pickert, J. A. Rabo, J. A. Dempsey, and V. Schomaker, 
Proc. Int. Congr. Catal., 3rd, Amsterdam, 1964, 714 (1965).
(2) J. A. Rabo, C. L. Angeli, P. H. Kasai, and V. Schomaker, Dis­
cussions Faraday Soc., 41, 328 (1966).
(3) A. E. Hirschler, J. Calai., 2, 428 (1963).
(4) J. T . Richardson, ibid., 9, 182 (1967).
(5) J. W. Ward, J. Phys. Chem., 72, 4211 (1968); J. Catal., 10, 34 
(1968).
(6) L. G. Christner, B. V. Liengme, and W. K . Hall, Trans. Faraday 
Soc., 64, 1679 (1968).
(7) J. B. Uytterhoeven, L. G. Christner, and W . K .  Hall, J. Phys. 
Chem., 69, 2117 (1965).
(8) For simplicity in nomenclature, the symbol [OH] will be used to 
denote a hydroxyl vacancy. If the vacancy is part of the Y  zeolite 
lattice, the symbol Y -[O H ] will be used; whereas, if the vacancy 
is on the cation M, the symbol M -[O H ] will be used. A similar 
symbolism (X-[O H ], AM L-[OH], etc.) could be extended to other 
systems.
(9) J. H. Lunsford, J. Phys. Chem., 72, 4163 (1968).
(10) J. B. Uytterhoeven, R. Sehoonheydt, B. V. Liengme, and W . K. 
Hall, J. Catal., 13 , 425 (1969).
(11) D. H. Olson, J. Phys. Chem., 72, 1400 (1968).
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and magnetic interactions at the surface. A par­
ticularly distinguishing feature in this spectrum is the 
line shape that results from the hyperfine interaction of 
NO with an 27A1 nucleus. This interaction is available 
at the Y-[O H ] site, but at all other adsorption sites the 
small aluminum ion is apparently hidden by large 
oxide ions.

Experimental Section

The zeolites used have been described in the preced­
ing paper.12 They were degassed by heating the sam­
ples under vacuum for 1 hr at 100° intervals, usually up 
to 500°. Following such pretreatment the zeolites 
were either (a) used in this form, (b) reduced for 2 hr in 
H2 at 500°, or (c) oxidized in 0 2 for 2 hr at 500° and 
then reduced for 2 hr in H2 at 500°. The samples 
were evacuated at the high temperature for 30 min 
after exposure to H2 or 0 2. After each pretreatment 
suitable epr spectra were obtained.

Purified nitric oxide was admitted onto the samples 
at room temperature and usually at a pressure of 10 
Torr. The samples were cooled by immersing the 
quartz sample tube slowly into liquid nitrogen. An 
alternate procedure which gave more uniform adsorp­
tion involved first cooling the sample tube in pentane at 
its freezing point ( — 130°), and then rapidly trans­
ferring the tube to liquid nitrogen. All spectra were 
recorded at —196°.

Determination of the g values and spin concentrations 
were essentially the same as described in earlier work.9'12 
Because of the relatively weak amplitude of the spectra, 
the error in the absolute concentration is estimated to 
be ±50% .

Results

The spectra shown in Figure 1 were observed when 
NO was adsorbed on the respective Y-type zeolite that 
had been degassed at 500°, treated with oxygen, and 
then reduced with hydrogen. Each of the spectra 
show the 14N hyperfine splitting from which ax was 
determined to be 30 ±  1 G. It is clear, however, that 
as one moves up the series from BaY to MgY, the three 
line hyperfine structure shows less resolution. This 
loss in resolution may be ascribed to the presence of a 
second broad peak, such as that observed for NO on 
dehydroxylated HY zeolites9 and silica-alumina.13 In 
the latter cases the broad line was due to aluminum 
hyperfine interaction with the NO molecule. In 
addition to the loss in resolution, one may observe from 
Figure 1 that a high-field minimum is present for SrY, 
CaY-1, and MgY zeolites at g =  1.95, which is the 
same as the value of g\ \ for NO on HY and silica- 
alumina. Only a very weak minimum at g = 1.89 was 
observed for BaY.

Still a third overlapping spectrum was observed at g 
= 2.008 for SrY. This narrow line, like the major NO 
spectrum, can be removed by brief evacuation of the

Figure 1. Epr spectra of NO adsorbed on alkaline earth 
Y-type zeolites.

sample at room temperature. It is much less promi­
nent at a lower surface concentration of nitric oxide.

The spin concentration, from the spectra of Figure 1, 
was about 5 X 1017 spins/g. This concentration, 
which constitutes only a small fraction of the total NO 
concentration on the zeolite, was not increased upon 
increasing the pressure above 10 Torr.

A comparison in Figure 2 of the spectra for 16NO and 
14NO on CaY-1 shows that the nitrogen hyperfine 
splitting changes as expected for the two isotopes. 
The 14N isotope has a spin of 1, whereas the 15N 
isotope has a spin of y 2. For 15NO the presence of the 
broad line can be more clearly seen at a low magnetic 
field where there is less interference from a nitrogen 
hyperfine line. The steep slope of the hyperfine line is 
also convincing evidence that the loss in resolution is 
not due to broadening of the nitrogen hyperfine lines, 
but rather to an interfering spectrum.

The similarity in the spectra of NO on CaY and HY 
zeolites may be seen by comparing the curves in Figures 
2b and 2c. The spectrum of NO on silica-alumina 
shows somewhat less structure than that in Figure 2c. 
Though not shown here, the spectrum of IBNO on HY 
zeolites is likewise compatible with the spectrum of 
Figure 2a.9

It was of interest to study changes in the spectra as 
the dehydration temperature was increased. In this 
process the sample was heated under vacuum but no 0 2 
or H2 was employed. After the dehydration of CaY-1 
at 100° and addition of 10 Torr NO the spectrum shown 
in Figure 3a was observed. Under these conditions 
only the nitrogen hyperfine lines along with a weak 
m in im u m  at g = 1.92 were detected. It is interesting 
to note that a shoulder also appeared at this same g

(12) K . M . Wang and J. H. Lunsford, J. Phys. C h e m 74, 1512 
(1970).
(13) J„ H, Lunsford, J C a ta l ., 14, 379 (1969).
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Figure 2. Spectra of: a, 18NO adsorbed on CaY-1; b, 14NO 
adsorbed on CaY-1; c, I4NO adsorbed on a HY zeolite.

value in the spectrum of MgY as shown in Figure 1. 
The dashed line in Figure 3 denotes a low-field impurity- 
signal which could be removed by reduction with H2 
at elevated temperatures.

Following a maximum dehydration temperature of 
300°, the weak and poorly resolved spectrum in Figure 
3b was detected. Here it appears that the broad 
spectrum was beginning to develop. The presence of 
the high-field minimum at g = 1.95 was also observed. 
The sharp line at g = 2.003 is an additional part of the 
background spectrum. It is probably the result of 
carbonaceous material on the zeolite since it may be 
removed by the oxygen treatment. In addition, a 
very weak line at g =  1.96, which is sometimes observed, 
is part of the N 02 spectrum.14

When the same sample was dehydrated at a maxi­
mum temperature of 500°, the spectrum shown in 
Figure 3c was recorded. One should note that the 
amplitude was about twice that observed for the spec­
trum in Figure 3b. Apart from the background, the 
spectrum in Figure 3c is the same as was shown for NO 
on CaY-1 in Figures lb  and 2c. Dehydration at 
higher temperatures did not significantly alter the 
shape or the amplitude of the spectrum.

In an attempt to explore the reversibility of this 
dehydration procedure 2 X 1020 molecules of water per 
gram of zeolite were added back to the previous sample 
at 23°. This sample had been degassed to remove 
residual oxides of nitrogen. After addition of water, 
the sample was heated under vacuum for 1 hr at 
100°, and the NO spectrum was recorded under the 
usual conditions. The spectrum was quite similar to 
that shown in Figure 3b and did not revert back to the 
spectrum of Figure 3a. In a separate experiment the 
sample was degassed at 23° after rehydration and the 
subsequent NO spectrum was similar to that in Figure 
3a. Following dehydration at 500° the spectrum was 
essentially the same as that shown in Figure 3c.

Figure 3. Spectra of NO on CaY-1 following dehydration at: 
a, 100°; b, 300°; c, 500°.

Figure 4. Spectra of NO on: a, CaY-3 (43% exchanged); b, 
CaY-2 (65%) exchanged); c, CaY-1 (92% exchanged).

Since the catalytic activity and adsorption properties 
of the divalent zeolites are dependent upon the degree 
of exchange,1'16 a study was made to determine the 
effect of this parameter upon the NO spectrum. Sam­
ples of CaY-1, CaY-2, and CaY-3 were dehydrated at a 
maximum temperature of 500° and reduced in H2. 
The spectrum of NO on CaY-3 (43% exchanged) is 
shown in Figure 4a. This curve has much in common 
with the spectrum of NO on NaY zeolite.9 The poorly 
resolved 14N hyperfine structure is thought in this case 
to result from a weak magnetic interaction of the NO 
molecule with a 2SNa nucleus. A value of g\ \ =  1.88 ±  
0.01 may be compared with a value of g\\ =  1.86 ±  0.01 
for NO on NaY. The amplitude of the curve in

(14) J. H. Lunsford, J. Colloid Interfac. Sci., 26, 355 (1968).
(15) S. E. Tung and E. Mclnnineh, J. Catal., 10, 166 (1968).
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Figure 5. Proposed mechanisms for dehydroxylation of a CaY zeolite.

Figure 4a was less than the amplitude of the NO spec­
trum on pure NaY. For CaY-2 (65% exchanged) the 
intensity of the spectrum decreased by almost a factor 
of 3, and the apparent value of g\\ shifted to 1.95 as 
shown in Figure 4b. This suggests that some Y-[OH] 
sites were formed. The typical spectrum of CaY-1 
(92% exchanged), shown in Figure 4c, reveals a large 
increase in the number of Y -[O H ] sites.

Discussion

The role of the cation in hydrolyzing water to form 
the lattice hydroxyl is clear from infrared data.5'6 The 
OH stretching band at a nominal 3640 cm-1 has been 
generally assigned to this particular group. Recent 
work by Ward5 has shown that this band was quite 
prominent in the ir spectra of MgY, CaY, and SrY, but 
not in BaY zeolites. The hydrolysis reaction and 
subsequent dehydration as proposed by Ward are 
shown in Figures 5a, 5b, and 5c, using CaY as an ex­
ample. According to this mechanism, dehydroxylation 
results in the Y-[O H ] defect. Ward5 concluded that 
the electrostatic field associated with the barium cation 
was insufficient to bring about the dissociation of the 
adsorbed water to any appreciable extent. The BaY 
situation is somewhat ambiguous, however, since Hall 
and coworkers6'10 observed a weak band at 3650 cm-1 
following dehydration at 250°.

All infrared work on the cationic zeolites shows that 
the 3640-cm_1 band, when observed, rapidly decreases 
in amplitude upon heating the sample above 400°.

This means that lattice protons are involved in the 
formation of water during dehydration, but it does not 
necessarily mean that lattice oxide ions are involved. 
An example of the latter case is shown in Figure 5d. 
Recently, Uytterhoeven, Sehoonheydt, Liengme, and 
Hall10 pointed out that the infrared band associated 
with M(OH)+ ions is more sensitive to dehydroxylation 
than the -Si-OH groups. They suggested that the 
early stages of dehydroxylation lead to a product 
similar to that shown in Figure 5e. If this is true, 
during the latter stages of dehydroxylation (Figure 5f) 
lattice oxide ions would be removed and the Y-[OH ] 
defect would be formed.

One may reason from the epr results that upon 
dehydration of MgY, CaY, and SrY zeolites a lattice 
oxygen is removed as molecular water is formed. This 
oxide vacancy uncovers a trigonal aluminum which is 
capable of adsorbing nitric oxide. The magnetic 
interaction between the aluminum and a nitric oxide 
molecule leads to the broad line which is depicted in 
Figure 2. The spectrum of NO on BaY indicates that 
few, if any, Y -[O H ] defects were formed upon dehydra­
tion. This result would be expected from the ir data 
of Ward since the -Si-OH group is a precursor of the 
Y -[O H ] defect. It is clear from the data presented 
here and in a previous paper11 that more than one type 
of adsorption site is involved, but only one type of 
adsorption site is characterized by the aluminum 
hyperfine interaction.

The one-dimensional zeolite in Figure 5g illustrates
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the type of interaction which may be operating in these 
zeolites to produce a very acidic proton. The electron 
induction may be even stronger here than in partially 
dehydroxylated HY since a cation is compensating for 
part of the negative charge which is formally placed on 
the aluminum. It should be emphasized that, acccord- 
ing to this model, the active center for Bronsted acidity 
includes both the Y-[O H ] defect and an adjacent hy­
droxyl group. Inclusion of the hydroxyl group as part 
of the active site is consistent with the loss in catalytic 
activity for certain reactions upon excessive dehydra­
tion.16 It was interesting to note that the Y -[O H ] 
defect could be reproduced following addition of 
water to a dehydrated sample. A similar reversible 
behavior has been noted in the infrared and catalytic 
data for cationic zeolites.6-1748

Likewise, there is favorable agreement between the 
formation of the Y -  [OH ] center and the onset of cata­
lytic activity,1-16 beginning when roughly 60% of the 
sodium ions are exchanged and increasing until more 
than 90% of the sodium ions are exchanged with 
calcium ions. The calcium ions in the dehydrated 
zeolite strongly prefer site I and will tend to fill all of 
those sites (57% exchanged) before the site II positions 
begin to fill. Apparently the Y -  [OH ] defect is pro­
moted by the site II divalent cations or by a cooperative 
effect of the site II ' and site I ' cations such as that 
shown in Figure 5f. The 3640-cm-1 band has been 
detected in divalent Y zeolites for all exchange levels 
tested, including 42 and 64% exchanged CaY. The 
observation of this band at low Ca2+ levels is difficult 
to reconcile with the epr data unless one assumes that 
at these low exchange levels dehydration does not 
involve removal of oxide ions from the lattice.

If one assumes that the spin concentration is linearly 
proportional to the site concentration, then it follows 
that the number of Y -[O H ] sites on the divalent 
zeolites is about 1/ 50 the number found for dehydroxy­
lated H Y.9 This is in agreement with the reported 
concentration of hydroxyl groups on these materials.6 
The spin concentration is several orders of magnitude 
less than the active site concentration as determined by 
catalytic poisoning experiments,19 but it is also several 
orders of magnitude greater than the site concentration 
as calculated from transition state theory.4

While a study of the reaction of NO to form N2O and

N 02 has not been the purpose of this paper, it is per­
haps worthwhile to state that this reaction has been 
observed to occur on the zeolites reported here. Addi­
son and Barrer20 were the first to report that the reac­
tion occurred on sodium and calcium faujasites as well 
as on other zeolites. Infrared evidence indicated the 
formation of N20, N 02, and NO-r groups on cationic X  
zeolites when NO was adsorbed.21 There may, in fact, 
be competition for certain sites between NO and N2O 
or N 02. This competition for sites by oxides of nitro­
gen could explain why the NO spin concentration was 
much less than the maximum 0 2~ spin concentration on 
the same divalent zeolites. It should be recalled that 
the O2-  species was largely on sites other than the 
Y-[OH ] defect.11 These sites (sites II cations, for 
example) may stabilize the 0 2_ ion but cause the NO 
molecule to react. On the HY zeolites the NO spin 
concentration9 exceeds the O2-  spin concentration, and 
both species are primarily at the Y -  [OH [defect.22 This 
may mean that the Y-[O H ] site adsorbs NO in the 
molecular form and does not promote further reaction.

Conclusions
The work presented here strongly suggests that lattice 

oxide ions are removed upon extensive dehydration of 
MgY, CaY, and SrY zeolites. The resulting defect 
sites, which adsorb NO, are quite similar to those found 
on dehydroxylated HY zeolites. Other investigators 
have reached a similar conclusion based mainly upon 
infrared data.

A second type of adsorption site which does not in­
volve aluminum ions is present on MgY, CaY, SrY, and 
BaY zeolites.

Acknowledgment. The author wishes to acknowledge 
the support of this work by The Robert A. Welch 
Foundation under Grant No. A-257.

(16) P. D . Hopkins, J. Catal., 12, 325 (1968).
(17) J. W . Ward, J. Phys. Chem., 72, 2689 (1968).
(18) C. S. Plank, Proc. Int. Congr. Catal., 3rd, Amsterdam, 1964, 
727 (1965).
(19) J. Turkevich, F. Nozaki, and D. Stamires, ibid., 516 (1965).
(20) W. E. Addison and R. M . Barrer, J. Chem. Soc., 757 (1955).
(21) A. V. Alekseyev, V. N. Filimonov, and A. N. Terenin, Dokl. 
Akad. Nauk SSSR, 147, 1392 (1962).
(22) K. M. Wang and J. H. Lunsford, J. Phys. Chem., 73, 2069 
(1969).

The Journal of Physical Chemistry



A Study of the Behavior of Polyoxyethylene 1523

A Study of the Behavior of Polyoxyethylene at the Air-Water 

Interface by Wave Damping and Other Methods1

by R. L. Shuler and W . A. Zisman

Laboratory for Chemical Physics, Naval Research Laboratory, Washington, D. C. 80390 (Received November 6, 1969)

The behavior of monomolecular films of polyoxyethylene with an average molecular weight of 90,000 has been 
investigated at the air-water interface at 20° by measuring the wave-damping coefficient (k), the film pressure 
(F), and the surface potential (AT), as a function of monomer area (A). There was excellent agreement in the 
F vs. A graphs of films spread with various spreading solvents, indicating that the films were spread as stable 
monolayers. The F vs. A curves of polymer films compressed not more than 20 A/monomer were both revers­
ible and reproducible, but when a film was compressed below that value of A, a decided difference was found 
between the F vs. A. curves of compression and expansion. However, the F vs. A curve obtained when a film 
compressed more than 20 A2/monomer was allowed to expand was once more reversible and reproducible upon 
subsequent compression and expansion. The experimental results on the behavior of polyoxyethylene films 
upon compression at the air-water interface has been interpreted as follows: (a) at low compressions the poly­
mer contains tightly bound water molecules and occupies a monomer area of 28 A2; (b) at higher compressions the 
bound water is displaced from the film leaving the polymer with a monomer area of 20 A2—-in this state the poly­
mer is in conformation (I); (c)there is a transformation of conformation (I) into a new conformation (II) when 
the molecules are compressed to an area of 16 A2/monomer; and finally (d) the film starts to collapse when the 
molecules are compressed below 16 A2/monomer. The above interpretation has been supported by the construc­
tion of two plausible molecular models representing conformations (I) and (II) with monomer areas 
corresponding to those deduced from the experiments. The oxygen atoms in both of these models were on 
one side of the molecule with the two methylene groups on the other giving the molecule both a hydrophilic 
and hydrophobic surface. Compressing conformation (I) into the more compact conformation (II) greatly in­
creased the rigidity of the chain, and the greater steric hindrance in conformation (II) is thought to be the 
main cause of the irreversibility of the change from conformation (I) to (II). In addition, the atoms were 
packed closer together in conformation (II), and the resulting stronger intramolecular cohesive forces helped to 
stabilize that configuration. The sensitivity of the graphs of k vs. A to molecular packing, association, or con­
formational changes was remarkable and gave us a powerful surface chemical tool for this investigation.

Introduction
In a very recent investigation, Garrett and Zisman,2 

working with adsorbed insoluble monolayers of the 
polydimethylsiloxanes and the polydimethylphenyl- 
siloxanes at the air-water interface, demonstrated the 
profound effect the nature of an adsorbed film can have 
on its wave-damping properties. They found that if the 
wave-damping coefficient (k) was plotted against the 
area per molecule (A), as many as 3 or 4 maxima and 3 
minima appeared in the curves, and they were able to 
relate these to changes in the conformation of the 
adsorbed molecules which had been deduced previously 
from film pressure vs. area (F vs. A) relations.3 Espe­
cially interesting here was their observation that the 
wave-damping method was a far more sensitive tool for 
detecting these changes than was the F vs. A graph 
obtained with the Langmuir-Adam film balance.

In view of their findings, it was decided to investigate 
by the wave-damping method spread films of another 
relatively simple homopolymer, polyoxyethylene, whose 
surface spreading behavior and adsorbed state at the 
air-water interface needed investigation and elucida­
tion. The polyoxyethylenes are linear open-chain 
polymers like the trimethylsylyl end-blocked polydi­

methylsiloxanes, but one would expect less freedom of 
motion in the former type of molecular chain because of 
the replacement of the larger silicon atoms in the 
polydimethylsiloxanes by the smaller carbon atoms in 
the polyoxyethylenes. It was also of interest to 
determine the effect such decreased molecular flexibility 
would have on the wave damping and other surface 
properties of the polymer.

Polyoxyethylene, with its hydrophobic-hydrophilic 
character, would seem to be a suitable material for 
surface spreading studies at the air-water interface, but 
surprisingly little work has been done on the subject. 
In almost all of the reported investigations, derivatives 
of polyoxyethylene, such as ethylene oxide adducts of 
fatty alcohols, have been used rather than polyoxy­
ethylene itself.4“ 7 Based on past investigations, there

(1) From a dissertation submitted by R. L. Shuler to the Graduate 
School of Georgetown University in partial fulfillment of the require­
ments for the degree of Doctor of Philosophy, June 1969.
(2) W. D. Garrett and W. A. Zisman, “ Damping of Capillary Waves 
by Monomolecular Films of Polyorganosiloxanes,”  submitted for pub­
lication in J. Phys. Chem.
(3) H. W. Fox, P. W. Taylor, and W. A. Zisman, Ind. Eng. Chem., 39, 
1401 (1947).
(4) A. L. Meader and D. W. Criddle, J. Colloid Sci., 8, 170 (1953).
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was ample evidence that the films of such polymers 
spread at the air-water interface as monolayers with 
the hydrophilic ethylene oxide monomeric chain lying 
flat in the interface with every ether oxygen atom in the 
water whereas the hydrophobic group was oriented 
away from the surface and into the atmosphere. 
However, in films adsorbed from solution in water, 
Schick’s data6 indicated that the ethylene oxide chains, 
instead of lying flat in the water surface as was true of 
insoluble films, formed coils in the aqueous phase with 
the hydrophobic part of each monomer above the 
interface as in spread films of the adducts.

Some investigations have also been made using 
unsubstituted polyoxyethylenes,8-10 but these have 
been devoted to the study of the properties of films 
adsorbed from solution in water instead of insoluble 
films spread upon the surface of the water which is the 
subject of this investigation. Although there has not 
been complete agreement reached by the various 
authors concerning the surface structure of the adsorbed 
polymer molecules, the weight of the evidence is that at 
least some portion of the polyoxyethylene chain is 
oriented away from the interface, possibly directed into 
the aqueous solution.

This investigation was undertaken to learn more 
about the surface behavior of polyoxyethylene mole­
cules spread as insoluble films on aqueous substrates. 
We have used as a new research tool the damping of 
capillary water waves by surface films as a function of 
area per monomer (A) and also have employed the 
more commonly used measurements of the film pressure 
(F) vs. A and the vertical component (nv) of the surface 
potential vs. A. This was the first time that all three of 
these methods were used in an investigation on an 
insoluble monolayer. Since the experimental results 
obtained with these three methods could be correlated 
well with each other, more firm conclusions could be 
drawn regarding film structure and behavior.

Experimental Section

The polyoxyethylene research sample used was 
obtained from the research laboratory of the Union 
Carbide Corp. at Tarrytown, N. Y., and it was 
identified as POLYOX PEO WSR-N10. According to 
the supplier, the sample had an average molecular 
weight of 90,000 and the terminal groups were mainly 
hydroxyl groups and initiator fragments. In one 
series of experiments, an attempt was made to purify 
the polymer by extraction with acetone. The extrac­
tion procedure consisted of dissolving the polymer in 
slightly warm analytical grade acetone and allowing 
the solute to precipitate overnight. Then the super­
natant liquid was discarded, and the entire procedure 
was repeated twice.

The ACS analytical grade ammonium sulfate added 
to the distilled water to make up the aqueous substrate 
in one film experiment was found to grossly contaminate

ELECTRONICSTROBOSCOPE

Figure 1. Schematic of film balance and instrumentation used 
to generate capillary waves and measure their amplitudes.

the water surface. To remove the film-forming im­
purities, the salt was treated as follows with activated 
vegetable charcoal (Darco Type G-60, 325 mesh 
powder). The ammonium sulfate solution containing 
about 1 g of charcoal per liter was heated to boiling and 
the charcoal was filtered off while the solution was still 
hot. This charcoal treatment proved to be very ef­
fective in removing the surface contaminants because 
the 35% ammonium sulfate solution so treated was as 
free from surface contaminants (according to film 
balance tests) as the pure water used in other experi­
ments.

The organic liquids used as spreading solvents were 
each ACS analytical grade. In most of the work, the 
water used as the substrate was distilled once through a 
tin-lined still. In some experiments, the water was 
triply distilled, once through a tin-lined still and twice 
through an all-quartz still; however, a later comparison 
of the F vs. A graphs of the polyoxyethylene films 
spread on the once- and triply distilled water showed no 
detectable difference. Therefore, in the remainder of 
the experiments singly distilled water was used.

The basic experimental arrangement for wave­
damping measurements was similar to that described 
by Garrett and Zisman.2 However, instead of the ring 
tensiometer used by them to calculate F, the film 
pressure was measured directly with a modified Lang- 
muir-Adam film balance made by using the torsion 
head and float of a Cenco “ Hydrophil Balance”  which 
was then fitted with a Monel torsion wire 0.01 in. in 
diameter and a pair of 0.001 in. thick polyethylene foil 
“ end loops.”  This film balance was made an integral 
part of the wave-damping trough in order to expedite 
the experimental procedure and also make it possible

(5) H. Lange, Kolloid-Z„ 182, 123 (1962).
(6) M . J. Schick, J. Colloid Sci., 17, 801 (1962).
(7) M . J. Shick, ibid., 18, 378 (1963).
(8) E. L. Lovell and H. J. Hibbert, J. Amer. Chem. Soc., 62, 2144 
(1940).
(9) A. Couper and D. D. Eley, J. Polym. Sci., 3, 345 (1948).
(10) J. E. Glass, J . Phys. Chem., 72, 4459 (1968).
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to measure film pressures simultaneously with either 
wave amplitudes or surface potentials. The schematic 
in Figure 1 shows the resulting modified film balance 
together with the instrumentation used to generate and 
measure the amplitudes of capillary water waves. The 
torsion head and float system spanned a 6 X 6 in. part 
of the glass trough extending away from the main 
portion which was 18 X 24 in. so as to accommodate 
the wave-generating apparatus. The sensitivity of the 
film balance was 0.342 dyne per centimeter of film 
pressure per degree of rotation of the torsion wire, and 
the torsion scale was read to the nearest 0.01° of arc.

A box-shaped cover with movable Lucite sides and a 
glass top protected the water surface from contamina­
tion by airborne particles during experiments of long 
duration. The entire trough could not be covered, 
however, because a small part of one side of the cover 
had to be left open to allow either the wave-generating 
or surface potential apparatus to be inserted through it 
and placed close to the water surface.

Construction of a glass trough sturdy enough to 
contain the aqueous substrate without contaminating 
it presented problems. Several attempts to build a 
trough using paraffin wax to secure glass bars around 
the edge of the thick, glass, base plate did not work 
satisfactorily on the large trough because the wax 
adhered so poorly to the glass that the glass border bars 
broke away from the base plate fairly easily. A more 
successful method of constructing the trough was 
developed. Each glass strip 1 X 1 cm in cross section 
was positioned along the border of the base plate and 
made to adhere by wrapping the top and sides with 
strips of Teflon tape. The resulting Teflon-coated 
surface was then completely covered with molten clean 
paraffin wax (mp 65-70°). The glass bars used as 
compression barriers were also covered with paraffin- 
coated Teflon tape. This use of wax-coated Teflon 
tape offered three advantages over the application of 
paraffin alone: (a) the slider moved easily over the
side walls of the trough, (b) the wax could be applied 
more smoothly and evenly to the surface of the Teflon 
tape than to the glass, and (c) the wax coating on top of 
the tape less frequently cracked to cause leaks than did 
the wax coating applied directly to the glass walls.

Capillary water waves were generated and their 
amplitudes were measured by the same method used 
earlier,2 and the main parts of the system are shown 
schematically in Figure 1. The capillary waves were 
generated by means of a T-shaped polystyrene dipper 6 
in. long with the lower part having a flat edge 2 mm 
wide which just touched the water surface. The dipper 
was connected to the coil of a loudspeaker and was 
made to vibrate perpendicularly to the water surface at 
60 cps by driving the loudspeaker with an audio 
frequency oscillator. Power from that oscillator was 
also fed to an electronic stroboscope; thus, the on-off 
frequency of the light from the stroboscope was the

A Study op the Behaviob of Polyoxyethylene

same as the frequency of the capillary ripples on the 
water surface. The light rays from the stroboscope 
were passed up through the bottom of the glass trough, 
were refracted by the wave crests, and then projected 
onto a frosted glass screen maintained parallel to and at 
a controllable distance above the water. Therefore, 
the observer could see a system of parallel lines corre­
sponding to the crests of the system of standing waves. 
Since each of the wave crests acted as an approximately 
cylindrical lens, the light passing through the crest was 
refracted and focused at some position in the plane 
above the water surface.

From the geometrical optics of the system, the 
amplitude (a) of the capillary wave was estimated from 
the relation

a- 0m5xi k +z)(1)

where X is the wavelength of the system of parallel 
transverse water waves, Li is the distance from the 
water surface to the light source, and L2 is the focal 
length of the cylindrical lens equivalent to a wave crest. 
The derivation of this equation was given in ref 2. 
The focal length of each cylindrical lens was found by 
raising or lowering the frosted screen until the rectilinear 
image of a given wave appeared sharpest and brightest. 
The wavelength was estimated by placing the screen 
just above the water surface and measuring the distance 
between the successive wave images.

The amplitudes of the ripples, a\, (h, etc., theoretically 
should and experimentally did decrease exponentially 
with distance x from the source according to

a =  a0e~tz (2)

in which a0 is the amplitude of the wave at the source. 
The damping coefficient (k) will be used to express 
wave-damping results. If eq 2 is expressed in logarith­
mic form, the familiar equation is obtained

In a = In a0 — kx (3)

which permitted k to be determined from the slope of a 
linear plot of log a vs. x.

The well known radioactive electrode method was 
used to determine the surface potential difference (AF) 
at the air-water interface. The system employed 
consisted of an Americium241 air electrode used in 
conjunction with a Keithley 610 electrometer. The 
aqueous substrate was grounded through a polished 
platinum foil electrode dipped into the water of the 
trough. The radioactive electrode was a 2-in. square 
brass plate on which the radioactive material had been 
deposited by the manufacturer (United Radium Corp., 
Morristown, N.J.). The electrode was supported 
about 3 mm above the water surface by the top of the 
protective cover. To provide shielding from ex­
traneous electrostatic effects, a grounded, cubical,
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copper wire screen cage was placed around the sides and 
above the radioactive electrode. An Amphenol RG 
shielded cable connected the radioactive electrode to the 
electrometer. A strip-chart recorder (Varian Model 
G-11A) was connected to the electrometer so that the 
potential difference between the radioactive electrode in 
the air and the platinum electrode immersed in the 
aqueous solution could be recorded directly. The 
recorder could be read reliably to 1 mV, and the 
reproducibility of the AV measurements was within 
± 1%.

The stability of AV was determined by measuring 
periodically AV of a polyoxyethylene monolayer on 
water spread so that A was 25 A2/monomer. In 
general, AV drifted only 3 mV in 5.5 hr, the maximum 
duration of any one experiment in this study. There­
fore, the uncertainty in the perpendicular component 
(Up) of the surface dipole moment per monomer calcu­
lated from the Helmholtz equation (see eq 5) is about 2 
(mD) at this area/monomer, which was considered 
acceptable for this investigation.

In general, the experimental procedure consisted of 
leaving the aqueous substrate in the trough for 1 hr 
to allow any film-forming impurities to rise to the 
surface. Next, the water surface was swept clean 
with waxed barriers several times, and the freedom of 
the final surface from organic films was verified by 
pushing the movable barrier close to the float of the 
film balance. If there resulted a rise in pressure less 
than 0.15 dyne/cm, the cleanliness was acceptable. 
An aliquot of the spreading solution containing about 
0.5 mg of polymer/ml of solution was placed on the 
surface with a micrometer-driven hypodermic syringe 
fitted with a glass needle. Generally, the film area was 
reduced in steps by slow sliding movements of the 
barrier over the water surface. The film subsequently 
reached a constant pressure usually within 2 min, so 
that the F vs. A isotherms based on such time intervals 
were not time dependent. By reversing the direction 
of motion of the barrier, film reversibility could be 
studied. However, the total range of values of A over 
which the film could be examined was limited by the 
total area of the water surface in the hydrophil trough. 
In one experiment it was desired to study the film over 
a wider range of values of A and for this purpose the 
film was further compressed by adding more polymer to 
the water surface using the syringe and a known solu­
tion of polymer.

Results and Discussion

Force vs. Area Relations of Polyoxyethylene Films. 
In Figures 2a, 2b, and 2c are shown F vs. A curves for 
polyoxyethylene films compressed and expanded on 
distilled water at pH 3 over three ranges of A. The 
film compressed to a minimum monomer area of 20 A 
(Figure 2a) was reversible, but the other two films 
showed hysteresis when they were expanded after the

Figure 2. Film pressure vs. area per monomer
curves of polyoxyethylene (on distilled water at 20° and pH 3).

°  °first compression to 18 A 2/monomer and 10 A2/mono- 
mer, respectively (Figures 2b and 2c). However, when 
the latter two films were recompressed, the F vs. A 
curves were the same as those obtained when the films 
were expanded, showing that after the first compression 
the films were once more reversible. Thus it appeared 
that film properties had been permanently altered by 
the initial compression. It may be noted also that the 
film compressed to 10 A2/monomer (Figure 2c) showed 
more hysteresis when expanded than the one com­
pressed to 18 A2/monomer (Figure 2b) so that the

The Journal of Physical Chemistry



amount of hysteresis in the polyoxyethylene film was 
related to the lowest area per monomer to which the 
film was first compressed.

A possible cause for the observed hysteresis in films 
compressed below 20 A2/monomer is that compression 
forced some of the film into the aqueous substrate, since 
polyoxyethylene is miscible with bulk water in all 
proportions at room temperature. Moreover, the 
polymer sample used in this study had a distribution of 
molecular weights, and compression of the film could 
have displaced some of the lower molecular weight 
components from the surface causing hysteresis upon 
decompression. In an attempt to determine whether 
hysteresis was caused by dissolution of some of the film 
in the substrate, a film was spread on a 35% ammonium 
sulfate solution to take advantage of its salting-out 
effect.11 However, the F vs. A curve of this film was 
like that obtained when the film was spread on water at 
pH 3. Therefore, it was unlikely that some of the film 
was dissolving in the substrate to cause hysteresis.

To examine further the possibility that the hysteresis 
in the F vs. A curve might have been caused by the loss 
of components of the film into the underlying water, F 
vs. A curves were obtained using a polymer extracted 
with pure acetone. This treatment should have 
purified the polymer to some degree and perhaps 
narrowed its molecular weight range by removing some 
of the lower molecular weight fraction. However, 
since the F vs. A curve of the polymer extracted in this 
way was essentially identical, under comparable experi­
mental conditions, with that of a film of the unextracted 
polymer, it was concluded that hysteresis was not 
caused by extraction of some of the polyoxyethylene by 
the aqueous substrate.

The reproducibility of the initial compression curve 
of the extracted polymer was investigated by spreading 
the polymer with each of four different pure solvents, 
chloroform, carbon tetrachloride, water, and benzene. 
The resulting F vs. A graphs were in excellent agree­
ment; thus, there was convincing evidence that the 
films were fully spread and were identical. It is 
noteworthy that water could be used as one of the 
spreading solvents, an example of a water-soluble 
polymer being spread on the surface from an aqueous 
solution. For this to occur the free energy of the 
system must have been reduced by the spreading 
process, and this could have been accomplished by an 
unfolding of the polymer at the interface. From the 
above experiments it was concluded that the poly­
oxyethylene films had each spread on the aqueous sub­
strate without loss of material to form a stable, ad­
sorbed, insoluble monolayer at the air-water interface.

Compressibility Curves. An alternative explanation 
for the observed lack of reversibility or hysteresis is 
that the polymer molecule undergoes an irreversible 
structural change as the film is compressed. If this 
occurs, a change should be evident at the point of
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Figure 3. Compressibility modulus curves of polyoxyethylene 
films (on distilled water at 20° and pH 3).

structural transition because a well defined change in 
film compressibility has long been associated with 
either a phase change or some change in the structure of 
the film.12'13 Therefore, the compressibility (Ca) of 
each polyoxyethylene film was carefully studied. 
Especially helpful were plots of the reciprocal of the 
compressibility, or the surface compressional modulus 
(Cs_1), calculated as usual by

-  - 4 Q  <4)

When Cs_1 is plotted against A, a maximum in the 
curve gives the area and pressure at which the film is 
least compressible.

Values of Cs~l were calculated from the slopes of the 
F vs. A curves in Figures 2a and 2c and are plotted 
against A in Figure 3. The values of Cs~l denoted by 
circles in curve C were calculated from the F vs. Ao
curve of the film compressed to 20 A2/monomer and 
expanded (Figure 2a). Since this film was reversible, 
the Cs_1 values were the same for compression and 
expansion. The triangles in curves C and E were 
obtained from the F vs. A curves of the film compressed 
and expanded over the area-per-monomer range of 
about 26 A2 to 10 A2 (Figure 2c). This film evidently 
behaved irreversibly and, as a result, the Cs_1 vs. A 
curves of compression (curve C) and expansion (curve 
E) were definitely different. As may be seen in the 
graph, a maximum appeared in curve C at about 20 
A2/monomer but it disappeared when the film which 
had been compressed to about 10 A2/monomer was 
allowed to expand (curve E). The Ca~* vs. A curves of 
the film of the acetone-extracted polymer and the film 
spread on a 35% ammonium sulfate solution also

(11) F. E. Bailey, Jr., and R. W. Collard, J. Appl. Polymer Sci., 1, 
56 (1959).
(12) D. G. Dervichian, J. Chem. Phys., 7, 931 (1939).
(13) H. B. Bull, J. Amer. Chem. Soc., 67, 4 (1945).
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Figure 4. Damping coefficient and film pressure as function of area per monomer for polyoxyethylene 
(on distilled water at 20° and pH 3).

O
showed a similar maximum at about 20 A2/monomer.

o

Evidently, 20 A/monomer is a critical value in the 
compression of these monolayers, and it was assumed 
that at this area per monomer, the molecules became 
sufficiently close packed to form a highly condensed 
film. In such a situation, the molecules would be 
expected to be oriented in a nonrandom manner and to 
lie flat on the surface of the water. This polymer 
structure will hereafter be referred to as conformation

(I)-Compression of the film to less than 20 A 2/monomer 
appeared to cause the monolayer to collapse in some 
way or to change its structure because the maximum in 
the compression curve at that area disappeared when 
the film was expanded. However, a collapse of the film 
seemed to be ruled out because the F vs. A curve 
shown in Figure 2c did not bend toward the horizontal 
at this point. The film compressed to about 10 A2/  
monomer showed an inflection point (or shoulder) at 
about 16 A2/monomer and a maximum at nearly the 
same area when the film was decompressed. It was 
assumed that the inflection point in curve C represented 
the close-packed area of the molecules in a new structure, 
hereafter identified as conformation (II). The elimina­

tion of the maximum at 20 A2/monomer when the film 
was decompressed suggested that conformation (II), 
once formed, did not revert spontaneously to conforma­
tion (I) when the pressure was allowed to decrease.

Wave-Damping Studies. Any rearrangement of ad­
sorbed molecules on a liquid surface, because it can 
(and usually does) alter the free surface energy of the 
system, should be manifested by a change in the wave­
damping properties of the film. Therefore, it was 
considered probable that wave-damping measurements 
would furnish confirmatory evidence of any molecular 
rearrangements, or structural changes, experienced by 
the polyoxyethylene monolayers adsorbed at the air- 
water interface. In an early series of experiments both 
wave-damping vs. A and surface pressure vs. A mea­
surements were made simultaneously in the film trough. 
Surface pressure measurements were made also without 
wave generation and were found to be the same in both 
circumstances. Usually the wave train had vanished 
before it reached the mica float of the film balance, and 
no evidence of vibration of the float was seen when the 
wave generator was operating.

Damping coefficient vs. area per monomer (k vs. A) 
and F vs. A curves of films compressed to progressively
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Figure 5. FA vs. F plots of polyoxyethylene films.

smaller monomer areas are shown in Figures 4a through 
4d. As seen in Figure 4a, both curves were reversible 
for the film compressed to only 20 A2/monomer as 
would be expected if the polymer molecules retained the 
same molecular structure as when spread, i.e., had not 
yet started to go into another conformation. Once a 
film was compressed below 20 A2/monomer (Figures 
4b, 4c, and 4d), hysteresis was exhibited because as A 
was decreased below that value, the monolayer started 
to undergo an irreversible conformational change.

When each of the films compressed below a monomer 
area of 20 A2 was expanded, a peak appeared in the 
wave-damping curve which shifted to smaller areas as 
the film was compressed further. The significance of 
these peaks was indicated by plotting the product FA 
against F, a method used to characterize gaseous 
monolayers.14 A linear relationship at low pressures is 
taken as evidence of an imperfect gaseous film showing 
increasing lateral cohesion as F inceases. The FA vs. F 
plots of four films are shown in Figure 5. Line I was 
constructed from the F vs. A curve in Figure 4a whereas 
lines II, III, and IV were obtained from the expansion 
F vs. A curves in Figures 4b, 4c, and 4d. Figure 5 
shows that in all of the plots good straight lines were 
obtained up to a certain film pressure. The FA vs. F 
curve for the film compressed to a monomer area of 20 
A2 began to deviate from linearity at about F =  2.2 
dyn/cm or, from Figure 4a, at a monomer area of about 
28 A2. This is the area at which the maximum ap­
peared in the k vs. A curve; it appears to be the maxi­
mum which marks the point of transition from a gaseous 
to a more closely packed film. The monomer areas at

which the other FA vs. A curves departed from linearity 
were found to be about 25, 23, and 20 A2/monomer for 
the films represented by lines II, III, and IV, respec­
tively. These values also correspond to the areas at 
which the maxima appeared in the respective k vs. A 
curves when these films were expanded. This correla­
tion between the wave damping and surface pressure 
data is good evidence that the first maximum in the k 
vs. A curve when a film is compressed and the last 
maximum when the film is expanded is an indication of 
when the film is either leaving or entering the gaseous 
region.

The minimum in the k vs. A curve at 20 A2/monomer 
when the films were compressed (Figures 4b, 4c, and 
4d) must correspond to the maximum in the modulus of 
compressibility curve of Figure 3. Since this area has 
been proposed as representing the monomer area of 
conformation (I), it becomes necessary to explain the 
structure of the film at 28 A2/monomer where the film 
molecules are apparently in close proximity. A clue as 
to the form of the molecule at this area is obtainable 
from the findings of Rosch,15 who obtained from viscos­
ity data good evidence of the association on the average 
of two water molecules with each oxygen in polyoxy­
ethylene. The influence of these bound water mole­
cules would be to increase the surface area of the poly­
mer molecule and possibly also increase intermolecular 
cohesion. It is conceivable, therefore, that the poly­
mer molecule with the two bound water molecules per 
monomer occupies an area of about 28 A2/monomer 
while the polymer molecule without these hydrogen- 
bonded water molecules occupies only 20 A2/monomer.

As the film was compressed beyond a monomer area 
of 28 A2, the two bound molecules of water could have 
been squeezed out of the interface, or the hydrogen 
bonds broken, until, at 20 A2/monomer, only the poly­
mer molecule remained in the interface with much 
weaker hydrogen bonding with the bulk aqueous sub­
strate. This interpretation is in agreement with the 
ideas expressed by Henry Bull13'16 about proteins. 
Bull had postulated that a major effect of the com­
pression of proteins was dehydration of the molecule, 
and a hydrated molecule would be expected to be more 
compressible than the simple molecule. It is possible 
that the form of polyoxyethylene with two water 
molecules attached to each ether oxygen is so com­
pressible, or elastic, that no distinct change of slope at 
28 A2/monomer was discernible in the compressibility 
curve. On the other hand, the wave-damping method 
is probably more sensitive to changes occurring in the 
monolayer and, as a consequence, a well-defined peak

(14) R. K. Schofield and E. K. Rideal, Proc. Roy. Soc., A109, 58 
(1925).
(15) M . Rosch, Kolloid-Z., 147, 78 (1956).
(16) H. B. Bull, Advan Protein Chem. 3, 95 (1947).
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appears in the k vs. A curve which corresponds to the 
external work done to cause dehydration.

According to the theory proposed from the F vs. A 
plots shown in Figure 2, compressing the film beyond a 
monomer area of 20 A2 causes the molecule to assume 
conformation (II). It is reasonable to expect that the 
molecule does not readily go into this conformation 
because an energy barrier generally has to be overcome 
before a molecule can be transformed into a more 
stable conformation. Thus it appears that the polymer 
molecules do not immediately begin to form conforma­
tion (II) at 20 A2/monomer; instead the film must be 
compressed to almost 19 A 2/monomer before the energy 
barrier has been overcome. According to this concept, 
the polymer molecules acquire the energy necessary to 
initiate the formation of conformation (II) as the film is 
compressed from 20 to almost 19 A2/monomer. How­
ever, once that necessary work has been done when A

o
has decreased to about 19 A2/monomer, there appears 
to be a smooth transition to configuration (II) as 
shown by the constant value of k between 19 and 16 A2/  
monomer.

The constancy of k in the transition region of about
o

19 to 16 A2/monomer may seem surprising since this 
indicates no appreciable change in the mode of attach­
ment of the polymer molecule to the aqueous substrate. 
This may be reasonable, however, if the position of the 
oxygens in the polymer relative to the water surface is 
not very different in the two conformations. It will be 
suggested later that these atoms are situated on one 
side of the polyoxyethylene molecule so as to anchor it 
firmly to the water surface. The oxygen atoms are 
believed to remain essentially in the same plane, ad­
sorbed on the water, as the molecule is rearranged into 
the new conformation. As a result, and because the 
polymer molecule is already free of any tightly bound 
water, there may be little difference in the two con­
formations insofar as the strength of the attractive 
forces between the oxygenated group in the polymer 
and the aqueous substrate molecules is concerned. On 
the other hand, compression of the film up to 20 A / 
monomer should, as observed, cause definite changes in 
the wave-damping coefficient. The increase in k as the 
film is compressed to an area per monomer of 28 A2 is 
obviously caused by the wave energy consumed as the 
polymer molecules are being pushed closer together. 
The decrease in k from 28 to 10 A2/monomer is the 
result of the removal of the two attached water mole­
cules from each monomer as well as the decrease in A, 
thus decreasing the water drag caused by the wave- 
induced lateral movement of the polymer. Therefore, 
if the proposed interpretation is correct, the extent of 
hydrogen-bonded association between the film and the 
water molecules is continuously changing as the film is 
compressed down to a monomer area of 20 A2.

It is worth noting that when the film was compressed 
to at least 16 A2/monomer the minimum in the 1c vs. A

curve at 20 A2/monomer disappeared as the film was 
expanded and the necessary work done was supplied by 
the wave energy (Figures 4b, 4c, and 4d). Clearly 
whatever caused the minimum was eliminated by the

o
compression of the film below 20 A2/monomer. These 
results agree with the compressibility data shown in 
Figure 3 and corroborate the view that, once conforma­
tion (II) begins to film, the polymer molecules do not 
pass back into conformation (I) on decreasing the film 
pressure.

Compression of a film to less than 16 A2/monomer 
probably causes it to collapse in some manner because 
the F vs. A curve starts to curve toward the horizontal 
at about this monomer area (Figure 4d). Additional 
evidence of film collapse is furnished by the k vs. A 
curves of films compressed below this area. Figure 4c 
shows that when a film compressed to 14 A 2/monomer 
was allowed to expand, k dropped substantially. This 
result may be contrasted with the k vs. A curve of the 
film which had been compressed to only 16 A 2/monomer 
(Figure 4b). When this film was expanded, k re­
mained the same as it had been during the last stages of 
compression. A simple interpretation of these results 
is that as the film was finally being compressed, it 
started to collapse irreversibly at a monomer area of 16 
A2 accompanied presumably by the expulsion of some 
of the polymer molecules from the water surface. It 
is possible that some of the monomers were depressed 
below the surface of the aqueous substrate upon com­
pression below 16 A2/monomer. If such were the case, 
the film compressed to 14 A2/monomer would contain 
fewer monomers when expanded than the film com­
pressed to only 16 AVmonomer. Accordingly, the 
wave-damping ability (or k) of the film compressed to 
14 A2/monomer would be less, at corresponding values 
of A, when it was expanded because there would be less 
hydrodynamic drag than during compression.

Since film collapse means a drastic change is occurring 
in the structure of the polymer film adsorbed at the 
interface, we should expect external work would be 
needed, and concomitant changes would occur in the 
wave-damping properties of the film. In line with that 
expectation, k increased fairly rapidly as A decreased 
below 16 A2/monomer for the films during compression 
(Figures 4c and 4d).

In the next experiment, the results of which are 
shown in Figure 6, a film was compressed to lower areas 
than previously by adding more polymer to the surface, 
thus allowing the film to be studied over a wider range 
of values of A in a single experiment than was possible 
using the movable barriers. In addition to the maxi­
mum and minimum shown in the previous k vs. A 
plots, the k vs. A curve is seen to have a peak at about 
11 A2/monomer, indicative most likely of film collapse. 
The F vs. A curve began to level off at about 16 A2/  
monomer to reach a maximum surface pressure of 
about 10 dyn/cm. The gradual transition to a col-
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Figure 6. Variation of damping coefficient and
film pressure with area per monomer for polyoxyethylene
(on distilled water at 20° and pH 3).

lapsed state is consistent with the behavior of other 
horizontally oriented polar polymers, and the low 
collapse pressure is characteristic of a film whose inter- 
molecular forces are weak.

Based on the curves in Figure 6 and the other evi­
dence already given, the behavior of a polyoxyethylene 
film at the air-water interface may be visualized in the 
following way using the wave-damping curve of Figure 
6 as a guide. At low pressures, the film behaves as an 
imperfect gaseous monolayer and is composed of 
polymer molecules with two water molecules on the 
average attached to each ether oxygen by hydrogen 
bonds. The part of the curve marked AB represents 
the compression of this form of the film molecules. As 
the film is compressed beyond point B, the area of 
closest packing of the polymer molecules with the two 
adsorbed water molecules per oxygen, the two water 
molecules are gradually squeezed out of the interface as 
the film pressure rises until, at point C, only the simple 
polymer molecules in conformation (I) remain adsorbed 
on the water surface. The fdm has shown no hysteresis 
up to this point. As the film is compressed beyond 
point C, the molecules begin to condense and rearrange 
somewhat to assume a more compact structure until, at 
point D, the resulting condensed film is composed 
almost entirely of molecules in conformation (II). 
The described change in conformation is not reversible 
and, as a result, decompressing a film which has been 
compressed beyond point C will produce a hysteresis 
curve. The film after being compressed beyond point 
D begins to collapse in some way which requires 
external work extracted from the wave energy and this 
is exhibited by the second peak at point E.

Proposed Molecular Conformations. The ideas ex­
pressed above were well supported by assigning reason­
able molecular structures to the important monomer 
areas of 20 and 16 A2. Stuart and Briegleb molecular 
models were used because they generally give a good

representation not only of the size but also the flexibility 
of a molecule.

As a beginning, the zigzag and meander conforma­
tions that were postulated for polyoxyethylene in 
solution by Staudinger17 have been examined. Above 
a degree of polymerization of 9, Staudinger believed 
that the zigzag conformation was twisted into the more 
compact meander conformation due to increased 
intramolecular attractive forces. The areas occupied 
by the zigzag and meander conformations were calcu­
lated from molecular models to be 18.7 and 14 A2/  
monomer, respectively. These areas are considered to 
differ enough from the monomer area values of 20 and 16 
A2 deduced from our experiments to remove them from 
consideration as possible structures for polyoxyethylene 
adsorbed on the surface of water.

Considering the strong hydrogen-bonding ability of 
the oxygen atom in polyoxyethylene and the hydropho­
bic nature of the rest of the molecule, it is reasonable to 
expect the oxygen atoms to be directed toward and the 
hydrocarbon group away from the aqueous substrate. 
Therefore, the oxygens were arranged on one side of the 
molecular model as shown in Figure 7, which is a view 
looking up from the adsorbing surface, to give a hydro­
philic and hydrophobic surface to the molecule. This 
structure has a calculated area of 20.1 AVmonomer and 
seems to be a logical choice for the basic form of the 
molecule when spread. Consequently, it is proposed 
as the structure of conformation (I) mentioned earlier. 
The regular array of the water-attracting oxygen atoms 
should anchor the molecule firmly to the substrate. If 
two models representing water molecules are placed on 
an oxygen atom in accordance with Rosch’s conclu­
sions, the oxyethylene unit and water molecules to­
gether occupy an area of roughly 28 A2.

Conformation (I) became a more attractive possi­
bility when it was discovered that by applying pressure 
from the ends the model could be compressed into an 
orderly, close-packed model with a monomer area of 
16.1 A2 without removing the oxygens from the plane 
of the water surface. This model, which corresponds 
to conformation (II) mentioned previously, is shown in 
Figure 8. It may be noted that in this conformation 
the molecule is packed as closely as possible, and this 
may represent the smallest structure that the molecule 
can assume as long as it remains planar with the hydro­
philic oxygen atoms on one face so as to attach the 
molecule to the underlying water. Thus, a polyoxy­
ethylene film compressed beyond 16 A2/monomer on an 
aqueous substrate would be expected to begin to 
collapse as has been suggested by k vs. A and F vs. A 
curves.

If the postulated conformational change is not 
reversible, it becomes necessary to explain the greater

(17) H. Staudinger, “ Die Hochmolekularen Organisehen Verbindun- 
gen,” Springer-Verlag, Berlin, 1960.
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Q  HYDROGEN 

£  OXYGEN 

^  CARBON

Figure 7. Sketch of molecular model of conformation (I) of 
polyoxyethylene lying in the surface viewed from the water phase.

Q  HYDROGEN 

^  OXYGEN 

^  CARBON

Figure 8. Sketch of molecular model of conformation (II) of 
polyoxyethylene lying in the surface viewed from the water phase.

stability of conformation (II) as opposed to conforma­
tion (I). An examination of the molecular models 
proved to be very helpful on this point. Conformation
(I) is loose and flexible, but compressing it into the 
compact conformation (II) tends to lock the chain in 
one position resulting in a sterically hindered and more 
rigid structure. In fact, the arrangement is such that, 
as long as the atoms remain in the same plane, the 
chain can be expanded only slightly without breaking 
the ball-model bonds. Since the great affinity of the 
oxygen atoms for water would be expected to keep the 
adsorbed molecule anchored in the water surface, it is 
easy to imagine that neither the release of pressure nor 
kinetic agitation would be sufficient to cause the mole­
cule to go back to conformation (I) if the molecular 
model gives an accurate representation of the rigidity 
of the actual polyoxyethylene chain in conformation
(II) .

Conformation (II) may have been further stabilized 
by an increase in the intramolecular forces. For 
example, the hydrogen atoms in conformation (II) are 
paired so that each hydrogen touches another one. 
The mutual cohesion between these atoms due to 
London dispersion forces should be another factor in 
making conformation (II) more stable than conforma­
tion (I).

The polyoxyethylene sample used in this study was in 
the high-molecular weight range and therefore the 
polymer molecules should be in the meander form when 
dissolved. In order for the molecule to assume the 
expanded conformation (I) on the surface, it would have

to unfold. This seems to be a distinct possibility for 
the following reason. The polymer can be spread with 
an aqueous solution and, as mentioned earlier, this 
requires that the free energy of the system be reduced 
by the spreading process. This could be accomplished 
by the molecule unfolding at the surface.

Film Behavior at Higher Temperatures. The com­
bination of increased chain rigidity and stronger 
internal cohesive forces probably means that molecules 
in conformation (II) must overcome an energy barrier 
before they can revert to conformation (I). An at­
tempt was made to provide the necessary energy for 
this conformation change by raising the temperature of 
the film. A film was compressed at 20° until the 
polymer molecules were in conformation (II) and the 
film was then heated to 56°, about the highest tempera­
ture to which the substrate could be raised without 
danger of melting the paraffin wax in the trough. 
The film was then decompressed at this higher tempera­
ture and, judging from compressibility data, the film 
molecules remained in conformation (II). Clearly the 
thermal energy of agitation at 56° was not sufficient to 
allow the polymer molecule to overcome the energy 
barrier and to go back to conformation (I).

Surface Potential Studies. A further series of experi­
ments was carried out on polyoxyethylene films by 
measuring surface potential differences between the air 
and water across the interface. The surface potential 
difference, AV, due to a uniform plane film of n dipoles 
per square centimeter is given by the classic Helmholtz 
equation

AV =  4im/xp statvolts

=  300(471-71 )̂ volts (5)

where /¿p is the perpendicular component of the dipole 
moment expressed in esu as it exists in contact with the 
adsorbing surface. In this study the dipole moment 
/ip will be that of the adsorbed monomer and the num­
ber of monomers per square centimeter of surface will 
be 1016/A , since A is the area of surface occupied per 
monomer in square Angstroms. Hence, we can rewrite 
eq 5 as follows

/1 0 16\
AV =  300(4t)^  — J Mp (6)

In order to express /uP in debyes, eq 6 is divided by 1018 
(1 D = 10~18 esu) to give the final equation

AV
127T/UP
~A  or Mp

A( AV)
12tt

(7)

Although water molecules and ions in the water beneath 
the surface film will contribute to the observed value of 
Up, this term should (and usually does) give a useful 
indication of the orientation of the polar ether group at 
the water surface.

As in the wave-damping study, films were compressed
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Figure 9. Surface moment, surface potential, and film 
pressure as function of area per monomer for polyoxyethylene 
(on distilled water at 20° and pH 3).

Figure 10. Surface moment, surface potential, and film 
pressure as function of area per monomer for polyoxyethylene 
(on distilled water at 20° and pH 3).

to various monomer areas and expanded. The F vs. A, 
AV vs. A, and p vs. A curves of two of the films studied 
are shown in Figures 9 and 10. As expected, the film 
compressed to 26 A2/monomer (Figure 9) was revers­
ible with respect to all three quantities, F, AV, and/xp. 
The surface dipole moment was essentially constant 
down to about 28 A 2/monomer where it seemed to 
decline slightly. We can conclude that in the region 
where jup is constant no significant reorientation of the 
polar groups was taking place. Since the film was 
apparently gaseous to about 28 A2/monomer, the film

dipoles were probably free to orient at the surface and 
the polymer chains were most likely stretched out flat 
on the surface since this was the probable position of 
minimum potential energy.
o It may be seen in Figure 10 that, below an area of 28 
A2/monomer where the hydrated molecules were in 
close contact, pp began to decline gradually down to a 
monomer area of about 20 A2 after which it dropped 
more steeply. The change in the slope of the fxp vs. A 
curve in the region of 28 to 20 A2/monomer, since it 
was relatively small, suggests that the orientation of 
the polar ether group at the surface was not changing 
appreciably. What was changing, however, was the 
contribution of the water molecules associated with the 
oxygen atom in the polymer to the net observed surface 
dipole moment. The hydrogen atoms in the waters of 
hydration were undoubtedly linked to the oxygen in the 
polymer by hydrogen bonds and this would have caused 
the hydrogens in the water to be oriented upward 
toward the surface. The presence of these hydrogens 
at the surface would naturally make nP more positive, 
and the breaking of the hydrogen bonds would lower nP 
as observed.

The commencement of the transformation of the 
polymer molecule into a new conformation was reflected 
in the relatively large fall in pp at approximately 20 
A2/monomer. At this area the polar ether groups 
themselves were being compressed for the first time 
causing a more pronounced change in ,up, This marked 
drop in gp, since it does not denote film collapse, gives 
additional confirmation of a reorientation of the 
polymer molecule at the surface.

The nP vs. A curve decreased smoothly past 20 
A2/monomer and gave no definite indication that the 
transition from one polymer conformation to another 
was complete at about 16 A2/monomer. In this region 
the AV vs. A curve can probably be looked at more 
advantageously. As may be seen in Figure 10, AT 
appears to have increased linearly between 20 and 16 
A2/monomer. At 16 A2/monomer the curve started to 
slope toward the horizontal and, as discussed earlier, 
this probably marked the beginning of film collapse.

Surface Dipole Moments and Molecular Orientation. 
Usually, it is impractical to attempt any quantitative 
interpretation of surface dipole moments of polar 
molecules on water since all of the factors which are 
contributory are so little understood. Nevertheless, 
an attempt was made in this study to relate the ob­
served changes in the surface dipole moment in the 
transition region of 20 to 16 A2/monomer to a change 
from conformation (I) to conformation (II).

As a first step, the surface dipole moment of the film 
at 20 and 16 A2/monomer was taken from five different 
np vs. A plots, including that shown in Figure 10. The 
average value of pp at the former area was 194 mD 
whereas the value at the latter area was 173 mD. 
These values represented, of course, the experimental
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surface dipole moments of the proposed conformations 
(I) and (II), respectively. The observed change in mp 
due to the conformational change was accordingly 194
-  173 = 21 mD.

It is now necessary to compare the observed change 
in fip to that expected on the basis of the two proposed 
molecular models of Figures 7 and 8. For this purpose, 
conformation (I) was assigned the experimentally 
determined value of mp of 194 mD, and mp for conforma­
tion (II) was calculated from this value. At 20 
A2/monomer the polymer molecule in conformation (I) 
presumably was lying flat on the surface with every 
oxygen atom immersed in the substrate, and it was 
assumed that at this area the C -0  dipole was free to 
orient in the electrostatic field normal to the water 
surface.

Compression of the molecular models revealed that, 
in going from conformation (I) to conformation (II), 
the ether group was twisted so that in conformation (II) 
it was almost 20° from the vertical. Hence, the 
surface dipole moment of conformation (I) should be 
diminished by the factor cos 20° and the moment of 
conformation (II) is calculated to be 182 mD. The 
calculated change in the surface dipole moment based on 
the Mp values of the proposed conformations is thus 194
— 182 = 12 mD compared to the experimental change 
of 21 mD. There are a number of factors which may 
be responsible for this discrepancy in the two values. 
In the above calculation involving the two proposed 
conformations, only the change expected in the intrinsic 
moment of the surface molecule as a result of the tilting 
of the polar ether group was taken into account. 
Actually, however, the reorientation of the polymer 
molecule on an aqueous substrate probably causes 
changes in the interactions between the ether group and 
the oriented water molecules beneath, between the 
ether groups themselves, and between the hydrocarbon 
groups and their immediate environment. These 
changes are not likely to be negligible and, since we 
cannot make corrections for them, it is not surprising 
that there is not better agreement between the calcu­
lated and experimental changes in the surface dipole 
moment as the polymer undergoes a conformational 
change at the air-water interface.

Conclusions
Of the three experimental methods used in this 

study, measurements of wave damping, surface pressure, 
and surface potential, the wave-damping method was 
found to be the most sensitive to molecular structural 
and other changes occurring in the polyoxyethylene

films adsorbed on water. Whereas it was sometimes 
necessary to rely on small changes in the slope of the 
F vs. A and AV vs. A curves to detect these changes, 
very distinct maxima and minima or inflection points 
appeared in the k vs. A curve when the film was under­
going some type of change. By comparing the areas 
at which these peaks appeared with the calculated 
areas of molecular models, experimental results were 
obtained which could be interpreted more fully than 
heretofore had been possible. Strong evidence has 
been found for a well defined irreversible-conformational 
change in the polymer molecule as it was compressed 
appropriately at the air-water interface.

Since polyoxyethylenes of even higher average molec­
ular weights are completely soluble in water, it might 
be anticipated a monolayer of the polymer used would 
be unstable at the air-water interface especially when 
the film was compressed. However, we have demon­
strated that the polyoxyethylene film, once spread on 
the surface, did not dissolve in the aqueous substrate 
except perhaps at the surface pressures high enough to 
cause film collapse. Our polyoxyethylene specimen 
once spread as a monolayer on the water surface must 
have been in a lower energy state than when dissolved 
in bulk water.

In addition to the inherent hydrophobic-hydrophilic 
(or surface-active) properties of polyoxyethylene, which 
are evidently favorable for spreading and adsorption of 
the polymer at the air-water interface, the size of these 
higher polyoxyethylene molecules probably contributed 
to the stability of the films studied here. Crisp,18 in an 
early survey of the F vs. A properties of linear polymers 
on water, pointed out that surface-active polymers, 
since they contain many monomers which can be ad­
sorbed simultaneously on the water surface, spread 
under different circumstances than simple surface- 
active molecules. Before a polymer molecule as a 
whole can pass into the aqueous substrate, every 
monomer unit must be desorbed simultaneously, but 
the chances of this happening to a high polymer are 
small. Consequently, such a surface-active polymer as 
high molecular weight polyoxyethylene, even though 
water soluble, can form well-spread films at the air- 
water interface. As a matter of fact, readily spread, 
insoluble monolayers of polyvinyl alcohol and un-ionized 
polyacrylic acid have been reported by Crisp.19

(18) D. J. Crisp in “ Surface Phenomena in Chemistry and Biology,”  
J. F. Danielli, K. G. A. Pankhurst, and A. C. Riddiford, Ed., Perga- 
mon Press, Inc., Elmsford, N. Y., 1958, p 24.
(19) D. J. Crisp, J. Colloid Sci., 1,161 (1946).
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Interfacial Tensions against Water of Some C10-C 15 Hydrocarbons 

with Aromatic or Cycloaliphatic Rings

by Joseph J. Jasper, Marta Nakonecznyj, C. Stephen Swingley, and H . K. Livingston

Department of Chemistry, Wayne State University, Detroit, Michigan J+8202 {Received August 7, 1969)

Interfacial tensions against water were determined for the C5, C6, C7, and C9 n-alkylbenzenes at 30-75° by 
the drop-volume method and for bicyclopentyl and bicyclohexyl at 30° by the horizontal capillary method. 
For a homologous series of hydrocarbons, there is a limit beyond which Antonov’s rule does not apply to the 
hydrocarbon-water interfacial tension. This limit falls near the C7 in w-alkylbenzenes. For the bicyclo­
alkyls, both bicyclopentyl and bicyclohexyl are near this limit. Dispersion forces alone cannot be used to 
explain the observed interfacial tension data. The discrepancy between the experimental tensions and tensions 
calculated by combining dispersion forces may be due to the increase in thickness of the interface that results 
when the hydrocarbon molecules do not pack well, as they do not in the case of bicycloalkyls and long-chain 
alkylbenzenes.

Introduction

During the past twenty years a series of studies of 
interfacial tensions at the organic liquid-water surface 
have been carried out in these laboratories.1 All these 
measurements employed the drop-volume method with 
the helical spring technique for controlling the rate 
of drop formation that was first described by Adinoff.2 
Improvements in technique and apparatus design have 
occurred over the years. Jasper and Duncan1 gave 
the status of the improved procedure at the time 
the present work was initiated. Most of the previous 
papers in this series deal with the interfacial tension 
of halogenated organic compounds against water, but 
also included are data for the lower members of the 
alkylbenzene series RCYH5, where R was methyl, 
ethyl, n-propyl, and n-butyl.3 In all cases, interfacial 
tension was determined as a function of temperature 
over a substantial range, which was in some cases as 
broad as from 20 to 80°.

The recent work of Jasper and Duncan1 was 
distinctive in that data were obtained for the first 
time for hydrocarbons with more than ten carbon 
atoms. This represented our first venture into the 
molecular weight range encountered in practical lu­
bricating oils and surface-active agents. That study 
dealt only with the C13-C16 a-olefins. In the present 
work we are extending our measurements to alkyl­
benzenes of higher molecular weight than those in­
vestigated by Jasper and Seitz3 and presenting the 
first interfacial tension measurements on hydrocarbons 
with two unfused rings, specifically bicyclopentyl and 
bicyclohexyl.

Experimental Section

Two special features of the experimental techniques 
used in the present work should be mentioned.

1. The drop-volume method has been used with 
some further refinements. These have made it possible 
to study time effects in drop formation in detail.

2. The evident importance of allowing time for 
equilibrium in drop formation has led us to substitute 
for the drop-volume method the horizontal capillary 
method in some measurements. This method has 
had very little use since it was first proposed by Fergu­
son and Kennedy in 1932.4 It does not require the 
determination of densities of the mutually saturated 
phases. This permitted us to satisfy the conditions 
of loan of the highly purified hydrocarbon samples 
which the custodians of the American Petroluem In­
stitute Standard Samples of research hydrocarbons 
kindly sent to us. We actually used only 3 g 
of the loan samples. While methods of measuring 
saturated densities with very small samples and no 
chance of contamination could no doubt have been 
devised, it was considered preferable to avoid this 
problem completely.

Some modifications were made in the Ferguson-Ken- 
nedy technique. The capillary was placed in a jacket 
through which water at 30 ±  0.05° was circulated. 
One end of the capillary, which was polished to have a 
face perpendicular to the bore of the capillary, projected 
out of the jacket. The other was attached to an 
open-end manometer and a source of pressure (Fig­
ure 1). One source of error that had to be avoided

(1) J. J. Jasper and J. C. Duncan, J. Chem. Eng. Data, 12, 257 
(1967), and previous references cited there.
(2) B. Adinoff, “ Thermodynamics of Hydrocarbon Surfaces,”  Ph.D. 
Thesis, University of Chicago, 1943; see also W . D. Harkins and 
A. E. Alexander, “ Techniques of Organic Chemistry,”  Vol. 1, 
Weissberger, Ed., Interscience Publishers, New York, N. Y., 1959, 
p 757.
(3) J. J. Jasper and H. R. Seitz, J. Phys. Chem., 63, 1429 (1959).
(4) A. Ferguson and S. J. Kennedy, Proc. Phys. Soc. (London), 44, 
511 (1932).
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Figure 1. Apparatus for measuring interfacial tensions by the 
horizontal capillary method.

was the possible oxidation of the hydrocarbons by 
atmospheric oxygen. Oxidation would form surface- 
active substances capable of lowering the interfacial 
tension. The samples of bicyclopentyl and bicyclo­
hexyl were therefore handled under nitrogen in being 
transferred to the capillary. The capillary and ac­
cessories were in a plastic box that was kept under a 
positive pressure from cylinder nitrogen having a 
purity of 99.999%.

An essential feature of the experimental procedure 
was the use of the technique recommended by Ferguson 
and Kennedy4 for determining the condition of pla­
narity in the meniscus. They reported that planarity 
could be determined with great sensitivity by their 
method, and we confirm this observation. Several 
readings were taken; each time the pressure was ad­
justed back and forth beyond the planar meniscus 
by about 1 mm of water pressure. The planarity 
of the meniscus was easily detected by the transposition 
of the image from the filament of the flashlight bulb 
used to illuminate the meniscus into a broad, bright 
band across the face of the capillary. When the pres­
sure was too low, the concave hemisphere of liquid 
in the bore showed an inverted image of the filament 
much smaller than the band across the face. When 
the pressure was too great, the convex hemisphere 
of liquid gave an uninverted image, also reduced.

The principles of the drop-volume method were ac­
curately presented by Lohnstein.6 Later workers, such 
as Harkins and his students,2,6 have rephrased Lohn- 
stein’s conclusions, extended his calculations to give 
greater accuracy, and provided some detailed experience 
with the method (or the closely related drop-weight 
method) for surface tension measurements.

The subject of time effects has not been neglected. 
Harkins and Brown6 in describing their surface tension 
measurements comment that one should form each 
drop over a 5-min interval. They reported that the 
surface tension of water was high by 0.3% if the drops 
were formed as fast as possible. We have found the 
calculated interfacial tension of benzene against water 
to be 1.7% higher at 2 drops/min than it is at

Figure 2. The apparent interfacial tension at the 
benzene-water interface as a function of time 
(drop-volume method; 25°).

1 drop/7 min. For interfacial tension measurements 
with water and benzene 1 drop/5 min is the maxi­
mum rate that we consider to give reliable results 
(Figure 2).

For the substituted benzenes, the following varia­
tion in procedure was actually used: 90% or more 
of the volume of a drop was formed rapidly by raising 
the pipet. The pipet was then lowered until the drop 
just started to retreat into the tip. The pipet was 
then raised very slightly, and the drop allowed to 
grow slowly until it detached. Results with this pro­
cedure corresponded with those obtained for uniform 
drop growth at a rate of 1 drop/5 min. Matthews7 
had previously observed that this time-saving variant 
had no effect on results.

Lohnstein’s theoretical treatment5 is based on equi­
librium conditions, which means that in any experi­
ment sufficient time must be allowed for equilibrium 
to be established. The drop-volume method for in­
terfacial tension measurement will not yield the maxi­
mum accuracy unless time effects are considered in 
the experimental work.

(5) T . Lohnstein, Ann. Phys. (Leipzig), 20, 237, 606 (1906).
(6) W. D. Harkins and F. E. Brown, J. Amer. Chem. Soc., 41, 499 
(1919).
(7) J. B. Matthews, Trans. Faraday Soc., 35, 1113 (1939).
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The hydrocarbons whose interfacial tensions against 
water were measured came from several sources. The 
alkylbenzenes were tested for purity by vapor-phase 
chromatography. n-Amylbenzene from Beacon Chem­
ical Industries and n-heptylbenzene and n-nonylben- 
zene from Orgmet were of high purity and were used 
as received. n-Hexylbenzene from Beacon was purified 
by two vacuum fractionations through a 10 -in. column, 
0.75 in. wide, packed with single-turn glass helices. 
Bicyclopentyl and bicyclohexyl were American Petro­
leum Institute Research samples and were used with­
out further purification. As noted above, they were 
handled under nitrogen at all times.

Results
The measurements of alkylbenzene interfacial ten­

sions against water were all made by the drop-volume 
method with a tip of radius 0.2966 ±  0.0001 cm and
16-20 drops collected. The results, which cover the 
range 30-75.5°, fit equations of the form y  =  A  — 
B t — Ct2, where t is the temperature in °C. Least- 
square values for the constants are given in Table I.

Table I : C onstants o f the E qu ation  y  =  A  — B t — C t2 G iv in g
A lk ylben zen e-W ater In terfacia l T ension  as a F u nction  of
Tem perature in °C

B, c ,
n-Alkyl­ A, dyn /(cm d yn /(cm
benzene dyn /cm deg) deg2)

A m ylbenzene 4 2 .2 3 1 8 0 .05490 3 .3 3 3  X  10 -7
H epty lbenzene 42 .9581 0 .002869 5 .2 5 6  X  1 0 - ‘
N onylbenzene 4 3 .0 9 8 8 - 0 .0 5 0 2 6 1 .1 18  X  1 0 " 3

The greatest deviation of observed interfacial tension 
from the value calculated by this equation was 0.07 
dyn/cm.

An essential part of the drop-volume method was 
the determination of the density of water saturated 
with each alkylbenzene and each alkylbenzene saturated 
with water over the temperature range 30-75.5°. The 
densities of the aqueous phases were virtually identical 
with the known densities of pure water at the tem­
peratures investigated. The water-saturated hydro­
carbons had densities given by equations of the form 
p =  Z  — yt, and the constants of the equations are 
given in Table II.

Table I I : C onstants o f the E qu ation  p =  Z  — Y t  G iv in g  
D ensity  of W ater-S aturated  A lkylbenzenes as a 
F u nction  o f T em perature in  °C

Y,
n-Alkyl- Z, g /(c m '
benzene g /cm 3 deg)

A m ylbenzene 0 .8 7 4 4  0 .0 0 7 8
H epty lbenzen e 0 ,8 72 3  0 .0 07 4
N on ylbenzene 0 .8 6 9 7  0 .0 0 7 4

At 30° the interfacial tensions of these C5-C 9 alkyl­
benzenes against water are approximated by the equa­
tion y  =  36.9 +  0.76 n, where n =  number of carbon 
atoms in the alkyl group. The greatest deviation of the 
experimental values from those indicated by the equa­
tion is 0.18 dyn/cm. This equation agrees reasonably 
well with the water-alkylbenzene data obtained for 
the shorter-chain alkylbenzenes by Bartell, Case, and 
Brown,8 but are higher than the interfacial tensions 
reported by Jasper and Seitz3 for shorter-chain alkyl­
benzenes.

The horizontal capillary method was used only at 
30°, and the results obtained were: interfacial tension 
bicyclopentyl-water: 41.2 dyn/cm; interfacial ten­
sion bicyclohexyl-water: 38.8 dyn/cm.

The only interfacial tension measured by both 
methods was that of benzene against water. We ob­
tained 32.5 dyn/cm at 30° by the horizontal capillary 
method and 34.1 dyn/cm at 25° by the drop-volume 
method. These can be compared with values of 32.5- 
35.1 at 25° and 32.3-34.6 at 30° that have been found 
by previous investigators.9'10

Discussion Based on the Tensions at Surfaces
Much discussion of interfacial tensions has been 

devoted (and properly so) to the balance of tensions 
at the liquid-liquid-vapor interface where a lens of 
the lighter liquid rests atop the surface (i.e., liquid- 
vapor interface) of the heavier liquid. In the present 
case we are dealing with pairs of liquids with very 
little mutual solubility. When solubility is substantial 
and the surface tensions of the two saturated phases 
(solutions) are significantly different from the surface 
tensions of the pure liquids, Antonov’s rule11 is generally 
applicable. This states that 7 /  — 7 2' =  712 where 
the primes refer to saturated solutions (Component 1 
saturated with Component 2 and Component 2 sat­
urated with Component 1, respectively). Donahue 
and Bartell12 have given a very reasonable treatment 
of Antonov’s rule, pointing out that there is one class 
of systems, which they call Class I, for which 712 
+  72 >  7 1 . All their examples of Class I have water

(8) F . E . B artell, L . O . Case, and H . B row n, J. Amer. Chem. Soc., 
55, 2769 (1933).
(9) T h e  high values are from  E . H u tch in son , J . Colloid Sci., 3 , 235 
(1948), and are extrapolated  betw een his 2 5 °  and his 4 0 °  m easure­
m ents.
(10) T h e  low  values are from  A . S . M ich aels  and E . A . H auser, 
J. Phys. Chem., 55 , 408 (1951), and are extrapolated  betw een  their 
2 3 ° and 4 6 °  m easurem ents. In terfacia l tension s at 25 ° h a v in g  
values betw een these extrem es have been  reported  b y  L . F . Transue, 
et al., . /. Amer. Chem. Soc., 64 , 274 (1942), F . E . B artell and C . W . 
B jork lu n d , . / .  Phys. Chem., 56 , 454 (1952), D . J. D on a h u e  and F . E . 
B artell, ibid., 56, 480 (1952), and J . E . Shew m aker, et al., ibid., 58, 
945 (1954). T h e  on e  previou s m easurem ent m ade w ith  a hori­
zon ta l cap illary  (F erguson  and K en n ed y , ref 4) w as at 15°. 
D ep en d in g  on  the tem perature coefficient assum ed, it  is w ithin  0 -0 .5  
d y n /c m  o f our horizon ta l cap illary  va lu e.
(11) G . N . A n ton ov , J. Chim. Phys., 5 , 372 (1907).
(12) D . J . D on ah u e  and F . E . B artell, J. Phys. Chem., 5 6 , 480 
(1952).
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as Component 1 and hydrocarbons as Component 2. 
Shifting to the more convenient subscripts W and H, 
one can observe that yw >  Yw/ and yh —  7 h ', so it 
is a necessary condition of Class I systems that y w h  +  

Y h '  >  Yw' and Antonov’s rule cannot be obeyed.
Donahue and Bartell12 made solubility measure­

ments on their systems. All the Class I hydrocarbons 
had extremely low solubility in water and dissolved 
very small amounts of water. In the homologous 
series of n-alkan.es, as the molecular weight increased, 
Y w h  +  Y h  first approached, then became greater 
than y w - We note the same behavior in our own 
data (Table III) for the n-alkylbenzenes. The bi-

Table I I I :  C om parison  o f Surface Tensions and Interfacial 
T ensions in  an A pproxim ate T est o f A n ton ov ’ s R u le  (a t 3 0 °)

H yd rocarbon

7 H ,
surface
tension,
d y n /cm

T W H i
interfacial

tension
against
water,

d y n /c m
("YW H +

y h )

(7 1 .2  -
YW H  —

y h ) “

B icy clop en ty l 2 9 .86 4 1 .2 7 1 .0 0 .2
B icy cloh exy l 3 1 .8 6 3 8 .8 7 0 .6 0 .6
n -A m ylbenzene 2 8 .5 6 4 0 .6 6 9 .1 1 .1
ra-Hexylbenzene 2 9 .16 4 1 .6 7 0 .7 0 .5
ra-Heptylbenzene 2 9 .5 ' 4 2 .4 7 1 .9 - 0 . 7
n -N  onylbenzene 3 0 .2 ' 4 3 .6 7 3 .8 - 2 . 6

“ 71.2 d y n /c m  is the surface tension o f w ater a t 301°. T h e
m agnitude o f the tabu lated  value is therefore a m easure o f the 
approach  to  that lim it o f any h om ologous series o f  organ ic com ­
pounds for  w hich  A n ton ov ’ s rule ceases to be applicable. 6 Sur­
face  tension  data  taken from  J. J. Jasper’s com pilation  being 
prepared for  the N ationa l B ureau o f Standards under P ro ject 
C S T -357 . '  E xtrapolated  from  data  for ra-alkylbenzenes w ith  
C i-C e  a lkyl groups.

cycloalkyls are very close to the limit of Class I sys­
tems in that y w h  +  y h  —  Yw- Thus we have ex­
tended to two new series of hydrocarbons the observa­
tion of Donahue and Bartell that Antonov’s rule
only applies above a certain critical level of solubility.

Discussion Based on Dispersion Forces at Interfaces
The Girifalco-Good-Fowkes13'14 calculation of inter­

facial tensions is based on the concept that the inter­
facial tension is the sum of the individual surface 
tensions minus that part of the work of adhesion be­
tween the two liquids that arises from surface dispersion 
forces only. Fowkes14’16 has had great success with 
the equation

Y 12 =  Y i +  72 — 2\/ Y idY 2 d

to calculate the interfacial tension yi2 of liquid 1 against 
liquid 2. For the water interface with saturated hy­
drocarbons he postulates16 yh =  YHd and calculates, 
based on y w h  for seven saturated hydrocarbons, that 
Y w d is 21.8 dyn/cm at 20°.

We have used the Fowkes equation for our own 
data, which requires correcting ywd to 30°. Since 
this dispersion force should depend only on packing, 
it is reasonable to use the temperature-independent 
parameter devised by Sugden16 and known as the 
parachor. Then

(y wd)30»/(7wd)20° = [(p)30°/(p)20°]4

This calculation gives 21.6 dyn/cm for (ywd)3o°-
Based on Fowkes, original suggestion, one would 

assume that y w h  for bicyclopentyl and bicyclohexyl 
could be obtained by calculating the value of yw +  
Y h  —  2V/21.6yh- Also, y w h  for alkylbenzenes might 
be expected to approach this value as the length of 
the alkyl chain increased so that the saturated hy­
drocarbon portion of the molecule would be more 
significant than the phenyl group. Table IV shows 
that this is not the case. Fowkes in his earlier work16 
observed that there was a discrepancy of 13-16 dyn/ 
cm between calculated and observed y w h  for aromatic 
hydrocarbons. He based this conclusion on data 
given by Girifalco and Good13 for benzene and mono-, 
di-, and trisubstituted benzenes with short alkyl 
groups. He ascribed the discrepancy as being due 
to forces other than dispersion forces and suggested 
7r bonds as a possible source of these forces.

In Table IV we have included data for a branched 
alkane, 2,7-dimethyloctane, which were available in 
the Girifalco-Good compilation13 but not cited by 
Fowkes.17 It seems very likely that the molecular 
packing of branched alkanes and of the bicyclic sat­
urated hydrocarbons bicyclopentyl and bicyclohexyl 
has a major effect on the dispersion forces. Molecular 
models of the two bicyclic molecules that we have 
studied readily assume a “clamshell” conformation 
that would make the surface packing almost certainly 
looser than that of cyclohexane or decahydronaphtha- 
lene.

The conformation of amyl- to nonylbenzene mole­
cules also may lead to looser packing than would be 
expected for n-pentane to n-nonane hydrocarbons. The 
steady decrease in the discrepancy between the cal­
culated and observed interfacial tensions with chain 
length suggests that the discrepancy might vanish 
at about n-hexadecylbenzene.

The data in the previous section provide an alter­
native method for evaluating dispersion forces at

(13) L . A . G irifa lco  and R . J . G ood , J. Phys. Chem., 61 , 904 (1957).
(14) F . M . F ow kes, ibid., 66, 382 (1962).
(15) F . M . F ow kes, ibid., 67, 2538 (1963).
(16) S. Sugden, “ T h e  P arach or and V a le n cy ,”  R ou tledge , L on d on , 
1930.

(17) W e  n ote  that F ow k es14 * also d id  n o t  select the  pen tan e and iso­
pentane d ata  from  G irifa lco  and G o o d ’s com p ila tion .13 W h ile  these 
d a ta  lend som e su pp ort t o  th e  ideas deve lop ed  here, w e are aw are o f 
the experim ental d ifficulties encou ntered  in  m aking m easurem ents 
w ith  such volatile  m aterials and therefore agree w ith  F ow k es that 
these data  should  n ot be used as a basis fo r  theoretical conclusions.
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Table IV: Comparison of Observed Interfacial Tensions with Interfacial Tensions Calculated 
on the Assumption that Dispersion Forces Are Constant at Water—Hydrocarbon Interfaces

Temp, 7 W » 7 H , 7 W , d T H , d T W H , D yn/cm ,
Hydrocarbon 'C dyn /cm dyn /cm dyn /cm dyn /cm caled exptl

n-H exane 20 7 2 .8 1 8 .4« 2 1 .86 1 8 .4 6 5 1 .2 5 1 .1 “
« -H ep ta n e 20 7 2 .8 2 0 .4 « 21.8*> 2 0 .4 6 5 1 .1 5 0 .2 “
n -O ctane 20 7 2 .8 2 1 .8 « 2 1 .8b 2 1 .86 5 1 .0 5 0 .8 “
n -D ecan e 20 7 2 .8 2 3 .9 « 2 1 .8b 2 3 .9 6 51 .1 5 1 .2 «
ra-Tetradecane 20 7 2 .8 2 5 .6 « 2 1 ,8b 25.6*" 51 .1 5 2 .2 “
C yclohexan e 20 7 2 .8 2 5 .5 “ 2 1 .8b 25.5*’ 51 .1 5 1 .4 «
D ecahydronaphthalene 20 7 2 .8 2 9 .9 “ 2 1 . 8b 2 9 .9 6 5 1 .7 5 1 .3 «
2 ,7 -D im eth yloctan e 20 7 2 .8 2 2 .2 « 2 1 .8b 2 2 .2 5 1 .0 4 6 .8 “
B icy clopen ty l 30 7 1 .2 2 9 .8 ' 2 1 .6 2 9 .8 5 0 .2 4 1 .2
B icy c loh ex y l 30 7 1 .2 3 1 .8 ' 2 1 .6 3 1 .8 5 0 .7 3 8 .8
n -A m ylbenzene 30 7 1 .2 2 8 .5 ' 2 1 .6 2 8 .5 4 9 .8 4 0 .6
»-H exy lben zen e 30 7 1 .2 2 9 .1 ' 2 1 .6 2 9 .1 4 9 .9 4 1 .6
n -H eptvlbenzene 30 7 1 .2 2 9 .5d 2 1 .6 2 9 .5 50 .1 4 2 .4
» -N on y lb en zen e 30 7 1 .2 3 0 .2 d 2 1 .6 3 0 .2 5 0 .2 4 3 .6

“ L . A . G irifalco and R . J. G ood , J . P h y s. Chem., 6 1 ,9 0 4  (1957). b F . M . Fow kes, ib id., 6 7 ,25 3 8  (1963). '  Surface tension  data taken  
from  J. J. Jasper’ s com pilation  b eing  prepared for the N ation a l B ureau o f Standards under P ro ject C ST -357 . d E xtrapola ted  from  data 
for «-a lky lben zen es w ith  C i -C 6 alkyl groups.

interfaces. In any homologous series of hydrocarbons, 
solubility in water decreases with increasing molecular 
weight. The sum of hydrocarbon surface tension and 
interfacial tension against water (yh  +  yw h ) approaches 
the surface tension of water ( y w ). The Fowkes equa­
tion16 for saturated hydrocarbons

Ywh = 7 h +  7w — 2"\/ YH7wd

where Ywd is considered to be a constant can therefore 
have Ywd evaluated simply from surface and inter­
facial tension data for a homologous series. Those 
systems that present the equality Yw = 7 h +  yw h  
must have yh =  7 wd Inspection of the data for the 
w-alkane homologous series, as tabulated by Donahue 
and Bartell,12 shows that 7 w = 7 h +  7 wh for w-octane, 
for which hydrocarbon 7 h =  21.8 dyn/cm at 20°. 
This is Fowkes’ preferred value for 7wd at 20°.

The two bicycloalkyls that we have studied do not 
have 7 w d =  7 h , even though yw h  +  7 h ^  7w- 
Fowkes’ generalization that 7 h =  7Hd for saturated 
hydrocarbons has been stated too broadly. It prob­
ably should be restated as applying to those saturated 
hydrocarbons that can pack closely at the water-hy­
drocarbon interface. 2,7-Dimethyloctane, bicyclo­

pentyl, and bicyclohexyl cannot pack closely, as judged 
by molecular models, and therefore have yHd values 
of 26.5 at 20°, 41.0 at 30°, and 47.2 dyn/cm at 30°, 
respectively.

Conclusions
The classification which Donahue and Bartell have 

proposed, based on Antonov’s rule, provides the most 
useful means of systematizing water-hydrocarbon in­
terfacial tension data such as those obtained in the 
present work. The Fowkes equation fits the new ex­
perimental data, since it has two adjustable parameters. 
If one parameter, assigned to the dispersion forces 
on the water side of the interface, is considered to 
be a constant, the other parameter is qualitatively 
related to the packing of the hydrocarbons at the 
interface. There is not enough known about packing 
at interfaces to permit a quantitative interpretation 
of this second parameter.
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A Carbon Monoxide-Oxygen Molten Polyphosphate Fuel-Type Cell1

by Leslie Gutierrez and James L. Copeland

Department of Chemistry, Kansas State University, Manhattan, Kansas 66B0B (Received December 16. 1968)

An electrochemical cell of the type: CO (Pt); N a 4P20 7, N a P 0 3; (P t)0 2 has been studied with the objective 
of electrochemically determining thermodynamic properties associated with the high-temperature formation 
of C 0 2 from CO. The respective anode and cathode reactions may be: anode, CO(g) +  P20 7-4  =  C 0 2(g) +  
2 P 0 3~ +  2e- ; cathode, 0.5O2(g) +  2P 03-  +  2e-  =  P20 7-4 ; and net reaction, CO(g) +  0.5O2(g) =  C 0 2(g). 
Mixtures of CO and C 0 2, at various partial pressure ratios, served as the anode, and 0 2 at atmospheric pres­
sure served as cathode. The partial pressure ratios of C 0 2 to CO studied were 0.258, 0.656, 1.00, 3.17, and
9.00, in addition to a run involving pure CO. These gases were introduced over P t substrates into separate 
wells of a Vycor cell which contained an electrolytic melt of 33 wt %  N a4P207 , 67 wt %  N a P 0 3. The emf’s 
generated by the cell at each partial pressure ratio of C 0 2 to CO were measured from 650 to 750°. The AG,  
AH, AS, and K  (equilibrium constant) values for the oxidation of CO to CO» were calculated in the usual way 
and compared to their predicted values from literature thermochemical tabulations. Deviations of less than 
10% from predicted were found for AG, w ith AS possessing the largest deviation from its predicted value (30- 
50% ). Although the cell was found not to behave entirely reversibly, it  possesses interesting possibilities as 
a fuel cell.

Introduction
In recent years attempts have been made to study 

electrochemical cells with molten salt electrolytes in 
which the net chemical reaction represents only the 
consumption of O2 and C and the formation of C02-2~5 
Such cells could have significance in two areas: (a)
they might be used to determine electrochemically the 
thermodynamic functions associated with the high- 
temperature formation of C02, and (b) they may have 
fundamental importance in fuel cell research.

Unfortunately, such studies have not met with ex­
tensive success because of either the irreversible be­
havior of the electrode system or mechanical problems 
associated with the corrosive nature of most electrolyte 
melts at operational temperatures.

It had been assumed that emf data could be obtained 
very near the theoretical values if one could find a suit­
able electrolyte system compatible with the cell con­
tainer and alter some previous procedures. This, in 
turn, could enable calculations of the thermodynamic 
properties of high-temperature formation of C02 nearer 
their theoretical values. It was in the light of this as­
sumption that the present work has resulted. Although 
we were not able to confirm this assumption, interest­
ing results were nevertheless obtained.

The investigation has extended previous work by 
using a molten polyphosphate system as the electrolyte 
and CO (rather than C) as the reductant. The work 
involves potentiometric study of the electrochemical 
oxidation of CO at high temperatures and includes (a) 
emf measurements as a function of temperature from 
650 to 750°, (b) emf measurements as a function of 
various partial pressure ratios of CO2 to CO, (c) 
the ability of the simple system to generate a sustained 
electrical current, (d) calculation of apparent high-tem­

perature thermodynamic functions associated with the 
formation of C02 from CO and 0 2, and (e) interpreta­
tion of the results by comparison with theoretical 
thermodynamic properties and possibilities of the sys­
tem as a potential fuel cell.
Experimental Section

M aterials and A pparatus. Reagent grade NaP03 
and Na4P2O7-10H2O were obtained from the Baker 
and Adamson Co. The Na4P2O7-10H2O was dehy­
drated as completely as possible by heating in a por­
celain casserole over a burner for ca. 2 hr. This sam­
ple, as well as the NaP03, was oven-dried at ca. 130° 
for an additional 72 hr. The samples were cooled 
in a Drierite-containing desiccator before being used. 
It had been established earlier by accurate pre- and 
post-weighings that this procedure quantitatively con­
verted the decahydrate to Na4P20 7.

Carbon monoxide was obtained from the Matheson 
Co., and C02 and 0 2 were from the National Cylinder 
Gas Co. The CO was CP grade (99.5% min. purity), 
the 0 2 was USP grade, and the C 02 was (at the time) 
of unknown purity. Mass spectrometric analyses es­
tablished the gases to be of actual high purity. All 
gases were passed through Mg(C104)2 drying towers 
prior to entry into the cell.

Reagent grade dibutyl phthalate was obtained from 
the Baker and Adamson Co., and was used as the 
manometric fluid in constructed flowmeters.

(1) T h is  paper was presented in p art at the fou rth  M id w est R eg ion a l 
M eetin g  o f the  A m erican  C hem ical S ociety , M an h attan , K an ., N o v  
1968.

(2) F . R . D u k e  and J. L . C opeland , U S A E C  R ep ort IS -665 (1963).
(3) L . A . K in g  and F . R . D u k e, J. Phys. Chem., 68 , 1536 (1964).
(4) G . J. Y o u n g  and R . B . R ozelle , J. Chem. Educ., 36 , 68 (1959).
(5) J . W eissbart, ibid., 38 , 276 (1961).
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Figure 1. Vycor cell and gas electrode. A and B are front 
and side views of the cell container, respectively, and C is a gas 
electrode. Electrode wells are designated by d, e is a 
thermocouple well, f is a brace, g is an inner Vycor 
standard taper joint, h is an outer Vycor standard taper joint, 
i is a gas delivery tube, j is a Pt wire, k is the gas exit orifice,
1 is a Pyrex tube, m is the gas inlet, and n is the gas outlet.

The cell, shown in Figure 1, consisted of a U-shaped,
17-mm o.d. Vycor tube with 30-cm limbs. The latter 
terminated in 24/40 standard taper Vycor inner joints, 
and when in place the limbs extended upward out 
of a vertical, cylindrical electrical resistance furnace 
with a 2-in. Alundum core. A 13-mm Vycor tube 
extended upward from the center of the cell to allow 
introduction of a chromel-alumel thermocouple. All 
three limbs were commonly joined at the bottom of 
the cell. Figure 1 also includes a drawing of the 
C 0-C 02 and 0 2 electrodes. Vycor gas delivery tubes, 
6-mm o.d., extended 31 cm down from the ring seals 
in the outer 24/40 standard taper Vycor joints. Vycor- 
Pyrex graded seals, 6-mm o.d., permitted the upper 
portions of the electrodes to terminate in 6-mm o.d. 
Pyrex tubing. Platinum wires, 24 gauge, which served 
as electrical contacts and electrode substrates, were 
sealed into the Pyrex at the upper ends of the electrodes 
and extended downward to within 1.5 cm of the ends 
of the delivery tubes. Small holes were placed 3.8 
and 3.2 cm above the ends of the CO2-CO and 0 2 
electrodes, respectively, to allow the gases to exit 
from the delivery tubes without forcing the melt out 
of the ends of them.

Gas flowmeters were constructed from 7-mm o.d. 
Pyrex tubing and 2-mm i.d. Pyrex capillary. Dibutyl

phthalate was the manometric fluid, and the assemblies 
were calibrated using their respective gases, an electric 
timer, and a gas buret.

P rocedure. The cell container was thoroughly washed 
with dichromate cleaning solution, and was rinsed 
repeatedly with distilled water and finally with de­
ionized water. The electrodes were first cleaned with 
hot, concentrated HNO3 and rinsed with distilled and 
deionized water. After the electrodes had dried, the 
Pt wires were heated to a red glow with an oxygen 
torch to remove any additional contamination.

A 33 wt %  Na4P207~67 wt %  NaP03 mixture was 
prepared, corresponding to a eutectic whose melting 
point is 575°.6 The solid mixture was placed in the 
Vycor cell and was fused. The level of the melt 
was such that the small gas exit orifice of the 0 2 elec­
trode was slightly below the level of the melt, and 
that of the C 0-C 02 electrode was slightly above it. 
Thus, only the 0 2 would bubble into the melt. The 
CO-CO2 gas mixture was not bubbled because of the 
difficulty in reading the appropriate flowmeters.

The gas flow system was constructed and employed 
as follows. Tygon tubing was used throughout when 
required for flexibility. Gases flowed from their re­
spective cylinders through Mg(C104)2 drying towers, 
then through flowmeters, and finally into 250-ml 
erlenmeyer flasks before entering their respective elec­
trodes. The flasks served as traps to prevent any 
dibutyl phthalate in the flowmeters from flowing into 
the cell in the event of any sudden change in flow 
rates. The CO and C02 were mixed between their 
respective flowmeters and an erlenmeyer flask, before 
passage into the anode, by means of a 7-mm o.d. Pyrex 
Y-connector.

Initially only CO and 0 2 were passed into the cell 
and allowed to react at 750° to achieve stability, 
as indicated by potentiometric measurements with a 
Leeds and Northrup Type K-3 potentiometer. When 
such stability was achieved (after ca. 72 hr) the CO 
flow rate was adjusted to 1.00 cm3 sec-1, and the 0 2 
flow rate was set at a constant value of ca. 0.3 cm3 
sec-1. The reaction was allowed to equilibrate at 
these flow rates at 750°. The emf was determined 
from 750 to 650°, in intervals of 10°, and then from 
650 back to 750° in intervals of 10°. Readings were 
repeated until reproducible values (within ±1.5 mV) 
were obtained. This procedure was repeated for five 
different runs, corresponding to different flow rate 
ratios of C02 to CO, with but the total rate of flow 
of C02 plus CO always kept at 1.00 cm3 sec-1. In 
all runs the 0 2 flow rate was maintained constant. 
The C02-CO flow rate ratios studied were 0.258, 
0.656,1.00, 3.17, and 9.00, in addition to a run involving 
pure CO.
(6) W . S. G inell, “ M o lte n  P hosph ate  R e a cto r  F u el. I . ”  A E G  
R e p o rt  N A A -S R -5 9 2 5  (R ea ctor  T e ch n o lo g y ), A tom ics  International, 
A  D iv ision  o f N orth  A m erican  R ock w ell C orp ., S ep t 30, 1961.
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For a quick estimate of power delivery and current 
density obtainable, a decade resistance box was placed 
across the electrode terminals with the cell operating 
at 750° with pure CO. The resistance was gradually 
decreased to the point at which the cell was just 
able to maintain a constant current for several hours, 
as measured by an in-series microammeter. The cor­
responding working voltage was ascertained by the 
potentiometer.

Results -5

It was assum ed, for purposes of comparison, that the s  
fundamental overall reaction occurring in the electro­
chemical process was

CO(g) ±  0.5O2(g) = C02(g) (1)

by means of hypothetical half-cell reactions naively 
written as

CO(g) +  P20 7-* = C02(g) +  2P03-  +  2e-

0.5O2(g) +  2P03-  +  2e- =  P20 7- 4 (2)

Use of the high-temperature heat tables of Kelley,7 
together with A H °2% =  —67.636 kcal and A G °2%
= —61.452 kcal,8 for the reaction of eq 1, yield by the 
usual thermodynamic treatment

A H ° t =  -68,310 +  0.2T +  0.31 X

10~3T2 +  1.75 X IO5! 7- 1 cal (3)

and

A G °t =  -68,310 -  0.2T In T  -  0.31 X

lCMT2 -  0.875 X KPT-1 +  23.3T cal (4)

for that reaction. The Nernst equation for the reac­
tion is

E t =  E \  -  (R T / 2F ) In (Pcm/Pco-Po,'72) (5)

where E T is the emf at temperature T , E ° T is the stan­
dard emf, and the P ’s are the appropriate partial 
pressures of the gases (taken as equal to fugacities).
Thus, a predicted E ° T value may be found at each tem­
perature with the use of eq 4 and the usual relation­
ship

E ° t =  — A G °t/2F  (6)

E t may then be predicted at any temperature and 
ratio of partial pressures from eq 5. Similarly, by 
the appropriate combinations of these equations and 
the Gibbs -Helmholtz equation, one may calculate ap­
parent A H , AG, and AS  values for eq 1 from experi­
mental emf data, as well as an equilibrium constant, K ,  
according to the usual

K  =  exp(-A G ° t/ R T ) (7)

If P0 2 is maintained at 1 atm, then eq 5 reduces to

E t =  E ° t — (R T / 2 F ) In (Pco i/ P co ) (8)

TEMP ( ° c )

F igure 2. E xperim ental em f vs. tem perature. N um bers 
labeled on  curves are values o f log  r  corresponding to  the five 
values o f r ratios investigated.

where the P co J P co  ratio (r) may be ascertained 
from the relative flow rates of these gases. In the 
present work, 0 2 was always maintained at atmo­
spheric pressure. Table I summarized the slopes of

T ab le  I :  Sum m ary of Slopes of E m f vs. T em perature ( °K )  
P lots  at V arious P c o J P c o

Exptl Predicted
slope slope

r X KP X 10*

0 .2 5 8 - 3 . 3 3 - 4 . 0 2
0 .6 5 6 - 3 . 2 4 - 4 . 4 2
1 .0 0 - 3 . 3 1 - 4 . 6 0
3 .1 7 - 3 . 4 6 - 5 . 1 0
9 .0 0 - 2 . 9 4 — 5 .5 5

O (pure C O ) - 3 . 2 5

emf vs. temperature plots for the six r ratios studied 
(including r =  0 for pure CO) and compares them to 
the predicted slopes. Figure 2 is the graph of these

(7) K . K . K elley , “ C ontribu tion s to  th e  D a ta  on  T h eoretica l M eta l­
lurgy . X I I I .  H igh -T em p era tu re  H ea t-C on ten t, H ea t-C a p a city , 
and E n trop y  D a ta  for  the E lem en ts and In organ ic  C om p o u n d s ,”  
B ulletin  584, U . S . B ureau  o f M ines, 1960.
(8) G . N . L ew is and M . R an dall, “ T h erm od y n a m ics ,”  2nd  ed , 
revised b y  K . S. P itzer and L . Brew er, M cG ra w -H ill P ublications, 
N ew  Y ork , N . Y ., 1961, p p  53 -73 , 158-183.
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T able  I I : Sum m ary of E xperim ental and P redicted  E m f D ata  and T h erm odyn am ic Properties 
at Various T em peratures w ith  P c o 2/P c o  =  r  =  1.00

1 > 1 > Q - A  H ° t , - A  H ° t , 1010 1011
Temp, E T , V, E ° t , V, exptl, theoret, exptl, theoret, K , K ,

°K exptl theoret kcal kcal kcal kcal expt, theoret

923 0 .98430 1.04986 4 5 .4 4 8 .4 5 9 .5 68.0 5 .6 2 2.88
933 0 .98120 1.04522 4 5 .3 4 8 .2 5 9 .5 68.0 3 .9 8 1 .9 5
943 0 .97830 1.04065 4 3 .1 4 8 .0 5 9 .6 68.0 2.88 1 .3 2
953 0 .97520 1.03603 4 5 .0 4 7 .8 5 9 .6 68.0 2 .0 4 0 .9 1 2
963 0 .97180 1.03143 4 4 .8 4 7 .6 5 9 .6 68.0 1 .4 8 0 .631
973 0 .96850 1.02681 4 4 .7 4 7 .4 5 9 .6 68.0 1 .0 7 0 .4 3 7
983 0 .96510 1.02224 4 4 .5 4 7 .1 5 9 .6 ’ 68 .0 0 .7 8 3 0 .3 0 2
993 0 .96170 1.01762 4 4 .4 4 6 .9 5 9 .6 68.0 0 .5 7 8 0 .2 1 4

1003 0 .95810 1.01303 4 4 .2 4 6 .7 5 9 .5 68.0 0 .4 2 5 0 .151
1013 0 .95480 1.00843 4 4 .0 4 6 .5 5 9 .5 68.0 0 .3 1 6 0 .1 0 7
1023 0 .95160 1.00385 4 3 .9 4 6 .3 5 9 .5 68.0 0 .2 3 7 0 .0 7 7

A S °(ex p tl) =  - 1 5 . 3  eu; AS "(th eoret) =  - 2 1 , ,2  eu.

emf-temperature data with slopes as shown in the 
table.

Table II summarizes the emf-temperature results 
for the special case of r = 1, and the experimental, 
apparent values of AG °T, AH ° T, A S °, and K  together 
with the corresponding predicted values. Values of 
these properties have been calculated for the other r 
ratios as well, but the data are far too numerous for 
inclusion here. The case of r =  1 is adequately rep­
resentative. Experimental emf values represent aver­
ages of several readings taken over periods of several 
hours. Probable errors were calculated for the experi­
mental, apparent thermodynamic values and were 
found to be: in AGT, ±0.1 kcal, in AH T, ±0.1 kcal, 
in AS, ±0.1 eu, and these appear to be representative 
of the errors in these quantities at other temperatures 
and r values. In comparing the experimental, apparent 
thermodynamic functions to the predicted values, 
as exemplified by Table II, for all r values the best 
agreement is in the free energy changes. Errors of 
about 10% for this property are found for the smallest r 
ratio of 0.258, with a trend toward better agreement 
as r increases (errors of about 6-7% for r = 1, to 
negligible errors for r =  9.00). Lack of agreement 
between predicted and calculated A H  values is worse, 
ca. 13%, and is essentially the same at all r values. One 
interesting feature, however, is that both experimental 
and predicted enthalpy changes are fairly constant 
from 650 to 750°, not only within a particular r value, 
but also with varying r ratios. Agreement between 
calculated and predicted A$ values varies from about 
16% error at r = 0.258, to about 29% at r =  1, to 
nearly 50% at r =  9.

Table III summarizes the slopes of both predicted 
and experimental emf vs. log r plots, with temperatures 
as indicated. These are least-squares slopes, and the 
data are graphed in Figure 3. The individual points 
are not shown for the sake of avoiding confusion be-

T ab le  I I I : Sum m ary o f Slopes o f E m f vs. 
L og  r P lots at Various Tem peratures

Exptl Predicted
Temp, slope slope

°K X 103 X 103

923 - 2 . 0 - 9 .1 6
933 - 2 . 1 - 9 .2 6
943 - 2 . 1 - 9 .3 6
953 - 2 . 2 - 9 .4 6
963 - 2 . 1 - 9 .5 6
973 - 2 . 1 - 9 .6 6
983 - 2 . 0 - 9 .7 5
993 - 2 . 0 - 9 .8 5

1003 - 2 . 0 - 9 .9 5
1013 - 2 . 0 - 1 0 .0 5
1023 - 1 . 9 - 1 0 .1 5

cause of their dense population. It is seen from Table 
III that the experimental slopes deviate considerably 
from the predicted values (ca. 75-80%).

With this prototype cell, admittedly not yet de­
signed to deliver significant current densities, it was 
possible at 750° to maintain a constant upper limit 
current delivery of 28 n A  through a load of 28 kilohms 
at a voltage of 0.784 V for several hours, corresponding 
to a power of 22 ^W. Each of the 24-gauge Pt wire 
electrodes was immersed in the melt to an extent 
of about 2 cm, giving an approximate surface area 
of 0.32 cm2 of a single Pt wire in contact with liquid. 
Using this value for electrode surface, a current density 
of ca. 0.08-0.09 mA cm“ 2 results. However, this may 
be low in view of the fact that the major contribution 
to the anode electrochemical reaction at the CO-CO2 
electrode is presumably localized at the very smah, 
undeterminable surface area at the melt-metal-gas in­
terface, where the liquid meniscus contacts the wire. 
This is because the CO-C02 mixture was not bubbled 
over the Pt, as was stated earlier. This power mea-
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Figure 3. Experimental emf vs. common logarithm of the 
partial pressure ratios of C O 2 to C O  (log r), with temperatures 
as indicated in °C .

sûrement was with pure CO, and represents a voltage 
drop of ca. 0.192 V from the open-circuit emf of 0.976 V 
at this temperature.

Discussion
It is apparent from the tables and figures that the 

electrode system did not behave in a reversible manner. 
This is especially obvious from the large deviations of 
experimental slopes of E  vs. log r plots from predicted 
values (Table III). It is seen from these latter data 
that the observed emf does not decrease nearly as 
rapidly with increasing P co J P co  = r ratio as it should 
if truly reversible. This is true at all temperatures. 
The implication is, of course, that the activity of 
CO is greater than indicated by its partial pressure 
in the entering gas, or that the activity of C02 is less 
than indicated by its partial pressure, either case re­
sulting is a smaller effective r value in eq 8. One 
possible explanation for this would be that the C02 
is undergoing a chemical oxidation to C03-2 with

the melt. Such a path would reduce the effective 
activity of C02 below the calculated value to an extent 
dependent on the final position of the C02-C 0 3~2 
equilibrium. As one goes to greater entering partial 
pressures of C02 relative to CO (greater r values), 
the expectation would be for the equilibrium to be 
shifted further in favor of C03-2 formation. Thus, 
interpreted in the light of this hypothetical mechanism, 
one would expect a flatter slope of E  vs. log r than 
predicted as a result of the effective r becoming ever 
smaller than expected with increasing PCoi- Other 
possible sources of error could be due to a small dif­
fusion of 0 2 from the cathode to anode chamber, or 
diffusion of air to the anode through the thermocouple 
well, etc.

Although the present work does not yet indicate 
feasibility of this system as a possible fuel cell, it 
does have some worthwhile characteristics for such 
applications. It was found to be stable, and the ob­
served emf’s were quite reproducible. The molten 
polyphosphate system also affords several advantages 
over other molten electrolytes, such as carbonates and 
mixtures of a salt and a corresponding oxide (e.g ., 
the NaAVCh-WOa system). With the electrochemical 
oxidation of CO in a molten carbonate electrolyte, 
C02 must always be added with the CO to regenerate 
the C03~2 ion.9 With electrolyte systems in which 
an oxide is added to a salt,2'3 the problem of the oxide 
subliming out of the melt is encountered. The effect 
would be an ever-changing electrolyte system. In 
addition, the unusually high corrosive nature of many 
molten salts is not a characteristic of the polyphosphate 
system.
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(9) K . R . W illiam s in “ A n  In trod u ction  to  F uel C ells,”  K . R . 
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The Mesomorphic Behavior of Cholesteryl S-Alkyl Thiocarbonates

by Wolfgang Elser and Reinhard D. Ennulat

U. S. Army Electronics Command, Night Vision Laboratory, Fort Belvoir, Virginia 22060 (Received September 10, 1969)

The first 20 members of the cholesteryl S-alkyl thiocarbonates were investigated under the microscope and 
in the capillary to identify mesomorphic phases and with the differential scanning calorimeter to determine 
the temperature and the latent heat of each phase transition. A ll compounds exhibit a cholesteric and, with  
the exception of the first four members of the series, a smectic mesophase. However, some of these com­
pounds did not show cholesteric colors. The plots of transition temperatures and transition heats as a 
function of alkyl chain length reveal relationships typical of sterols with cholesteric and smectic mesophases.

Valuable information about the requirements for the 
existence of cholesteric mesophases as a function of 
molecular features has been obtained by studying 
homologous series.1-6 These studies require extremely 
pure materials, so that the measurable effects cannot be 
linked to impurity content, and also require that all 
errors associated with the physical measurements be 
ascertained. This entails both a synthesis which 
yields a minimum amount of impurities and the com­
plete removal of unavoidable side products.

I. Preparation

Cholesteryl chloroformate6 (1), alkanethiols, and 
pyridine as a base reacted to form the corresponding 
cholesteryl S-alkyl thiocarbonates (2), in analogy to 
the synthesis of cholesteryl alkyl carbonates.2 Choles­
terol, 3/3-chlorocholest-o-ene, cholesta-3,5-diene, and 
dicholesteryl carbonate were formed as side products, 
while the yield of S-alkyl thiocarbonate was lower 
than the one obtained for cholesteryl carbonate. An 
excess of pyridine led to a higher amount of dicholes­
teryl carbonate. Since some of the formed impurities, 
especially larger amounts of dicholesteryl carbonate, 
are difficult to remove by conventional purification 
methods,4 other tertiary amines were tried as the base. 
Because alkanethiols are more acidic than the cor­
responding alkanols, stronger bases were expected to 
improve the yields of cholesteryl S-alkyl thiocarbonates. 
The use of triethylamine resulted not only in a higher 
yield but also in a substantial lessening of cholesterol 
and dicholesteryl carbonate. Cholesteryl diethyl car­
bamate (3), another expected side product in the re­
action with triethylamine as a base, could not be de­
tected. As reported for stigmasteryl chloroformate,7 
it is formed by reaction of 1 with either triethylamine 
or an excess of diethylamine. The presence of the 
more acidic alkanethiol apparently prevents this side 
reaction.

For purification, the compounds were chromato­
graphed on silica gel, which allowed a separation from 
cholesterol and dicholesteryl carbonate, as demon­
strated by thin-layer chromatographic analysis (Figure

N(C,H5)3

n (c ,h5)3 R-SH

1). Because of the high effectiveness of this method in 
separating these impurities, all remaining contaminants 
must originate in the starting materials. This aspect, 
extensively covered in the Experimental Section, leads 
to the conclusion that the prepared series of cholesteryl
S-alkyl thiocarbonates has a minimum purity of 98% 
with the exception of cholesteryl S-pentadecyl thio­
carbonate, which may contain about up to 5% of the 
tetradecyl thiocarbonate. The physical properties, 
yields of analytically pure compounds, analytical

(1) R . D . E nnulat, Mol. Cryst. Liq. Cryst., 8 , 247 (1969).
(2) W . Elser, Mol. Cryst., 2 , 1 (1966).
(3) J . L . W . Pohlm ann , ibid., 2, 15 (1966).
(4) J . L . W . P oh lm an n  and W . Elser, Mol. Cryst. Liq. Cryst., 8 , 427 
(1969).
(5) W . Elser, ibid., 8 , 219 (1969).
(6) A . F . M cK a y  and G . R . V avasou r, Can. J. Chem., 31 , 688 
(1953).
(7) J . A . C am pbell, J. Org. Chem., 22 , 1259 (1957).
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T a b le  I : C holesteryl S -A lkyl T h iocarbonates

■Anal, values, %■
Yield, M p, S -C h ,° C h -I, M ol -------------- -C a led ----- -F oun d-----

R  (alkyl) % ° c ° c “ C F ormula wt c H s C H s

Methyl 84 101 .2 1 0 3 .8 C29H 48O2S 4 6 0 .7 7 5 .5 9 1 0 .50 6 .9 6 7 5 .6 7 10 .77 6 .7 2
Ethyl 79 1 1 4 .7 9 7 .1 C 3oH 6o0 2S 4 7 4 .8 7 5 .8 9 10 .62 6 .7 5 7 6 .0 2 1 0 .6 8 6 .6 6
Propyl 77 9 7 .9 9 0 .3 C31I I 5202S 4 8 8 .8 7 6 .1 7 10 .72 6 .5 6 7 5 .9 0 10 .53 6 .3 3
Butyl 78 9 7 .5 9 3 .3 C32H 5402S 5 0 2 .8 7 6 .4 3 10 .80 6 .3 7 76 .31 1 0 .63 6 .5 3
Pentyl 75 9 2 .9 4 0 .3« 8 7 .3 C33H 660 2S 5 1 6 .8 7 6 .6 9 10 .90 6 .2 0 7 6 .5 7 1 0 .73 6 .0 2
Hexyl 75 9 4 .1 5 8 .0« 8 5 .4 c 3,h 58o 2s 5 3 0 .8 7 6 .9 3 11.01 6 .0 4 7 6 .6 6 11 .07 6 .2 1
Heptyl 82 6 1 .0 6 8 .2 8 4 .2 c 36h 6„o 2s 5 4 4 .8 7 7 .1 5 11 .10 5 .8 9 7 7 .4 2 10 .82 5 .8 5
Oetyl 78 8 0 .9 6 9 .8 8 2 .3 c 36h 62o 2s 5 5 8 .9 7 7 .3 9 11 .18 5 .7 4 7 7 .3 0 10 .89 5 .7 4
Nonyl 77 7 5 .2 7 1 .8 7 9 .3 C 37I Ï 6402S 5 7 2 .9 7 7 .5 7 1 1 .26 5 .6 0 7 7 .5 3 11.31 5 .8 0
D e c y l 74 7 8 .1 7 1 .3 7 7 .9 C 38Ï Ï 6602S 5 8 6 .9 7 7 .7 7 11 .33 5 .4 6 77 .51 11 .23 5 .4 7
Undecyl 75 7 2 .5 6 9 .7 7 4 .8 C39H 680 2S 6 0 0 .9 7 7 .9 4 11.41 5 .3 4 7 7 .7 8 11 .42 5 .4 0
Dodeeyl 74 6 0 .6 6 5 .2 7 1 .6 c « h 70o 2s 6 1 5 .0 7 8 .1 2 11 .47 5 .2 1 7 8 .02 11 .40 5 .4 0
Tridecyl 80 5 5 .2 6 3 .6 6 9 .3 c „ h ,2o 2s 6 2 9 .0 7 8 .2 7 11 .53 5 .1 0 7 8 .3 4 1 1 .7 8 5 .1 1
Tetradeeyl 76 5 9 .4 6 0 .8 6 7 .6 C 42H 7402S 6 4 3 .0 7 8 .4 5 11 .60 4 .9 9 7 8 .49 11 .51 5 .2 0
Pentadecyl 76 6 2 .7 6 1 .9 6 7 .6 C<3H 760 2S 657 .1 7 8 .59 11 .66 4 .8 8 7 8 .8 4 11 .89 4 .8 3
Hexadecyl 73 4 7 .1 5 7 .2 6 3 .6 C 44H 7802S 671 .1 7 8 .7 4 11 .72 4 .7 8 7 8 .7 3 1 1 .69 4 .9 2
Heptadeeyl 73 6 8 .3 5 5 .8 6 2 .4 C45H 80O2S 6 8 5 .2 7 7 .8 8 11 .77 4 .6 8 7 8 .7 3 1 1 .69 4 .8 2
Octadeoyl 73 5 8 .8 5 7 .3 6 3 .5 c « h 82o 2s 6 9 9 .2 7 9 .0 2 11 .82 4 .5 9 7 8 .9 5 1 2 .08 4 .5 0
Nonadecyl 75 7 3 .6 5 4 .1 6 0 .6 c „ h 84o 2s 7 1 3 .2 7 9 .1 4 11 .87 4 .5 0 7 9 .2 5 11 .91 4 .8 2
Eicosyl 77 6 4 .8 5 4 .2 6 0 .4 C„8H 860 2S 7 2 7 .2 7 9 .27 11 .92 4 .4 1 7 9 .3 8 1 2 .06 4 .5 3

“ S m ectic -ch o lesteric  transition . b C h olesteric-isotrop ic  transition. e M icroscop ica l determ ination.

F igure 1. T h in -layer ch rom atography o f produ cts  on  Silica 
G el H R  (M erck ), b en zen e-h ex an e  5 :9 5  ( v /v ) .  (1 ) C holesteryl
S -h ep ty l th iocarbonate, crude reaction  p rod u ct; (2 ) cholesteryl 
S -heptyl th iocarbon ate ; (3 ) cholesterol; (4 ) d icholesteryl 
carbon ate ; (5 ) 3 /J -ch lorocholest-o-ene; (6 ) cholesta-3,5 -diene; 
ch olesteryl d iethy l carbam ate.

data, and calorimetric determinations are summarized 
in Table I.

II. Mesomorphic Behavior
For reasons discussed elsewhere,8 we identified meso- 

phases by optical means and determined temperatures 
of phase transitions by thermal analysis. The transi­
tion temperatures and transition heats were measured to 
determine their dependence on chain length.

T ypes o f  M esophases. Using a polarizing microscope 
under conoscopic and orthoscopic operating conditions,

we studied samples contained between thin glass cover 
slips in transmitted and reflected light and heated on a 
microscope stage. The difference of the optical sign 
shown by homeotropic textures and the difference of 
the sign of elongation exhibited by focal conic bands 
(i.e ., Friedel’s “oily streaks”)9 permitted a clear dis­
tinction of the observed mesophases into smectic and 
cholesteric. However, several compounds (see Ex­
perimental Section) did not exhibit iridescent colors 
typical of cholesteric mesophases. This behavior may 
be caused by the failure of forces acting at the liquid 
crystal-substrate interface to favor the plane texture 
over coexisting biréfringent textures or to align the 
plane texture sufficiently and thus reduce the diffuseness 
of selectively reflected light. It is also possible that the 
temperature-dependent repeat distance required for 
the interference effect in the visible may not be realized 
within the temperature range in which the cholesteric 
mesophases are observed. For example, cholesteryl
S-pentyl thiocarbonate displays cholesteric colors only 
when the homeotropic texture is rapidly and exces­
sively undercooled. In summary, the optical evidence 
establishes the existence of cholesteric mesophases from 
cholesteryl S-methyl to S-eicosyl thiocarbonate and a 
smectic mesophase, occurring at lower temperatures, 
for S-pentyl thiocarbonate and higher members of the 
series.

T ransition  Tem peratures. The transition tempera­
tures of these compounds were measured with an espe-

(8) R . D . E nn u lat in “ A n a lytica l C a lorim etry ,”  R . S . P orter and 
J. F . Johnson , E d ., P lenum  P ublish ing  C orp ., N e w  Y o rk , N . Y .,  
1968, p  219.

(9) G . F riedel, Ann. Phys. (P aris), 18, 273 (1922).
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Figure 2. Transition temperatures of cholesteryl S-alkyl
thiocarbonates:-------, melting points; -A - ,  cholesteric-
isotropic transitions; -O -, smectic-cholesteric transitions;
• • - , onset of freezing.

cially modified calorimeter8 (DSC-1, Perkin-Elmer 
Corp.), with a maximum uncertainty of ±0.4° for 
transitions in the melt and, because of the higher heat 
flux, a larger uncertainty of ± 1 °  for melting points. 
For details see Experimental Section.

In Figure 2 the transition temperatures of the cho­
lesteryl S-alkyl thiocarbonates are plotted as a function 
of S-alkyl chain length.

As observed in other sterol series some of these com­
pounds exhibit a high melting point after storage at 
room temperature for hours or days and a low melting 
point when the sample is immediately measured after 
solidification obtained at a cooling rate of 10° per 
minute. Depending on the compound these melting 
points differ by as much as 18°. We report only the 
high melting points, because they are presumably 
associated with the crystal modification stable at and 
above room temperature. To indicate the low-tem­
perature limit of the melted state we also plotted the 
onset of freezing with a cooling rate of 10° per min. 
Both curves show the expected erratic behavior, while 
the curve of the clearing points and of the smectic- 
cholesteric transition temperatures indicate a definite 
relation to chain length. Probably the presence of 
unknown impurities causes the few major deviations. 
Because of intervening freezing and because of in­
strumental limitations of the calorimeter, the mono­
tropic smectic-cholesteric transition temperatures of
S-pentyl and S-hexyl thiocarbonate could only be esti­
mated by optical means on rapidly undercooled samples.

T ransition H eats. Since we were interested in the 
general trend of transition heats on chain length, we 
avoided the cumbersome high precision methods of 
adiabatic calorimetry and used the more expedient but 
less accurate differential scanning calorimeter. The 
latter permitted the determination of transition heats in 
the melt within less than ±20%  (for details see Ex-

Figure 3. Heats of fusion.

NO .O FC-ATO M S OF A L K Y L  CHAIN

Figure 4. Heats of transitions in the melt: -A - ,  
cholesteric-isotropic transitions; --O --, 
smectic-cholesteric transitions.

perimental Section). The much larger heats of fusion 
were measured with an uncertainty of a few per cent.

Figure 3 shows the dependence of the heat of fusion 
on the chain length. Although only the presumably 
more stable high melting phases were considered, the 
scattered data indicate only a general upward trend 
with chain length. Since no attempt was made to 
establish thermal equilibrium, a condition which might 
not even be achievable with the differential scanning 
calorimeter,10 the data are unreliable and therefore 
should only be used qualitatively. In particular, Fig­
ure 4 shows that the heat of fusion is at least 40 times 
larger than the transition heats in the melt.

However, because of the independence of thermal 
history, the transition heats in the melted state should 
correspond to thermal equilibrium data at least within 
the uncertainty of the measurement. This does not 
contradict the results of light-scattering experiments,11 
which indicate a thermal equilibration time of up to 1 
hr for a temperature change within a given mesophase. 
This time is needed to achieve the average equilibrium 
size of the ordered regions required for the new tern-

(10) E v en  m uch  sim pler organ ic com p ou n d s attain  therm al equ i­
librium  on ly  after m an y  hours o f slow  crysta llization ; see J. P . 
M cC u llo u g h  and G . W add in gton , Anal. Chim. Acta, 17, 80  (1957).
(11) L . M . C am eron , Mol. Cryst. Liq. Cryst., 7 , 235 (1969).
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perature and not to change the type of the structure 
during a phase transition. The apparently low viscos­
ity of our melted samples results in a high molecular 
mobility, which does not permit such structural dif­
ferences and structural instabilities to exist for long.12

Although the transition heats in the melt exhibit 
the same dependence on chain length observed for other 
homologous sterols, the scatter of the data is larger 
than the uncertainty. We assume that unknown non- 
homologous impurities are responsible for the marked 
deviation of the smectic-cholesteric transition heats of 
dodecyl and tetradecyl thiocarbonate because this 
deviation cannot be caused by the small amount of 
homologous impurities in our samples. In spite of the 
repeated attempts to remove these nonhomologous 
impurities, we were not able to reduce these discrep­
ancies. As expected, the fact that the pentadecyl 
thiocarbonate might have contained up to 5% of lower 
homologs did not cause a noticeable deviation from 
the general trend of the data. Obviously major and 
minor components of this material are so close in their 
molecular properties that the pliable mesophase can 
accommodate both types of molecules without ap­
parent effect.

The extrapolation of the smetic-cholesteric curve of 
latent heats beyond Ci toward lower chain length 
indicates that smectic phases could be expected down 
to C5. Performing the similar operation on the cor­
responding transition temperature curve (Figure 2) 
we find that the transitions for C6 and C5 lie in the 
freezing region. Optical tests verified the temporary 
existence of the smectic mesophase in rapidly under­
cooled samples. However, for shorter chain lengths 
we observed no smectic mesophase even in cases for 
which the extrapolated transition temperature is above 
the freezing curve.

III. Discussion

Following Gray’s reasoning13 that the purer the com­
pounds the smoother the relationships between chain 
length and transition temperatures in the melt— and 
we extend this idea to include transition heats— and 
considering that the scatter of our data is larger than 
the measurement uncertainty, we must conclude that 
the impurity content of our compounds is not negligible. 
In spite of this shortcoming the extrapolation of our 
data indicates a definite relation between transition 
parameters and chain length. This justifies the com­
parison of our results with those obtained from other 
homologous series. Disregarding minor variations, 
the shape of the curves, shown in Figures 2 and 4, is 
typical for homologous series of sterols exhibiting smec­
tic and cholesteric mesophases and showing no odd- 
even effects in their chain length dependence. The 
thermal stability of the cholesteric mesophase decreases 
with chain length while that of the smectic mesophase 
first increases and then decreases at about the same

rate. This results in an almost constant temperature 
interval for the cholesteric mesophase from about Cio 
on.

The beginning of the curves for smectic-nematic 
systems shows the same trend; the nematic clearing 
points decrease with chain length,14 while the smectic 
mesophase, occurring from a certain chain length on, 
increases in thermal stability. However, with in­
creasing chain length the temperature interval of the 
nematic mesophase steadily decreases until this phase 
does not exist. By considering the relative contribu­
tions of lateral and terminal forces to molecular inter­
actions, Gray13 was able to explain the behavior of 
smectic-nematic systems. However, for smectic-cho­
lesteric series this approach fails. Of course, the in­
crease of the thermal stability of the smectic mesophase 
can still be explained by the rise in polarizability of the 
alkyl chain and the resulting larger lateral attraction. 
But why does the smectic mesophase not displace the 
cholesteric mesophase? To answer this question we 
think that Gray’s approximation of the molecular 
force field should be extended by adding a tensorial 
interaction force. We speculate that the source of 
this addition may be due to the same asymmetric 
molecular force field, which is responsible for the 
optical activity and thus in part for the cholesteric 
behavior. The latter is supported by the following 
empirical facts. 1. No nematogenic compound is 
known which has optically active centers resulting in 
net optical activity. 2. No cholesteric compound is 
known that is optically inactive. 3. Certain mixtures 
of dextro- and laevo-rotatory cholesteric mesophases 
exhibit nematic behavior at a temperature for which 
the optical activity vanishes.9'13 4. Minute addi­
tions of optically active compounds, which are not 
necessarily mesomorphic, to a pure nematic compound 
can induce cholesteric behavior of the mesophase.15 
Unfortunately we have no evidence clarifying the 
features which create the molecular force field essential 
for the occurrence of cholesteric mesophases. We 
think that the introduction of the tensorial force implied 
by optical activity may make the existence of a helical 
structural plausible. We will attempt empirically to 
link optical activity data with the chain length de­
pendence of cholesteric transition temperatures.

IV. Experimental Section
(a) P reparation  o f Com pounds. The general pro­

cedure is exemplified by the first synthesis as outlined

(12) F or exam ple, the or ientation  relaxation  tim e in nem atic m eso­
phases is ab ou t 10 ~5 sec; see ref 33 , p 73.
(13) G . W . G ray , “ M olecu lar  S tructure and P rop erties o f  L iqu id  
C rys ta ls ,"  A ca d em ic  Press, In c ., N ew  Y ork , N . Y ., 1962.
(14) G ra y  m entions a  few  com p ou n ds fo r  w h ich  the  clearing poin ts 
rise w ith  chain  length , re f 33, p 236. S ince w e d o  n o t  k n ow  o f  a 
coun terpart fo r  cholesteric  m esophases, w e restrict our d iscussion  to  
h om ologous series w ith  fa lling clearing points.
(15) G . Friedel, C. R. H. Acad. Sci., 176, 475 (1923).
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below. The proportions of reactants and solvent were 
the same in all synthetic procedures. The reactions 
were carried out in a nitrogen atmosphere.

Cholesteryl S -E th yl Thiocarbonate (1). A solution 
of 1.01 g (0.01 mol) of triethylamine in 10 ml of absolute 
benzene is added to a stirred solution of 4.49 g (0.01 
mol) of cholesteryl chloroformate and 0.62 g (0.01 
mol) of ethanethiol in 70 ml of absolute benzene within 
30 min at room temperature. Stirring is continued 
for another 2 hr under reflux. Then the cooled reaction 
mixture is filtered, the solvent distilled off, the residue 
dissolved in benzene-hexane, and chromatographed 
on silica gel (45 X 350 mm). Elution with approxi­
mately 1500 ml of benzene-hexane (30/70), combination 
of the fractions containing the S-ethyl thiocarbonate, 
evaporation of the solvent, and recrystallization of 
the residue from acetone yields 3.77 g (79%) of colorless 
needles, mp 113-115°.

Cholesteryl D ieth yl Carbam ate (2) (1). A solution 
of 4.49 g (0.01 mol) of cholesteryl chloroformate in 
50 ml of absolute benzene and 1.01 g (0.01 mol) of 
triethylamine is boiled under reflux for 5 hr. The 
solution is filtered, the solvent evaporated, and the 
residue twice recrystallized from acetone. Yield:
4.05 g (83.5%); mp 143-144°, not mesomorphic. A nal. 
Calcd for C32H56N 02: C, 79.11; H, 11.41; N, 2.88. 
Found: C, 79.33; H, 11.81, N, 2.62. Molwt485.8.

(2 ) A solution of 4.49 g (0.01 mol) of cholesteryl 
chloroformate in 50 ml of absolute benzene and 1.46 g 
(0.02 mol) of diethylamine is heated under reflux for 3 
hr. The white precipitate is filtered off, the filtrate 
evaporated to dryness, and the residue recrystallized 
twice from acetone. Yield: 4.0 g (82.5%) of material, 
melting at 143-144°, and identical in all respects with 
that of reaction 1.

(5) Properties, as Observed in  the C apillary o f  a 
B iichi M elting P oin t A pparatus. (Temperatures are 
uncorrected and the readings were not adjusted for 
the thermal lag due to varying heating and cooling 
rates. These rates were chosen to facilitate observa­
tions rather than to obtain temperature equilibrium.)

Cholesteryl S-methyl thiocarbonate melts at 101° 
and gives a blue color at 103°, which disappears 
at 104°. On cooling a blue color appears at 104°, 
which changes to a light blue at 101°, and disappears 
at 99°, with the now turbid melt solidifying at room 
temperature.

Cholesteryl S-ethyl thiocarbonate melts at 113-115°. 
On cooling, a light blue color is exhibited between 
96° and 86°.

Cholesteryl S-propyl and S-butyl thiocarbonate 
do not exhibit cholesteric colors on either heating or 
cooling.

Cholesteryl S-pentyl thiocarbonate melts at 91- 
92.5° and on cooling gives a blue color at 86°, which 
disappears at 52°. Further cooling gives violet at

44°, blue at 43°, green at 42.5°, yellow at 42°, and 
red at 41.5°, followed by solidification.

Cholesteryl S-hexyl thiocarbonate melts at 91.5- 
93° and on cooling gives a blue color at 84°, which 
disappears at 59°. On further cooling, the complete 
solar spectrum is exhibited between 56° and 53° for 
an undercooled sample.

Cholesteryl S-heptyl thiocarbonate melts at 62° 
and clears at 86°. On cooling blue appears at 68°, 
green at 67.5°, and red at 67°, followed by crystalliza­
tion.

Cholesteryl S-octyl thiocarbonate melts at 79-80° 
and on cooling exhibits blue at 78°, followed by a 
brief green and red at 71.5°, which disappears at 71°.

Cholesteryl S-nonyl through S-tetradecyl thiocarb­
onate do not exhibit any cholesteric colors on either 
heating or cooling. However, they do show a slight 
blue haze on cooling.

Cholesteryl S-pentadecyl thiocarbonate melts at 
62-65° and on cooling becomes turbid at 63°, and 
crystallizes near 40° without exhibiting colors. On 
rapid cooling the phenomenon of “crystal colors” can 
be noticed, e.g., cholesteric colors in connection with 
crystallization.5

Cholesteryl S-hexadecyl thiocarbonate melts at
48° and clears at 58°, exhibiting the solar spectrum 
between 56° and 55° on cooling.

Cholesteryl S-heptadecyl thiocarbonate melts at
67-69° and on cooling turns turbid at 61° and crystal­
lizes at 60°. On rapid cooling, with an air stream 
blown against the oil bath of the melting point ap­
paratus, cholesteric colors can be observed at 58-57°.

Cholesteryl S-octadecyl thiocarbonate melts at
58.5° and clears at 62°. On cooling the solar spectrum 
is exhibited around 57.5°.

Cholesteryl S-nonadecyl thiocarbonate melts at
71-73.5°, becomes turbid on cooling to 65°, and starts 
to crystallize at 62°. On rapid cooling cholesteric 
colors appear at 52-51°.

Cholesteryl S-eicosyl thiocarbonate melts at 64- 
66°. On cooling it becomes turbid at 63° with the 
solar spectrum appearing at 57-56°.

(c) Purification. The crude compounds, prepared 
on a 0.01-mol scale, were chromatographed on silica 
gel (45 X 350 mm) and eluted with mixtures of n- 
hexane and benzene. Dicholesteryl carbonate was 
eluted first, followed by the thiocarbonate, with cho­
lesterol being retained on the column. For the lower 
members (up to C8) a 70:30 mixture of hexane-benzene 
was used, while an 85:15 mixture was sufficient for 
the higher members. The fractions were monitored 
by thin-layer chromatography for the presence of 
impurities, and then the materials were recrystallized 
from acetone or acetone-butanone for the higher mem­
bers. No change in the transition temperatures was 
observed after several additional recrystallizations and 
thin-layer chromatography gave only one spot.
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(id) D etection  o f  Im purities. (1) Thin-layer Chro­
matographic M ethods. Ascending thin-layer chromatog­
raphy was performed on 0.25-mm layers of Silica Gel 
HR (Merck) and Aluminum Oxide H (Merck). The 
plates were activated for 1 hr at 120° before use.

As in the case of cholesteryl esters,16,17 thin-layer 
chromatographic separation of the lower members is 
easily achieved. This technique, however, does not 
allow satisfactory separation of individual members 
from cholesteryl S-octyl through S-eicosyl thiocar- 
bonate. By reversed-phase partition thin-layer chro­
matography cholesteryl esters of long-chain fatty acids 
can be separated17,18 on silica gel layers impregnated 
with paraffins19 or silicone oil.20 This method gives a 
clear separation of cholesteryl hexadecanoate and 
cholesteryl octadecanoate, although the R v values are 
close together. However, cholesteryl heptadecanoate 
and cholesteryl octadecanoate are only slightly sep­
arated from each other. The same negligible separa­
tion was found for an attempted separation of choles­
teryl S-nonyl and S-decyl thiocarbonate on silanized 
and tetradecane-impregnated layers of silica gel and 
aluminum oxide in the solvent systems benzene-hexane, 
acetonitrile-butanone, tetralin-hexane, and acetoni­
trile-acetic acid.

Two-dimensional thin-layer chromatography, using 
reversed-phase separation in the first dimension, fol­
lowed by impregnation with silver nitrate before the 
second development, was also not conclusive. This 
procedure works well in the separation of cholesteryl 
esters10 and fatty acid methyl esters,21 which are sep­
arated according to chain length, structure, and con­
figuration.

Gradient thin-layer chromatography,22,23 with gra­
dients between silica gel and aluminum oxide, and silica 
gel with up to 50% silver nitrate, respectively, also 
did not give a clear separation between adjacent ho­
mologs.

These results show that thin-layer chromatographic 
methods are of little value for the detection of minor 
contaminations of the higher members with close ho­
mologs.

(2) Gas-Liquid Chrom atography o f A lkanethiols. Be­
cause of thermal instability of cholesteryl S-alkyl thio- 
carbonates, a direct gas chromatographic analysis is 
ruled out. An alternative solution is the analysis of 
the starting materials. The alkanethiols, partially 
obtained from commercial sources and redistilled under 
nitrogen, and partially prepared from high-purity al- 
kanols ( 9 9 + % )  via the bromide and the isothiuronium 
bromide,24 were checked for purity by gas-liquid chro­
matography. The materials generally had a purity 
of about 9 8 %  with the following exceptions: penta- 
decanethiol contained about 5% tetradecanethiol, hex- 
adecanethiol about 8% octadecanethiol, and octadec- 
anethiol about 10% hexadecanethiol. The analyses 
were performed on 6-ft glass columns packed with

3% QF-1 and 15% Carbowax 20M, respectively, on 
silanized support. The instrument used was a Hewlett- 
Packard F & M Gas Chromatograph Model 5756B 
with electronic integrator.

As already outlined, a thin-layer chromatographic 
separation of cholesteryl S-hexadecyl and S-octadecyl 
thiocarbonate is achieved, and both compounds were 
uniform on thin-layer chromatography. The only re­
maining ambiguity is cholesteryl S-pentadecyl thio­
carbonate, which may contain some of the tetradecyl 
thiocarbonate. This may, to some extent, explain the 
observed “crystal colors,” although the same phenom­
enon has been observed in several stigmasteryl S-alkyl 
thiocarbonates.5

(e) Stability. The prepared cholesteryl S-alkyl thio­
carbonates form a variety of products over a period 
of several months. The same behavior was also found 
in the series of cholesteryl alkyl carbonates. Only 
two of these products, cholesterol and dicholesteryl 
carbonate, could be identified by thin-layer chromatog­
raphy and verified with authentic samples after chro­
matographic isolation. However, if the materials were 
kept in the cold ( — 35°) and in the dark, decomposition 
was not observed over a period of several months.

(/) In frared  S p e c tr a l  Cholesteryl S-heptyl thio­
carbonate shows infrared absorption at 1695 cm-1 
(C = 0  stretch) and 1160 cm-1 (C—S stretch), in 
agreement with reported frequencies of thiol esters.25,27 
This is a distinct shift to longer wavelengths compared 
with those of cholesteryl alkyl carbon ates,2,28 which 
absorb at 1735-1741 cm-1 and 1265-1270 cm~l.

(g) M easurem ent Uncertainty o f the M odified  Scan­
ning Calorimeter D S C -1 . (1 ) Tem perature. Using ref­
erence materials with melting points known within 
±0.1°, we obtained the calibration curve of the tem­
perature scale, shown in Figure 5, for samples weighing

(16) H . W eicker, Klin. Wochenschr., 37 , 763 (1959).
(17) H . P . K au fm ann , Z . M akus, and F . D eick e, Fette, Seifen, 
Anstrichm., 63 , 235 (1961).
(18) 6 .  M ich a lec , M . Sulc, and J. M eStan, Nature, 193, 63 (1962).
(19) H . P . K au fm an n  and Z . M akus, Fette, Seifen, Anstrichm., 62 , 
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T E M P E R A T U R E  [- K]

Figure 5. Calibration curve for differential scanning 
calorimeter. Temperature is corrected by adding value of 
ordinate to instrument reading. The following zone-refined 
materials were used— with increasing melting points: 
2-methylnaphthalene; 4-nitrotoluene; cyclododecane; 
biphenyl; 1,4-diethoxybenzene; naphthalene; 
xanthene; 4,4'-azoxyanisole; ¿nms-st.ilbene; 
benzamide; adipic acid; indium; benzanilide.

less than 1 mg. Repeated calibration tests revealed 
that unknown changes of the instrument caused a 
unidirectional parallel shift of this curve accumulating 
within several months to 0.2°. Correcting for this 
shift and considering that the temperature indication 
is reproducible with a standard deviation of ±0 .2 ° ’29 
we estimate for measurements of transition tempera­
tures of the melted state a maximum uncertainty of 
±0.4°.

The determination of melting points of samples 
weighing more than 1 mg requires an additional cor­
rection to allow for the temperature difference between 
the center of the sample and the temperature sensor 
of the instrument30 caused by the much higher heat 
flux occurring during melting. The correction ranged 
from 0.6 to 0.9° and, due to variations of the thermal 
contact resistance between sample capsule and heating 
platform, had an uncertainty of ±50% . As a result 
the melting points of the homologous series were deter­
mined within ±1 °. The sample weight was chosen 
to be large enough for the detection of small latent 
heats and small enough to obtain instrument limited 
operating conditions and thus a definable transition 
temperature. These conditions are fulfilled for any 
weight between 5 and 10 mg.

(2 ) T ransition  H eats. The scanning calorimeter 
records the heat flux entering or leaving the sample

as a function of the time during which the temperature 
linearly increases or decreases. At the beginning of 
the phase transition the heat flux deviates from a 
constant value, rises almost linearly, and, at the end 
of the transition, drcps back to a constant value. The 
area between this approximately triangular transition 
curve and the straight base line is proportional to 
the latent heat of the phase transition. By using 
the known heat of fusion of pure indium as a reference 
this instrument can be calibrated with a precision of a 
few per cent.30 Based on the assumption that certain 
amplifiers in the instrument have a negative feedback 
of about 99% we estimate an additional uncertainty 
of ±  1% of full scale.

Since transitions in the melt yield transition curves 
with peak heights ranging from 0.1 to 0.4 of full scale 
even for the most sensitive instrument settings,31 we 
obtain uncertainties of between ± 4  and ±10%  with 
respect to the peak height. In addition spurious 
fluctuations of the recording prevent the precise 
location of the base line. This error of judgment 
is increased by the presence of sample impurities, 
which reduce the peak height and widen the base 
of the transition curve. We estimate a total uncer­
tainty of less than ±20%  for all compounds except 
for cholesteryl S-nonadecyl thiocarbonate. Since the 
smectic-cholesteric transition curve of the latter was 
superimposed on the beginning of the freezing curve, 
we could only estimate the lower limit of the latent 
heat.
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C a lorim etry ,”  R . S . P orter and J. F . Johnson , E d ., P lenum  P ublish­
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The Thermal Decomposition of Solid Hexaamminecobalt(III) Azide. 

Kinetics of the Cohalt Nitride Reaction

by Taylor B. Joyner

Research Department, Naval Weapons Center, China Lake, California 93655 (Received March 14, 1969)

The isothermal rates of the decomposition of solid hexaamminecobalt(III) azide to CoN have been measured in 
the temperature range of 95-150°. Samples ranging from microcrystalline powders to large single crystals all 
show induction periods. Both the final reaction and the induction periods in the absence of ammonia yield ap­
parent activation energies of about 25 kcal/mol. Small quantities of ammonia prolong the induction period 
and give higher apparent activation energies. The final reaction is independent of ammonia. The induction 
period can be shortened by dusting the reactant w ith CoN or freshly prepared metallic cobalt. These obser­
vations and the similar kinetic parameters found for substituted co b a lt(III) ammine azides suggest a rate-con­
trolling step involving an interaction of the ionic, lattice azide w ith the solid product.

Introduction

Solid cobalt (III) ammine azides can decompose to 
either cobalt(II) complexes or CoN. The rather 
complicated relationship of the two systems has been 
discussed qualitatively for hexaamminecobalt(III) az­
ide,1 and the kinetics of the cobalt (II) reaction have 
been analyzed.2 Quantitative studies of the substi­
tuted azidopentaamminecobalt(III) azide3 and cis- and 
frcms-diazidotetraamminecobalt(III) azides4'6 revealed 
analogous reactions and indicated that topography is 
particularly important in the CoN decomposition. 
This reaction

[Co(NH3)6](N3)3 CoN +  6NH3 +  4N2 (1)

has a well-defined induction period and a relatively fast, 
final reaction. Study of both periods permits some 
understanding and separation of the chemical and 
topographic aspects of the decomposition. This paper 
considers the former. These depend only on a quite 
general analysis and form the basis for the comparison 
with the substituted compounds upon which the sub­
sequent discussion of mechanism will rest.

The experiments of this paper were designed to avoid 
the cobalt (II) reaction

[Co(NHs)«](Ni>* — > Co(NH3)2(N3)2 +
4NH3 +  1.5N2 (2)

It is, however, a potential competitor, and a full 
discussion should account for both it and the unusual 
form of the CoN reaction. A consideration of reaction 
topography (second paper in series6) can explain the 
existence of an induction period, its relationship to the 
observable CoN reaction, and the complex interplay of 
the cobalt(II) and CoN reactions. The model is 
applicable to all four compounds. A final paper7 
discusses mechanisms for the series.

Experimental Section
P reparation . Preparation and purification have 

been described.1 The usual recrystallization from 
warm water gives lathlike crystals ranging in size from 
about 1 X 0.3 X 0.1 mm to 0.2 X 0.1 X 0.02 mm. The 
kinetic study made extensive use of two such samples 
labeled “Crystals(A)” and “Crystals(B).” The latter 
was used in probing, in particular, the induction period, 
and detailed presentation of the data will be deferred 
until the following paper.6 To study the effects of 
particle size, “Powder” with crystal sizes in the range 
of 10 ~4 to 10 ~3 mm was prepared by rapid precipitation 
of an aqueous solution with excess alcohol. (This 
particular sample was also the “Preparation B” in the 
study of the cobalt(II) reaction.2) Slower addition of 
the alcohol gave a sample, labeled “Small-crystals,” 
with crystals up to ca. 0.01 mm in length but also 
containing smaller particles comparable to “Powder.” 
Dark, room-temperature evaporation of an aqueous 
solution gave “Large-crystals” up to 13 mg in weight 
and roughly 3 X 3 X 1  mm in size. All identities were 
checked by powder patterns.8 During preparation 
particular attention was given to avoiding conditions 
which might lead to contamination with the double 
salt [Co(NH3)6](N3)3-3NaN8.8 Storage was over P2Os 
in an opaque vacuum desiccator.

Procedure. The apparatus and procedure have been 
described.1,9 Again, “normal” runs began with the

(1) T . B . Joyn er and F . H . V erhoek, Inorg. Chem., 2 , 334 (1963).
(2) T . B . Joyn er, / .  Phys. Ckem., 7 2 ,4 3 8 6  (1968).
(3) T . B . Joyn er, ibid., 69,1723 (1965).
(4) T . B . Joyner, ibid., 71 , 3431 (1967).
(5) T .  B . Joyner, ibid., 7 2 ,7 0 3  (1968).
(6) T . B . Joyner, ibid., 7 4 ,1 5 5 8  (1970).
(7) J . B . Joyner, ibid., 7 4 ,1 5 6 3  (1970).
(8) T . B . Joyner, D . S. Stew art, and L . A . B urkardt, Anal. Chem., 30 , 
194 (1958).
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system initially evacuated (to ca. 10 ~6 Torr) and the 
usual 10-mg sample exposed to only its own products. 
The useful “trapped-normal” runs had a liquid nitrogen 
trap present during the induction period and absent 
during the final reaction (the technique has been 
discussed4) so that a single run gave quantitative data 
on both periods. With recognition of the sensitivity of 
the induction period to ammonia, there was concern 
that the trap— even assisted by periodic venting— might 
not adequately remove ammonia from the solid. Thus 
“pumped-normal” runs exposed the solid to continuous 
pumping for the first 90 ±  5% of the induction period. 
The cold trap was then maintained until the initiation of 
the fast reaction. The results resemble trapped- 
normal runs, and the data are considered together in 
the calculations. A few runs were pumped continu­
ously with progress crudely checked by intermittently 
isolating the trap and measuring the accumulated 
ammonia. The rather sparse data appeared to agree 
with trapped-normal runs but were inadequate for 
analysis. A large number of runs "trapped” through­
out were made on four independently prepared samples 
during early stages of the study. These yield quantita­
tive confirmation of the induction period and qualita­
tive (due to slow diffusion of ammonia to the trap) 
support for the final reaction.

In “catalyzed” runs the surface of the hexaammine 
was dusted with CoN. A thin-stemmed, glass funnel 
was used to add fresh hexaammine to the residue from a 
previous run. The solids were very gently mixed 
taking care to avoid damaging the crystals. The 
system was evacuated, generally for 15 min, and the 
subsequent run commenced under trapped-normal 
conditions. Usually the catalyst was used the day of 
preparation or after standing overnight in the vacuum 
system. Two runs used metallic cobalt—a commercial 
powder and a sample freshly prepared by heating 
CoN9—as the catalyst.

The reaction has been studied isothermally between 
95 and 150°. At 150° it is fast and warm-up time is a 
problem. Thermocouples in loose contact with the 
sample cup took about 100 sec to reach bath tempera­
ture. This is of no concern to the final reaction since 
even at 150° there is a 600-sec induction period. It is 
also insignificant for the induction periods at lower 
temperatures. It is, however, obviously of concern at 
the high temperatures; hence, those runs with induction 
periods under 1000 sec were omitted from the calcula­
tion of the apparent activation energies. The warm-up 
time was otherwise ignored. The tables report total, 
uncorrected times.

Products. Some additions to the early report9 are 
necessary. The usual solid product is CoN. However, 
a few runs (at temperatures ranging from 95 to 140°) 
yielded products with relatively faint lines in the 
powder patterns indicating the presence of metallic 
cobalt as well. Careful observation of the solid upon

Figure 1. R epresentative reaction  curves for the 
decom position  o f [C o (N H 3)8] (N 3)3 sam ples of various particle 
sizes; tem p 130°: curve A , P ow d er; curve B,
Sm all-crystals; curve C, C ry sta ls(A ); cu rve D ,
Large-crystals. T h e  solid sym bols indicate the presence o f a 
liquid nitrogen trap in this and the follow ing figures.

first exposure to air also detected the pyrophoric 
reaction observed with the substituted compounds4 but 
not previously reported for the hexaammine product. 
Again, it involved only a small portion of the solid.

Results ,
It is necessary to analyze both the induction period 

(when little of a directly observable nature is occurring) 
and the final reaction. These differ in their response to 
conditions. In particular, the former is very sensitive 
to ammonia while the latter is not. Particle-size 
effects and the competition between eq 1 and 2 are 
related to the ammonia dependence.1 (Briefly, pow­
ders are prone to eq 2, and careful removal of self­
generated ammonia is necessary for observation of the 
CoN reaction; larger crystals favor the CoN reaction.) 
The qualitative explanation of the rather complicated 
behavior1 as amended3 is believed to be essentially 
correct and will be elaborated on in the following 
paper.6

Figure 1 illustrates the reaction. The fraction 
reacted, a, is plotted against time. Closed symbols 
indicate the presence of the cold trap, open symbols its 
absence. The induction period is obvious. The final 
reaction curves are generally deceleratory. There is a 
slight tendency towards sigmoidal curves at the lowest 
temperatures and with Large-crystals. The Small- 
crystals yield irregular curves probably because of the 
distribution of particle sizes.

The duration of the induction period, r, is arbitrarily 
defined as the time to reach a =  0.1. It is quite 
reproducible (generally within 10%) for trapped- 
normal runs. In untrapped runs the extreme sensi­
tivity to ammonia requires very careful control of condi-

(9) T . B . Joyn er and F . H . Verhoek, J . Amer. Chem. Soc., 83 , 1069 
(1961).
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Table I :  In d u ction  P eriods (r)  and R ate  C onstants ( ku) 
fo r  V arious Sam ples o f [C o (N H 3)6] (N 3)3

Tem p,
°C Conditions r, sec

X  104, 
sec-1

150
C rysta ls(A )

T rapped-norm al 645 123
150 T rapped-norm al 587 131
150 P um ped-norm al 610 114
140 T rapped-norm al 1 ,149 5 5 .6
140 T rapped-norm al 1 ,106 5 3 .8
140 P um ped-norm al 1 ,080 5 6 .6
140 P um ped-norm al 1 ,153 5 3 .5
130 T rapped-norm al 2 ,151 2 4 .6
130 T rapped-norm al 2 ,1 7 8 2 3 .3
130 T rapped-norm al 2 ,0 4 0 2 6 .4
130 Trapped-norm al 2 ,3 5 5 2 2 .6
130 P um ped-norm al 2 ,3 6 4 2 4 .0
130 P um ped-norm al 2 ,1 91 2 6 .4
120 T rapped-norm al 6 ,0 9 0 1 0 .0
120 Trapped-norm al 5 ,1 69 11 .2
110 Trapped-norm al 13 ,020 5 .4 1
100 T rapped-norm al 2 4 ,61 5 2 .4 8
95 T rapped-norm al 6 0 ,3 0 0 “ 1 .4 6 “
95 Pum ped-norm al 6 0 ,00 0 1 .48

150 N orm al 598 104
150 N orm al 616 107
140 N orm al 1 ,388 5 2 .6
130 N orm al 4 ,0 9 4 2 5 .4
120 N orm al 14 ,117 12 .2
110 N orm al 6 5 ,58 6 5 .2 6

140
P ow der

T rapped -n orm al 860 E xplosion
130 T rapped -norm al 1 ,302 215
120 T rapped-norm al 2 ,8 2 6 124
110 T  rapped-norm al 6 ,9 0 0 3 6 .4
100 T rapped -n orm al 17 ,400 2 0 .8

95 T rapped -n orm al 2 9 ,64 0 1 3 .8

150
Sm all-crystals

T rapped -norm al 445 3526
140 T  rapped-norm al 705 172
130 T rapped -n orm al 1 ,017 153
120 T rapped -norm al 2 ,1 6 0 118
110 T rapped-norm al 8 ,0 2 8 4 5 .0
100 T rapped -norm al 19 ,680 9 .6 0

150
Large-crystals

T rapped -norm al 567 2 8 .2
150 T rapped -norm al 573 3 3 .7
140 T rapped -norm al 1 ,200 1 3 .3
130 T rapped -norm al 2 ,6 4 0 4 .0 8
130 T rapped -n orm al 2 ,2 11 7 .8 2
120 T  rapped-norm al 7 ,8 0 0 1 .6 8
120 T rapped-norm al 7 ,5 0 0 1 .45

“ C om posite  o f tw o runs. 6 T h e  curves tend to  be irregular. 
In  general the constants represent on ly  the last 5 0 %  o f the de­
com position . T h e  100 and 120° p lots are particu larly  unsatis­
factory .

tions to realize a similar reproducibility. Table I 
reports t ’ s .

The final reactions of trapped-normal and trapped 
runs have similar durations despite the obvious dif-

Figure 2. T h e  effect o f am m onia on the decom position  of 
[C o (N H 3)6] (N 3)3. C rysta ls(A ) at 130°: curve A , 
trapped-norm al run; curve B , norm al run; curve C , run in  the 
presence of 50 T orr of added am m onia. C rysta ls(B ) at 
120°; curve D , trapped-norm al run; curve E, an in itia lly  
trapped run interrupted (arrow ) and com pleted in the presence 
of its ow n products and 63 T orr o f added am m onia.

ferences in ammonia pressures. This suggests an 
independence of ammonia. Confirmation was pro­
vided by a trapped run interrupted at a  =  0.34 (Figure 
2, curve E). During the 5-min interruption the trap—• 
which contained sufficient added ammonia to raise the 
pressure by 63 Torr—was warmed. The experiment 
was then completed as a normal run. The excess 
ammonia had no effect on the rate of the final reaction.

In contrast, ammonia seriously alters the induction 
period. With “Powder” the self-generated ammonia 
suffices for a conversion to the cobalt(II) system.1'2 
With “Crystals” it prolongs the induction period prior 
to a typical, final CoN reaction (Table I and Figure 2, 
curve B). The CoN reaction can also occur— again 
with Crystals—under 50 Torr of added ammonia 
(Figure 2, curve C) with similar final rates but even 
longer induction periods. At higher pressures runs 
with crystals become too erratic for analysis with very 
long induction periods (during which cobalt(II) com­
plexes can be observed) and eventual partial explosions 
or pressure bursts.1

The consistency of growth patterns at various 
temperatures was probed with split-temperature runs 
at 110 and 130°. (The extremes were avoided due to 
rapidity or inconvenient slowness.) A 110°, trapped- 
normal run was carried to a  =  0.57 (Figure 3, curve C) 
and cooled to room temperature for 19 min (represented 
by C') while the bath was raised to 130°. Upon 
reinitiation the run took up a rate (Figure 3, curve C ")  
appropriate for 130° (Figure 2, curve A) indicating 
that the early decomposition had not imposed a 
growth pattern which would be abnormal for a 130° 
run. In a similar experiment, the induction period 
required 9000 sec at 110° and 446 sec at 130°. The 
times correspond to about 69 and 21% of the usual
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Table I I :  In terru pted  R u ns w ith  C rysta ls(A )

--------------------Initial decomposition®— —> '— Interrupted at—n -Interruption--------------- -F ina l decomposition0l_________
*u x  10», Time, Duration, Sample fcl]i X  10«,

Conditions t , sec sec-1 sec a min exposure r,b sec Conditions6 sec-1

T rap p ed -n orm a l' 2151 2 4 .6
N orm a l' 4094 2 5 .4
T rapped -norm al 2417 2 1 .4 2700 0 .5 5 15 P roducts 0 N orm al 2 0 .1
T rapped -norm al 2248 2 5 .0 2490 0 .5 5 15 Pum ping 0 N orm al 2 4 .6
T rapped -norm al 2075 2 6 .5 2280 0 .5 5 15 A ir 1290 N orm al 2 0 .0
T rapped-norm al 2335 2 2 .7 2610 0 .5 6 15 A ir 660 T rap p ed 1 9 .2
T rapped-norm al 2200 2 4 .0 2520 0 .6 1 900 P roducts 702 N orm al 2 4 .0
T rapped-norm al 2487 2 7 .4 2760 0 .5 5 3780 P roducts 1500 N orm al 2 7 .4
T rapped-norm al 2447 2 2 .7 2790 0 .5 9 900 Pum ping 990 N orm al 2 3 .3
T rapped 1800^ 15 Pum ping 714 T rap ped 2 2 .1
T rapped 2100d 930 Pum ping 835 T rap ped 2 4 .8

” A ll experim ents w ere at 130°. b T h e  second r  is obtained under the indicated conditions. T h e  final fcu’s are fo r  norm al conditions. 
'  C heck runs. d In terrupted during the induction  period.

0 50 100 150 AB
100 200 300 400 C

O 25 50 75 C”
MINUTES

Figure 3. Interrupted and split-tem perature runs w ith  
crystals (A ): curve A , 130° run in terrupted and cooled  for 
15 m in; curve B , 130° run interrupted and cooled for 
63 h r; curve C C 'C " ,  split-tem perature run com m enced 
at 110° (C ), interrupted and cooled  fo r  19 m in 
(a  period represented b y  C ') ,  and com pleted at 130° ( C " ) .
T h e  tim e scales fo r  C "  and curves A  and B  are identical.
T h e  arrows indicate the poin ts o f interruption.

induction periods at the respective temperatures with 
the total reasonably close to expectation. The final 
reaction was appropriate for 130°.

The absence of self-heating (a possibility in exo­
thermic solid reactions) is indicated by the consistent 
analyses (following section) of both fast and very slow 
runs. As a further check, runs at 140 and 130° 
(Figure 3, curve A) were carried to a  =  ca. 0.5, cooled 
for 15 min while the solid was either subjected to 
pumping or left in contact with the product gases, and 
reinitiated. In all cases the run took up the previous 
rate indicating an absence of excessive temperatures 
prior to the interruption.

Exposure of the partially reacted solid to air or 
prolonged interruptions (with or without pumping) 
produced a second induction period. Figure 3, curve B

MINUTES

Figure 4. Com parison  o f runs catalyzed b y  dusting 
w ith  C oN  (curves B  and D )  and conventional, 
trapped-norm al runs (curves A  and C ) ;  tem p: curves A  and 
B , 140°; curves C  and D , 110°; sam ple: C rystals (A ).

is illustrative. Table II summarizes the experiments. 
The duration of the second induction period appears to 
be somewhat dependent on the length of the interrup­
tion. It is shorter (660 to 1500 sec) than the usual 
induction period under normal conditions (about 4100 
sec). The two runs exposed to air indicate it can be 
shortened by trapping. Interruptions during the 
induction period seemed less serious although 930 min 
of pumping did cause some prolongation. The final 
reactions do not seem to be greatly altered by the 
various interruptions. These observations have not 
been pursued in detail.

Since the interrupted sample consists of unreacted 
hexaammine (confirmed by powder patterns) and the 
solid products, it seemed worthwhile to determine the 
effect of CoN on fresh material. These catalyzed runs 
were concurrent with the experiments of Table I; 
hence, the changes are not due to aging. The results 
are reported in Table III and illustrated by Figure 4. 
Dusting gives shortened induction periods, more 
sigmoidal and generally slower final reactions, and
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irreproducibility in both r and the final reaction. 
The CoN appears to maintain its catalytic ability after 
prolonged pumping or exposure to air although, 
perhaps, with some loss in efficiency. Shortening of r 
was also observed with freshly prepared metallic cobalt 
but not with the commercial powder.

T a b le  I I I :  C atalyzed  R u ns“ w ith  C ry sta ls !A )

Temp, kn X  104 *,
°C r, sec sec-1

150 414 64.1
140 660 29 .3
140 653 31.2
130 1,113 20 .0
130 1,231 17.1
130 1,050 18.8
120 2,100 7.77
110 3,768 3.51
100 8,460 1.37
95 15,000 0.640

1301' 1,466 16.7
130“ 1,515 11.2

ISO11 1,545 25.2
130“ 2,131 21.4

“ T h e  runs were m ade under trapped-norm al conditions. T h e  
cata lyst was C o N  except as noted below . b T h e  C oN  was pu m p ed  
on for 46 hr prior to  use. “ T h e  C oN  was exposed to  air for 63 hr 
prior to  use. d Freshly prepared cobalt(O ) was used as the cata­
lyst. * C om m ercial cobalt(O ) pow der was used as the catalyst.

Discussion
A nalysis. The trapped-normal runs with “Crystals- 

(A)” provide the most detailed data. Both the induc­
tion period and the final reaction can be analyzed. The 
latter is well described by the usual first-order (or 
“unimolecular” ) decay law

-In  (1 -  a ) =  kat +  cu (3)

where t is time and fcu and cu are constants.10-11 Figure 
5 is illustrative; Table I reports rate constants. The 
induction period gives little direct evidence, either 
visual or by gas evolution, of the processes taking 
place. Fortunately, its duration is useful. Plots of 
both r and kn against 1/T  give good straight lines. 
The similarities in the apparent activation energies, _Z?a, 
and preexponentials, A , are apparent in Table IY. 
The treatment of t as a measure of rate has been 
discussed.3 It may be noted that the onset of the final 
reaction is so rapid that alternate definitions of r in the 
approximate range 0.05 <  a <  0.2 would not seriously 
alter the analysis. The final reactions of normal runs 
give similar results; the induction periods, however, 
have an apparent activation energy approaching the 46 
kcal/mol of the cobalt(II) reaction under low ammonia.2

The Crystals (B) data and the early exploratory 
studies generally agree with the above. Thus the

0  5 0  100 D

MINUTES

Figure 5. Illustrative k inetic treatm ents fo r  sam ples 
o f various particle sizes; tem p, 130°: curve A , P ow d er; 
curve B , Sm all-crystals (the poor fit is apparent); 
curve C , C rysta ls(A ); curve D , Large-crystals.

Table I V : A pp aren t A ctiva tion  Energies ( F a) and Pre­
exponentials ( A )  for V arious Sam ples o f [C o (N H 3)6](N 3)3

Treat­ Fa, log A ,
Sample Conditions ment kcal/mol sec-1

C rysta ls(A ) T rap ped - r 2 6 .36 * * * 1 0 .751
norm al“ fcu 24 .6 10.86

C rysta ls(A ) N orm al T 40 .4 18.25
k n 24.1 10.44

C rysta ls(A ) C atalyzed, T 21.0 8.31
trapped- k a 25.2 10.85
norm al“

C ry sta lsfB )11 T rapped T 24.1 9 .68
C rysta ls(B ) N orm al kn 20.6 8 .80
P ow der T rapped - T 26.3 11.18

norm al k n 23.9 11.28

“ Includes pum ped-norm al runs. b A ll treatm ents are lea
squares. “ C atalyzed  runs w ere carried ou t under trapped- 
norm al conditions. d D a ta  fo r  C ry sta ls(B ) w ill b e  m ore fu lly  
presented in  the fo llow ing  paper.6

results are not peculiar to a single batch of crystals.
Some variations are observed (Table IY). These
reflect, it is thought, the importance of topography. 
(The model will suggest explanations. For now, the
number and distribution of early reaction centers may
influence growth patterns and hence the adequacy of
the kinetic analysis and definition of t.) Table IV

(10) P . W . M . Ja cob s and F . C . T om p k in s  in  W . E . G arner, “ C hem ­
istry  o f  the  Solid  S ta te ,”  B u tterw orth  and C o ., L td ., L on d on , 1955, 
C hapter 7.
(11) E q u a tion  3 should  be  considered  as d escrip tive ly  usefu l rather 
than  as ev iden ce  o f  a d ecom p osition  pattern . T h e  reaction  curves can 
also be qu ite  adequ ately  handled  b y  a  sh rin k in g -cube trea tm en t to  
y ie ld  a sim ilar tem peratu re depen den ce. T h is  is o ften  th e  case. 
Id ea l shrinking-cube and first-order d eca y  curves d o  n o t  d iffer greatly . 
In  practice, m oreover, inherent features such as p article -size  varia tion s 
and the nu cléation  process can  cause d evia tion s from  ideal beh av ior. 
I t  w ill be seen (fo llow in g  p ap er)6 th at the  p rop osed  m odel is a m odified  
sh rink ing-volum e d ecom p osition .
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indicates an uncertainty greater than that suggested by 
any single series of experiments. For instance, 
trapped-normal runs with Crystals (A)—probably the 
best series— give E a = 24.6 ±  0.4 kcal/mol and log A  
— 10.75 ±  0.20 sec-1, while the fcu’s from catalyzed 
runs (discussed below) scatter rather badly but still 
yield E & =  25.2 ±  0.9 kcal/mol and log A  =  10.85 ±  
0.50 sec-1. Although one is inclined to weigh the 
Crystals (A) data rather heavily, Table IV would 
suggest a conservative E e =  24 ±  3 kcal/mol as a 
generous margin of uncertainty. 12

Catalyzed runs show considerable irreproducibility 
and a pronounced acceleratory period. Both are 
relevant to the model. The acceleratory period 
hinders the estimation of r and is, itself, too short and 
irreproducible for useful analysis. However, the 
deceleratory portion of the curve, about the last 75%, 
is fit by eq 3 with the results discussed above. The 
slight decrease in E a given by the induction periods 
(Table IV) is of doubtful significance in view of the 
difficulties with t. (The lower temperature r’s, in 
particular, closely parallel the trapped-normal curve.) 
It thus seems likely that catalysis shortens the induction 
period but does not change the temperature dependence.

The remaining samples support the Crystals results. 
Powder, with probably uniform particles, yields good 
agreement. Large-crystals show an expected de­
pendence on the particular crystal, making detailed 
treatment of the rather limited data of little value. 
The r’s and fcu’s do approximately parallel the results 
from Crystals and Powder. The Small-crystals data 
scatter badly, probably due to the distribution of 
particle sizes. (The smallest crystals may commence 
the final reaction early, produce ammonia, and so 
influence the larger particles.) The results are of 
little quantitative value— showing, at best, only rough 
agreement with the other samples— but of some qualita­
tive interest in indicating the borderline conditions for 
the CoN and cobalt (II) reactions. Although the 
particles sizes are not greatly different, normal runs 
with Powder go to cobalt (II), while Small-crystals 
prefer the CoN reaction.

Conclusions
The results of immediate interest are summarized.
(1) The similarity in the apparent activation energies 

for the induction period and final reaction suggests the 
same mechanism is responsible for both periods. (2 ) 
CoN can shorten r indicating that the solid product is 
involved in the reaction mechanism of the induction

period and, by (1 ), the final reaction as well. (3) The 
hexaammine reaction is quantitatively similar to those 
of the substituted compounds. 3-8 To anticipate the 
following paper,6 during the induction period the CoN 
reaction is thought to grow a fixed distance on a 
microscopic scale prior to commencing the observable 
decomposition. Since the same reaction is responsible 
for both periods, similar activation energies are ex­
pected. Ammonia, added or self-generated, interferes 
with the microscopic CoN reaction. The early growth 
is then by the cobalt (II) reaction and the t ’ s , as ob­
served for normal runs, yield the apparent activation 
energy of that reaction.

Apparently both CoN and metallic cobalt can 
shorten r. Some uncertainty is caused by the possible 
presence of some cobalt in the CoN catalyst and the 
conceivable survival of CoN in the freshly prepared 
cobalt. The contamination, however, should be minor, 
and it thus seems likely that both CoN and fresh cobalt 
can play a role in the reaction mechanism. (It is 
doubtful that a purely physical alternative—for 
instance, more efficient heat transfer to the reactant—  
could avoid altering the apparent activation energy.) 
Direct involvement of the product is also suggested by 
the interrupted runs. During a prolonged interruption 
intimate contact between the reactant and product may 
be ruptured by some slow process (crystal growth 
involving the agglomeration of CoN from the reactant 
surface with the bulk of the product can be envisioned) 
so that upon reinitiation a second induction period is 
needed to reestablish the reactant-product interface. 
Presumably rupture is assisted by oxidation since 15- 
min exposures to air produce the second induction 
period. An oxide coating might also explain the 
failure of the commercial cobalt to shorten the induction 
period.

The quantitative similarities in the reactions of the 
series of cobalt (III) ammine azides suggest a single 
mechanism. The compounds, particularly the cations, 
differ considerably but all have the common feature of 
at least one ionic azide. It seems reasonable to suggest 
a critical role for these azides and, specifically, to 
hypothesize a rate-controlling mechanism involving an 
interaction between the ionic azide and the solid 
product. This will be discussed in a summary paper.7

(12) It may be noted that Table IV provides a very clear warning of 
the danger in attaching too much precision to results from a single 
batch of crystals when reaction patterns are not known with cer­
tainty.
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The Thermal Decomposition of Solid Hexaamminecobalt(III) Azide. 

A Model for the Cobalt Nitride Reaction

by Taylor B. Joyner

Research Department, Naval Weapons Center, China Lake, California 9S555 (Received March H ,  1969)

The induction periods typical of the isothermal decomposition of cobalt(III) ammine azides to CoN have been 
probed with hexaamminecobalt(III) azide. A model emphasizing topography proposes that the induction pe­
riod involves a microscopic reaction growing a fixed distance (hypothesized as the depth of the first mosaic plane) 
with a subsequent rapid spreading through the intermosaic structure producing the final observable reaction. 
The microscopic growth may be accomplished by the CoN reaction in the absence of ammonia and by the co- 
balt(II) reaction when even minute amounts of ammonia are present. The model meets several tests.

Introduction
Previous papers1 have shown that the decompositions 

of cobalt (III) ammine azides to CoN are characterized 
by a marked induction period. To permit analysis of 
the rate data, a model was proposed and discussed 
briefly for azidopentaamminecobalt(III) azide. Sub­
sequent work— with kinetic analyses based on the 
broad outlines of the hypothesis— established the 
generality of the reaction and gave insight into its 
chemistry. 1 Concurrent studies of the reaction

[Co(NH3)6](N3) 3 — >  CoN +  6NH3 +  4N2 (1)

have probed the induction period and found the model 
capable of explaining a variety of observations.

Experimental Section
Preparation and procedure have been described. 1 

Some earlier data will be reconsidered with regard to the 
model. Additional studies with “ Crystals (B) ” 1 at­
tempted to provide a uniform environment during the 
induction period. Thus “7 Torr” runs commenced 
under 7 Torr of ammonia and allowed the products to 
accumulate; “0.4 Torr” runs started with 4 Torr of 
ammonia for 30% of the induction period (to provide 
ammonia during nucleation) after which the pressure 
was lowered and held at about 0.4 Torr by periodic 
ventings to a large volume; “0.1 Torr” runs were 
commenced as normal runs but the pressure was held at 
about 0.1 Torr by venting. Conditions were also 
altered during the induction period. Runs initiated 
under “normal” 1 or ammonia conditions were sub­
sequently trapped. Conversely, initially trapped runs 
were altered to normal conditions.

Results

Tables I and II give kinetic data (obtained as before1) 
for “Crystals(B).” Trapped and normal runs confirm 
previous findings. The ammonia runs have induction 
periods yielding apparent activation energies close to 
the 46 kcal/mol of the cobalt (II) reaction2

[Co(NH3)6](3)3N — ► Co(NH3)2(N8)2 +
4NH3 +  1.5N, (2)

The final CoN reactions have apparent activation 
energies that are rather lower than the expected 25 
kcal/mol, 1 probably due to growth patterns imposed 
during an induction period dominated— as will be 
discussed— by the cobalt (II) rather than the CoN 
reaction.

The induction period is general for many crystal 
sizes. Table III summarizes trapped-normal runs for 
“Powder,” “Crystals,” and “Large-crystals.” 1 The 
relationship of the induction period and the final reac­
tion may be probed by making use of the duration, D , 
of the final reaction, defined as the time to cover the 
range a =  0.1 to 0.95 where a  is the fraction reacted. 
The upper limit includes the bulk of reaction but, 
hopefully, avoids prolongations caused by any ab­
normally large crystals. The lower limit marks the 
onset (usually rapid) of the final reaction and defines 
the duration of the induction period, r. (Alternate 
definitions from 0.05 <  a  <  0.2 would not damage the 
arguments.) Tables III and V use minutes to avoid 
unwieldy numbers in the discussions. The data from 
“Small-crystals” 1 are not included. These irregular 
curves are qualitatively understandable on the basis of 
the model and a distribution of particle sizes1 but add 
nothing of quantitative value to this paper. Altered 
runs (Table V) will be discussed below.

In an effort at direct observation, a Large-crystal was 
decomposed to a  =  0.5, imbedded in paraffin, and 
cleaved. Microscopic examination showed a shrinking- 
volume pattern with an orange, apparently undisturbed 
inner region surrounded by black product.

Discussion
A model should account for the following. The

(1) T . B. Joyner, J .  Phys. Chem., 74, 1552 (1970), and references 
therein.
(2) T . B . Joyner, ibid., 72, 4386 (1968).
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T a b le  I :  In d u ction  P eriods ( r )  and K ate C onstants ( ku) fo r  C rysta ls(B )

T em p, K  X 10«, T em p , ku X 104,
°C Conditions T, sec sec“ 1 °C Conditions r, sec sec“ 1

150 T rap p ed “ 660 150 0 .4  T orr 426 112
140 T rap ped 1 ,116 140 0 .4  T orr 1 ,5 12 4 7 .7
130 T rap ped 2 ,3 5 7 140 0 .4  T orr 1 ,5 45 6 9 .8
120 T rap p ed 5 ,2 6 7 130 0 .4  T orr 5 ,6 7 0 3 6 .0
120 T rap ped 5 ,2 2 0 130 0 .4  T orr 5 ,1 0 0 3 2 .1
120 T rap ped 4 ,8 6 0 120 0 .4  T orr 2 6 ,0 1 0 2 2 .3
110 T rap ped 11 ,400 120 0 .4  T orr 2 0 ,8 8 0 1 7 .8
110 T rap ped 10 ,800 110 0 .4  T orr 9 0 ,0 0 0 1 1 .0

110 0 .4  T orr 106 ,740 1 0 .7
150 N orm al 615 168
150 N orm al 637 125 150 7 T orr 540 121
140 N orm al 1 ,6 68 8 8 .3 140 7 T orr 1 ,7 16 5 0 .3
140 N orm al 1 ,770 6 4 .2 130 7 T orr 7 ,3 2 0 3 6 .7
130 N orm al 7 ,3 8 4 4 0 .9 120 7 T orr 3 8 ,6 1 0 2 3 .4
130 N orm al 7 ,0 8 0 4 5 .0
150 0 .1  T orr 566 143
140 0 .1  T orr 1 ,4 40 6 2 .9
130 0 .1  T orr 5 ,3 1 0 3 6 .7
120 0 .1  T orr 16 ,380 17 .9
110 0 .1  T orr 4 9 ,8 0 0 1 1 .4
100 0 .1  T orr 2 38 ,500 5 .9 2

° T rap ped  th rou ghou t. S low  diffusion o f am m onia to  the trap  prevents an accurate determ ination  o f ku.

T ab le  I I :  A pp aren t A ctiv a tion  E nergies ( E l)  and
Preexponentials ( A )  for C rysta ls(B )

Conditions Treatment
Eg,,

kcal/mol
Log A, 
sec"1

T rapped r 2 4 .1 9 .6 8
N orm al K 2 0 .6 8 .8 0
0 .1  T orr  o f  N H 3 T 3 8 .2 17 .03

19 .5 8 .1 4
0 .4  T orr  o f N H 3 r 4 3 .9 2 0 .0 6

ku 1 8 .2 7 .4 0
7 T orr o f N H S T 5 0 .3 2 3 .3 9

ku 1 7 .3 6 .9 4

induction period and final reactions can have similar 
apparent activation energies; the latter is independent 
of ammonia. Ammonia lengthens the induction period 
and alters its temperature dependence. Dusting with 
CoN can shorten the induction period and slow the final 
reaction without altering their temperature dependence. 
The decomposition maintains its essential character for 
particle sizes ranging over about four orders of magni­
tude. The last, illustrated by Figure 1, will be im­
portant to the discussion. For the present, it may be 
noted that a penetration of only a short distance 
(perhaps some tens of molecular layers) would consume 
a significant percentage of a Powder particle but con­
stitute only a very preliminary feature of the decompo­
sition of a Large-crystal.

The importance of defects in the decomposition of 
solids is generally recognized. As examples involving 
azides, Jach3 has discussed the low-temperature reac­

tion of lead azide, and Secco4 has suggested a role for the 
mosaic structure in the decomposition of sodium azide. 
For present purposes, the inset of Figure 1 repre­
sents a crystal with an internal mosaic structure. In 
brief, the CoN and cobalt (II) reactions initiate on 
the surface and grow microscopically until reaching the 
first mosaic plane. The CoN reaction then spreads 
rapidly along the intermosaic structure, carving the 
crystal into decomposing blocklets and launching the 
final decomposition. The detailed analysis will be 
twofold. The general plausibility will be tested by 
runs with a near absence of ammonia during the induc­
tion period. (These yield the similar apparent activa­
tion energies for the induction period and final reaction.) 
Thereafter, the role of ammonia in the induction period 
will be examined.

The Induction  P eriod  in  the A bsence o f  A m m onia . 
Table III shows that r varies by only a factor of 2 
or 3 from Powder to Large-crystals while D  more 
nearly correlates with particle size. Qualitatively, 
this is reasonable. The depth of the mosaic plane need 
not vary greatly with crystal size, but the intermosaic 
reaction will take longer to traverse larger crystals. 
Assumption of a reasonably regular internal structure 
permits an approximate estimation of relative reaction 
rates in the blocklets and intermosaic regions and so 
tests the model for obvious inconsistencies.

The total time to reach a =  0.95 will be the sum of r

(3) J. Jach, “ Reactivity of Solids,”  G . M . Schwab, Ed., Elsevier Pub­
lishing Co., New Y ork, N . Y ., 1965, p 422.
(4) E . A . Secco, J .  Phys. Chem. Solids, 24, 469 (1963).
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T a b le  I I I : O bserved D urations o f the In d u ction  P eriod  and 
Final R eaction  and E stim ated T im es for the In term osa ic and 
B loek let R eactions

r, D , ■Db,“ D i , b

Sam ple min min min min

C rystals'

150°

10.8 3 .8 6 .9 .4
C rystals (cata lyzed ) 6 .9 7 .4 6 .9 3 .9
L arge-crysta l' 9 .4 2 4 .2 6 .9 2 0 .7
Large-crystal 9 .4 22 .0 6 .9 1 8 .5

P ow d er'
140°

1 4 .3  E xp loded
Crystals 1 9 .4 7 .8 11 .3 2 .1
Crystals

(ca ta lyzed ) 11 .3 1 3 .3 11 .3 7 .6
Large-crystal 19 .9 4 0 .3 1 1 .3 3 4 .6

Pow der
130°

21 4 8 0
Crystals 36 17 19 7 .5
Crystals

(ca ta lyzed ) 19 25 19 1 5 .5
Large-crystal 37 76 19 67
Large-crystal 44 135 19 126

Pow der
120°

46 9 18 0
Crystals 86 44 36 26
Crystals

(ca ta lyzed ) 36 62 36 44
Large-crystal 125 358 36 340

Pow der
110°

114 20 40 0
C rystals 217 87 67 53
C rystals

(cata lyzed) 67 137 67 103

Pow der
100°

287 62 124 0
C rystals 414 231 154 154
Crystals

(cata lyzed ) 154 356 154 279

P ow der
95°

490 94 188 0
C rystals 1020 385 250 260
C rystals

(cata lyzed ) 250 1100 250 975

“ F or Pow der, D b =  2D; for Crystals, D b is given  b y  the r ’s 
o f  catalyzed runs. L arge-crystals are assum ed to  h ave D b’s 
approxim ately  equal to  those o f C rystals. b Di =  D  — ( 1/i)Db 
for  C rystals and L arge-crystals; D i —  0 fo r  P ow der. '  P ow der 
has particle  sizes in the range o f 10~4 to  10~3 m m . C rystals are 
platelets w ith thin  dim ensions o f 0.01 to  0.1 m m  and faces up to  1 
m m  in length. L arge-crystals have dim ensions o f 1 to  3 m m .

and D, where D is composed of D; (the time for the 
intermosaic reaction to proceed from the first plane to 
the central bloeklet) and Db/2  with D h being the time 
for a reaction to pass through a bloeklet. The l / 2 
accounts for attack of the central bloeklet from two 
sides. The simplest analysis would equate r with Db;

Figure 1. A pproxim ate, relative cross sections o f sam ples o f 
[C o (N H 3)6] (N 3)3 and the m odel o f the C o N  reaction . I f  the 
rectangle is taken as representing a 0.1 X  0.05 m m  crystal, 
the d ot is rather larger than a pow der particle  w ith  a cross 
section  o f 10-6 m m 2 w hile the entire figure represents a b ou t 
1 /3 0  o f the cross-sectional area o f the larger single crystals 
(ca. 1 X 3  m m ). T h e  inset represents a crystal w ith  the 
C oN  reaction  (b lack ) and c o b a lt (I I )  reaction  (cross-h atch ed) 
spreading from  tw o surface nuclei. T here is n o a ttem pt at 
scale. T h e  regions o f induction  period grow th, the final 
reaction, the interm osaic reaction, and the consum ption  o f  the 
last b locklets are indicated b y  r, D , D  ¡, and Db, respectively .

however, it will be seen that an “effective nucleation” 
time, Dn, of uncertain origin is also necessary. To 
summarize

-Do.95 =  t +  D  =  ( D n +  D b )  +  ( D ;  +  D b / 2 )  (3)

If Di were negligible— because of a very fast inter­
mosaic reaction rate or a short distance of travel— the 
crystal would be quickly carved into decomposing 
blocklets with, therefore, Db = 2D. If r  measured 
only growth through the first layer (no Dn), r  would 
equal Db and with Di negligible r  = Db = 2D. Al­
though uncatalyzed runs with Crystals showed r ~  2D 
to a remarkably misleading extent, Large-crystals have 
t ’ s  from 0.3D to 0.5D suggesting an intermosaic reac­
tion of significant duration. The quantity Dn is 
required by both the Powder results and the CoN 
catalysis. Powder has r ~  5D despite a probably 
negligible D i due to the small particle size and neces­
sarily short intermosaic path. Additionally, the CoN 
catalysis shortens r although dusting the surface would 
not alter the distance to the first plane. Thus Dn was 
introduced and taken as zero for catalyzed runs.

For catalyzed Crystals runs, then, D b ~  t and Di ~  
D — t/ 2. For Powder, if Di is negligible, D b ~  2D. 
These Db’s (Table III) indicate a bloeklet size in 
Crystals roughly twice that of Powder. The particle 
sizes, however, differ by between 10  and 10 0  (from 
some tenths of a micron for Powder to tens of microns 
for the thin dimension of Crystals). Thus Crystals 
have room for an intermosaic reaction path of con­
siderable length.
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This path will be even longer in Large-crystals. 
Although there is no direct evidence as to D n, the similar 
induction periods suggest blocklet sizes roughly com­
parable to those of Crystals. Rather conservatively, 
then, Large-crystal blocklets may be taken as two to 
four times larger than those of Powder. (Even with 
D n =  0 for Large-crystals, Table III would indicate a 
maximum blocklet size only seven times greater than 
Powder.) Considering the limits set by the small 
particle size of Powder, it seems evident that Large- 
crystals will have blocklet sizes of, at most, a few 
microns. Thus the events of the induction period will 
occur very close to the surface leaving hundreds of 
microns through which the intermosaic reaction must 
travel to reach the central blocklet. Table III in­
dicates D i’s 12 to 20 times those of Crystals. (The 
150° data are in reasonable accord considering the 
rapidity of the Crystals run.) The D /s are thus 
approximately proportional, as they should be, to the 
macroscopic crystal size. It is worth emphasizing 
that the ability to account for the reaction over the 
entire range of particle sizes and consistently explain 
the varying ratios of t and D  is a major test of the 
model.

The more sigmoidal curves and longer D f  s of cata­
lyzed runs may be understood on the basis of a less 
direct intermosaic reaction path. In uncatalyzed runs 
the initial nuclei may be numerous so that the micro­
scopic CoN growths will penetrate the mosaic plane at 
many points. The intermosaic reactions will spread 
from these points, quickly link-up, and enter the crystal 
as an essentially shrinking-volume reaction preceding a 
region of blocklets in various stages of decomposition. 
Successful catalysis, on the other hand, may be rare so 
that only a few nuclei commence the immediate 
penetration that leads to the shortened induction 
period. The intermosaic reaction, in turn, must start 
from these few growths and spend time in an accelera­
tive, branching growth (leaving behind decomposing 
blocklets) before establishing a continuous network. 
Thus the observed final reaction with an early, rela­
tively slow start and an appreciable acceleratory period 
is understandable. The details will depend on the 
distribution of successful nucleations in the many 
crystals of the sample and thus may differ widely if 
uniform catalysis is hard to achieve (as seems likely). 
This is consistent with the observed irreproducibility of 
catalyzed runs.1

The “effective nucleation” period, D u, remains a 
problem. Since the product is involved in the CoN 
reaction,1 a possible explanation associates D n with the 
establishment of a CoN phase that catalysis provides 
directly. This requires, however, that the nucleation 
process in uncatalyzed runs also have an activation 
energy close to 25 kcal/mol so as to maintain the 
observed apparent activation energies. An alternative 
assumes rapid nucleation in all cases but ascribed D n to

a difference in growth from a point (uncatalyzed 
reaction) and from a relatively large surface (provided 
by the catalyst). Bartlett, Tompkins, and Young5 
have suggested that micronuclei grow slowly owing to a 
greater entropy of activation. It is also conceivable, 
depending on reaction patterns, that the small nuclei 
will lose time in lateral growth while at least some of the 
growth from the large surface will penetrate directly 
toward the mosaic plane. Although the growth 
explanations are attractive in relation to altered runs 
(to be described), it is clear that more information is 
needed on the early reactions.

The Induction  P eriod  in  the P resence o f  A m m onia . 
Ammonia adsorbed on the crystal and thus acting 
directly on the young reactions1'2 can greatly prolong 
the induction period by promoting the cobalt(II) 
reaction. The model assumes that both reactions 
commence on the surface with the cobalt(II) reaction 
and its solid products restricting the spread of the CoN 
reaction and forcing it into primarily vertical growth. 
If ammonia is kept low, the CoN reaction prevails. 
However, ammonia favors the cobalt (II) reaction 
which may then isolate the tiny CoN phase. If the 
ammonia is not removed, the cobalt (II) reaction will 
ultimately reach the mosaic plane. There it will con­
vert into the final CoN reaction.

If conversion is prompt, the t ’ s  should yield an 
apparent activation energy appropriate for the cobalt-
(II) reaction.2 Despite a great sensitivity to ammonia, 
this is apparently observed (Table II). The 0.4 Torr 
runs— probably most ideal with a uniform early 
environment and steady growth conditions that, 
hopefully, do not interfere with conversion into the 
final CoN reaction—give a good Arrhenius plot and an 
energy (44 kcal/mol) close to expectation. Normal

T a b le  I V : C om parison  of C ry sta ls(B ) In d u ction  P eriods w ith
E xtrapolated  T im es fo r  the C om plete  C on su m p tion  o f Pow ders 
b y  the 4 6 -k ca l/m o l C o b a lt (I I )  R eaction

/—Time for complete consumption, sec— r, sec
Temp, °C Preparation A“ Preparation Ba Crystals (B)'

150 402 463 426
140 1 ,2 90 1 ,3 44 1 ,512
140 1,242 1 ,5 45
140 1 ,2 84
130 6 ,0 0 0 6 ,1 2 0 5 ,6 7 0
130 5 ,9 8 8 5 ,1 0 0
120 2 1 ,18 0 2 2 ,1 4 0 2 6 ,0 1 0
120 2 0 ,8 8 0
110 9 5 ,10 0 8 8 ,32 0 9 0 ,0 0 0

106 ,740

“ T h e  pow der sam ples are 
those o f the 0 .4 -T orr runs.

described  in  ref 2. b T h e  t ’s

(5) B. E. Bartlett, F. C. Tompkins, and D. A. Young, Nature, 179, 
365 (1957).
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T a b le  V  : A ltered R uns w ith  C rysta ls(B )

-Initial period® —-• ,----- Final period® —' Initial CoN Effective Co(II) 
reaction,6 ,c

Final CoN
Time, Time, reaction,6 reaction,6 Total,
min Conditions min Conditions % % % %

20 N orm al 63 T rapped
45 N orm al 53 T rapped 25 7 65 97

90 N orm al 40 T rapped 25 20 49 94

182 N orm al 16 T rapped 25 47 20 92

225 N orm al 15 T rapped 25 59 19 103

10 7 T orr  N H 3 71 T rap ped
20 7 T orr N H 3 69 T rapped 12 3 85 100
90 7 T orr  N H 3 51 T rapped 12 23 63 98

180 7 T orr N H 3 33 T rapped 12 49 41 102

25 T rap ped 220 N orm al 31 63 94

50 T rapped 108 N orm al 62 31 93
50 T rapped 111 N orm al 62 32 94
65 Trapped 36 N orm al 80 10 90

r 20 
(80

T rapped) J 
N orm al J

36 T rap p ed “* 25 23 44 92

« C olum ns 1 and 3 give the tim e spent under the conditions o f colum ns 2 and 4, respectively . b Percentages are based on  standard 
r ’ s o f  81 and 348 m in for trapped and am m oniacal conditions, respectively . e T h e  effective C o ( I I )  reaction  is given  b y  [(co lu m n  1) — 
20] 100/348 for  norm al-trapped runs, [(co lu m n  1) — 10] 100 /348  fo r  7 -T orr-trap ped  runs and (colum n  3) 100 /348  for in itia lly  trapped 
runs. 1 D o u b ly  altered experim ent: in itia lly  trapped for  20 m in, norm al for 80 m in, and finally retrapped.

runs provide reasonable confirmation. The 7-Torr 
runs have longer induction periods. Probably con­
version to the CoN reaction is delayed by the higher 
ammonia stabilizing somewhat the cobalt (II) com­
plexes.2 The 0.1-Torr runs give the shortest r’s; some 
CoN growth occurring after the ventings is suspected.

With Crystals and Large-crystals excess ammonia 
(ca. 100 Torr) greatly prolongs the induction period and 
permits the buildup of observable diazidodiammine- 
cobalt(II). Anomalously fast final reactions, including 
partial explosions or pressure bursts, are attributed to 
rapid decomposition of the very sensitive cobalt (II) 
complexes accumulated in the internal structure during 
the long induction period.

Powder under even low ammonia yields cobalt (II). 
Since the particle size of powder is similar to estimated 
blocklet sizes (a few microns) for Crystals and Large- 
crystals, a rough agreement between the time needed 
for the cobalt (II) reaction to penetrate a Crystals 
blocklet or consume a Powder particle may be pre­
dicted. With Powder, the reaction of interest—the 
low-pressure, 46-kcal/mol reaction— either explodes or 
alters to a 32-kcal/mol reaction prior to completion.2 
Fortunately, the early decomposition is fairly linear— a 
shrinking-volume decomposition of thin plates has been 
hypothesized2—permitting extrapolation to the time 
needed for completion. Comparison (Table IV) with 
the r’s of the 0.4 Torr Crystals runs indicates accord 
with the model. (The very close agreement is, however, 
fortuitous.)

Altered runs also provide a test. If the induction 
period can involve growth by either of two reactions, 
conversion from one into the other should produce 
changes in r. Table V summarizes experiments at

120°. The lowest r’s for unaltered trapped and 0.4- 
Torr runs, 81 and 348 min, respectively, were taken as 
standards. (Longer r’s were attributed to delayed ini­
tiation of the final reaction.) A simple summation of 
the percentages of the trapped and 0.4-Torr induction 
periods represented by the two times of the altered 
runs was inadequate. The minor effect of 20 min under 
normal conditions on the total reaction time suggests 
an explanation.

If initiation occurs at moderately distant sites, some 
time may elapse before the CoN and cobalt (II) growths 
interfere. During this period— ca. 20 min for normal 
runs at 120°—the CoN reaction makes equal progress 
under trapped or normal conditions. Thereafter, 
barring removal of ammonia, the CoN phase will be 
isolated and later growth will be by the cobalt(II) 
reaction. Thus initially normal runs have an early 
CoN growth (Table V, column 5) accounting for 
about 25% of the induction period; a cobalt(II) 
growth (column 6, the time under normal conditions 
less the first 20 min when growth was by the CoN 
reaction); and the final CoN growth under trapped 
conditions (column 7). The totals (column 8) are 
close to 100%. The assumption that under 7 Torr of 
ammonia a favored cobalt(II) reaction can isolate the 
CoN growth in about 10 min also leads to satisfactory 
total percentages. Reverse experiments (initially 
trapped) and a doubly altered run also gave satisfac­
tory results. The deviations from 100% are well within 
reason since conversions may not be instantaneous nor 
growth patterns match precisely.

It is uncertain how these runs relate to D n. If a 
growth hypothesis for D n is accepted (and this seems
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the simplest explanation), the cobalt(II) reaction 
would simply be interfering with the early special 
growth from the tiny nucleus. Interference—specifi­
cally, preemption of sites by the cobalt (II) reaction—  
may also prevent the CoN reaction from directly 
entering the crystal through the intersection of the 
mosaic structure and surface. Similarly, CoN growth 
in the internal structure during the induction period is 
probably inhibited by the difficulty in establishing the 
necessary product phase1 in competition with the co- 
balt(II) reaction. The latter is favored by ammonia,

and since escape of gas from the interior may be difficult, 
any early internal reaction will probably be to eobalt-
(II).

Sum m ary. The model provides a simple and con­
sistent explanation of a wide variety of results and 
makes it possible to account for the quite complex 
decomposition of hexaamminecobalt(III) azide on the 
basis of topography and the interplay of the CoN and 
cobalt(II) reactions. The following paper will discuss 
mechanisms in conjunction with the reactions of the 
substituted compounds.

The Mechanisms of the Thermal Decompositions 

of Solid Cobalt (III) Ammine Azides

by Taylor B. Joyner

Research Department, Naval Weapons Center, China Lake, California 93555 (Received M arch 14, 1969)

The kinetic parameters for the thermal decompositions of solid hexaamminecobalt(III) azide, azidopentaam- 
minecobalt(III) azide, and cis- and irans-diazidotetraamminecobalt(III) azide have been reviewed and mecha­
nisms for the production of CoN and cobalt(II) complexes have been proposed. The solid products are impor­
tant in both reactions. The mechanisms include competitive steps which in conj unction with the distribution o: 
microscopic accumulations of products can explain the interplay of the two systems leading to the induction 
period characteristic of the decomposition to CoN. The aggregation and crystallization of the cobalt(II) prod­
ucts are thought to be of importance in limiting the CoN reaction by removing both azide ions and cobalt(II) 
intermediates from the reaction front.

Introduction

Studies of the thermal decompositions of solid 
hexaamminecobalt(III) azide, azidopentaammineco- 
balt(III) azide, and cis- and frans-diazidotetraammine- 
cobalt(III) azide have yielded kinetic information on 
the reactions producing cobalt(II) complexes and 
CoN1 and permitted formulation of a model for the 
latter.2 With data available for the series, mecha­
nisms may be considered in more detail than had 
seemed profitable for single compounds. Also, early 
questions3 on the mechanistic consequences of varia­
tions in composition and the presence of two distin­
guishable types of azide may now be answered.

Results

Experimental techniques and results have been 
presented.1 Of interest now are the kinetic parameters 
for the reactions illustrated below (analogous equations 
hold for the substituted compounds)

[Co(NH3)6](Ns)3 — *  CoN +  6NH3 +  4N2 (1)

[Co(NH3)6](N3)3 — ► Co(NH3)2(N3)2 +

4NH3 +  1.5N2 (2)

Both equations are idealized. The cobalt(II) reaction 
is complicated by the lability of the ammonia-cobali-
(II) azide system and the existence of higher cobalt(II) 
ammines. Also, the residues of the CoN reaction may 
bear minor quantities of cobalt (0).

The CoN reaction has an induction period which can 
be prolonged by minute quantities of ammonia and 
shortened by dusting the crystals with CoN or freshly 
prepared cobalt. Table I summarizes the kinetic 
parameters obtained from both the final reactions and

(1) T . B . Joyner, J .  Phys. Chem., 74, 1552 (1970), and references 
therein.
(2) T . B . Joyner, ibid. 74,1558 (1970).
(3) T . B . Joyner and F. H . Verhoek, J .  Amer. Chem. Soc., 83, 1069 
(1961).
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T a b le  I : A pp arent A ctiva tion  E nergies ( £ a) and 
P reexponentials ( A )  for  the Therm al D ecom position  
o f Solid C o b a lt (I I I )  A m m ine Azides

Compound Period E &, kcal/mol A, sec 1

T h e C oN  R eaction

[C o (N H 3)6] (N 3)3 Induction 25 ±  2 “ 10 ±  2°
Final 256 10

[C o (N H 3)6] (N 3)3e In duction 21 8
Final 25 11

[C o (N H 3)5N 3] (N 3)2 In duction 22 9
Final 20 8

m - [C o (N H 3)4(N 3)2]N 3 In duction 23 10
Final 24 11

trans- [C o (N H 3 )4(N 3 )2] N 3 Induction 20 8
Final 23 10

T h e C o b a lt (I I )  R eaction

Initial
ammonia,

Compound Torr E a, kcal/mol A, sec-1

[C o (N H 3)6] (N 3)3 0 d 46e dh 4“ 21 ±  3“
0 3 4 ' 15

50 33 15
100 32 14
200 32 14

[C o (N H 3)5N 3](N 3)2 0 49 23
50 46 21

c is -[C o (N H 3)4(N 3)2]N 3 0 (53)" (26 )"
50 59 30

100 52 26
trans- [C o (N H 3)4(N 3)2] N 3 0 54 25

50 54 25
100 55 26

“  T h e  uncertainties are discussed in the original papers. '
general, the values are derived from  several series o f runs on  va r­
ious sam ples of the com pou nd. W h ile the uncertainty  w ith in  a 
given  series is usually sm all, the disagreem ent betw een the series 
is rather greater. This is particu larly  true o f the c o b a lt (I I )  reac­
tion  w hich  presents special problem s. T h e  listed lim its apply 
th rou ghou t the respective sections and are rather generous esti­
m ates capable o f including the great m a jo r ity  o f  the data. b A  
few  low er values (20 k ca l/m o l)  reflect, it  is thought, variations in 
the reaction  topographies. c C atalyzed  runs. d R eferred  to  as 
“ norm al”  runs. e D erived  from  a  <  0.5 w here a  is the fraction  
reacted. !  D erived  from  a  >  0.5. T h e  self-generated am m onia 
influences the run. " T h e  data  are severely restricted. T h e  100- 
T o r r  runs are p roba b ly  the best. T h e  value for norm al runs is a 
rough estim ation  based on a v ery  narrow  tem perature range. T h e  
p roblem  is discussed in the original paper.

the duration, r, of the induction periods. The CoN 
decomposition (induction period and final reaction) is 
characterized by apparent activation energies in the 
range of 20-26 kcal/mol for all four compounds. The 
only exceptions are the induction periods in the presence 
of ammonia (usually self-generated) which give values 
in the vicinity of 50 kcal/mol. The cobalt(II) reac­
tions of the substituted compounds and of the hexa- 
ammine under low ammonia also have apparent activa­
tion energies of about 50 kcal/mol. The hexaammine

under higher ammonia is unique in yielding a value of 
32 kcal/mol for the cobalt(II) reaction. This brief 
summary indicates the most striking feature of the 
accumulated results, the great similarities in the reac­
tions of four compounds. This is particularly re­
markable since the compounds themselves differ in 
many important respects.

Discussion
The rather unexpected similarities indicate mecha­

nisms largely independent of the nature of the cation, 
the nature of the salt, and properties dependent on 
crystal structure. They also rule out several con­
ceivable, and initially expected, mechanisms dependent 
on the presence of a coordinated azide ion and predict­
ing a difference in the reactions of the hexaammine and 
the substituted compounds. These merit brief com­
ment.

In simple metal azides the azide ion is symmetric. 
In covalent compounds it is asymmetric. The de­
composition mechanisms differ. The former are 
thought to proceed by promotion of an electron to 
conduction or exciton bands, the latter by breakage of 
an N -N  bond. (There have been several recent and 
excellent reviews of azide chemistry.4-6) Cobalt(III) 
ammines can have both asymmetric coordinated azides 
and symmetric lattice azides.7 This being so, a 
difference might have been anticipated for the hexa­
ammine (with only ionic azides) and the azidopenta- 
ammine with a possible cleavage reaction

(H3N)6CoN32+ — ^ (H3N)6CoN2+ +  N2 (3)

Further differences could have been expected for the 
diazidotetraammines, particularly the cis, owing to the 
proximity of the two coordinated azides and the pos­
sibility that the initial cleavage would be followed by 
the rapid evolution of nitrogen and the release of 
considerable energy. Such differences were not ob­
served.

A conceivable path would be a series of fast substitu­
tions

[Co(NH3)6](N3)3 — > [Co(NH3)6N3](N3)2 +  NH3 (4)

[Co(NH3)6N3](N3)2 — >
[Co(NH3)4(N3)2]N3 +  NH3 (5)

and perhaps

[Co(NH3)4(N3)2]N3 — ► Co(NH3)3(N3)3 +  NH3 (6)

to a common compound whose decomposition would be 
rate controlling. For several reasons this seems un-

(4) D . A . Young, “ Decom position of Solids," Pergamon Press, New 
York, N. Y ., 1966, Chapter 5.
(5) A . D . Yoffe, “ Developments in Inorganic Nitrogen Chem istry,”  
C. B . Colburn, Ed., Elsevier Publishing Co., New Y ork, N . Y ., 1966, 
Chapter 2.
(6) P. Gray, Quart. Rev. (London), 17, 441 (1963).
(7) G . J. Palenik, Acta Crystallogr., 17, 360 (1964).
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likely. Optical and X-ray examination of partially 
decomposed crystals of the hexaammine and azido- 
pentaammine have detected no evidence of a substitu­
tion reaction. Thus it would be restricted, if present 
at all, to the reaction zone. Inhibition by ammonia 
might be anticipated whereas, in fact, ammonia ac­
celerates reaction 2 and has no direct effect on reaction
1. (An elaborate alternative involving a fast initial 
reduction, equilibration to Co(NH3)4(N3)2, and re­
oxidation to [Co(NH3)4(N3)2]+ whose rate-controlling 
decomposition provides species for both the reduction 
of the next cobalt (III) ion and reoxidation of the inter­
mediate seems unattractively complex.) Reaction 6 
can compete with reaction 2 during the diazidotetra- 
ammine decompositions, but the observed survival of 
triazidotriamminecobalt(III) makes this compound an 
unlikely precursor. Finally, analogous chlorides and 
bromides, which in many ways resemble azides, require 
relatively high temperatures before undergoing rather 
complicated decompositions.8 Searching specifically 
for substitution, Watt found that slow heating to 270° 
was necessary for conversion of hexaamminecobalt(III) 
chloride into the ehloropentaammine.9 Although the 
decompositions to cobalt(II) halides appear complex 
and viewpoints differ as to mechanisms,8 the electron- 
transfer mechanism of Tanaka, et al.,10 seems 
particularly relevant to the azides in that it does not 
require initial substitutions.

If substitution reactions are improbable precursors, 
it is apparent, particularly for the hexaammine, that 
electrons originating with the lattice azides will have to 
be transferred across the ligand sphere. Possible 
differences between the hexaammine and the sub­
stituted compounds were again anticipated by analogy 
to solution kinetics and the ability of unsaturated 
ligands to serve as bridges in oxidation-reduction 
reactions.11 The failure to observe such differences is 
made less surprising by studies showing that reduction 
of the hexaamminecobalt(III) ion by the solvated 
electron is very fast, taking place on encounter.12'13 
While the nature and environment of electrons in 
solutions and solids are clearly enormously different, it 
is apparent that the ligand sphere need not inhibit 
rapid electron transfer.

A detailed discussion of the decompositions neces­
sitates the recognition of two reaction systems under 
several quite different conditions. These are the CoN 
reaction in the presence of a widespread CoN phase,
i.e ., the final CoN reaction; the cobalt(II) reaction 
(including the special case of the hexaammine under 
ammonia) in the presence of cobalt(II) products but 
without significant CoN; the induction period when 
tiny quantities of CoN and cobalt (II) are present in 
localized regions of the crystal; and the nucleation 
processes about which, unfortunately, little can be 
said.

The C oN  Reaction. It has been proposed1 that the

rate-controlling reaction involves the solid product and 
the ionic, lattice azides. At present this reaction can­
not be defined in detail. A rather general representa­
tion

N»- — *■ N3° +  e~ (7)

resembles the mechanisms ascribed to simple azides.4-6 
As it stands it is a drastic oversimplification with no 
specification as to the nature or location of the electron 
(there are many possibilities involving reactant, 
product, or interfacial regions), the location of the 
reaction (the interface is important but possibly only as 
a recipient of electrons or radicals generated elsewhere), 
the nature of the solid products (whether they are 
aggregates of atoms or recognizable crystallized phases) , 
or the nature and location of the azide radical.

Various schemes implying more specificity may be 
written. Two reactions suggest a direct reaction of the

CoN +  N,~ — >  Co +  2N2 +  e~ (8)

Co T  N3— — >• CoN T  N2 T  e-  (9j

azide with the products. (It will be recalled that 
minor quantities of cobalt(O) are observed in some 
residues and that freshly prepared cobalt can apparently 
shorten the induction period.1) These bear some 
similarity to early mechanisms proposed for barium 
azide, a compound which can also yield a nitride, 
Gunther, Andreew. and Ringbom14 originally suggested

Ba -(- Ba(N3)2 ■ ^ Ba2N2 -|- 2N2 (10)

2Ba2N2 — ► Ba -f- Ba3N2 -f- N2 (11;

In a remarkably detailed study, Torkar and Spath15 
have recently identified the activation energy for 
nucleus formation with the thermal excitation o: 
excitons and written growth mechanisms involving 
Ba+ ions, barium aggregates, and nitride formation by 
the reaction of the latter with active nitrogen

N2* T  Bâ  ^ Ba2N2 (12)

followed by eq 11. Unfortunately, in the case of the 
cobalt (III) ammine azides the detailed information 
necessary for a distinction between the various pos-

(8) W . W . W endlandt and J. P . Smith, “ The Therm al Properties of 
Transition M etal Ammine Com plexes,”  Elsevier Publishing Co., New 
York, N. Y „  1967, Chapters 3, 4, and 5.
(9) G. W . W att, Inorg. Chem., 3 , 325 (1964).
(10) N . Tanaka, K . Nagase, and S. Nagakura, Bull. Chem. Soc. Jap., 
41, 1143 (1968).
(11) F . Basolo and R . G. Pearson, “ M echanisms o f Inorganic Reac­
tions,”  John W iley & Sons, Inc., New York, N . Y ., 1967, p 470 ff.
(12) J. H . Baxendale, E . M . Fielden, and J. P. Keene, Proc. Roy. Soc , 
A 266 , 320 (1965).
(13) J. F . Endicott and M . Z. Hoffman, J. Phys. Chem., 70, 3389 
(1966).
(14) P. Gunther, K . Andreew, and A, Ringbom , Z. Elektrochem., 36, 
211 (1930).
(15) K . Torkar and H . T . Spath, Monatsh. Chem., 99, 118 (1968).
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sibilities is not yet on hand. This may, in any event, 
be difficult due to the complex nature of a reaction zone 
that may involve several species of cobalt compounds 
in various states of aggregation.

Whatever the details of the original reaction, the 
electron reduces the cobalt with the first step (again 
written for the hexaammine) given by

Co(NH3)63+ +  e - — >  Co(NH3)62+ (13)

Ligand sphere rearrangements can occur

Co(NH3)62 + +  2NS-  — ►

{Co(NH3)2(N3)2} +  4NH3 (14)

with the {} indicating that the initial product is an 
intermediate and not an organized solid phase. Such 
rearrangements, although relatively fast for solid 
cobalt(II) ammines, need not be immediate, thus 
affording additional opportunities for disruption in the 
reaction zone.16

Reception of a second electron will give cobalt(I)

Co(II) +  e - — > Co(I) (15)

More specific equations implying reduction before or 
after ligand rearrangement can be written but seem 
unjustified in the absence of certain knowledge of the 
structure of either the reacting species or cobalt(I). 
A third electron would give cobalt (0)

Co (I) +  e - — ^  Co(0) (16)

while the nitride could result from

Co +  N3° — > CoN +  N2 (17)

or mechanisms similar to those of Torkar and Spath.15 
Cobalt (I), however, is probably an energetic species 
with such conceivable alternatives as reaction with an 
azide ion

Co(I) +  N3-  — > CoN +  N2 (18)

A brief comment should be included as to the possible 
involvement of N2 complexes and reactions of the type

c is -[Ru(en)2(N3)2]PF6 — ■> m-[Ru(en)2N2N3]PF6 (19)

reported by Kane-Maguire, et al.17,18 At present, it 
does not seem that the rate data permit the detection of 
such reactions although they could conceivably appear 
as competitors—particularly in the rather confused 
decomposition of ws-diazidotetraamminecobalt(III) 
azide19—or during the reactions of the various inter­
mediates. They seem less likely as rate-controlling 
reactions due to the need for similar mechanisms for 
both the hexaammine and the substituted complexes 
and the absence of an attractive precursor reaction to a 
common compound.

The Cobalt (I I )  Reaction. Although the above scheme 
has cobalt(II) intermediates, production of a final 
cobalt(II) phase is a different problem. In particular,

the cobalt (II) reaction propagates in the absence of 
CoN but in the presence of one or more cobalt(II) 
phases. The process is obviously complex with the 
high preexponentials (Table I) suggesting multiple rate 
constants. The complicating factors may be topo­
graphical or chemical. Continuing nucleation, the 
lability of the ammonia-cobalt (II) azide system, and 
kinetically significant rates of crystallization are 
examples of potential difficulties.

Despite the problems, analysis has permitted the 
suggestion of a rate-controlling step similar to eq 7 but 
associated with the cobalt (II) products (with the 
exceptional reaction of hexaammine under ammonia 
involving a transient hexaamminecobalt(II) azide 
phase).16 The initial reduction and rearrangement, 
identical with eq 13 and 14, must be followed by an 
accretion process

{Co(NH3)2(N3)2} +  [Co(NH3)2(N3)2],

[Co(NH3)2(N3)2](,+1) (20)

adding the intermediate to the growing cobalt (II) 
phase.

The cobalt(II) product is clearly subject to further 
reduction. It may become particularly vulnerable 
late in the decomposition when the cobalt (III) available 
as a destination for the electrons is diminished. This 
reduction could lead to conversion into the CoN 
system. If this occurs late, the exothermic CoN 
reaction may initiate an explosion, frequently observed, 
of the accumulated, very sensitive cobalt(II) complexes.

The Induction  P eriod . The very early interplay 
between the CoN and cobalt (II) reactions produces the 
growth patterns leading to the induction period and 
determines the subsequent course of the decomposition. 
The balance between the reactions may be particularly 
delicate due to the importance of the solid products. 
During the induction period the accumulations of 
products will be very small, but their location and shape 
may be critical.

Both mechanisms have possibilities for conversion 
into the alternate path. Particularly important com­
petitive processes are provided by eq 15 and 20. The 
production of a cobalt(II) phase can interrupt the CoN 
reaction in two ways. It may remove the cobalt(II) 
intermediate from the CoN front prior to its reduction 
(eq 15) to cobalt (I). It may also remove azide ions by 
eq 14 and 20. If the azides in the cobalt (II) phase are 
comparatively immune to attack by CoN or cobalt (0) 
(eq 7-9), the CoN reaction will be hindered. Such a 
relative invulnerability might result from a simple

(16) T . B . Joyner, J .  Phys. Chem., 72,4386 (1968).
(17) L. A . P. Kane-Maguire, P . S. Sheridan, F . Basolo, and R . G. 
Pearson, J .  Amer. Chem. Soc., 90 ,5295 (1968).
(18) The author is indebted to Professor Hans B. Jonassen for raising 
these possibilities.
(19) T . B . Joyner, / .  Phys. Chem., 72, 703 (1968).
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Figure 1. Hypothetical cross section of a crystal 
at a time early in the induction period. The location 
of the mosaic plane is arbitrarily drawn.

physical separation caused by crystallization of the 
product phases.

It is now necessary to consider how these competitive 
processes might operate during the induction period and, 
in particular, to explain why the early CoN reaction is 
so easily inhibited while the final CoN reaction dom­
inates the decomposition and is independent of even 
large quantities of ammonia.1'2 A plausible explana­
tion is based on the differences in reactions propagating 
along a broad product front or dependent on a micro­
scopic spike of product.

It is believed2 that the cobalt (II) products restrict 
the early lateral growth of the CoN reaction and force 
it into primarily vertical growth with r being the time 
to reach the first mosaic plane. Figure 1 illustrates a 
hypothetical cross section of a crystal at a time early in

the induction period. Although the cobalt (II) reac­
tion alone appears to be slower than the CoN reaction 
(as evidenced by the r’s1'2) competition for the inter­
mediate (eq 20) may permit the phase to extend itself 
along the sides of the CoN spike. If the cobalt(II) 
phase— growing by its own mechanism16 and competing 
for azide ions and the cobalt(II) intermediate (eq 14 
and 20)—should outgrow and isolate the CoN spike, 
the induction period will be prolonged. Ammonia 
increases the chances of such an isolation by accelerat­
ing the cobalt(II) reaction.16 Since ammonia ad­
sorbed on the crystal can act directly on the young reac­
tion sites, very tiny amounts may suffice to force 
induction period growth by the cobalt (II) reaction2 or 
in the case of Powder convert the entire decomposition 
into the cobalt(II) path.

The situation during the final CoN reaction is very 
different. The CoN front is well established while an 
organized cobalt(II) phase is either nonexistent or 
present only in minor quantities too small to block 
CoN growth and themselves vulnerable to reduction by 
that now dominant reaction. Without a significant 
cobalt (II) phase to influence, ammonia will have no 
effect on the decomposition. Thus the quite different 
effects of ammonia during the induction period and 
final reaction are understandable on the basis of the 
proposed mechanisms and model.

The N ucleation  Period . It is recognized that the 
above are propagation mechanisms dependent on the 
presence of products. Unfortunately, the data do not 
yet seem adequate for an understanding of the nuclea­
tion phenomena responsible for the generation of these 
materials. These initial events need study.
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Crystal Field-Spin Orbit Perturbation Calculations in d2 

and d8 Trigonal Bipyramidal Complexes

by C. A. L. Becker,1 Devon W . M eek,

Department of Chemistry, The Ohio State University, Columbus, Ohio 43210

and T. M . Dunn
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The complete crystal field-spin orbit perturbation calculation for a d2, d8 configuration in D3h symmetry has been 
presented in both weak and strong crystalline field approximations. The weak-field basis functions are the 
Russell-Saunders LS-coupled {S L M sM l } eigenfunctions of the free atom transformed to the {S L J M } basis 
by use of the Clebsch-Gordon coefficients, and then symmetry adapted to the D3h crystalline field by means of 
the appropriate D ’ ( a ,¡3,7 ) ( j  =  1, 2, 3, 4) rotation matrices. Care is taken to preserve a consistent phase within 
the forty-five basis functions. The strong-field basis functions are taken as the D3h crystalline field (orbital- 
only) eigenfunctions, and constructed as linear combinations of the one-electron product-type component wave- 
functions of the strong-field two-electron configurations. A correlation diagram to the weak-field approximation 
helps establish the requisite symmetries. The spin functions are then introduced explicitly and new linear 
combinations taken to establish the D3h (orbital and spin) symmetry eigenfunctions. The perturbation matrix 
elements are expressed in terms of the crystal field parameters D q  and D b , the Slater-Condon-Shortley Coulom- 
bic parameters F2 and F4, and the one-electron spin-orbit coupling parameter X. The simple (weak-field) 
crystal field calculations and d2, d8 correlation diagrams under D3h are partial results of the more extensive cal­
culations, so they have also been illustrated and discussed. Calculations for C3v and other lower symmetries 
are basically similar to those for D3h, except for the necessary modification of crystal field parameters. To illus­
trate the qualitative aspects of the complete calculations the perturbation matrices have been solved with ap­
proximated parametric values and the results discussed in reference to experimental absorption spectra of tri­
gonal bipyramidal transition metal complexes.

Introduction

Crystal field calculations, in both the simple and 
complete forms, have been performed for most d" 
configurations in cubic symmetry and have been found 
very useful in explaining the optical spectra of transi­
tion metal complexes.2-5 The complete crystal field- 
spin orbit perturbation calculations for the regular 
trigonal bipyramid have not been extended beyond 
those of the dx,d9 configuration, however, although the 
simple crystal field calculations exist for many of the dn 
configurations.6-8 Since trigonal bipyramidal co­
ordination is now firmly established for many transition 
metals, especially for the d8 configuration of Ni(II),9 
this work investigates the complete perturbation 
calculations for the d2, d8 configuration subjected to a 
regular D31l crystalline field.

The weak and strong crystalline field approximations 
used in the complete or exact perturbation calculations 
have been previously discussed.8-6'10 The perturba­
tion Hamiltonian consists of three terms

3C' =  V c v {r, e, $) +  J2 e2/rw +  £0<) ltst (1)
i>3 i= l

the crystal field, Coulombic electron-electron repulsion, 
and spin-orbit perturbations, respectively, since the 
radial terms

£ ( -  Ze^/rt -  U (rt))

become part of the zero-order Hamiltonian when one 
neglects configuration interaction. For the weak field 
basis functions we have assumed Russell-Saunders

(1) D ep artm ent o f C hem istry, T h e  U niversity  o f  T exas, Austin , 
T exas 78712.
(2) Y . T an a be  and S. Sugano, J. Phys. Soc. Jap., 9, 753, 766 (1954); 
1 1 ,8 6 4  (1956).
(3) A . D . L iehr, J . Phys. Chem., 64, 43 (1960).

(4) A . D . L iehr and C . J. Ballhausen, Ann. Phys. (N . Y .), 6, 134 
(1959).
(5) A . D . L iehr, J .  Phys. Chem., 6 7 ,1 3 1 4  (1963).
(6) M . C iam polin i, Inorg. Chem., 5, 35 (1966).
(7) M . J. N orgett, J. H . M . T h orn ley , and L . M . V enanzi, J .  Chem. 
Soc., A , 540 (1967). See also th e  corrected  extension  o f th is w ork , 
M . J. N orgett and L . M . V enanzi, Inorg. Chim. Acta, 2, 107 (1968).
(8) J. S. W o o d , Inorg. Chem., 7, 852 (1968).

(9) T h e  fo llow in g  references are bu t a few  typ ica l exam ples o f  the
m any  recent papers on  this su b je ct : (a) L . M . V enanzi, Angew.
Chem., 76, 621 (1964) ; (b ) C . M . H arris, R . S. N yh olm , and D . J. 
Phillips, J .  Chem. Soc., 4379 (1960) ; (c) G . S. Benner, W . E . H atfield , 
and D . W . M eek , Inorg. Chem., 3, 1544 (1964); (d l G . D yer, J. G . 
H artley , and L , M . Venanzi, J .  Chem. Soc., 1793, (1 9 6 5 ); (e) G. D y er  
and D . W . M eek , Inorg. Chem., 4, 1398 (1965) ; (f) L . Saccon i, M . 
C iam polin i, and G . P . Speroni, J .  Amer. Chem. Soc., 87, 3102 (1965) ; 
(g) G . D y er  and D . W . M eek , Inorg. Chem., 6, 149 (1 967 ); (h) G . S. 
B enner and D . W . M eek , ibid ., 6 , 1399 (1 967 ); (i) M . C iam polin i 
and N . N ardi, ibid., 5, 41 (1966); (j) M . C iam polin i and G . P . Sper­
oni, ibid., 5 , 45 (1966).
(10) C . A . L . B ecker, D . W . M eek , and T . M . D u nn, J .  Phys. Chem., 
7 2 ,3 5 8 8  (1968).
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coupling, as is usually customary for transition metals of 
the first row.* 11-12

The many symmetry transformations required of the 
two-electron wavefunctions have been performed by use 
of the generalized D3(a,l3,y) rotation matrices,13 listed 
for convenience in the Appendix. Although our interest 
is directed at the complete crystal field-spin orbit 
perturbation calculations, we shall find the simple 
crystal field calculations for the d2,d8 configuration in 
trigonal bipyramidal environment very useful in that 
many matrix elements may be carried over directly 
into the more complete calculation. Also, interesting 
comparisons and contrasts may be observed, so the 
simple crystal field calculations must be our starting 
place.

Crystal Field Calculations

An appropriate form of the simple crystal field 
calculations for a d2 configuration of first row transition 
metal ions is within the “ weak crystalline field”  
model.14 In this approximation Russell-Saunders cou­
pling splits the degenerate d2 configuration into its LS 
terms as a first-order perturbation (he., d2 -*• 3F, 4D, 3P, 
XG, XS) and crystal field perturbation remains second 
order within these individual terms. Basis functions 
may now be taken in the {SL Ms M L| basis of the free 
atom. The correct linear combinations of one-electron 
product-type wavefunctions for the d2 configuration 
are found as eigenfunctions of the square of the total 
(orbital) angular momentum operator (Mop2) .15 Wave- 
functions for the 3F and 3P states have been given by 
Ballhausen,16 17 so only the singlet-state (spin-paired) d2 
eigenfunctions are listed in Table I. For the simple

Table I  : The d 2 Sp in-P aired  (O rb ita l) E igen functions

terms.17 The trigonometric angular distributions 
transform as their Cartesian equivalents, so the rota­
tion “ characters”  are readily observed from simple 
transformations of the Cartesian products. Sym- 
metry properties of the (real) atomic orbitals are listed 
then in Table II.

Table I I  : A tom ic O rbita l S ym m etry  in D 3h C rystal F ield

Atomic orbital E Cj C2 vh Dah mi

S 1 1 1 1 A / 0
Vz 1 1 - 1 - 1 A 2" 0
Vx, P y 2 - 1 0 2 E ' ± 1
d 3z2 -  r2 1 1 1 1 A / 0
(Ly,  fL 2 — y2 2 - 1 0 2 E ' ± 2
dxz, dyz 2 - 1 0 - 2 E " ± 1
fz(5z2 -  3 r2) 1 1 - 1 - 1 A 2" 0
L (x 2 -  Zy2) 1 1 1 1 A i ' ± 3

f¡/(3 x! — j/2) 1 1 - 1 1 A , ' ± 3

L ( 5z2 — r2)j 7 (5z2 — r2) 2 - 1 0 2 E ' ± 1
f (x2 — y2)z, Lyz 2 - 1 0 - 2 E ” ± 2
g (3 5 z* -  3 0 z2r2 +  3r4) 1 1 1 1 A / 0
gxz(7z2 -  3 r2)j gÿz(7z2 -  3r2) 2 - 1 0 - 2 E " ± 1
g 2*v(7 z2 -  r2), g(x2 -  y2)(7z2 -  r2) 2 - 1 0 2 E ' ± 2
Kxzix2 — 3 y2) 1 1 - 1 - 1 A 2” ± 3
gj/z(3x2 — y2) 1 1 1 - 1 A / ' ± 3
g(x‘  -  6x2y2 +  y<), gixy(x2 -  y2) 2 - 1 0 2 E ' ± 4

Crystal field matrix elements are straightforwardly 
calculated in terms of the one-electron parameters for 
the quartic and quadratic radial dependencies, Dq and 
Db, respectively, as previously defined.10 The crystal­
line field perturbation of the LS terms for the d 2 
configuration is shown schematically in Figure 1, with 
the assumed approximation Db = 1.72Dqls so that a 
complete ordering of the levels may be suggested.19 
Even though this first-order secular determinant is

0 g(4)
0 g(3) =

0g(2)
0g(1)
0 g(O)
0 g(--1)
0g(--2)

0 d(2) = V 4/7
0 d(1) =  V V 7
0 d (O) = V 4A
0 d( —1) = W v
0d( —2) = V 4 A

V v? 4>i<t>i\ +  a/ 3 A
V 77 020-1| +  V
a/Vss|020-2| + Vd6/:
's/ 1010—21 +  VVjJ) 
yV7|0-J0-i| +  V 3/: 

■ VV7|010l|

0o( —4) =
0 g( —3) =

0 - 20-2
0 - 1 0 - 2

»[010—1| +  's / 18/ 3s|0O0o[

0 2 0 - 2 — V 2A|0O0o|

0s(o) = a/ 2/6|020-2| — -v/ 2/ 5|0i0_i| — V v ,

+  V v)
-  V 6A
-  v v )

crystal field calculations the one-electron spin functions 
maybe omitted.

There are a number of ways to determine the sym­
metries required of the crystalline field eigenfunctions. 
Let us calculate the symmetry properties of the real 
(trigonometric) atomic orbitals under a D3h crystalline 
field and use these results to draw analogy with the d2

(11) These calculations are valid, then, to the limit in which Coulom- 
bic and spin-orbit perturbations are of comparable magnitudes,12 
but for spin-orbit perturbation significantly greater than Coulom bic 
interaction, of course, Hie j - j  coupling to  the \jjJM\ basis, rather 
than L S  coupling to the ¡ S L J M ¡ basis, would be preferable.
(12) E. IT. Condon and G. H. Shortley, “ The Theory of Atom ic 
Spectra,”  Cambridge Univ. Press, New Y ork, N.YL, 1964, Chapter 11.
(13) M . Tinkham, “ Group Theory and Quantum M echanics,”  M c­
Graw-Hill, New Y ork, N. Y ., 1964, Chapter 5.
(14) C. J. Ballhausen, “ Introduction to Ligand Field Theory,”  
M cGraw-Hill, New York, N. Y ., 1962, Chapter 4.
(15) H . Eyring, J. W alter, and G. E . Kim ball, “ Quantum M e­
chanics,”  John W iley & Sons, New York, N. Y ., 1964, Chapter 9.
(16) C. J. Ballhausen, K g l .  D a n s k e  V id e n s k a b .  S e ls k a b , M a t . - F y s .  
M e d d . ,  2 9 ,  No. 8 (1955).
(17) In  drawing an analogy between the symmetries of the one-elec­
tron wavefunctions and terms arising from  several electrons, both 
functions with the same orbital angular momenta ( i . e . ,  I and L ,  re­
spectively), due respect must be given to the parity of the atomic or­
bitals involved. The au, <rv, and S 3 operations of the LLh point group 
involve the inversion operation as well as a proper rotation, so the
characters for the 3F and SP wavefunctions (constructed from the 
gerade d-atom ic orbitals) under these operations must differ by  a 
( - 1 )  factor from  those for the f and p atomic orbitals (ungerade; 
i . e . ,  x© = — 1). This parity difference indicates that r ¡ 'represen­
tations for the one-electron orbitals must be r "  for the d2 product- 
type wavefunctions and that T i "  must become iV .
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Table III: Symmetry Properties of the LS (Orbital) Eigenfunctions3

E Ci Cl Si <rv Ti

<Pf ( 3 ) ,  ipf (  —3 ) 2 2 0 - 2 - 2 0 r r

I / v ' ^ f CS) +  ^ f (  —3 ) ] 1 1 - 1 - 1 - 1 1 A2”
1 / \ / 2 [ ^ f ( 3 )  —  ^ f (  —3 ) ] 1 1 1 - 1 - 1 - 1 Ax"
^ f ( 2 ) ,  ^ f (  —2 ) 2 - 1 0 2 - 1 0 E'
^ f ( I ) ,  <pv{— 1 ) 2 - 1 0 - 2 1 0 E "

^ f ( 0 ) 1 1 - 1 1 1 -1 A2'
<Ad ( 2 ) ,  ^ d (  —2 ) 2 - 1 0 2 -1 0 E '

l i m ( l ) ,  vJ'd (  —1 ) 2 - 1 0 - 2 1 0 E "

^ d ( 0 ) 1 1 1 1 1 1 Ax'
^ p ( I ) ,  iAp ( - I ) 2 - 1 0 - 2 1 0 E "

V p (0 ) 1 1 - 1 1 1 - 1 A,'
PaW, <Ag( — 4) 2 - 1 0 2 - 1 0 E '

^ g ( 3 ) ,  <Pq( —  3 ) 2 2 0 - 2 - 2 0 r ,
\/y/2[ypG($) +  ^ g (  —3 ) ] 1 1 1 - 1 - 1 -1 Ax"
1 / \ / 2 [ ' / ' g ( 3 )  —  \ M  —  3 ) ] 1 1 - 1 -1 - 1 1 A2"
^ g ( 2 ) ,  \pa( —  2 ) 2 -1 0 2 - 1 0 E '

V g (1  ) ,  1 ) 2 -1 0 - 2 1 0 E "
i M O ) 1 1 1 1 1 1 Ax'
lfrs(0) 1 1 1 1 1 1 Ax'

“ In actuality these are the Dih crystal field (orbital) symmetry eigenfunctions for the d2 configuration.

entirely diagonal, the symmetry properties of the two- 
electron basis functions must nevertheless be investi­
gated to establish the D3h crystalline field eigenfunc­
tions. The symmetry transformations of the LS- 
coupled d2 wavefunctions and of their required linear 
combinations (ergo, the Z>3h eigenfunctions), performed 
with use of the appropriate Di(a,fi,y) rotation matrix, 
are listed in Table III.20

A second-order crystal field effect between first-order 
crystalline field levels of the same symmetries can now, 
of course, mix levels of different LS terms and of the 
same multiplicity. The second-order crystalline field 
interaction matrices are given below, where the term- 
term separation energies between LS terms of the same 
multiplicity are given by the Slater-Condon-Shortley 
parameters F2 and F,„ The total Coulombic perturba­
tion for these individual terms, as will be seen later, 
have of course different coefficients for the parameters. 
The ^(O ) and ‘SfO) stabilization of the A / [*0(0) ] 
level is seen to become increasingly important as the 
Dq value approaches that for a strong field limit, in 
which Ax' [^ (0 ) ]  must supplant 3E '[3F (± 2 )]  as the 
ground state for a d8 configuration.

The Weak-Field Approximation
In the Russell-Saunders ¿¿'-coupling approximation 

to the weak field basis functions the \p(SLMSML) 
eigenfunctions are first calculated and then transformed 
to the { SLJM } basis by means of the Clebsch-Gordon 
coefficients. As several independent methods of calcu­
lation for the LS eigenfunctions are available, let us 
first consider the method of (total) angular momentum 
lowering operators.21 The forty-five two-electron 
{SLMSM L} basis functions for the d2 configuration as

calculated by this method—which assures correct phase 
for all states within the same term but unfortunately 
not necessarily a consistent phase between the LS 
terms22 23— are listed in Table IV.

The LS eigenfunctions may also be constructed 
through use of vector-coupling formulas.24 Here the 
individual s’s and Vs of the two equivalent electrons, 
d2, are coupled to obtain the functions, (̂n-ihniU- 
SLMsMl ), which are just the product of coupled

(18) This very crude approximation has its origin in chapter 2 of F. 
Basolo and R. G. Pearson, “ Mechanisms of Inorganic Reactions,”  
John Wiley & Sons, New York, N. Y., 1958. The energy level dia­
gram is, therefore, subject to experimental verification (or contradic­
tion) as better relative magnitudes of Dq and Db are obtained from 
spectral data.
(19) The perturbation diagram for crystal field calculations in the 
method of symmetry operators14 may be obtained from this diagram 
through the substitutions, Db = — Da&ndDq =  — 28/25 D t.
(20) This is basically the same set of crystal field symmetry eigen­
functions listed in Table I of ref 6 . In ref 6 , however, ‘G(3, ± 2 ) 
should be *G(4, ± 2 ), >E"(2) is really 1E ' (2), and *G(4, =tl) have been 
omitted. The missing *E" eigenfunctions arising from 4G(4, ± 1 )  
have been included in ref 8 .
(21) This method of calculation is that of N. M. Gray and L. A. 
Wills, Phys. Rev., 38, 248 (1931), as exemplified in section 58 of ref 
12.

(22) Because of their unique product-type component wavefunctions 
(t.e., 0G, 0, 4) =  |4 >2 (a) $2(i8 )| and (3F, 1, 3) — 14^(a) $i(o:)|), tpG- 
(0, 4) and ^f (1, 3) can be directly identified in the conventional phase 
according to satisfaction of the phase criterion, 23 (jijzji(j\ — J)\JJ) 
real, > 0 , and then the remaining (*G, Ms, M l )  and (3F, M s, M l ) 
states will be of this phase also, in satisfaction of the second phase 
criterion, 23 J ±  | tJ M >  =  +  V j ( j  +  1 ) -  M {M  ±  1) | t.J, 
M  ±  1>. The 0D, 0, 2) and (3P, 1, 1) wavefunctions are simply 
orthonormalized to the (}G, 0, 2 ) and (3F, 1, 1) functions, respectively, 
however, so the phase is consistent therefore only within the XD and 
3P terms themselves, of course, and is arbitrary with respect to the 
other terms.
(23) A. Messiah, “ Quantum Mechanics,”  Vol. II, Interscience Publ., 
New York, N.Y., 1962, Appendix C.
(24) This method of calculation is illustrated in section 6 8 of ref 12 
and in article 27, chapter 13, of ref 23.
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3A^ [ 3f ( 0 ) ] 75 9
-  Dq + 5 Db -  E -  — • Dq + !  Db

3a  ̂ C 3p ( o )'] -  — • Dq + | -  Db 15F2 -  75Fh -  j  Db -  E

3E " [ 3F (± 1 ) ]
"  f i  D<1 + Ï 0 D b “ E

25*/6 _ 2 ^ 6  
28 D<1 + 5 Db

3E " [ 3P (± 1 ) ]
15F2 - 75F4 + I 0 bb -  E- ( 2 )

^ « [ ^ ( ± 3 ) ]  = 1A " [1G (± 3 )] = _  21 
28 Dq _ 1  Db

1E " [ 1D (± 1 )] 100 _ 3 ,
" 49~  " Ï 4  Db "  E

1 2 5 /6  _ 2Æ  
196 Dtl + 7 Db

^ E* , [ 1G (±1)3 2 #  »
925 17
Ï9 6  D<1 + ~  Db + 7F2 - 35F4 - E

1E ' C1D(±2 )3 § D q + | -  Db -  ,E 37 5 /3  _ 2 /3  „  
98 -  7 Db 0

■LE ' C1G (± 2 )] 3 7 5 /1  „ 2 /3  ^  
98 D<1 -  7 Db

975 U
" Ï 9 6 D(l + 7 Db + 7F2 - 35Fi l - E 0

■LE ' [ 1G (± 4 )] 0 » § * -  2Db + 7F2 -  35F4 -  E

C1D (0 ) ] D q - f - D b  - E -  ’ S *  *  -  i f  » -  ('Î7 Ô /5 ) Db

bA j [ ^ ( 0 ) ] 225 _ 10  ̂
98~  Dq + Db + 7F -2 35F4 -  E 25 /14

14 Dq

-  ( M / 5 )  Db 25 Æ+ „ 
14 D<1 17E2 + 90F4

V  [ 3F(±2)3 = |L Dq

\  C3F(±3)] = 3Aj C3F(±3)H = -g .D q  - 1 Db

orbital functions, ^(nihriiULML) , with coupled spin 
functions, \f/(siSySMs)-

The Clebsch-Gordon or Wigner coefficients26 are 
used to construct the total spin and orbital angular 
momenta functions (i.e., j\,ji — 1/2, J =  S =  1,0 and 
ji,jt =  2, J =  4,3,2,1,0, respectively), and the angular 
momenta functions resulting from their products (i.e., 
the {SLMsMl \ eigenfunctions) are identical with the 
wavefunctions in Table IV except that the 3P functions 
are of different phase (i.e., differ by a factor [—1]). 
The correct phase should always be preserved in this 
calculation, however, so the 3P (MS,ML) functions in 
Table IV must therefore be multiplied by ( — 1) for 
agreement with these \ l,mt) \ l,ms) functions.

For j 2 =  0, the Wigner coefficient is,26 0'iOmiO|jiO)m) 
=  d(j,ji)8(m,rrh), so except for the phase change neces­
sary to correlate SLJ to J\JJ (instead of the correla­
tion of LSJ to J1J2J implied in the standard tables of 
Wigner coefficients), we have the |JM) transformation 
for the singlet states. The phase change is, however,

{SLJM} =  (—1)l+s- j {LSJM}, so the weak field 
singlet-state basis functions (i.e., the {SLJM} eigen­
functions) have the same form as the LS eigenfunctions, 
|1S,0,0,) =  (*S,0,0), |1D,2,M) =  ( W i ) ,  and 
|1G,4,Hi) =  (T/O.Mz,)- The {LSJM} basis of the 
triplet states is obtained as the linear combinations of 
the {LSMlM s} basis prescribed by the Wigner coeffi­
cients (where jx = L, j2 = S). After phase transforma­
tion to the {SLJM} basis the \W,J,M) and |3P,J,M ) 
basis functions assume the forms given in Table V (in 
which — (3P ,Ms,Ml ) has been used so that correct 
phase is present).

The symmetry levels into which the free-atom basis 
functions must separate under the perturbation of a

(25) Tabulations of the Clebsch-Gordon coefficients are readily avail­
able from such literature sources as ref 12, Tables 1-4;3 ref 23, Appen­
dix C; ref 13, section 5—10; J. M. Blatt and V. F. Weisskopf, “ Theo­
retical Nuclear Physics,”  John Wiley & Sons, New York, N. Y., 
1952, Appendix A; and E. P. Wigner, “ Group Theory,”  trans. J. J. 
Griffin, Academic Press, New York, N. Y. 1959, Chapter 17.
(26) See eq 143 (6) of ref 12.
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Table IV: The [S,L,Ms,Ml ] Basis Functions for d2

!G:

4

3 [<#>i(oc)fa((i) +

2 a/3  y/Z

1 =̂<#>o(“)0i(/3) +  < fn (a )< t> o(t3) +  ¿ - l W f a i P )  +  < f a ( a )< t > - i ( P )

4 4 6 1 10 +  -̂ ==<#i_i(a!)4>i(/3) +  * (« )* < »  +  <¿>2 («)</>—2 (0) +  <t>

— 1 ■ ^~<t>o(ce)<l>-1(|3) +  +  ^ 7 =  0i(a)<i>_i(|8) +

2 Wo
— 2 ^7=<i>_i(a)<^_i0) +  0o(a)if>-2(/3) +  <t>-2(a)<l>o(f))

- 3 V2
— 4 2(0)

<h(a)<i>i(a)

[i>_2(a)^_i(/3) +  <f>-i(“ )0-2(/l)]

3F:

-1

- 2

- 3

<fa(oc)<t> o(a)

_</>a(0)0o(/3)

/̂= [<#>i(0)<Ma) +  <f>i(«)<#>o(̂ )] +  [<̂ 2(/3)<̂ _i(or) +  <f>2(a)0-lO3)]

~^<hW<l>oW +  ^=<fo(p)<t>-¡(0)

' 2  17̂=</>i(a)ii>_i(a) +  ~̂ y=<)>i(a)<l>-.i(a)

V2  1^ ¡j [<f>i(0 )<#»-! (a) +  <fr(a)<£-i(/S)] +  [i#>2(0)<M(«) +  cf>2(a)<#>_2(/3)]

2 1

’V 2  \/3^ 7= < ô(a)0 -i(a ) +

1 -v/3
[0oO)<A—1(«) +  0o(<*)0-i(0)] +  [<M0)<M(<*) +  ^>i(a)0_2(|3)]

</>o(a)< -̂s(a)

[<t>o(t3)4>_i(a) +  î o(a)<̂ _2(/3)]

<j>-i(a)4>-2(a)

[0 - i(0)<M(a) +  i^_i(a)0_2(/3)]

>-i(/3)<f>-2(/3)

— +  ^̂ <f>o(a)<#>2(/3) +  <h(a)<t>o(P)
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Table IV (Continued)

1

'D: 0

-1

3P:

-1

3S:

(or )4>~i (ß) +  — ^ 7 =  0i(a)^o(^) — ^ 7=<#>o» 0 i(|8 )
V3
/ '
1

^ ÿ = < h (*)4>-i(ß) +  ^ = * - l M < h ( f l )  -  <t>^(ß) +  3)

<t>o(a)(fi-i(ß) — —y= 0_i(of)0o(ß ) +  <j>-i(a)<t>i(ß)
V 7

- 2

V i i '
V2

V7'
V2

V ì i  
V3
-^ 0 _ i( a ) 0 _ i( / 3 )  +  -^^<t>o(a)<t>-2(ß )  +  ^|<#>_2(a )0  0(/3)

‘ .y/g y/2

V3 1
^7= [<̂ i(ß)0o(a) +  <V“ )<VfO] — [<V/3)<i>-i(<*) +  02(a)0_i(ä)]

V3 V2
— -^i^<i>i(ß)<l>-l(ß)

0i(a)0_i(o:) V  4
V5

V2 [0*W0-«(a) +  02(a)0_2(/3)]

V ö

[<Ai(i3)0_i(a) +  0i(a)0-1(/3)]

1 V i
-^=<ln(ß)<j>-i(ß) — ~^= <j>i(ß)<t>-.t(ß)

’V3 V20o(a)0-i(“ ) — 0i(a)0-2(«)

\/3 1
^ 7= =  [ 0 o ( / 3 ) 0 - i ( « )  +  0o(<*)0_iO3)] —  [ 0 i (| 3 )0 -2( « )  +  0i(a)0_2(/3)]

V3 , , V2
0o(0)0-i(/S) — ^=<i)i(/3)0_2(ß)

— ^~<j>i(a)4>^i(ß) — ^ 7  0_i(aO0i((3) +  ■^ztt>o(a)(f>o(ß) +  0_s(a)0i(0) +  <f>2(a )0 -2(0)

regular trigonal bipyramidal crystalline field (D3h) are 
readily shown to be27,28

|1S ,0 ,M >  =  >S„— ► ft 

1‘G, 4, M) =  *g 4 —■> ri +  2r 3 +  r 4 +  r 6 +  r 6 

i‘D, 2, M) =  7d 2 ft  +  r 3 +  r 6 

J3P, 2, M) =  3p 2 - h>- ft  +  r 3 +  r 6 

[3P, 1, M) =  3PX r 2 +  r e (3)

[3P, 0, M) =  3P0 ft

|3F, 4, M) =  3f 4 — »  ft  +  2r3 +  ft  +  ft  +  r 6 

[3F, 3, M) =  3f 3 — > r 2 +  r 3 +  ft  +  r 6 +  r 6 

|3F, 2, M) =  3f 2 — *- ft  +  r 3 +  r 6

Transformation properties of the] 2S+1L,J,M) basis 
functions under the D3h symmetry operations can be 
observed with the use of the appropriate D\a,p,y) 
rotation matrices.29 From these rotation characters 
one readily sees that the symmetry requirements for 
D 3h eigenfunctions are satisfied by the basis functions 
themselves, or by the elementary linear combinations of 
two basis functions (of the same absolute value M).

By adopting the additional (arbitrary) symmetry 
requirement for distinguishing the "a”  and “ b”  com­
ponents of r 3 and r 6,10'30 we easily identify the D 3h

03(2) 73,6® =  - e ±w/373,6® (4)

symmetry eigenfunctions listed in Table VI.
Since our basis functions are the standard { SLJM ] 

wavefunctions for the free-atom, the electrostatic 
term energies and the spin-orbit matrix elements are 
given in section 57 and Table I,11 respectively, of ref 12. 
The crystal field perturbation is diagonal in ft and 
multiplicity, and straightforwardly calculated in terms 
of the one-electron integrals. The perturbation ma-

(27) Reducible representations for these eigenfunctions of total angu­
lar momentum are easily constructed by use of the standard equation 
for generalized rotational characters, as given, e.g., in chapter 4 of ref 
13 XJM  — sin (J  +  l/ j)  a/sin (a/2).
(28) The order of the irreducible representations, IT, of the Dsh 
character table is that of F. A. Cotton, “ Chemical Applications of 
Group Theory,”  Interscience Publishers, New York, 1963, Appendix 
II; i.e., Ai\ A2', E ', A i" , A2" ,  E " , respectively.
(29) The Dsh operations were performed through the following 
Eulerian rotations: Cs(z), a =  2 r/3 , y =  0; C2(x), a =  0, ff,y = 
ir; (Tv(xz) =  City), a ,y  =  0, 0 =  x; vh(xj/) =  Ci(z), a =  r,8,y  = 
0; and Si(z) = Ctis(z), a = 5ir/3,/3,7 =  0.
(30) See also ref 3 for the analogous d1 calculations in cubic symmetry.
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Table V : The \3F,J,M) and \3P,J,M) Basis Functions

|3F, 4, 4) = (3F, 1, 3) = 4>2(a)4>i(a)
|3F, 4, 3) = V V ^ F , 1, 2) +  V W F ,  0, 3)
|3F, 4 , 2> = V ’VmAF, 1, 1) +  V 3A(3F, 0 , 2) +

\/_’As(!F, -1 ,3 )
| 3F ,  4 , 1 ) =  V V ^ F .  1 , 0 )  +  0 , 1 )  +

V 3A s ( 3F ,  - 1 ,  2 )

|3F ,  4 , 0 )  =  V 3/ i 4 ( 3F ,  1 , - 1 )  +  \ / V 7 ( 3F ,  0 , 0 )  +

V 3 / 14( 3F ,  -1 ,1 )
13F ,  4 , - 1 )  =  V 3A s ( 3F ,  1 , - 2 )  +  V “ A 8( 3F ,  0 , - 1 )  +

V v T«(3f , -1 ,0 )
| 3F ,  4 , - 2 )  =  W m C F ,  1 , - 3 )  +  V 3A ( 3F ,  0 , - 2 )  +

V^Âs(3F, —1, —1) _
|3F, 4, -3 )  = W «(*F . 0, - 3 )  +  V 3A(3F, -1 ,  -2 )  
|3F, 4, -4 )  = (3F, -1 ,  - 3 )  =
|3F, 3, 3) = V V ^ F , 1, 2) -  V V ^ F , 0, 3)
| 3F ,  3, 2 ) =  V / m C F .  1 . 1 )  -  V V i C F .  0 , 2 )  -

’ A ( 3F ,  -1 ,3 )
| 3F ,  3, 1> =  W i C F ,  1, 0) -  W i 2 ( 3F ,  0, 1 )  -

VVT^F, -1 ,2 )
| 3F ,  3, 0) = V > A ( 3F ,  1, - 1 )  -  V M ' F ,  -1 ,  1)
| 3F ,  3, -1 )  = VVTtAF, 1, - 2 )  +  W « ( 3F ,  0, —1) —

W iC F , -1 ,  0)
| 3F ,  3, - 2 )  =  » A C F jJ ,  - 3 )  +  W « ( * F ,  0 , - 2 )  -  

W l 2 ( 3F ,  - 1 ,  - 1 )  _

|3F, 3, -3 )  = V W *F , 0, - 3 )  -  \A /4(3F, -1 ,  -2 )  
| 3F ,  2 , 2 ) =  V * A i ( 3F ,  1 , 1 )  -  V 6A i ( 3F ,  0 , 2 )  +

\/V7(3F, - 1 ,  3)
| 3F ,  2 , 1> =  V W * ,  1 , 0 )  -  V sA i ( 3F ,  0 , 1 )  +

V ’ % . ( 3F ,  - 1 ,  2 )

|3F, 2, 0) = V V vi’F, 1, - 1 ) -  V V ^ F , 0, 0) +
V 'A ( 3F, - 1 ,1 )

|3F, 2, - 1 )  = V “ A d3F, 1, - 2 )  -  V 8A.(3F, 0, - 1 )  +  
n / ’ A ( 3f , - 1 , o )

] 3F ,  2 , - 2 )  = V W F ,  1 , - 3 )  -  V / u ( %  0, - 2 )  +  
V ’ A i ( 3F ,  - 1 , - 1 )

|3P, 2, 2) = — (*P, 1, 1)= -
VVs0, («)<#>»(“ )

|3P, 2, 1> = -  \AÂ(3P, 1, 0) -  \AÂ(3P, o, 1)
]3P, 2, 0> = - \ A / 6(3P, 1, - 1 )  -  V V .C P , 0, 0) -

V 7 e (3P, - 1 , D
3P, 2, -1 )  = - n/ 7 2(3P, 0, - 1 )  -  V 'A (3P, - i ,  0) 
3P, 2, - 2 )  = - ( 3P, -1 ,  -1 )
3P, 1,1) = -  V t ^ p , 1, 0) +  V V tAP, 0,1)
3P, 1, o> = - V 7 * ( 3P, 1, - 1 )  +  W s ( 3P, - 1 ,1 )
3P, l, - l )  = - V v _2(3p , o, - p  +  \AÂ(3P, - i , 0)
3P, 0, o> = -V V 3 (3P, 1, - 1 )  +  W iC P . 0,0) -

VV.CP. - i ,  i)

trices for the “ a”  and “ b”  components of r 3 and r 6 are 
not identical, but differ by a ( —1) factor in several 
conjugate off-diagonal elements. As this phase-factor 
occurs to even powers in the cofactor expansion of the 
determinant, however, the perturbation energy levels of 
r3a, r3b and of r6a, r6b are indeed doubly degenerate.* 31 
The complete perturbation matrix for the d2 configura­
tion in a weak crystalline field approximation, then, is 
given below in its blocked form according to F,.

C. A. L. Becker, D. W. M eek, and T. M. D unn

Table VI: The D3b Weak-Field Symmetry 
Eigenfunctions for d2

DAS») = I’S, 0, 0) r 2(3P0 = |3P, 1, 0)
r i(3P0) = |3P, 0, 0) r 6a(3Pi) = i3P, i, i>
r3a(3P2) = |3P, 2, -2 ) r6b(3Pi) = |3P, i, - i )
r 3b(3P2) = |3P, 2, 2) r ,( lD2) = I’D, 2, 0)
Ti(3P2) = |3P, 2, 0) r 3a(’D2) = I’D, 2, -2 )
r 6a(3P2) = |3P, 2, 1) r3b(*D2) = I’D, 2,2)
r 6b(3P2) = |3P, 2, -1> r 6a(iD2) = I’D, 2, 1)
r ,(3F2) = |3F, 2, 0) r 6b(1D2) = I’D, 2, - 1 )
r 3a(3F2) = |3F, 2, -2 ) r 6a(3F2) = |3F, 2, 1)
r 3b(3F2) = |3F, 2, 2) r 6b(3F2) = |3F, 2, - 1 )
r 2(3F3) = |3F, 3, 0)
r 3a(3F3) = |3F, 3, -2 ) r 3b(3F3) = |3F, 3, 2)
r 6a(3F3) = |3F, 3, 1) r 6b(3F?) = |3F, 3, - 1 )

r 4(3Fa) = l /V 2 i| 3F, 3, 3) -  |3F, 3, -3 ) }  
r 5(3F3) = 1/ V 2{|3F, 3, 3) +  |3F, 3, -3 ) }

r 3. '( 3F() = |3F, 4, 4) r 3a" ( 3F4) = |3F, 4, - 2)
r 3b'(3F4) = |3F, 4, - 4 )  r 3b" ( 3F4) = |3F, 4, 2)
r 6a(3F4) = |3F, 4, 1> r 6b(3F4) = |3F, 4, — 1)

ri(3F4) = |3F, 4, 0)
r 4(3F4) = 1 /V 2{|3F, 4, 3) +  |3F, 4, -3 ) }
r 6(3F4) -  l/\ /2 {|3F, 4, 3> -  |3F, 4, -3 ) }

B ( ’GO = |’G, 4, 0)
r 3a'(1G4) = hG, 4, 4) r 3a" ( 3G4) = |>G, 4, - 2)
r sb'(»G0 = | ‘G, 4, — 4> r 3b" ( 3G4) = |1G, 4, 2)
r 6a(1G4) = |’G, 4, l) r 6b(>G4) = 11G, 4, - l )

r 4(3G4) =  l /V ^ i l ’G, 4, 3) +  1‘G, 4, -3 ) }
r 3(1G4) = l /V ^ i l ’G, 4, 3) -  I’G, 4, -3 ) }

The Strong-Field Approximation

Like the weak-field approximation the strong crystal­
line field approximation is formulated in three steps: 
determination of the basis functions, construction of the 
symmetry eigenfunctions, and calculation of the per­
turbation matrices. The strong-field basis functions 
must be the D3h crystalline field (orbital) eigenfunc­
tions. Two electrons occupy the one-electron d-atomic 
orbitals in the configurations of a strong trigonal 
bipyramidal crystalline field in order of increasing 
energy:32 (e")\ (e")(e'), (e ')2, (e ")(« i'), (e')(ai'), (a / )2. 
These direct products of one-electron symmetry states 
are reduced as, AL T  A2’ -f- E ;, Ai^ T  A2r/ -h E ;/, Air T  
A2' +  E ', E " , E', and Ai', respectively. By the 
correlation of these strong-field basis functions with the 
simple crystal field calculations in a weak-field ap-

(31) T h e  r 3a, r 3b and Tea. F6b com p on en ts also rem ain orth ogon a l 
in sp in -o rb it  in teraction , o f  course, as can  be read ily  seen b y  inspec­
t ion  o f their J  and M  values.
(32) E v en  in  ordering the energy levels fo r  th e  strong-field  tw o -e lec ­
tron  configuration , som e p rop ortion a lity  betw een  the intrinsically  
p ositive  crysta l field param eters D q  and D b  m ust b e  assum ed. A s 
p rev iou sly18— ’and for  the  sam e reasons and w ith  th e  sam e restric­
tions— w e have assum ed the relationship , D b  =  1.72D q.
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Figure 1. The schematic first-order weak crystalline field 
diagram for a d2 configuration in a regular trigonal 
bipyramidal environment with Db = 1.72Dq.

proach,* 33 we can assign the multiplicity of the states 
arising from each strong-field configuration

{ e "Y  — ► » V  +  3A2' +  >E'
(e ")(e ')  — >  »Ai" +  3 Ax" +  h V ', 3A2"  +  1E ”  +  3E "  

(e')2 — > 'A /  +  3A2' +  4E ' (6)
(e " ) (V )  — >  ‘E "  +  3E "

(e')(ai) — >■ 4E ' +  3E ' (a /)2 — >  ’A /

The strong-field basis functions are simply the one- 
electron product-type orbital functions of the strong- 
field configurations, constructed to have the requisite 
symmetries of the correlation diagram. Spin func­
tions must be (implicitly) included with these orbital 
functions, however, to distinguish the singlet and triplet 
spin states.34 The transformation properties of the 
orbital components of these one-electron product 
wavefunctions are obtained through use of the ap­
propriate D2(a,p,y) matrices, and from the rotation

Table VII: The D3h Strong-Field Basis Functions for d2

+  +  4---- j--- b -----
(e")2: 3A2r: ¡0k£-i|, 1/\/2[|$i0-i| 4* |<£i<£-i|], |<£k/>-i|

_l—  — f-

'A / :  l/\/2[|<̂ ic#>_i| —
4---  +  “

1E/: I I, I I
_  + 4- 4 - 4 -

(e")(e'): 3A2" : \/y/2\<h<i>i\ +  l/v ^ k -n M l
4—  — b 4“ — — +

1A[|<̂2<̂>i| 4" \<f>2<f>l\ 4  |<A—10—2I 4" 10—10—2) ]

l/\/2|020l| +  1 /  \ / 210—X0—2 j
_4 b +  4

3Ai": 1/ \ / 2|020i I — 1 /  *v/210_i0_21
_j—  — (- 4- — — 4-

1At|020l| +  |020l| ~' ¡0—10—2 J — |0—10—2] ]

1/\/2|020i| — 1/-\/2|0—10—2I
4—  — b ------

3E": ! 020—1 j > 1 /  2 [ 1020—11 4  1020—11 ] ) 1020—1J
4-+  4—  — b -----
1010—2] j l/[\ /2  |0I0—2I 4  1010—2|] ) ¡010—21 

4—  — b 4- — — 4-
1A2// : 1At 1020l| — 102011 — ¡0—10—21 +  ¡0—10—2| ]

4—  — b 4- — — 4
1Al,/: 1/2[ 102011 ■”  102011 4* ¡0—10—2) — ¡0—10—21 ]

_ 4—  — b _  4- —
1E " : 1/ ”% /2  [ ¡020—1 I — ¡020—11] , 1 / *\/2 [ 1010—21 “

4-4- 4—  — b —
( e ' ) 2 : 3A ' 2 ’. 1020—21 j  1 / v / 2 [ | 0 2 0 - 2 |  4 "  ¡020—2I] , )020—21

_  4—  — b
*Al': 1 / 2  [ 1020—21 — ¡020—2) ]

4—  — -b
1E': ¡«A^l, 10—20—21

4_4_ 4—  — b —
(e")(ai'): 3E ": ¡0i0o|, 1 / *v/2[10i0o| +  |<M>o|]| ¡0i0o|

4--b __ 4—  — b -----
1000-11 > l/V2[|0O0-l| 4  ¡000—1|] , ¡000—1|

4—  — b 4—  — 4
*E": 1 /  [ 10i0o I — 10i0o I ] > 1/\ /2  [ 10o0-i I — ¡000—1| ]

4-4- 4—  — b ------
(e')(aif): 3E': 1020o|, l/\/2[|^20o| 4- [020o|], ¡020o|

4-4- _  4—  — b -----
¡000—2) j 1 / 'V/2 [ 1000—21 4- ¡000—2)] , 1000-21

4—  — b 4—  — b
XE': 1 /  x/2 [ 10200 — 102001 ] , 1 /  [ i 000—21 — 1000—21 ]

4—
(di')2: *A': ¡0o0o|

characters one can easily identify satisfactory eigen­
functions in terms of the component wavefunctions or 
their elementary linear combinations. The strong D 3h 
crystalline field (orbital) eigenfunctions thus determined 
are shown in Table VII.

(33) For methods of constructing the correlation diagram between 
weak- and strong-field approximations see, for example, Chapters 8.4 
and 4-h of ref 28 and 14, respectively.
(34) Ballhausen14 well exemplifies this determination of symmetry 
properties for the two-electron orbital functions, where the rotation 
operators transform only the orbital functions and simply carry along 
the spin functions untransformed.
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The D3h Strong-Field Symmetry Eigenfunctions for d2

+ -  -  + _ 4---  —h
riOA'Ke")2]) = l / V 2[|010-l| -  1010-11 ] _ 4— —h

ri(oA2'[(e')2]) = l /\ /2[|̂ 20-2| +  2I]-j—1_
rdSAdKe")2]) = l /\ /2[|010_l| +  1 010—11 ]

_ ---- 4- 4*
ri(±E"[(e")(a,')]) = l/\ /'2[|010o| +  1000—1| ]

ri(±E''[(e")(e')l) = l / v /2[|02<i>-l| +  |$1<A-2|] rd'A /Ka/)2!) = |0O0o|
rd'A/Ke')2]) = l /\ /2[|</>20—2] — |<̂20—2I ]

r2(±E"[(e")(ai')]) =4- —

r2(±E"[(e"l(e')])
_ ---- 4" 4“

l/"v/2[|0i0o| — j 000—1 [ ]
= l / v /2[|020_l| — j 010—2| ]

4. __
r3a(»E'[(e")2]) — 1 1 r3b0E'[(e'')2l)

1
= |010l| + +

r,.(iE "[(e")(e ')]) = 1010-21
_ 4~ 4~ 4“ +

r3b(+E"[(e")(e')]) = 020-11
r»a(+Ai"[(e")(e')]) = l /\ /2[|020l| — |0_10_2|] r8b(-Ai"[(e")(e')l) = 1 /  \/2 [ 1 02011 — |0—10—2]]
r3a(+A2"[(e")(e')]) = l / 's /2[|020l[ +  |0_10_2|] r3b(lA 2"[(e")(e')l) = V  V 2[|020l| +  |0—10—2) ]

= 0—20—21 
4" 4“

r3a(iE'[(e')2]) = I0202I r3b(1E'[(e')2])
r 3a(iE "[(e")(a i')]) = [ 000-11 _j--- ---j_ r,b(+E"[(e")(ai')]) = 1010o|

H— —h
rsaOE'Ke'Xai')]) = 1 /  ”\/2 [ 1000—2] — [ 000—2 j ]

4--- ---h r 3b(2E'[(e')(ai')l) = 1/'V/2[|020o| — |0a0o|]
4— —f*

r3a(oE'[(e')(ai')]) = 1 /  "v/ 2 [ 1000—2I +  j 000—21 ] r3b(oE'[(e')(ai')]) 
- +  + -  - +

= 1 /\ /2[|020o| +  102001 ]
r«(1A1"[(e ,,)(e')]) = l/s
r ((3oA,"[(e")(e')]) = Vs 

r 4(±E '[(e ')(a i')])

r 6a(| A 2'[(e” )2])

r,«(1E "[(e ")(e ')])
r«»(oE"[(e")(e')])
r8,(+A2'[(e')2])
r«,(1E''[(e'')(ai')])

"1“ |0_10_2| - |0_10_2I]
—h + — — +

+ |<#>s0i| +  ¡0_i0_2| +  |<£__0_2|]
I/\/2[|020o| +  |<#>O0_2|]

H—  — h + — — 4-
r  5( 1A 2"  [ (e ")(e ')] )  =  V s [|< i> 2</>i| —  —  |</>-i«#>-s| +  | 0 _ i 0 _ 2| ]

r6(|Ai"[(e")(e')]) = Vs[|<M>i| +  [<#>s0i| — |0_i0_2| — 10—10—21 ]

r 6(±E 'l(e ')(a i')]) = 1/ V 2[|0s0o| -  |0o0-s|]

_ H— —h
= l/\/2[|020-l| — |020-l|]

_  4—  — h
= l / v /2[|020-l| +  |020-l|] 

+ +
-  +_ -i—

= l / \ / 2 [ | 0 1 0 o |

r..(?E"[(e";(ai')l) =  1/V2[|0.0o| +  |0 i0o|]

r ea( i E ' [ ( e ' ) ( a , ' ) ] )  =  |0 s0 o|

r6b( -  A2'[(e")2] )
r6b(1E"[(e")(e')])
r 6b(?E ''[(e")(e ')])

r 6b( - A 2'[(e ')!])

r 6b(1E "[(e")(a i')])

r 6b(g E "[(e " )V )])

r6b(+E'[(e')(a.')])

_ 4  —h
1 /  a/ 2 [ ¡010—2I — |010-2|]
1/V2[|010—2| +  j 010 — s| ]

! 020-21
_ 4  --f"

l /V /2[|0o0-i| — 1000—11 ]
_ 4  --b

l/\/2[|0O0-l| +  j000—11 ] 
+ +

From the weak-field case we know that seven eigen­
functions of ri(A i') symmetry, two of r 2(A2'), eight of 
r 3(E '), three each of F4(Ai" )  and r 5(A2" ) ,  and seven of 
r 6(E ") are required for the d2 configuration. The 
transformation properties of the basis functions (explicit 
spin) are easily obtained by successive application of 
the appropriate D2(a,/3,7) matrices, and again this 
procedure identifies satisfactory symmetry eigenfunc­
tions directly as the basis functions or their simple linear 
combinations. The strong D3h crystalline field sym­
metry eigenfunctions chosen in this work are listed in 
Table VIII. Here the rotation characters under C3(z) 
have again been used to distinguish the r 3 and r 6 
components, and the preceding subscript of + ,  0, or — 
on the symmetry designation of the basis functions has 
been appended to identify the spin state of the con­
stituent triplet basis function or functions. It is 
observed that the only required linear combinations

occur between components of a doubly degenerate 
crystalline field basis function, so the orbital character, 
but not the spin character, in these combinations has 
always been preserved in constructing the (total) 
symmetry eigenfunctions.

The matrix elements of Coulombic perturbation for 
the D3h strong-field symmetry eigenfunctions are 
calculated in terms of the Slater-Condon-Shortley 
parameters, Fk, by use of Tables Is and II6 of ref 12.35'36 
The Coulombic perturbation is of course diagonal in 
and also in spin multiplicity. The matrix elements for 
the r 3a, r 3b and for the r 6a, r 6b components of the dou­
bly degenerate eigenfunctions are identical, and so are 
the Coulombic terms for the F 4 and IV, eigenfunctions so 
that these two 3 by 3 energy matrices can be degenerate

(35) R eference 12, C hapter 6.
(36) R eference  14, C hapter 2.
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as they were in the weak-field approximation. Since 
the parameter F0 appears identically in only the 
diagonal elements, it has been subtracted out of the 
secular determinant without altering the eigenvalues.

To calculate the spin-orbit perturbation on these 
two-electron wavefunctions, which are not of course 
total angular momentum eigenfunctions, we may use 
the generalized two-electron spin-orbit Hamiltonian 
expanded as the sum of one-electron operators, each 
operating only upon its designated electron37 

2
3C' = X  £ ( r j ) { L z j S z} +  V2 ( L x j  +  i L v j ) ( S x j  —

3 =  1

iSVj) +  1/ i ( L x j  — iLVj) (Sxj +  i S y j ) }  (7)

The one-electron components of the matrix elements 
then follow the general form,37 and the spin-orbit

(yslmBmi\ L-$| y'sl'ma'm\') =  h2S(y Im; y 'I'm') X

{5(ma,ms')mims +  ±  1) X

■\/(Z — m +  V2 )(i +  m +  */2)} (8)

perturbation matrices are easily computed. As in the 
weak field approximation the spin-orbit matrices for 
the D and P5 eigenfunctions are identical.

The strong crystalline field perturbation is of course 
completely diagonal, and the matrix elements are 
simply the sums of the one-electron crystal field 
(orbital) levels which are filled in that particular 
configuration. The total perturbation secular de­
terminant for the d2 configuration subjected to a strong 
trigonal bipyramidal crystalline field is given below, in a 
blocked form according to the T* symmetry of its basis 
functions. To be appropriate for a d8 electronic 
system (df positronic system) only the signs of the 
spin-orbit and crystal field parameters need be changed.

D3h Correlation Diagrams
After computing the Coulombic perturbation we are 

now in a position to construct the strong-held portion of 
the D3h correlation diagram. Since both the crystalline 
held and Coulombic perturbations are expressed in two 
parameters, we adopt the following proportionalities 
for lack of experimental values38

Db =  1.72Dq and F2 =  UFt

Tentative orderings of the crystal held levels within the 
L S  terms of the weak held eigenfunctions and of the 
Coulombic perturbation of the strong crystalline held 
(orbital) eigenfunctions are made, and a useful, if, 
nevertheless, still approximate, correlation diagram for 
the d2 conhguration in Dr!!l crystalline held is obtained 
in Figure 2.

Since our interest is directed also at the d8 conhgura­
tion, we modify the correlation, diagram so that it is 
appropriate to the d8 conhguration. A d2 electronic 
and positronic conhguration will be subjected to the

2
same Coulombic perturbation (he., X  e2/ r«), so the

i> j
ordering of the LS terms in the weak-held case and the 
Coulombic perturbation levels within the strong held 
conhgurations are unchanged. The crystalline held 
perturbation, however, is a repulsion between the metal 
valence electrons and the substantially negative lig­
ands, so its parameters must change signs for the posi­
tronic case. Thus the crystal held levels within the 
LS terms of the weak-held case and the two-electron 
conhgurations of the strong held case are inverted in 
going from the d2 to the d8 conhguration. This 
correlation diagram for a d8 conhguration in D 3h 
symmetry, subject to the same approximations as was 
the d2, is shown in Figure 3.
Calculations for Lower Symmetry

As in the case of the d1, d9 calculations,10 the crystal 
held and crystal held-spin orbit perturbation calcula­
tions for the d2, d8 conhguration subjected to a dis­
torted or pseudo-trigonal bipyramidal held39 40 of D 3h,

(37) From equations l u (1) and 73 (3) of ref 12.
(38) The approximate proportionality, Fi/Ft =  13.8, results from 
evaluation of the specified integrals using the hydrogenic d-orbital 
radial functions.36
(39) Defined in the same manner as in ref 10, in that the distorted 
trigonal bipyramidal environment has unequal axial and equatorial 
bond lengths, or, equivalently, has nonidentical axial and equatorial 
ligands (i.e., MA3B2), so that the resulting structure is still rigorously 
D3h in symmetry but has: a (equatorial)/b (axial) = c r 4 l. Apseudo- 
trigonal bipyramidal environment may be considered that of C3v, 
or lower, symmetry, in which the three equatorial ligands remain 
equivalent (i.e., the C3 axis is preserved) but the axial positions are 
no longer exchangeable. The crystal field potentials and/or pa­
rameters, in the ionic-model system of calculation,40 will of course be 
different for these several examples.
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34[(«‘>2]

Xti«')2]

V[ («•)(•!)]

Xct»i)2]

-5F, -  24F, - X Db -  I

**i ’ E *2 *1

X \  -6F2 + 30F4 0

X 7F2 + 56F4 -  Xfcq + Db -  E X 0 -6P2 -  <0P4

X X -2F2 -  39F4 -  jX -  -  jDb -  B X -X

-6F j + 30F4 0 -X 4F2 -  69F4 X j|d<i -  2Db -  B 2X

0 -6F2 -  40F4 -X 2X 4F2 + 71F4 + f^Dq -  2Db -  B

/375X

-/372X

-5 /6?P x 15/6?,

\

- /2?2 - 30/2?̂

4/2F, + 15/2?,

/mi -  /Î7ÏX -V6F2 X 15/6F4

- /2F2 -  3CV2F4 0

F2 -  54F4 -  $X + l f m  + ¡Db -  ]

4/2F, + 16/2? ̂ /3X 4F2 x 36F4 + + 2Db -  E

r2 3b" V r4 . r5 34 ' V 1 V  1a"*1» a2 5e '

-2P2 -  39F, -  |X -  g » ,  -  ^Db -  E -3/6P2 + 15/6P4 -8P2 - 9F4 -  ÜD4 -  Job -  E 1/2X /3/2X

V [ ( . - ) ( . } ) ] -3/6P2 + 15/6F4 P2 -  54P4 |x + -^Dq + |Db -  E

= 0

1a![ , l *2t <e” )<•• ) ] 1/2X 4F2 + F4 -  g D , -  §Db - E /3/2X

V [ ( . ' ) ( . ; ) ] /3/2X /3/2X -8F2- 9F4 * X + l||

r3 V 3*2
1e ' V V V

V r . " ) 2] P2 + 16F4 -  + Db -  E -  '̂ §X 0 % 0 /6/4X 0 2/3?2 -  1Q̂ P4

-  ¿§X -8P2 -  9F4 -  ||Dq -  §Db - E 0 3/2X f t 0
/6/4X

V t ( .» K * ') ] 0 o -2F2 -  39F4 X §X -  I|dî -  jDb -  E 0 0 -5/6?2 x 15/6?t q x /3/2X

¿¡X 3/2X 0 ^ f2 -  9F4 -  Ü » , - fob - e f t 0 &
4-

-  /6/4X

V tC .O 2] 0 /2/2X 0 X̂ 4F2 X F4 - 2Db -  E 0 0 0

V«.")(b{)] ¿|x 0 -3/6P2 + 15/6?4 0 0
2 - S*P4 * b ♦ If1” + Db -  E % - /2/2X

0 -  /6/4X /5/2X /C/41 0 -8P2 -  9P4 *9* -  E X

2/3P2 - 1C/3P4 /6/4X /3/2X -  /6/4X 0 X 21F4 + Ig D ! -  E

Dq - B

« 0

r6 V V ■R *• V *V

3̂ t(.*)2] -5F2 -  24F4 -  5°Dq + Db -  E /2/2X - /2/2X -6P2 + 30F4 /3/2X /3/2X 0

/2/2X -2P2 -  39P4 -  |§Dq -  Jüb -  E 3/2X /2/2X -3/6P2 x 15/6 F4 0 /3/2X

-  /2/2X 3/2X -2F2 X 31F4 -  g«4 - -  E /2/2X 0 /6F2 -  5/6P4 -  /2/2A

34«b')2] -6F2 + 30F4 /2/2X /2/2X 4F2 -  69F4 + gl)q -  2Db -  E 0 0 0

/3/2X -V6F2 + 15/6F4 0 0 F2 - 54F4 X f̂ >q X |  Db -  E 1/2X /2/2X

V [(f j(^ ) j /3/2X 0 /6P2 -  5/6F4 0 1/2X 3F2 + 6F4 + |2oq + |Db -  E /2/2X

0 /3/2X - /3/2X 0 /2/2X /2/2X -8F2 - 9?4 -  X + m D ( ? )
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Figure 3. The approximated correlation diagram of the d8 
configuration in D 3h environment with D b  =  1.72D q  
and F t =  147’,.

C3V, D3, or C3 symmetry, are very analogous to those 
for the regular trigonal bipyramid. Although the 
lower symmetries remove the (formal) symmetry 
distinction between the E ' an dE " wavefunctions (i.e., 
both become simply E), these eigenfunctions remain 
noninteracting under the (one-electron) crystal field 
perturbation; i.e., the (one-electron) perturbation 
matrix is diagonal for C3v as well as for D 3h. This 
“ accidental'-’ noninteraction of eigenfunctions having 
the same symmetry carries over into the two-electron 
case in that the only nonzero off-diagonal crystal field 
matrix elements (in the weak field approximation) for 
C3v symmetry are those previously observed for D3h. 
The additional off-diagonal elements “ expected”  for 
C3v symmetry; i.e., crystal field interactions between 
3A2[3F (± 3 ) ] -  3A2[3P(0)]; 3E [3F (± 2 )]  -  3E [3P- 
(± 1 )]; *E[lD (± l) ]  -  1E[1G (±2)], iE[»G(±4)]; 
^ [ ^ ( ± 2) ; -  *E[>G(±1)]; and ^ [ ^ ( ± 3 ) ]  -  
lA i[‘D(0)], xA i[’S(O) ]; all vanish because of the one- 
electron orbital relationships. Crystal field elements 
between iE'[»G(±4)] -  1E , [1G (± 2)], 1E '[1D (±2)]  
could have been “ expected”  from symmetry arguments 
alone, already under D3h symmetry, but also vanish 
because of the diagonal nature of the one-electron 
perturbation. In the strong-field approximation the 
crystal field perturbation will remain entirely diagonal 
for C3v, as it did under D3t.

Although the calculations have not been performed, 
it should be safe to anticipate that the symmetry 
eigenfunctions under C3v, D3, and even C3, while most 
probably not identical with those for D3h, will neverthe­

less be only slightly different linear combinations of the 
same basis functions.41 If this is true, the spin-orbit 
and Coulombic perturbations should be identical or at 
least equivalent, and the total perturbation matrices 
and resulting eigenvalues will be equivalent, after due 
adjustment has been made for the differing crystal 
field parameters. This similarity of the D 3h and C3v 
perturbation has already been suggested by Norgett

’a’, 7r,

er3

3fi,5

3C6

(c)

Figure 4. A perturbation energy diagram for trigonal 
bipyramidal N i ( I I )  using the approximated parametric 
values: D q  =  —3000 cm-1, D b  - 1.72D q , F t  =  1250 cm-1, 
F t — 83 cm-1, and X =  —335 cm-1.“  a, strong crystal field 
limit; b, intermediate crystalline field perturbation; c, 
crystal field-spin orbit perturbation.

(40) T. M. Dunn, D. S. McClure, and R. G. Pearson, “ Some Aspects 
of Crystal Field Theory,”  Harper and Row, New York, N. Y., 1965, 
Chapter 1.
(41) That is to say that while in D 3h, Da ( lD2) =  |’ D, 2, — 2), 
Tab (‘DO =  | iD, 2, 2) and r.a('Da) =| >D, 2, 1), Db (‘ Da) =  |>D, 
2, — 1), for example, under C3v, say, Taa.btllODi) =  ci|‘ D, 2, — 
2) +  ca|>D, 2, 2) and Tto.bPlODi) =  ci'I'D, 2, -  1) +  cj'I'D , 
2, l), but the basis functions, |'D, 2, ±2),|1D, 2, ± 1 ), not mixed 
under Dr,}, because of symmetry considerations, will remain nonmixed 
under Can, even when mixing is now permitted by the symmetry. 
See ref 10 for a pertinent discussion of this problem in the d l case.
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Table IX: Solution of the Weak-Field Matrices with Approximate Parametric Values“ for d8

-----Simple crystal field---------------------------------, Crystal field-spin-orbit calculations-
Weak crystal Intermediate

field limit crystal field CF state LS state r< Eigenvalue
-18,250 -18,250 >E' •F4 Ilk,! -18,650

’Fa i r s -18,350
’F2 iPe -18,300

-10,300 -12,050 ’E" ’f4 2rs -12,150
sF4 2r„ -13,100
’F3 i r 2 -11,850
’F4 ir, -11,250

-6,500 -6,500 •A,,," ’F4 3r3 -7,100
’F, 2r4,s -6,500
»f2 4F3 -5,750

-5,150 -5,500 ’A2' ’Fj 3r6 -6,000
’F2 2ri -5,450

-3,550 -12,200 *Ai' ‘D2 3r. -12,450
-2,250 -6,300 >E' ‘D2 5r3 -6,550

2,150 5,000 iE" ‘D2 4r6 5,400
350 2,100 3E " ’P2 6r3 1,950

*P:a sr« 2,100
’Po 4 r. 2,250
’Pi 2r 2 2,300

4,650 5,000 ’A2' ’Pi 6r6 4,700
’P2 5r4 4,900

-600 5,900 *Ai ' ‘G4 6U 5,700
1,200 -1,700 iE" ‘G4 7r6 -1,700
5,600 9,650 iE' ‘G4 7r3 9,650
7,050 7,050 iE' ■g 4 sr3 7,050
9,350 9,350 ‘Ai,»" ‘G4 3r4,6 9,350

27,950 30,100 ‘Ai' ‘S„ 7T, 30,150

Using the parametric values Ft = 1250 cm-1, Ft = 83 cm-1, Dq = — 1200 cm-1, Db = 1.72U?, andX = —390 cm-■152

et al.7 In this present work, however, application of 
these reduced-symmetry trigonal bipyramidal per­
turbation calculations seemed too limited to justify 
complete calculation.

Conclusion
This concludes, then, the purpose of our work as stated 

at the outset— at least in theory. The qualitative 
aspects, as well as the possible application, of this work 
fail to emerge clearly, however, because of the un­
wieldy size of these perturbation matrices. Thus it 
becomes necessary to expand these matrices with 
specific values for the five parameters, Dq, Db, Fit F4, 
and X—if only crude approximations—in order to 
observe their qualitative features, which will become 
quantitative upon use of correct parametric values. 
First we observe the weak-field approximation.

A value of Dq =  —1200 cm-1 is assumed reasonable 
for the Ni(II) in trigonal bipyramidal complexes,42-45 
and the Slater-Condon-Shortley parameters are taken 
as Fi =  1250 cm-1 and F4 =  83 cm-1, being decreased 
24% and 32%, respectively, from their free ion 
values.45-47 The value of the spin-orbit parameter 
used is X =  —390 cm-1, which is 60% its free value,48 
and Db has again been assumed 1.72Dq. The results 
obtained from the weak-field perturbation matrices 
with these parameter values are summarized in Table IX ,

in which the energy levels obtained from the weak 
crystalline field limit of the d8 correlation diagram 
(diagonal crystal field perturbation) and from an 
intermediate crystalline field perturbation matrix 
(crystal field-Coulombic perturbation) have also been 
included. One immediately observes the severe limita­
tion of the weak crystal field limit—especially for the 
singlet levels and for 2E " [3F,3P]. These errors result, 
of course, because in the weak-field limit the off-diagonal 
crystal field matrix elements—which are quite signifi­
cant in this example—have been ignored.49

(42) A  somewhat smaller absolute value o f D q — say —1000 c m -1 
which is closer to a median value within the range of known D q  for 
octahedral coordination by poly dentate N-eoordinating ligands43 -45— ■ 
would give closer agreement with the observed spectra o f trigonal bi­
pyramidal high spin N :(II) complexes.6 T he D q  value of — 1200 
cm - l  is roughly the largest observed value for octahedral (paramag­
netic) N i(II) complexes.43-®
(43) C. Klixbtlll Jorgensen, A c t a  C h e m . S c a n d .,  9 ,  1362 (1955).
(44) C. Klixbtlll J0rgensen, ibid., 10, 887 (1956).
(45) O. Bostrup and C. Klixbtlll Jorgensen, ibid., 11, 1223 (1957).
(46) J. Hinze and H . H . Jaffe, J .  C h e m . P h y s . ,  38, 1834 (1963).
(47) These values of F t  and F t ,  which are equivalent to 15JS =  12,500 
cm -1 and 8B +  2C =  12,500 cm -1 since B  =  F t  -  5F t  and C =  
3 5 F 4, are very appropriate for the nephelauxetic effect observed in 
octahedral complexes of N i(II) with N-coordinating ligands.45 These 
values of Fk also exhibit, incidentally, an F t / F 4 value of 15.
(48) J. S. Griffith, “ The Theory o f Transition-M etal Ions,”  Cam­
bridge University Press, New York, N .Y ., 1961, Appendix 6.
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Table X : Solution of the Strong-Field Matrices with Approximate Parametric Values“ for d8

,-------------------------------------------S im ple crysta l field------------------------------------------- . ' --------------------------------C rystal fie ld -sp in  orb it  calculations-
S trong crystal Interm ediate O rbital

field lim it crystal field C F  state con figuration Ti E igenvalue

-34,450 -36,150 ■ v 1Ax'l(e")‘ (e')4] lR -36,200
-29,450 -29,500 3E' 3E '[(e")4(e')3(ai')] iR,« -29,850

ir3 -29,500
iR -29,200

-17,000 -17,250 iE' 1E'[(e” )4(e')3(ai')] 3R -17,200
-16,300 -18,000 8E " 3E"[(e” )3(e')4(ai')] 2r g -18,200

2R -18,000
1R -17,800
2R -17,800

-8,850 -9,050 iE” 1E"[(e” )3(e')4(ai')] 3r 6 -9,050
4,250 775 ’At' 3A2'[(e” )4(e')2(ai')2] 3R 700

4R 750
10,050 10,050 iE' ,E '[(e")4(e')2(ai')2] 7R 10,050
15,850 10,500 ‘Ai' 1A i'[(«")4(e')2(ax')2] 5R 10,500
-150 -150 3A1>2” ‘’A x / 'K e 'q V )»^ ')2] 4R -650

2R,5 -150
5R 400

4,900 6,550 >E” 3E” [(e")3(e')3(ai')2] 6r 3 6,350
5R 6,500
2R 6,700
4R 6,700

10,700 10,900 iE” 4E "[(e")3(e')3(ai')2] 6R 10,800
15,700 15,700 lAi,j" iA1,2"[(e")*(e')8(ai')2] 3R,s 15,700
8,000 11,500 3A2' 3A2'[(e” )2(e')4(ai')2] 6R 11,500

7R 11,650
18,850 19,100 iE' 4E '[(e")2(e')4(ai')2] sr 3 19,100
29,650 36,700 'A,' lA/Ke” )2̂ ') 4̂ ' ) 2] 7R 36,750

Using the parametric values Ft = 1250 cm-1, Ft = 83 cm'-\Dq = —3000 cm-1, Db = 1.72Ug, andX = -335 cm-'.62

The spin-orbit coupling introduces, in general, only 
the refinement of a clustering of spin states about the 
crystalline field levels, since in this case the crystal 
field perturbation is dominant. Spin-orbit perturba­
tion is significant, however, for levels such as 3A i" , 3A2" , 
where singlet-triplet mixing has become important. 
An optimum Dq value was not selected, so close agree­
ment cannot be expected, but it is apparent that a 
predicted spectrum for trigonal bipyramidal (para­
magnetic) Ni(II) complexes from Table IX  is in 
qualitative agreement with experiment and previous 
crystal field calculations.6

For an experimental application of the strong-field 
matrices one must turn to the diamagnetic complexes of 
Ni(II) with phosphines, arsines, and similar-type 
ligands, where the supposedly extensive 7r-type bonding 
of the ligand systems and consequent intense absorption 
spectra render these complexes very poor examples 
indeed for a crystal field model. Recognizing then 
from the outset the severe limitations of our theoretical 
model, we may begin by selecting reasonable approxi­
mated values for the parameters. Retaining the 
previous values for the Fk parameters, F2 =  1250 cm“ 1 
and Fi = 83 cm“ 1, i.e., 15B = 8B +  2C =  12,500 
cm-1, and the relationship, Db = 1.72Dq, one sees 
from the crystal field calculations (diagonal) that a

minimum value of Dq =  —2400 cm-1 is needed to 
achieve spin-pairing.60 Let us assume then a Dq value 
of —3000 cm-1, say, and the spin-orbit parameter 
suggested by Moffitt and Ballhausen,61 X(Ni2+) =  
-3 3 5  cm -1.62

The results from the strong crystal field and crystal 
field-spin orbit calculations are shown jointly in TableX 
and Figure 4. The strong crystal field limit is grossly 
in error for the 3A2' and ‘A /  levels arising from the 
(e") 4(e ')2 (o i')2 and {e") 2(e') 4(ai')2 strong field configura­
tions. The spin-orbit perturbation of the 3A i ,2"  [{e" ) 3- 
(e ')8(ai')2] levels is most pronounced, but in general 
spin-orbit effects are slight compared to the large

(49) The weak crystal field limit cannot therefore even show the large 
stabilization of the *Ai' (*D) state which allows it to cross the 3E '- 
(3F) and become the ground state in the strong crystal field limit, 
and also gives a qualitatively incorrect overall crystal field splitting 
of the [D term as the strong field limit is approached. The E ' and 
E "  levels are more widely separated than are the A i' and E ' in the 
weak-field limit, but in the strong-field limit (in which the basis func­
tions are selected diagonal to crystal field perturbation) the crystal 
field pattern of the one-electron configuration has been re-established: 
the A i' level widely separated from the more closely neighboring E ' 
and E "  levels.
(50) A greater nephelauxetic effect; i.e., reduction of the free-ion Ft 
and Fi values—which is certainly feasible with these polydentate 
?r-acceptor ligands— would of course allow spin-pairing with a smaller 
Dq value.
(51) W. E. Moffitt and C. J. Ballhausen, Ann. Rev. Phys. Chem., 7, 
107 (1956).
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values assigned the crystal field perturbation. Within 
this crystal field model then, the two lowest-energy 
(nominally) spin-allowed electronic transitions ex­
pected for diamagnetic Ni(II) in a trigonal bipyramidal 
environment; i.e., llfi -*• 3r3 and llfi 3r6, are pre­
dicted to occur at 19,000 cm-1 and 27,150 cm-1, 
respectively, in reasonable agreement with experiment 
and previous calculations.7

In final conclusion, then, the complete perturbation 
matrices for a d2, d8 configuration in D3h crystalline 
field and their method of calculation have been pre­
sented quantitatively in parametric form. Substitu­
tion of presumably qualitatively correct, but most 
probably quantitatively incorrect, parametric values 
has been made to suggest qualitative features. More 
and better experimental values can improve these 
parametric approximations and the speculations based 
upon them, but most of the observations made from 
these calculations should remain qualitatively correct.62
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Appendix

Generalized Rotation Matrices. The general trans­
formation matrices for eigenfunctions of unspecified 
angular momenta, D\a,f3,y), used extensively in this 
work, are given by Tinkham13 in the form of a genera­
ting function for the individual matrix element

£>'(<*,0,t)«'« = e ~ imy X

( - l ) ^ V '( i  +  m)\(j -  m)\(j -  m')\(j +  m')\ 
k kl (j  +  m — k)\(j — m' — k)\(k +  m' — m)l

(cos d /2 )2y-2i:~m'+ ’n( -s in  p/2 )2k+m' - m

(The index k assumes all integral values for which the 
denominator remains defined.) Completely generalized 
rotation matrices can now be constructed to as large a 
value of j  (total angular momentum) as necessary. 
The vector forms of the angular momentum eigenfunc - 
tions must be used with these D}(a,@,y) matrices, and 
the Condon and Shortley phase conventions63 are 
appropriate.

The rotation matrices for j  =  0, 1, 2, 3, 4 have been 
used in this work. The D°(a,ft,y) =  1, of course, 
implying an invariance to all rotation; D1(a,/3,y) is 
given by Tinkham;13 and D2(a,/3,y) has been shown in a 
previous paper;10 so only Ds(a,/3,y) and Di(a,^,y) are 
fisted below—in which, for space and convenience only, 
e+ =  (cos 0 /2 )2 =  y 2 (1 +  cos 0) and e_ =  (sin 0 /2 )2 
=  y 2(l — sin 0). We observe that the sines and 
cosines of half-angles, and consequently the double- 
valued property, present in the matrices of half­
integral j  values,10 have vanished in these D\a,fi,y) 
matrices, so there should be no sign ambiquity in the 
transformations performed.

(52) N o te  A dded  in  P r o o f . Please note that throughout this paper 
X denotes the one-electron spin—orbit coupling parameter. However, 
the sym bol f  has often been used previously for this parameter, (see, 
e .g . ,  ref 12 and 48), and X has been reserved for the term spin-orbit 
coupling parameter, which for the d 2, d8 configuration would be 
|X| =  Both the “ weak”  and “ strong”  crystal field calculations
reported in this paper were performed for the one-electron parameter, 
and the choice of numerical value ( — 390 c m -1) in the “ weak-field”  
approximation was based on 60%  of the appropriate free-ion value.48 
The “ strong-field”  value of X —335 cm -1 corresponds to 52%  of the 
appropriate free-ion value48 and is not, therefore, the value used in 
ref 51, which in effect assumes a one-electron value of 670 cm -1 . 
Since the numerical values we assumed originally for X { i . e . ,  £ u )  
m ay be considered rather small, the weak- and strong-field matrices 
(Tables I X  and X ) were recalculated using X —649 cm -1 . Changes 
in the weak- and strong-field eigenvalues (last column in each table) 
are surprisingly small quantitatively and are com pletely insignificant 
in a qualitative sense; thus, we have not considered it necessary to 
include these new values at the proof stage of this paper. I f  the 
energy matrices are applied to specific experimental spectra, how­
ever, then of course it will be worthwhile to  select more appropriate 
parametric values by  attempting to fit the experimental data at 
hand.
(53) Reference 10, Chapter 3,

Volum e  74 , N um ber  7  A p ril  2 , 1970



1586 R. L. Hilderbrandt, A. L. Andreassen, and S. H. Bauer

An Electron Diffraction Investigation of Hexafluoroacetone, 

Hexafluoropropylimine, and Hexafluoroisobutene

by R. L. Hilderbrandt, A. L. Andreassen, and S. H. Bauer
D e p a r tm e n t  o f  C h e m is tr y ,  C o r n e l l  U n iv e r s i t y ,  I t h a c a ,  N e w  Y o r k  1 4 8 5 0  ( R e c e iv e d  S e p t e m b e r  9 ,  1 9 6 9 )

The structures of (CF3)2C =0, (CF3)2C=NH, and (CF3)2C=CH2 have been determined by gas-phase electron 
diffraction. Diffraction photographs for (CH3)2C=0, the structure of which is well known,1’2 were analyzed 
concurrently to provide a check on the scale. It appears that replacement of CH3 by CF3 leads to a longer 
C—C bond (by 0.03-0.04 A).o Thus, C—C = 1.549 ±  0.008 Â in (CF3)2C =0, 1.533 ±  0.006 Â in (CF3)2- 
C=CH2, and 1.549 ±  0.007 Â in (CF3)2C=NH in contrast to 1.507 Â in acetone and 1.505 Â in isobutene. 
This is accompanied by an appreciable lengthening of the C =X  bond: C = 0  = 1.246 ±  0.014 Â and C=C = 
1.373 ±  0.013 Â. The C—F bond distances obtained are in agreement with those found in previous studies: 
C -F  = 1.335 ±  0.002 Â in (CF3)2C=0, 1.327 ±  0.002 Â in (CF3)2C=CH2, and 1.324 ±  0.003 Â in (CF3)2- 
C=NH. The C=N distance for (CF3)2C=NH (1.294 ±  0.029 Â) appears to be the first estimation of this 
bond length. The structural parameters determined for (CH3)2C = 0  are in excellent agreement with those 
obtained in recent microwave studies.1,2

Introduction
Because of its high electronegativity and small size, 

fluorine when substituted into various compounds 
leads to significant structural changes. The effects of 
fluorine substitution into ethane, for instance, have 
been studied in depth, and the trends are well estab­
lished.8-5 In recently improved molecular orbital cal­
culations,6 fluorine substitution is used as a test of 
the theory, to check whether changes in molecular 
geometries are correctly predicted. It is therefore of 
interest to investigate structural trends in fluorine- 
substituted compounds in order to provide the needed 
experimental data for correlation with theory and with 
their well-known chemical behavior.

While the consequences of fluorine substitution on 
carbon-carbon single- and double-bond lengths have 
been the subject of numerous structural investiga­
tions,3-5,7-10 little work has been done on compounds 
containing the system F3C—X = Y . Schwendeman’s4 
recent study of acetaldehyde and 1,1,1-trifluoroacetal- 
dehyde suggested that F3C—X = Y  may prove to be 
an unusual grouping. The present investigation re­
vealed that upon fluorine substitution the C— C bond 
length increased, contrary to most previously observed 
trends.

Experimental Section
The samples were obtained from the following 

sources: acetone, from Fisher Scientific (Certified 
ACS Spectroanalyzed); perfluoroacetone, from Pierce 
Chemical Co., Rockford, 111.; hexafluoroacetonimine 
from the Hynes Chemical Research Corp., Durham,
N. C. The sample of hexafluoroisobutene was gra­
ciously supplied by C. G. Krespan and W. J. Middleton 
of E. I. du Pont de Nemours and Co. Gas chro­

matographic analysis of these samples indicated better 
than 95% purity for all of them, and therefore no 
further purification was necessary.

Sectored diffraction photographs were taken with 
the dual-mode instrument,11 in the convergent-beam 
mode. The sector was cut to level the background 
scattering produced by atomic carbon. Two sets of 
data were obtained for each compound, corresponding 
to the following conditions: 62 kV, at 253-mm nozzle- 
plate distance, covered the range from q = 5 to 65 
A -1, and 62 kV, at 124 mm, convered the range q — 
15 to 125 A -1. Exposures ranged from 30 to 120 
sec, at a beam current of 0.3 juA, for sample inlet 
pressures of 5-10 Torr. Kodak Process plates were 
used. The fluorine-substituted samples, gaseous at 
room temperature, were introduced into the diffraction 
chamber through a double-needle valve regulator. The 
acetone sample was cooled to —35° with a Dry Ice- 
ethanol bath to provide an equilibrium pressure between 
5 and 10 Torr. A magnesium oxide powder sample 
situated above the nozzle tip was introduced to establish 
the q scale for the resulting patterns.

(1) R . Nelson and L . Pierce, J .  M o l .  S p e c t r o s c . ,  18, 344 (1965).
(2) J. D . Swalen and C . C. Costain, J .  C h e m . P h y s . ,  31, 1562 (1959).
(3) K . Kuchitsu, i b id . ,  49, 4456 (1968).
(4) R . Sehwendeman, Thesis, University of M ichigan, 1956.
(5) D . A . Swick and I. L . Karle, J .  C h e m . P h y s . ,  23, 1499 (1955).
(6) M . S, Gordon and J. A . Pople, i b id . ,  49, 4643 (1968).
(7) B . Bak, D . Christensen, L . Hansen-Nygard, and J. Rastrup- 
Andersen, S p e c t r o c h im .  A c t a ,  13, 120 (1958).
(8) J. K . Tyler and J. Sheridan, Trans. Faraday Soc., 79, 2391 
(1957).
(9) V . W . Laurie and D . T . Pence, J .  C h e m . P h y s . ,  38, 2693 (1963).
(10) X. L . Karle and J. Karle, ib id ,., 18, 963 (1950).
(11) S. H . Bauer and K . Kimura, J .  P h y s .  S o c .  J a p . ,  17, 300 (1962).
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For each operating condition pairs of light and dark 
plates were selected and microphotometered on the 
modified double-beam Jarrel Ash densitometer, which 
is equipped with a rotating stage driven at 600 rpm.12 
The analog signal from the densitometer was recorded 
on a Bristol strip chart recorder. The transmittances 
were read at 0.25-mm intervals, and the intensities 
were corrected for flatness and saturation,13 in the 
usual manner. The experimental relative intensities, 
interpolated at integral q [=(40/X) sin {6/2)] values 
over the range 6-125, have been deposited with NAPS, 
as document NAPS-00777.

The data were analyzed in the conventional manner 
using the radial distribution functions and least-squares 
fitting of the intensity patterns. The elastic and in­
elastic form factors of Tavard, et a?.,14 were used in 
conjunction with the Ibers and Hoerni16 phase-shift 
approximation. The radial distribution curves were 
used primarily for refinement of the pattern back­
ground in the manner described by the Karles,16 while 
the final parameters and error estimates were obtained 
by the least-squares fitting of the experimental sM{s) 
curve.

Analysis

Since the parameters obtained from the analysis 
are subject to the constraints imposed upon the molecu­
lar geometry, it is necessary at the outset to make 
explicit the assumptions concerning the structures. In 
all cases, the three carbon atoms and the atom attached 
to the central carbon were assumed to lie in a plane. 
While this is consistent with the widely accepted 
condition for sp2 hybridization, it must be viewed 
objectively as an imposed constraint. The hydrogens 
attached to the nitrogen of the imine and to the carbon 
in isobutene were also confined to the plane of the 
carbon atoms. The perfluoromethyl groups were re­
quired to maintain C3v symmetry about the C-C bond 
axis; i.e., F2 was obtained from Fi by a 120° rotation 
about the C-C axis, and F3 was obtained from F2 
by a further 120° rotation. This is equivalent to 
constraining the three C -C -F  angles to be equal; simi­
lar conditions hold for the three F -C -F  angles. Finally, 
the molecules were assumed to have overall C2v sym­
metry, with the exception of the hydrogen attached 
to nitrogen in the imine. Had it been found during 
the course of the analysis that these restricted models 
were inadequate to account for the recorded features 
of the intensity and radial distribution curves, some 
of these constraints might have been dropped. In 
light of the excellent agreement obtained under the 
above assumptions, this was not necessary.

Coordinates for the various models tested were cal­
culated with a recently written algorithm for con­
verting internal coordinates, such as bond distances, 
valence angles, and dihedral angles, into Cartesian co-

Figure 1. Minimum energy conformation for (CFs)2CO.
View along C 2 - C 3  line.

ordinates.17 This innovation greatly increased the 
speed and simplicity of the computations.

Subject to the above mentioned constraints, various 
models were tested for different combinations of the 
C -C -C  angle and the rotational conformation of the 
methyl groups about the C-C axis. The model which 
was found to give a minimum in the residuals in the 
least-squares computation was one in which the fluo­
rines were staggered (t =  36°) when viewed along 
an axis drawn through the C2 - • - Cs atoms. This stag­
gering is shown in Figure 1 for perfluoroacetone. Simi­
lar results were obtained for acetone although the 
angle was slightly smaller (t =  33°), but the uncer­
tainty was appreciably greater. Clearly the non- 
bonded repulsions play an important role in deter­
mining the equilibrium structure.

To justify the approximation in using models with 
no extensive interval rotations, it is necessary to es­
timate the barriers to rotation of the methyl groups. 
Berney18 and Plaush and Pace19 reported that the 
barrier height in hexafluoroacetone is 2800 and 1470 
cal/mol, respectively. The case for acetone is not 
as convincing, however. Swalen and Costain2 es­
timated the barrier height to be in the vicinity of 
770 cal/mol. The rigid-molecule assumption is still 
justifiable in the latter case as long as it is qualified 
by including large mean-square amplitudes of motion 
for the various nonbonded distances.

The radial distribution curves show (Figure 2) 
that the dominant scattering contribution in the bonded 
region is due to the six C— F pairs. This outweighs 
the C = X  contributions by a factor of 6, and the 
C— C contribution by a factor of 3. In addition, the 
near equality of the C— F and the C = X  bond lengths

(12) S. H . Bauer, R . Jenkins, and R . L. Hilderbrandt, in preparation.
(13) J. L . Heneher and S. H . Bauer, J .  A m e r .  C h e m . S o c . ,  89, 5527 
(1967).
(14) C. Tavard, D . Nicholas, and M . Rouault, J .  C h e m . P h y s . ,  64, 
540 (1967).
(15) J. A . Ibers and J. A . Hoerni, A c t a  C r y s t . ,  7, 405 (1954).
(16) I . L . Karle and J. Karle, J .  C h e m . P h y s . ,  17, 1052 (1949).
(17) R . L . Hilderbrandt, i b id . ,  51, 1654 (1969).
(18) C . V . Berney, S p e c t r o c h im . A c t a ,  21, 1809 (1965).
(19) A . C. Plaush and E. L. Pace, J .  C h e m . P h y s . ,  47, 44 (1967).
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0.5 1.0 1.5 2.0 2.5 50 3.5 4.0 4.5 5.0 5.5 60 65
r ( Â ) — ►

Figure 2. Refined radial distribution curves. In each case, the locations of the principal contributions are indicated by vertical 
lines, the lengths of which are proportional to (niy.Z<Z3'/r,y). The magnitudes of the deviations between the experimental and cal­
culated curves are indicated for each compound by the lower curve.

Table I : Least-Squares Values for (FSC)2C =Y

(FsC )2C = 0

F—C, Â 1.335 ±  0.002
c—C, Â 1.549 ±0.008
C=Y, Â 1.246 ±0.014
Y—H, Â
FCC, deg 110.3 ±  0.3
CCC, deg 121.4 ± 0 .4
CYH, deg
Torsion, deg 36.6 ± 1 .1
le-c, A 0.057 ±  0.013
1c - f , A 0.052 ±0.003
Ic - y , Â (0.049) assumed
1y —H, A
lc- ■ -F, Â 0.058 ±0.005
l,C- • -F Â 0.062 ±  0.003
<r 0.03278

(FaC)sC=NH (FaC)aC=CHa

1.324 ±0.003 1.327 ±0.002
1.549 ±0.007 1.533 ±0.006
1.294 ±0.029 1.373 ±  0.013
1.02 ±0 .05 1.07 ±0 .04
110.0 ±  0.4 110.5 ±  0.2
121.6 ± 0 .4 123.6 ± 0 .3
110.0 ± 9 111.0 ±  4

35.1 ± 1 .0 36.9 ± 0 .7
0.051 ±0.008 0.054 ±0.007
0.052 ±  0.004 0.052 ±0.005
0.051 ±  0.024 (0.049) assumed
0.050 ±0.034 0.067 ±0.034
0.068 ±0.005 0.066 ±  0.003
0.063 ±0.004 0.062 ±0.004

0.02684 0.02116

leads to the rather large uncertainties obtained for 
the C = X  distances (Table I). In the case of acetone, 
this complication does not arise and the C = 0  uncer­
tainty is ±0.003 A. However, in spite of these large 
uncertainties, the fact that the C— C and C = X  
bonds are longer in the fluorine- than in the hydrogen- 
substituted compounds is apparent. Initially the mag­
nitude of this effect was suspected as arising from 
an unknown systematic error, and for this reason

another set of data was obtained for each compound 
along with photographs for acetone. The latter data 
were taken under identical conditions and analyzed 
by the same procedures used for the other compounds. 
It is believed that any systematic errors such as scale 
factors and program errors in the analysis would thus 
have become apparent. For acetone, the parameters 
thus evaluated reproduced reasonably well those ob­
tained in the microwave studies1’2 (Table II). The
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Table I : Comparison of Formulas 1, 2, and 7

E q  1
—  irM n / cR T  <  3—  

E q 2 E q 7 E q  1
— irM „ / c R T  >  3— 

E q  2 E q 7 E q 1
------A ll data-------

E q  2 E q  7

M„ X 10~6 3.4 3.4 3.4 5.7 2.9 3.5 3.89 3.06 3.41
r 2 x  1e r 2 1.2 1.2 1.2 2.9 1.0 1.3 1.70 1.08 1.21
Q 0.26 a 0.29 0.04 a 0.28 0.098 a 0.282
g fixed at 1/i.

Figure 3. Data of Figure 1 for which rMn/cRT > 3 fitted by 
three relations: I, eq 1; II, eq 2; III, eq 7. Filled circles not 
used in fitting.

with that calculated from (2) and from (1) when the 
series of (1) terminates with F3c2. For this comparison 
we use the data of Figure 1, first using only those ob­
servations for which 7tM J cRT <  3. This restriction 
is that suggested by Flory1 as being the region of 
validity for relations 1 and 2. The results of the three 
fittings for this case are shown in Figure 4 where the 
open circles indicate those observations used in the 
fitting, the filled circles those not used.

Within the region where data were used in fitting, 
the three relations result in nearly identical fitted curves 
having, within the precision of determination, the same 
values for the three parameters Mn, r2, g; the first 
three columns of Table I list these values. Relations
(1) and (2) extrapolate into the high concentration 
region with nearly the same curves while relation (7), 
with almost the same parameters, is constrained by its 
functional form to follow a different curve in extrapola­
tion. As seen from Figure 2, this different curve comes 
much closer to the unused observations.

Major physical interest, however, centers at the low 
concentration end even if observations must be made 
at high concentrations. Accordingly, we test relation
(7) when only the high concentration data of Figure 1

are used in fitting. Figure 3 shows the results of the 
test which includes relations (1) and (2) for comparison. 
Again the three relations fit equally well those data 
(open circles) used in the fitting but only relation (7) 
comes anywhere close to extrapolating through the 
center of scatter of the unused data (filled circles). 
This behavior of faithfully extrapolating through data 
not used in positioning or shaping the curve is most 
impressive and gives considerable confidence that ex­
trapolations through regions devoid of data will yield 
the proper intercept at c =  0. The parameters de­
termined by the high concentration fitting are shown 
in columns 4-6 of Table I. We call attention to the 
close agreement between the sets of parameters for 
the high and low concentration fittings provided only 
by using relation (7). Although relations (1) and (2) 
fit the data well outside their region of validity, the 
parameters of these relations determined by the same 
data are obviously incorrect.

The last three columns of Table I give the parameters 
determined by using all the data of Figure 1. Those 
determined by using relation (7) remain the same as 
for both the high and low concentration fittings (but 
with an increase in precision) while those from relations
(1) and (2) take values intermediate between the high 
and low concentration values.

We show in Figures 4-8 five other polymer- 
solvent systems where the behavior of our relation (7) 
is tested by restricting the information supplied it to 
that of the high concentration measurements. The 
data in Figures 4, 5. and 6 are those reported by Brown­
ing and Ferry2 for poly(vinyl acetate) in several 
solvents and temperatures. They show the same 
pronounced increase in curvature with decreasing con­
centration as our measurements on polystyrene (Figure
3). The long extrapolations forced on relation (7) come 
satisfactorily close to the data (filled circles) not used 
in fitting the parameters. In Figures 7 and 8 are two 
examples of systems for which the pronounced curva­
ture at low concentrations is absent. They represent 
our data on two hydrogenated polybutadienes with 
differing ethyl branch content in 1-chloronaphthalene. 
In spite of the fact that the high concentration be-

(1) P . J. Flory, “ Principles of Polym er Chem istry,”  Cornell Univer­
sity Press, Ithaca, N . Y ., 1953, p 280.
(2) G. V. Browning and J. D . Ferry, J .  C h e m . P h y s . ,  17, 1107 
(1949).
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c *  102 ( t/m l)

Figure 4. Poly(vinyl acetate) in 1,2,3-trichloropropane at 
15°. Data from Browning and Ferry, ref 2. Filled circles not 
used in fitting.

Figure 5. Poly(vinyl acetate) in butanone at 10°. Data 
from ref 2. Filled circles not used in fitting.

havior for these systems visually appears to be the 
same (nearlylinear) as that for Figures 3-6, the informa­
tion extracted from the high concentrations allows a 
remarkably faithful extrapolation through the unused 
low concentration data.

Finally we show in Figures 9-11 data for six addi­
tional systems, taken from the literature, shewing a 
greater variety of curve shapes. These are in pairs 
with the same polymer run in two different solvents. 
All data were used in curve fitting in these three figures 
and in addition the parameters were constrained to one 
molecular weight for each of the pairs. Figure 9 shows 
the successful fitting over the wide concentration range

Figure 6. Poly(vinyl acetate) in butanone at 45°. Data 
from ref 2. Filled circles not used in fitting.

c « to2 ( | /m l)

Figure 7. Hydrogenated polybutadiene in 1-chloronaphthalene 
at 130° (132 ethyls/1000 C). Filled circles not 
used in fitting.

of Browning and Ferry’s measurements2 of a poly­
vinyl acetate) in butanone and 1,2,3-trichloropropane. 
In Figure 10 we see Flory’s data3 on a polyisobutyl­
ene in both cyclohexane and benzene at 25°. Measure­
ments at or near 6 conditions, such as those in benzene, 
provide an excellent measure of M n since the variable 
of importance, Tc, is small for all values of c so that 
extrapolation to Tc =  0 is very short. For the 
same reason, however, these data provide a very in­
adequate measure of g—there is not a sufficient range

(3) P. J. Flory, J. Amer. Chem. Soc., 65, 372 (1943).
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Figure 8. Hydrogenated polybutadiene in 1-chloronaphthalene 
at 130° (70 ethyls/1000 C). Filled circles not 
used in fitting.

Figure 9. Poly(vinyl acetate) in butanone (O) and 
1,2,3-trichloropropane (A). Data from ref 2.

Figure 10. Polyisobutylene in C3rclohexane (O) and benzene 
(A) at 25°. Data from ref 3.

c x 102 (t/m i)

Figure 11. Poly(methyl methacrylate) in acetone (O) and 
acetonitrile (A) at 30.5°. Data from Fox, et al., ref 4.

in values of Tc. The last of these pairs are data re­
ported by Fox, Kinsinger, Mason, and Schuele4 for 
a poly (methyl methacrylate) in acetone and ace­
tonitrile at 30.5°. The data and fitted curves are 
shown in Figure 11. The acetonitrile is such a poor 
solvent at the temperature of measurement that the 
second virial coefficient is negative for this system. 
The poor solvent may also be responsible (for practical 
reasons) for the increased scatter of data here.

Our function, relation (5), has the property that as 
g'Tc becomes large with respect to unity, the function 
approaches an asymptotic limit of exp(l/^ '). Numeri­
cally this limit may range from 7.4 to ® as j  varies 
from 0 to y 2. None of the data we have examined 
shows an inclination to reach a limit in ir/c  within the 
range of c available; however several sets of data appear

to have an inflection in the w/c vs. c plot. According 
to (5) this inflection should occur at a concentration 
given by 4gr/(l — 2g)2V. At g =  Vi, for example, 
this inflection occurs at Tc = 4 but might not be noticed 
from experimental measurements for the curve is nearly 
linear there. The function, relation (5), is plotted in 
Figure 12 against Pc for several values of g. It is at 
once apparent from the figure that (for sufficiently large, 
values of Pc) the function (5) is very sensitive to small 
changes in g. This means that with a suitable con­
centration range, the g of this function will be well 
determined by the data. The function does not dis­
criminate between g values for Tc below about 0.5.

(4) T. G. Fox, J. B. Kinsinger, H. F. Mason, and E. M. Schuele, 
Polymer, 3, 71 (1962).
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Figure 12. Behavior of concentration function, eq 5.

As a final comment on the nature of our function we 
point out a minor limitation. If (7) is to be considered 
logically valid for all values of Tc then g must have an 
upper limit of V 2 otherwise the function has a dis­
continuity at 1 -R g'Tc =  0. This upper limit of g is 
less than the statistical-mechanical calculated value of 
6/s (rigid sphere model) suggested by Stockmayer and 
Casassa6 as a suitable upper limit.

This, if it indeed be a limitation, has not proved to be 
of any practical interest in our use of relation (7). In 
all cases we have examined for which there is an ade­
quate measure of g provided by the data, the value 
determined has been less than 1/2- A curve for which 
g =  3/\ has been included in Figure 12.

IV. Recommended Data Handling
The present practice of treating osmotic measure­

ments in order to extract information about the solute 
is to convert the original measurements to osmotic 
pressure by some relation such as (4). The derived 
values of osmotic pressure are then related, graphically 
or by some formula such as (2), to solute concentration. 
For apparatus like ours, this is logically objectionable 
for although each measurement of h(c) with solute 
present is used just once, thus giving each its fair statis­
tical weight, the value of h(0) is used n times for n con­
centrations—unfairly assigning it a weight n times that 
due. In the absence of a reliable extrapolation to zero 
concentration this is perhaps the soundest procedure 
in spite of the improper weighing.

However, in view of our experience with relation
(7), we now feel that this formula will sufficiently prop­
erly extrapolate to zero concentration and that a more 
logical treatment of the measurements may be applied. 
The procedure we recommend is as follows: (a) For­
mulate the relation between primary observables and 
osmotic pressure for the instrument used such as rela-

tion (4) for our instrument, (b) Eliminate 7r between 
this relation and eq 7. (c) In the resulting relation
replace h(0) by a parameter h0. (d) Adjust the four
parameters ho, M„, T, g to give the best fit of h(c) vs./c 
for all values of c including c =  0.

When (b) and (c) are applied to (4) and (7) there 
results

h(c) =  h0 -  (/>',„ -  p js /p i  +

(cRT/MnGp,) exp [rc/(l +  g'Tc)] (8)

The estimate of the parameter h0, as a statistic de­
termined by the data, has that weight incorrectly forced 
on h(0) when (4) is used to calculate the variable, 7r(c). 
The degrees of freedom remain the same for both (7) 
and (8), although (8) has one more parameter, it also 
has one more independent observation, h{0). For 
display purposes the observed osmotic pressure, t , 

may be calculated from (4) with the single observation 
h(0) replaced by the fitted parameter /¡0; i.e., from

G[Pt(h(c) -  ho) +  (p 'im -  p j s ]  =  tr(c)

We explore now the benefits to be expected from 
using relation (8) over (7). These benefits arise from 
the extreme sensitivity of the estimates of the param­
eters of physical interest, M„, F, and g, to h(0); we 
have

1/Mn =  (Gpt/RT) lim (h(c) -  h(0))/c =
c—►O

(Gpi/RT) (d/i/dc)c=0

T/Mn =  (l/2 !)(G P!/.R T )(d V d c2)c=o

gT*/Mn = (1/3!) {GPt/ R T) (d3/; /  dc8) c=0

as general expressions displaying this emphasis on the 
value of the c = 0 measurement whether it be the sta­
tistic, h0, or the observed h(Q). Therefore whatever 
arguments are marshalled in favor of the use of h0 over 
h{0) will have a direct bearing on Mn, T, and g. We 
shall speak more quantitatively of these parameters 
later.

As has been mentioned, all the observed quantities, 
h(c), are subject to the same observational error. For 
example, the duplicate measurements of the data in 
Figure 1 provide an estimate for the standard deviation 
of h as 0.034 cm. Deviations about the fitted line— 
some negative, others positive—have zero expectation 
for an adequate concentration function such as (5). 
The deviation of h(0), however, is unique from the way 
h(0) enters the working formula (4). Since h(0) is 
used with every other observation, h{c), the deviation 
of h{0) will remain fixed and result in a constant bias for 
the set of measurements. This bias will carry over to 
the parameters Mn, T, and g. However in a single 
experiment to determine these parameters, there is no

(5) W . H. Stockmayer and E. F. Casassa, J. Chem. P h y s 20, 1560 
(1952).
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Table II : Parameters for Acetone

Nelson and Pierce“ Swalen and Costain6 This work
(liW,' 1965) 0*w,e 1959) (E D ,d 1969)

H—C, Â 1.085 ±0.007 1.086 ±  0.010 1.076 ±  0.006
C—C, Â 1.507 ±  0.003 1.515 ±0.005 1.507 ±0.002
0 = 0 , A 1.222 ±  0.003 1.215 ±  0.005 

(assumed)
1.210 ±0.003

HCC, deg 110.1 110.3 111.7 ±  1.5
CCC, deg 117.2 ±  0.3 116.1 116.7 ± 0 .3
I  a ,  amu A2 49.7296 49.7315 49.12
/ b , amu A2 59.3698 59.3676 59.26
Jc, amu A2 102.9559 102.9563 102.35
Remarks Axis of CH3 group 

up 1.5° from
Axis of CH3 group 

up 1.5° from
Torsion 33 ±  6‘

C—C axis C—C axis

° R- Nelson and L. Pierce, J. Mol. Spectrosc., 18, 344 (1965). 6 J. D. Swalen and C. C. Costain, J. Chem. Phys., 31, 1562 (1959). 
° Microwave. * Electron diffraction.

Figure 3. Comparison of the experimental radial distribution 
curve for (CF3)2CO with those calculated for Boulet’s model 
and for the structure deduced in this investigation.

largest discrepancies appear in the C = 0  and C—H 
distances. Perhaps if the C— H distance were cor­
rected for anharmonicity this difference would be re­
duced. The moments of inertia listed in the last 
column of Table II were calculated for the electron 
diffraction model, assuming a rigid structure, while 
the entries in the other two columns were obtained

Figure 4. Comparisons of the experimental and calculated 
intensity curves. For each pair, the dotted curves show the 
differences between them.

from the observed rotational constants. The agree­
ment is fairly good considering the unavoidable ap­
proximations. Supporting evidence for the observed 
parameters in these molecules is the fact that although 
the C = X  and C— C distances appear to be appreciably 
longer than anticipated, the C— F bond lengths are 
in excellent agreement with all other previously re­
ported investigations. The structure of perfluoroace-

Volum e  7 4 , N um ber  7  A p r il  8 , 1970
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Figure 5. Minimum energy conformations and least-squares calculated parameters.

tone has previously been studied20 by electron diffrac­
tion. The quoted bond lengths (C— F 1.321 A, C = 0
1.185 A, and C—C 1.527 A) are considerably shorter 
than those determined in this work, while the angular 
parameters agree quite well with those deduced in 
the present analysis. In Figure 3 the radial distribu­
tion curves calculated for our model and for Boulet’s 
model are compared with the experimental radial dis­
tribution curve based on our data. While most of 
the observed features are reproduced by Boulet’s model, 
there are noticeable discrepancies possibly arising from 
an error in the scale factor.

During the course of the analysis it was not possible 
to vary all of the mean-square amplitudes of vibration. 
The bonded ltj's were varied with the exception of 
C = 0  and C = C  in perfluoroacetone and hexafluoro- 
isobutene, respectively. Attempts to vary these pa­
rameters produced large correlations among the other 
parameters, particularly those distances under the 
bonded peak of the radial distribution curve. The 
U¡5 used in these cases were estimated from correspond­
ing unsubstituted species. The two nonbonded U/s

which could be varied were those for Ci • • • F and F • • • F 
on the same carbon, both with rather low uncertainties. 
The remaining l{/$ were either assumed or obtained 
by visual matching with the experimental radial dis­
tribution curve.

The final theoretical and experimental intensity 
curves for the best fitted least-squares models are 
shown in Figure 4. The errors quoted for the param­
eters listed in Table I are three times the standard 
deviations obtained in the least-squares calculations. 
As previously shown21 this always places the quoted 
errors outside of the experimental errors estimated 
as due to calibrations and reading of the plates. The 
distances quoted are the r„(l) parameters defined by 
Bartell.22 No attempt has been made to correct these 
values for anharmonicities or shrinkage. Also no 
attempt was made to take into account correlations

(20) G. A. Boulet, Thesis, University of Michigan, Dissertation 
Abstr., 25, 3283 (1964).
(21) R. L. Hilderbrandt and S. H. Bauer, J. Mol. Struct., 3, 325 
(1969).
(22) L. S. Bartell, J. Chem. Phys., 23, 1269 (1955).
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Table I I I  : Dimensional Changes Due to F -H  Substitution

X

c—X
bond length,

Â

Change in 
bond length,

A Reported by

h 3c — c h 3 1.5319 Ref Kuchitsu,3 ED
f 3c — c h 3 ~c h 3 1.512 - 0.02 Schwendeman,4 ED
f 3c — c f 3 - c f 3 1.56 + 0.02 Swick and Karle,6 E D
h 2c = c h 2 1.334 Ref Bartell and Bonham,“ E D
f 2c = c h 2 = c h 2 1.315 -0 .0 1 9 Laurie and Pence,9 p w
f 2c = c f 2 = c f 2 1.313 - 0.021 Karle and Karle, 10 ED
H C = C H 1.205 Ref Christensen, Eaton, Green, and

F C = C H = C H 1.198 -0 .0 0 7
Thompson,6 ir 

Tyler and Sheridan,8 pw
H 3C— n h 2 1.465 Ref Higgenbotham and Bartell,' ED
h 3c — n f 2 - n f 2 1.449 -0 .0 1 6 Pierce, Hayes, and Bucher/ gw
h 2c o 1.230 Ref Davidson, Stoicheff, and Berstein,' ¡uw
FHCO = 0 1.181 -0 .0 4 9 Miller and C u rl/ p w
F2CO = 0 1.174 -0 .0 5 6 Laurie and Pence,9 p w

“ L. S. Bartell and R. H. Bonham, J .  C hem . P h y s ., 27, 1414 (1957). 6 M . T. Christensen, et al., P ro c . B o y . S oc., A238, 15 (1956). 
* H . K . Higgenbotham and L. S. Bartell, J . C hem . P h y s ., 42, 1131 (1965). d L. Pierce, R. G. Hayes, and J. F. Bucher, ib id ., 46, 4352 
(1967). * D . W . Davidson, B. P. Stoicheff, and H . J. Bernstein, ib id ., 22, 289 (1959). 1 R. F. M iller and R. F. Curl, Jr., ib id ., 34, 
1847 (1961).

of adjacent data points; however, the p/h parameter 
suggested by Morino, Kuchitsu, and Murata23 was 
calculated and found to be approximately 0.30, indi­
cating a relative off-diagonal weight of —0.30 would be 
appropriate. It is felt that multiplication of the stan­
dard deviations by a factor of 3 more than compensates 
for the neglect of the nondiagonal elements.

Discussion
The results of this investigation (Figure 5) are con­

sistent with the results reported by Schwendeman.4 
Three fluorine atoms substituted for hydrogens in a 
methyl group attached to a carbon which is in turn 
doubly bonded to a third species increase the length 
of the C—C bond by 0.03-0.04 Â. Further inspection 
of fluorine-substituted compounds for which structures 
have been determined revealed that, in general, two 
types of bonding exhibit two distinct trends.

Case 1 is schematically represented by F3C -X , F2C =  
X , or F C = X , where X  is N, C, O, or a halogen but is 
not double bonded to a third atom. In this case fluorine 
for hydrogen substitution decreases the CX bond length, 
with one notable exception: perfluoroethane.5 Evi­
dently, the nonbonded fluorine-fluorine repulsions in 
this molecule dominate and the C— C bond is lengthened 
to 1.56 Â.

Case 2 can be represented by F3C—X = Y , where X  
is C or N, and Y is C, N, or O. In this case the obser­
vations indicate a lengthening of the CX bond. Table 
III and Table IY illustrate these two cases. The longer 
than anticipated C = X  (X  = N, C, O) separations found 
in the present investigation appear to be distinctive of 
this type of molecule. In 1,1,1-trifluoroacetaldehyde8 
the C = 0  distance is almost the same as in the parent 
compound, while in hexafluoroazomethane24 the N = N

o
distance is only 0.017 A less than in the hydrogen ana­
log. The longer C = X  separations observed in these 
compounds might indeed be due to the presence of CF3 
groups but additional work is needed to substantiate 
this. In particular, the structures of (CF3)(CH3)CO 
and (CF3)(CH3)CCH2 may reveal C = X  bond lengths 
intermediate between the unsubstituted and hexa- 
substituted species.

Although the INDO calculations by Gordon and 
Pople6 are not sufficiently precise to check directly 
against the observed interatomic distances, one may have 
anticipated that their predicted differences due to H -F  
substitution on adjacent bond lengths would be of the 
correct sign and (hopefully) magnitude. In eight 
cases, three check fully, two show the indicated trend 
but the magnitudes are wrong, and for the remaining 
three cases, the directions of the increments are in error. 
Deviations are defined as (Fcpd — Hopd). For the 
C— C bond length in C2H6i>s. C2F6, 5(C— C) =  +0.03 A; 
for N— N in N2H4 vs. N2F4, 5(N— N) =  +0.03 A; for 
C = N  in HCN vs. FCN, <5(C=N) = 0 (calculated 
values =  observed values). For C— F, in the sequence 
CH„F4_re, they predicted (C— F)re=0 — (C—F)„=3 = 
—0.01 A, while the observed magnitude is —0.06 A; 
also 8(N— F)caiCd = 0 for the pair NHF2 vs. NF3 while 
5(N—F)obsd = —0.03 A. Finally, for the pair C2H4 
vs. C2F4 { (C = C )f — (C=C)ii}caicd =  +0.02 A, while 
50bsd = —0.02 A; for C = 0  in H2CO vs. F2CO, 5caiod 
l) while 80bsd = —0.06 A; for O— O in H20 2 i's. F20 2, 
Scaled = +0.01 A while Sobsd = -0 .2 7  A. Clearly some

(23) Y . Murata and Y . Morino, Acta Cryst., 20, 605 (1966).
(24) C. H. Chang, R. F. Porter, and S. H. Bauer, private com- 
munication.
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Table IV : Dimensional Changes Due to F-H Substitution

C—C
or C—N Change in

Y
bond lengths, 

â
bond lengths,

A Reported by

h 3c h c = o = 0 1.504 Ref Schwendeman,4 ED
f3c h c= o = 0 1.540 +0.036 Ref 4
(H3C)2C = 0 = 0 1.507 Ref Nelson and Pierce,1 yw
(F3C)2C = 0 = 0 1.540 +0.042 This work, ED
{ (H3C)2C=NH} =NH {1.51} Ref Estimated
(F3C)2C=NH =NH 1.549 {+0.04} This work, ED
H3CN=NCH3 (Irans) = n c h 3 1.474 Ref Chang, Porter, and Bauer,24

F3CN=NCH3 (frans) = n c h 3 1.476 +0.002
ED 

Ref 24
F3CN=NCF3 (as) = n c f 3 1.490 +0.016 Ref 24
h 3cc= ch =CH 1.459 Ref Costain,“ ,uw
f3cc= ch =CH 1.464 +0.005 Shooleiy, Shulman, Sheehan,

H3CCe=CCH3 = c c h 3 1.467 Ref

Schomaker, and Yost,6 
ED and yw

Chang and Bauer,d ED
F3CCh=CCH3 =CCH, 1.464 -0.003 V. W . Laurie,“ yw
f 3cc^ c c f3 = c c f3 1.475 +0.008 Chang and Bauer,d ED
(H3C)ï=CH2 = c h 2 1.505 Ref Bartell and Bonham,“ ED
(F3C)2=CH 2 = c h 2 1.533 +0.028 This work, ED

° C. C. Costain, J. Chem. Phys., 29, 864 (1958). b J. N. Shoolery, R. G. Shulman, W. F. Sheehan, V. Schomaker, and D. M. Yost, 
ibid., 19, 1364 (1951). ‘ V. W. Laurie, J. Chem. Phys., 30, 1101 (1959). d Unpublished data. “ L. S. Bartell and R, A. Bonham, J. 
Chem. Phys., 32, 824 (1960).

significant interactions were neglected in these calcula­
tions. It is interesting to note that their predictions of 
bond angles proved more successful than of bond 
lengths. The conformations of the CF3 groups around 
the C— C bonds deduced in this investigation indicate 
that the minima in potential energy are not at the most 
symmetric positions. We believe this to be a real 
effect, and not merely an artifact of large amplitudes of 
torsional vibrations. Indeed, the helical twist in the 
C— C backbone of perfluoropolyethylene chains26'26

is of a magnitude which checks closely with that ex­
pected for r ~  35°.
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(25) C. W . Bunn and E. R. Howells, Nature, 174, 549 (1954).
(26) E. S. Clark and L. T. Muus, Z. Kryst., 117, 119 (1962).
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The Concentration Dependence of Osmotic Pressure

by Raymond L. Arnett and Robert Q. Gregg
Phillips Petroleum, Company, Bartlesville, Oklahoma 74003 (Received April 7, 1969)

The concentration function, f(c) = exp[rc/(l +  ÿ'rc)], is shown to be eminently satisfactory for represent­
ing osmotic pressure data, x = (cRT/Mn)i(c), from very dilute solutions to moderate concentrations. The 
data for testing the relation are drawn from macromolecular solutes. (r  is the second viral coefficient, r 2; 
g' is written for l/ 2 ~ 9 where g is the ratio r3/ r 22; c is concentration'—mass/volume—of the solute whose 
number-average molecular weight is Mn; R the gas constant; and T the absolute temperature.) It is alsc 
shown that for data collected from a single osmometer, unbiased estimates of Mn, r, g are obtained from the 
data only if the primary observed quantities, h(c) (e.g., manometric fluid height) from which t is determined 
are used in the fitting and h(0) is replaced by a parameter, ho, also determined by the data.

I. Introduction

Osmotic pressure is an important measurable quan­
tity of solutions inasmuch as it yields useful thermo­
dynamic information about the solute and its inter­
action with the solvent. When the solute is macro- 
molecular, experience has shown the deviations from 
ideality to be so great that the osmotic coefficients of 
even dilute solutions differ widely from unity. For 
these solutions common practice is to use the virial 
form

X =  (cRT/Mn) (1 +  r 2c +  r 3c2 +  . . .)  

or

X = (cRT/Mn)( 1 +  r 2c +  gT22c2 +  . . . )  (1)

of the osmotic pressure, x, for its dependence on 
the concentration, c, of the solute whose number-aver­
age molecular weight is Mn. (Here R is the molar gas 
constant, T the absolute temperature of measurement, 
T, the jth  virial coefficient, and g =  r 3/T 22.) How­
ever, the nature of things is such that the greater is 
M„, the greater are the successive coefficients, Yj, but 
the smaller is the quantity measured. Thus to put 
himself into a measurable region, the experimenter is 
obliged to work with more concentrated solutions 
making necessary yet more terms of the virial expan­
sion. (Alternatively, he may conduct a search for 
suitable conditions for which Tj+ic1 are negligibly 
small; the search must be made for each polymer struc­
ture studied.)

Now it is a matter of common experience that 
unless there are many more data than parameters to 
be determined by them, the coefficients in a polynomial 
are not well determined by experimental data; they 
are very subject to the fluctuations of the data. Even 
when the resulting fitted curve may be satisfactory 
for interpolation, it is rarely satisfactory for extrapola­
tion— a process always applied to polymer osmotic 
data.

In an attempt to circumvent some of these difficulties, 
it has become common practice to set Fs = T22/4  (i.e., 
set g =  l/i) and to terminate the series with this term. 
The virial expansion actually used then becomes (1 +  
T2c/2 )2 so that

x =  {cRT/Mn){ 1 +  r 2c /2 )2 (2)

The variable, (x /c )1/!, is then fitted linearly to c.
We have had occasion to note the inadequacy of this 

treatment for some concentrations we were using and 
were led to explore the possibility of finding an explicit 
function, f(c), containing no more than two adjustable 
parameters, such that

x =  (cRT/Mn)i(c) (3)

would satisfactorily fit the observations into the higher 
concentration region one must work with for high 
polymers. We report here the result of this search as 
well as other procedural aspects of the data handling 
we recommend in order to obtain better accuracy on 
the parameters.

II. Experimental Section
The osmometer we used is a commercial one supplied 

by Mechrolab, Inc. (now supplied by Hewlett-Packard 
Co.). An analysis of the operation of this null in­
strument yields

G{p,[h{c) — A(0>] +  (pV — Pt ) s } = x(c)
C =  03pm  (4)

as the relations from which osmotic pressure and con­
centration are calculated from primary measured quan­
tities. In (4), G is the acceleration due to gravity, 
p'T is the solution density at the temperature of mea­
surement, T, hie) is the height above a reference datum 
of the manometric fluid (the solvent) whose density is 
p, at the temperature, t, of the manometer and pT at T. 
The term involving s is a correction occasioned by a 
vertical column (height s) of solution above the mem­
brane; 03 is the weight fraction of solute.
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0 0.5 1.0 t.5 2.0 2.5
c x 102 (i/m l)

Figure 1. D a ta  for a polystyren e in 
1-chloronaphthalene at 130°.

We have determined, by means of (4), the osmotic 
pressure of a number of polymer solutions over a me­
dium range of concentrations using gel cellophane mem­
brane 450-D. As an example of these data we show in 
Figure 1, as a conventional plot, the results for a poly­
styrene in 1-chloronaphthalene solution at 130°. The 
supplier of the polymer reported its number-average 
molecular weight, determined osmotically, as 4.11 X 
105. An examination of Figure 1 nicely reveals two 
facets of the data. The first concerns the stochastic 
nature of the measured estimates of the variable, it/  
cRT, and shows that the fluctuations of these estimates 
are greater at the low concentrations. Indeed if the 
error of observation of h is a constant independent of 
the value of h, as it seems to be, and the error of c is 
negligible compared to that of h, then the propagation 
of error formula predicts that the standard deviation 
of -ir/cRT is inversely proportional to c. The second 
facet concerns the nature of f(c) of relation (3)— the 
most curvature occurs at the low concentrations and 
diminishes as concentration increases. In this figure, 
at concentrations higher than 0.015 g/m l the data are 
almost linear.

Each of these behaviors of the data contrive to make 
a graphical determination of the intercept difficult and 
hence uncertain. On one hand the extrapolation de­
mands continuing the curve through a region where 
the curvature is increasing making the position of the 
line uncertain while on the other recourse to measure­
ments made at still lower concentrations is of little

Figure 2. D ata  o f F igure 1 for w hich  irM nc R T  <  3 fitted  b y  
three relations: I, eq  1; I I , eq 2 ; I I I , eq  7. Filled circles not 
used in  fitting.

avail since the greater scatter in the data does not de­
termine the true curve position well. Obviously, 
what thermodynamic information is to be learned, 
including solute molecular weight, must perforce come 
from that range of variables where the data exist. 
This means, for an analytic representation of the curve, 
that Mn as well as the parameters in f(c) are to be 
fixed by the data at c >  0 and that f (c) be such that it 
not only faithfully follow the data through the range 
of c for which data exist but also, if the parameters are 
to represent truth, must be constrained by its nature to 
extrapolate along a curve on which measurements 
would lie if they existed.

We have found a two-parameter function which 
comes very close to these ideal properties.

III. Behavior of Concentration Function
We find that the function

f(c) = exp[Fc/(l +  g'Yc)], g' =  */2 -  g (5)

fits remarkably well all the data we have examined. 
Expansion of (5) in a Maclaurin series yields

f(c) = 1 +  Tc +  g W  +

(g* -  l/i2)V V  +  . . . ,  {g'TcY<  1 (6)

so that (5) may be put in the standard virial form for 
(gi'rc)2 <  1. In (6) the higher virial coefficients are 
written in terms of powers of F; i.e.

r 3 = gT\  r 4 = (g2 -  Vi2) r 3, . . .

In Figures 2 and 3 we compare the behavior of 
ir/cRT calculated from

7T =  (cRT/Mn) exp [rc/(l +  gi'rc)] (7)
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measure of this bias provided by the data. Consider 
now using relation (8). Although the parameter h0 
is much influenced by the measurement h(0), it is also 
influenced by all other measurements h(c), c ^  0. 
Therefore the resulting bias in h0 (hence in Mn, r, g) 
may be expected to be smaller than that of a single 
measurement, h{0). This expectation of a smaller 
bias in a single determination of Mn, r, and g is the 
basis of the argument for introducing the parameter 
ho.

The experimenter requires information as to the 
reliability of the determined parameters. The bias of 
a single determination becomes susceptible of mea­
surement only on sufficient repetitions of the complete 
experiment to give reliable estimates for the standard 
deviations of the parameters. We have done this using 
10 hypothetical experiments of 6 nonzero concentra­
tions each. Values for each of the 4 parameters were 
selected and error-free values of h{c) calculated for each 
concentration using relation (8). These error-free 
values were converted to 10 sets of “ experimental” 
values by adding deviations chosen at random from a 
normal population of deviations having zero mean and a 
standard deviation of 0.034. Each of the 10 sets was 
then fitted both to relation (7) where ir was computed 
by (4) and to relation (8). The results of this are given 
in Table II.

Table II : Standard Deviations of Parameters 
from Relations (7) and (8)

using relation (8) is a measure of the true variance 
as given in Table II. For example the pooled estimate 
of the standard deviation of Mn from the 10 fittings of 
relation (8) is 33.5 X 10s in agreement with the directly 
obtained value in Table II. Whereas this is true for
(8), in using relation (7) there is an additional un­
measured variance arising from the bias in h{0): witness 
the falsely flattering corresponding pooled estimate of
22.6 X 10s when in fact the actual value using (7) is 
nearly twice that figure. The pooled estimates re­
ferred to above are computed from sums of squares of 
deviations of observed points from the fitted line. 
Since, as we have just seen, these agree with the mean 
square deviations of observed minus true, it again 
follows that the fitted line of relation (8) is a good 
(unbiased) measure of the true behavior.

V. Application to Cryoscopy and Ebullioscopy
From the equilibrium condition of solvent and solu­

tion separated by a membrane permeable only to the 
incompressible solvent we have

ix\(v,T,c) -  = -v\-w (9)

expressing the chemical potential m i of the liquid sol­
vent whose partial molal volume is Vi in the solution 
where the solute concentration is c, to the chemical 
potential of the pure solvent at the same pressure and 
temperature, and to the osmotic pressure.

The equilibrium between the liquid solution of a 
solute that is insoluble in the crystalline solvent and 
the solvent crystal leads to

True values M „  =  338.7 X  10’, r  =  121.2, g =  0.2783

.-------— -— •— — Std dev of— •— -— •— '— ■— -
IO“ 3 M n V g

Relation (7) 40.3 16.9 0.0116
Relation (8) 32.3 13.8 0.0104

It is apparent from the table that each parameter is 
more reliably determined by a single experiment when 
relation (8) is used. In this connection it is important 
to note that the standard deviations listed are actually 
the root-mean-square deviations of the determined 
values from the true parameter values. This means 
that the data handling procedure we recommend gives 
improved accuracy not merely improved precision. 
The difference between squares of the standard devia­
tions of (7)-(8) represents the variance introduced 
into each parameter, when (7) is used, by the bias in 
M 0 ) .

There is yet another facet in the comparison of the 
use of ho vs. h(0) we wish to point out. This has to do 
with the measure of reliability of the parameter values 
provided by a least-squares fitting of the parameters in
(8) vs. those in (7) to a set of measurements. The 
variance of each parameter determined by such a fitting

Mi (p,T,c) — mi(p ,T,0) =  — f  SFdt (10)
J  T - e

where T is the melting point of the solvent crystal 
at pressure p in the presence of pure liquid solvent, 
T — 6 is the melting point in the presence of solution 
of concentration c, and SF is the partial molal entropy 
of fusion.

The corresponding expression for ebullioscopy where 
the pressure on the liquid is also the vapor pressure is

i*T+d
Ml(p ,T ,c ) -  mi(p ,T,0) =  -  svdt (11)

with Sy the partial molal entropy of vaporization.
On eliminating the left member of each of (10) and

(11) by means of (9) and in turn eliminating tt from 
these resulting expressions using (7) we have expres­
sions for the concentration dependence of melting 
point lowering and boiling point elevation of solutions

iS'Fdi =  {v\cRT/Mn) exp[r2c/(l +  g'YiC) ]
(12)

Svdt = {v\cRT/Mn) exp[r2c/(l +  <?T2c)]

Evaluation of the integrals is made using appropriate

Volume 74) Number 7 April 2, 1970



1600 H. W olff and R. W ürtz

assumptions concerning the temperature dependence 
of the heats of transitions.

If, for example, the temperature interval, 6, is so 
small that the transition entropies may be taken as 
constant within it—a likely situation for high poly­
mers—then (12) and (13) become

6 =  (vicRT2/LFMn) exp[r2c /( l  +  </T2c) ] (12a) 

for the freezing point depression, 6, and

6 =  (vicRT2/LvMn) exp[r2c /( l  +  g T 2c)] (13a)

for the boiling point elevation, d. In these expressions, 
Lf and Lv are the latent heats per mole of fusion and 
vaporization, respectively, at the transition tempera­
ture, T.

Acknowledgment. The measurements reported on 
here from our laboratory were made by J. R. Donald­
son.

Hydrogen Bonding and Vapor Pressure Isotope Effect of Dimethylamine

by H. Wolff and R. Würtz
Physikalisch-Chenisches Institut, Universität Heidelberg, 69 Heidelberg, Germany (.Received August 6, 1969)

The vapor pressure isotope effect of two isotopic compounds in solution is given by the ratio p/p' of their 
partial pressures in the same solvent, where p and p' are the partial pressures of the heavy and of the light 
compound, respectively. The temperature and concentration dependence of this ratio has been determined 
for solutions in n-hexane of (CH3)2NH, (CH3)2ND, (CD3)2NH, and (CD3)2ND between +20 and —50°. The 
ratio decreases with increasing temperature and is independent of concentration for pairs with equal amino 
groups but different methyl groups. These observations and the values indicate that the ratio is not in­
fluenced by association and depends primarily on the difference of the methyl group vibrations. However, 
for pairs with equal methyl groups but different amino groups the ratio increases with increasing temperature 
as well as with dilution, which shows that the ratio depends upon association and is determined by the inter- 
molecular vibrations and the internal amino group vibrations. When methyl and amino groups both differ, 
the ratio is determined by the external and internal amino group vibrations as well as the internal methyl 
group vibrations. The values of the ratios and their temperature dependence differ from the results for methyl- 
amine, because in dimethylamine the number of methyl groups is increased and the association is decreased. 
Taking into account the association equilibrium, the ratio of partial pressures is given by a two-state function. 
From this function it has been calculated that the undiluted dimethylamine contains approximately 60-40% 
of free NH or ND groups in the temperature range of +20 to —20°. Similar results have been obtained from 
infrared measurements in the first harmonics.

A. Introduction and Measurements
Methylamine is the only hydrogen-bonded molecule 

for which the temperature dependence as well as the 
recently detected concentration dependence1-6 of the 
ratio p/p' of vapor pressures (p is the pressure of the 
heavy compound, p’ is the pressure of the light com­
pound) have been investigated for the variously deu- 
terated forms.2 The results depended on whether the 
hydrogen-bonding group or another group of the mole­
cule was deuterated. To extend these ideas and to 
study the effect of the second methyl group and of the 
weaker association, we measured the temperature and 
concentration dependence of p/p' for the isotopic di- 
methylamines (CH3)2NH, (CH3)2ND, (CD3)2NH, and 
(CD3)2ND. The association constant K *  = x j  
x„-iXi (xv is the mole fraction of the r-mer) has only 
half the value for dimethylamine in n-hexane than for

methylamine in n-hexane.6 As in the measurements 
of the methylamines we investigated solutions in n- 
hexane between +20 and —50°.

The ratios of the undiluted compounds were given 
directly by the measured pressures. The ratio of partial 
pressure at a mole fraction x\ of dimethylamine were 
determined by eq I (/i and / /  are the activity coefh-

V_
V'

fiP
fi'P ’ (1)

(1) H. Wolff and A. Hôpfner, Ber. Bunsenges. Phys. Chem., 69, 
710 (1965).
(2) H. Wolff and A. Hôpfner, ibid., 71, 461 (1967).
(3) H. Wolff and H.-E. Hoppel, ibid., 72, 722 (1968).
(4) H. Wolff and A. Hôpfner, ibid., 73, 480 (1969),
(5) H. Wolff and R. Würtz, Z. Phys. Chem. (Frankfurt am Main), 
67, 115 (1969).
(6) H. Wolff and H.-E. Hoppel, Ber. Bunsenges, Phys, Chem., 70, 
874 (1966).
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Table I: V apor Pressures o f the System  (C H 3)2N H -n -H ex a n e  in T orr“

XI -5 0 ° -4 0 °

0 2 .2 3 .8
0 .0 20 6 4 .7 9 .0
0 .0706 1 0 .4 19.1
0 .1 01 4 1 2 .8 2 3 .2
0 .1 50 8 1 5 .3 2 9 .1
0 .2 00 8 17 .3 3 3 .2
0 .2 70 7 19 .6 3 7 .6
0 .2 72 0 19 .6 3 7 .7
0 .4031 2 1 .9 4 3 .2
0 .6022 2 4 .3 4 9 .4
0 .7 15 7 2 5 .7 5 2 .4
1 .0 3 0 .3 6 1 .7

•Pressure-
-3 0 ° -2 0 ° -1 0 °

7 .7 14 .3 2 6 .7
15 .9 2 7 .4 4 5 .6
3 3 .4 5 5 .2 8 7 .5
4 1 .5 6 8 .7 108 .4
5 1 .8 8 6 .1 136.1
5 9 .9 9 8 .8 160 .8
6 8 .6 116 .5 187 .7
6 8 .8 117 .2 188 .3
7 9 .6 1 3 7 .7 2 2 4 .9
9 2 .1 162.1 2 6 8 .2
9 8 .8 174 .2 2 8 9 .4

117 .4 2 0 8 .9 3 4 9 .8

0° +  10° +  20°

4 5 .5 7 5 .6 121 .3
7 3 .3 113 .5 1 7 1 .6

133 .5 198 .2 2 8 5 .9
164 .9 2 4 3 .1 3 4 7 .7
2 0 6 .5 3 0 3 .5 4 2 8 .8
2 4 5 .3 3 6 0 .7 5 1 2 .4
2 8 9 .1 4 2 8 .3 6 1 2 .0
290 .1 4 3 0 .4 6 1 5 .0
3 5 0 .4 5 2 2 .7 7 5 0 .0
4 2 4 .7 6 4 4 .0 9 3 9 .9
4 6 1 .5 7 0 4 .0 1031.1
5 6 0 .7 8 6 2 .4 1276.9

“ Our previous measurements8 were repeated as they did not meet the high standard of precision which is essential for the deter­
mination of the ratio of partial vapor pressures when the mole fraction of amine approaches zero. However, only the pressures below 
Xi =  O.IOI4 have to be taken from the above Table I .  The previous values8 can be used for pressures above x i  — O.IOI4 . Xi is the 
mole fraction of (CH3)2N H  in the liquid phase.

Table II: Vapor Pressures of the System (CH 3)2ND-n-Hexane in Torr“

-Pressure-
XI -5 0 ° -4 0 ° -3 0 ° -2 0 ° -1 0 ° 0° +  10° +  20°

0 2 .2 3 .8 7 .7 14 .3 2 6 .7 4 5 .5 7 5 .6 121.1
0 .0 04 8 2 .5 5 .0 9 .4 1 7 .3 3 0 .8 5 2 .4 8 5 .2 1 3 3 .4
0 .0 07 5 3 .0 5 .7 1 0 .8 1 9 .7 3 3 .8 5 6 .6 9 1 .0 1 4 1 .3
0 .0207 4 .9 9 .0 15 .3 2 7 .9 4 5 .3 74 .1 1 1 4 .8 1 7 3 .2
0 .0 25 4 5 .6 10 .0 1 8 .0 3 0 .5 5 0 .4 7 9 .9 122 .7 1 8 3 .6
0 .0 4 8 4 8 .2 15 .2 2 6 .6 4 4 .3 7 0 .6 108 .9 1 6 3 .2 2 3 8 .6
0 .0 70 5 10 .2 1 8 .9 3 3 .3 5 5 .0 8 7 .4 133 .6 1 9 8 .3 2 8 6 .4
0 .0922 11 .8 2 2 .5 39 .1 6 4 .7 102 .3 156 .3 2 3 1 .1 3 3 1 .8
0 .1541 15 .2 2 8 .9 5 1 .7 8 6 .6 137 .5 2 0 9 .8 3 0 7 .9 4 3 7 .8
0 .2 53 5 18 .3 3 5 .7 6 4 .9 111 .3 178 .2 2 7 6 .6 4 0 9 .5 5 8 4 .6
0 .3 05 3 19.1 3 7 .7 6 9 .6 119 .8 194.5 3 0 1 .9 4 4 8 .8 6 4 2 .3
0 .3 52 6 20 .1 4 0 .1 7 3 .9 128 .3 2 0 9 .5 327 .1 4 8 4 .9 7 0 6 .3
0 .4 10 9 2 0 .9 4 1 .8 7 8 .2 135 .5 2 2 3 .0 350 .7 5 2 7 .6 7 6 5 .1
0 .4494 2 1 .5 4 3 .2 8 0 .2 140 .4 231 .1 3 6 4 .3 5 4 9 .6 7 9 8 .5
0 .5077 2 2 .2 4 4 .6 8 3 .6 147.1 2 4 3 .4 3 8 4 .6 5 8 2 .0 8 4 6 .3
0 .6 05 5 2 3 .1 4 7 .3 8 8 .8 157 .3 262 .1 4 1 7 .3 6 3 5 .5 9 3 2 .2
0 .6 55 4 2 3 .8 4 8 .4 9 1 .6 162 .0 2 6 8 .6 4 3 2 .1 6 5 9 .8 9 7 0 .1
0 .7038 2 4 .6 4 9 .7 9 4 .0 167 .3 2 7 9 .5 4 4 7 .4 6 8 5 .0 1 009 .4
0 .7 53 8 2 5 .0 5 0 .9 9 6 .7 172 .2 2 8 8 .2 4 6 1 .5 7 0 8 .6 1 046 .4
0 .8 03 7 2 5 .7 5 2 .5 100 .5 177 .3 2 9 7 .6 4 7 7 .2 7 3 4 .1 1086.1
0 .8 54 5 2 6 .6 5 4 .2 102 .4 182 .6 3 0 7 .2 4 9 3 .1 7 5 9 .0 1125.1
0 .9021 2 7 .3 5 5 .6 105 .7 188 .3 3 1 6 .8 5 0 9 .3 7 8 4 .9 1164 .8
1 2 8 .8 5 8 .9 112 .2 2 0 1 .0 3 3 8 .4 545 .1 8 4 1 .1 1249.2

0 Xi is the mole fraction of (C H 3)2N D  in the liquid phase.

cients of heavy and light dimethylamine in hexane, 
P and P' are the pressures of the undiluted isotopic com­
pounds). Equation 1 follows from the equations for 
the partial pressures

p =  xtfiRP (2a)

p ' =  *1/1 'R'P' (2b)

(R and R' are corrections for gas imperfection) when cor­
rections for gas imperfections are taken to be equal.

The activity coefficients were obtained from measure­
ments of the vapor pressure isotherms. These coeffi­
cients were calculated according to Barker7 by means 
of the equations of Redlich and Kister8

ln /i  =  A x 22 — Bx 22(1 — 4xi) +

C.t22(1 -  8x1 +  12xi2) (3a)

(7) J. A. Barker, Aust. J. Chern., 6, 207 (1953).
(8) O. Redlich and A. T. Kister, Ind. Eng. C h e m 21, 345 (1948).
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Table III: V apor Pressures of the System  (C D 3)2N H -n -H ex a n e  in  T orr“

"-------------------------------------------------------------------------------------------------- Pressure-
XI -5 0 ° -4 0 ° -3 0 ° -2 0 ° -1 0 ° 0° +  10“ +  20“

0 2 .2 3 .8 7 .7 14 .3 2 6 .7 4 5 .5 7 5 .6 121.1
0 .0103 3 .5 6 .7 12.1 2 1 .6 3 6 .7 6 0 .4 9 6 .0  . 148 .5
0 .0254 5 .8 10 .5 18 .6 3 1 .4 5 1 .2 8 1 .9 124 .7 185 .9
0 .0509 8 .9 1 6 .4 2 8 .2 4 6 .4 7 3 .9 113 .6 169 .9 2 4 7 .1
0 .0763 11 .5 2 0 .9 3 6 .4 5 9 .8 9 4 .4 143 .9 212 .1 304 .1
0 .1 01 6 13 .6 2 5 .1 4 3 .3 7 1 .7 112 .3 170 .9 2 5 0 .9 3 5 7 .6
0 .1 50 4 16 .2 3 0 .6 5 4 .0 9 0 .3 141 .8 2 1 4 .7 3 1 2 .9 4 4 2 .5
0 .2525 2 0 .1 3 8 .8 70 .1 118 .8 190 .2 291 .1 4 2 8 .5 6 0 9 .1
0 .2685 2 0 .3 3 9 .8 7 2 .2 122 .0 195 .3 2 9 9 .3 4 4 1 .2 6 2 6 .0
0 .2 77 8 2 0 .8 4 0 .2 7 3 .0 123 .8 198 .7 3 0 5 .5 4 4 9 .7 6 3 8 .5
0 .3539 2 2 .6 4 4 .1 8 0 .7 138 .5 2 2 3 .8 3 4 7 .5 516 .1 7 3 9 .9
0 .4063 2 3 .4 46 .1 8 4 .5 146 .0 2 3 7 .7 3 7 0 .4 5 5 3 .2 7 9 5 .8
0 .4258 2 3 .7 4 6 .8 8 6 .5 149 .4 2 4 3 .9 3 8 0 .2 5 6 9 .3 8 1 9 .9
0 .5 01 4 2 4 .8 4 9 .5 9 1 .5 159 .5 2 6 0 .9 4 0 9 .4 6 1 5 .2 8 9 1 .3
0 .5529 2 5 .4 5 0 .9 9 4 .8 167 .3 2 7 2 .1 4 2 8 .2 6 4 6 .3 9 3 8 .3
0 .6053 2 6 .9 5 2 .3 9 7 .8 172 .2 2 8 3 .4 4 4 7 .9 6 7 7 .9 9 8 7 .1
0 .6531 2 7 .0 5 3 .9 100 .9 177.1 2 9 2 .8 4 6 3 .9 7 0 3 .8 1 0 2 9 .4
0 .7 04 4 2 8 .5 5 5 .3 103 .8 182 .5 3 0 3 .3 4 8 0 .9 7 3 2 .0 1 0 7 2 .5
0 .7 54 6 2 8 .6 5 6 .9 106 .8 188 .1 3 1 2 .9 4 9 7 .9 759 .1 1 1 1 4 .5
0 .8 02 4 2 9 .3 5 8 .2 109 .7 193 .9 3 2 2 .7 5 1 4 .4 7 8 5 .0 1156 .3
0 .8529 2 9 .9 6 0 .1 113.1 2 0 0 .1 3 3 3 .5 5 3 1 .8 813 .5 1198.5
0 .9 21 8 3 1 .2 6 3 .0 1 1 8 .4 2 0 9 .2 3 4 9 .8 5 5 8 .7 8 5 5 .0 1262.2
1 3 2 .8 6 6 .0 124 .8 221 .1 3 6 9 .8 5 9 1 .5 9 0 6 .6 1339 .4

“ Xi is the m ole fraction  o f  (C D 3)2N H  in  the liquid phase.

Table IV : V apor Pressures o f the System  (C D 3)2N D -n -H ex a n e  in  T orr“

-Pressure-
XI -5 0 ° -4 0 ° — 30° -2 0 ° -1 0 ° 0° +  10° +  20°

0 2 .2 3 .8 7 .7 1 4 .3 2 6 .7 4 5 .5 7 5 .6 121.1
0 .0 10 3 3 .1 6 .5 12 .7 2 1 .6 3 6 .9 6 0 .7 9 6 .5 148 .6
0 .0 25 6 5 .9 1 0 .4 1 8 .7 3 1 .8 5 1 .9 82 .1 125 .7 1 8 7 .6
0 .0503 8 .9 16 .1 2 8 .0 4 6 .6 7 3 .9 114.1 170 .5 2 4 7 .5
0 .0761 11 .6 2 1 .1 3 6 .2 6 0 .0 9 4 .6 144 .3 2 1 2 .7 3 0 5 .8
0 .1012 1 3 .0 2 4 .4 4 2 .9 7 1 .4 112 .5 171 .3 2 5 1 .8 3 5 9 .7
0 .1516 15 .9 3 0 .4 5 3 .9 9 0 .3 142 .9 2 1 8 .0 3 2 0 .3 4 5 6 .3
0 .2 02 8 1 8 .4 3 4 .9 6 2 .3 104 .7 166 .7 2 5 4 .9 3 7 4 .0 5 2 8 .9
0 .2 53 8 1 9 .8 3 7 .9 6 8 .7 117 .0 187 .6 2 8 8 .6 4 2 6 .0 6 0 5 .5
0 .3 00 3 2 0 .1 3 9 .9 7 3 .2 125 .6 2 0 3 .4 3 1 4 .5 4 6 6 .8 6 6 6 .6
0 .3512 2 1 .4 4 2 .2 7 7 .8 1 3 3 .7 2 1 8 .0 3 3 9 .6 5 0 6 .8 7 2 7 .3
0 .4005 2 2 .2 4 3 .8 8 1 .7 141 .9 2 3 2 .0 3 6 3 .0 5 4 4 .4 7 8 5 .2
0 .4 50 4 2 2 .9 4 5 .7 8 4 .8 148.1 2 4 2 .9 3 8 1 .6 5 7 2 .8 8 2 7 .7
0 .5019 2 3 .2 4 7 .2 88 .1 153 .8 2 5 3 .3 3 9 8 .9 6 0 2 .3 8 7 3 .4
0 .5 48 5 2 4 .1 4 8 .5 9 1 .1 1 5 9 .8 2 6 4 .6 418 .1 6 3 3 .7 9 2 4 .4
0 .6022 25 .1 5 0 .0 9 3 .9 165 .5 2 7 4 .3 4 3 5 .5 6 6 1 .0 9 6 6 .9
0 .6 53 3 2 5 .5 5 1 .2 9 6 .8 171 .3 2 8 4 .9 4 5 3 .2 6 9 0 .7 1012.9
0 .7011 2 6 .0 5 2 .8 9 9 .6 176 .0 2 9 3 .4 4 6 8 .0 7 1 4 .2 1050.0
0 .7 53 3 2 6 .8 5 4 .3 102 .5 181 .7 3 0 3 .6 4 8 4 .9 7 4 1 .7 1092.5
0 .8 00 3 2 7 .4 5 5 .6 105 .5 186 .7 3 1 2 .5 4 9 9 .7 7 6 6 .3 1130 .4
0 .8519 2 8 .7 5 7 .6 108 .6 192 .8 3 2 3 .2 5 1 7 .9 7 9 5 .7 1175.8
0 .9012 2 9 .4 5 9 .3 1 1 2 .0 199 .0 3 3 3 .4 5 3 5 .5 8 2 3 .0 1219.0
1 3 0 .8 6 2 .4 119 .0 2 1 2 .3 3 5 6 .5 5 7 2 .9 882 .1 1309 .7

“ X\ is the m ole fraction o f (C D 3)2N D  in the liqu id  phase.

In fa = Axi2 +  Bx 12(1 — ix2) +

Cx 12(1 -  8x2 +  12xa2) (3b)

where A , B, and C are constants, using the mole volumes 
and the virial coefficients which were applied in a pre­

vious investigation of the (CH^sNH-Ti-hexane system.6 
Measurements of the pressures and preparation of the 
compounds were performed as described for methyl- 
amine and other amines.1'2 The vapor pressures of the 
first and last fraction of the compounds within the
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T ab le  V : Constants for the Calculation of the Activity Coefficients with Eq 3a and 3b

Temp,
°c A B C A B C

(a) (CHskNH-n-Hexane (b) (CHshND-n-Hexane
+ 2 0 0.794 + 0.042 0.048 0.82g + 0.057 0.061
+  10 0.892 + 0.045 0.050 0.92o + 0.053 0.068

0 0.989 + 0.048 0.057 1.021 + 0.047 0.066
- 1 0 I.O 85 +0.035 0.055 1.113 + 0.033 0.066
- 2 0 1.187 + 0.027 0.086 1.225 + 0.016 0.090
- 3 0 1.294 + 0.002 O.O89 1.326 + 0.002 O .l l i
- 4 0 1.404 + 0.002 0.124 1.431 - 0.029 0.139
- 5 0 1.474 -0 .0 5 9 0.076 1.482 - 0.081 0.119

(c) (CDshNH-n-Hexane (d) (CD 3)2ND-re-Hexane
+ 2 0 0.792 +0.063 0.049 0.824 + 0.046 O.O63
+  10 0.888 + 0.061 0.049 0.925 + 0.050 0.067

0 0.984 + 0.054 0.054 1.023 + 0.045 0.073
- 1 0 1.078 +0.047 0.056 1.117 +  0.038 0.077
- 2 0 1.189 +0.033 0.076 1 .22s + 0.021 0.097
-3 0 1.287 + 0.014 0.086 1.32g + 0.006 0.109
-4 0 1.396 - 0.010 0.121 1.441 - 0.016 0.151
- 5 0 1.452 - 0.029 0.168 1.495 -0 .0 7 8 0.137

Figure 1. p/p' values o f undiluted iso top ic  dim ethylam ines
(------- ) and m ethylam ines (---------- ), respectively , as a fu n ction  of
tem perature. 1, P(CD3)2NH/F,(CHa)!NH and P cd3Nh2/ P ch3Nh2; 2, 
P(CD3)2Nd /P(CH3)2nd and P cd3ND2/ P ch3NDz; 3, P (ch3)2nd/P(CH3)2NH 
and P ch3ND2/ P ch3Nh2; 4, P ( cd3)2nd/P(CD3)2nh and P cD3Nd2/  
P cd3NH2; 5, P(CD3)2nd/P(CH3)2NH and P cd3ND2/ P ch3Nh2;
6, P (ch3)2Nd / P ( cd3)2nh and P c e in d J P c d m h /)- In  ref 2 
curves 1 and 2 as w ell as curves 3 and 4 shou ld  be 
interchanged. In  the case o f curve 6, p is the pressure of 
the light and p' the pressure o f the h eavy  com pound.

entire range of measurements had to be the same within 
±0.2 Torr. (CD3)2NH2C1 (Merck, Darmstadt) was 
starting compound for the deuteriomethylated com­
pounds. n-Hexane was research grade (Phillips Petro­
leum company, Bartlesville, Okla.).

B. Results and Discussion
1. The measured pressures are given in Tables I-IV . 

The constants from which the activity coefficients are to 
be obtained with eq 3 are listed in Table V. Figure 1 
shows the p/p' values of the undiluted compounds (solid 
lines) and for comparison the p/p' values of methyl- 
amine (dotted lines) as a function of temperature.

The p/p' values of pairs with equal amino but dif­
ferent methyl groups (curves 1 and 2 in Figure 1) cor­
respond to an inverse isotope effect on the vapor pres­
sure (p > p'). The deviations from unity are 0.07- 
0.05, i.e., 1.5-1.7 times the deviations in the case of 
methylamine. They decrease with increasing tem­
perature, the amounts being approximately twice those 
of methylamine. For the interpretation we used the 
equation9

P
V'

n
i = 1

( „
\ ¿̂cond

« q ĥcond \smh — — \ 
2 T \

* i  ^  î’c o n d  /sinn — —— /  
2 T }

X

3 N
TT

r\f pa
”  ícondü ígas

11
i = 7 ®¿cond® %as

sinh Q'igas
2 T

sinh -̂ cond I
2 T

r\ ¿V
• i ^ îga s  • i ícond Ismh —  smh -2T

(4)

(9j is the characteristic temperature of vibrations, with i 
ranging from 1 to 3 of the translations, with i ranging 
from 4 to 6 of the librations, and with i ranging from 7 
to 3N of the intramolecular vibrations in the gaseous 
and in the condensed state; prime refers to the lighter 
isotopic compound) which gives p/p' as a function of 
the difference between the inter- and the intramolecular

(9) J. Bigeleisen, J. Chem. Phys,, 34, 1485 (1961).
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vibrations of the compounds of a pair. As could be 
shown,10,11 the factor of the intramolecular vibrations 
(i =  7-3N) generally decreases with increasing tem­
perature, whereas the factor of the intermolecular vibra­
tions (i = 1-6) increases. Obviously, the intermolecu­
lar vibrations of the amino groups cancel each other in 
eq 4, because the amino groups are the same. Thus 
the p/p' values are determined primarily by the differ­
ences between the methyl group vibrations. The factor 
of these vibrations is contained twice in eq 4. There­
fore the deviations of p/p' values from unity as well 
as the decrease of these deviations with increase of 
temperature are crudely twice those of methylamine 
(taking into account that (1 +  y)2 «  1 +  2y is valid for 
low values of y).

The p/p' values of pairs with equal methyl groups but 
different amino groups (curves 3 and 4 in Figure 1) 
correspond to a normal isotope effect (p < p '). The dif­
ference between the p/p' values of 0.94-0.98 and unity 
is, however, smaller than in the case of methylamine. 
The same is true for the increase of p/p' with tempera­
ture. As the intermolecular vibrations are responsible 
for this increase, we have to assume that the methyl 
group vibrations cancel each other in eq 4 and that 
p/p' is a function of the influence of the intermolecular 
vibrations which is reduced by the counteracting in­
fluence of the intramolecular amino group vibrations. 
Thus the smaller normal effect (compared with methyl­
amine) and the somewhat weaker increase with tem­
perature are explained by the weaker association of 
dimethylamine or by the lower frequency of the inter­
molecular vibrations and the smaller change of the 
intramolecular amino group vibrations generated by 
the weaker association.10'11

The p/p' values of pairs with different amino groups 
and with different methyl groups represent combina­
tions of the values already considered. Curve 5 in 
Figure 1, representing p/p' when both groups of the 
same compound are deuterated, follows from multipli­
cation of the values in curves 1 and 4. Both, curves 
1 and 4, are higher than in the case of methylamine, 
therefore curve 5 for dimethylamine is also higher than 
that for methylamine. It lies in the region of the in­
verse effect, and its slope is less than that of curve 4. 
In contrast, curve 5 of methylamine lies completely 
in the region of the normal effect.

Curve 6 represents the p/p' values for pairs in 
which the deuterated amino group is in one compound, 
and the deuteromethylated groups are in the other com­
pound. Curve 6 follows from the division of the values 
of curve 3 by the values of curve 1. In this case, too, 
both 1 and 3 are higher than the corresponding curves 
for methylamine. The differences, however, cancel 
out in division. Therefore, curve 6 is nearly the same 
for dimethylamine and methylamine. Its slope is 
again less than the slope of curve 3, because of the de­
crease of curve 1.

Figure 2. p / p '  values of (CD3)2NH and (CH3)2NH  in solution 
with ra-hexane between + 2 0  and —40° as a function of mole 
fraction x i  of dimethylamine.

Figure 3. p / p '  values of (CD3)2ND and (CH3)2N D  in solution 
with m-hexane between + 2 0  and —40° as a function of mole 
fraction Xi of dimethylamine.

2. Figures 2-7 represent the p/p' values as a function 
of the mole fraction of dimethylamine for given tempera­
tures. The approximate independence of the values on 
dilution (Figures 2 and 3) confirms the statement that 
the p/p' values for pairs with equal amino groups and 
different methyl groups are nearly independent from 
association and are determined essentially by methyl 
group vibrations alone. (The deviations of the curves 
at low mole fractions from the horizontal may be due 
to errors.)

The p/p' values depend heavily upon concentration 
for pairs with equal methyl groups but unequal amino 
groups (Figures 4 and 5). This observation corresponds 
to the expectation that the normal effect of the hydro-

(10) H. Wolff in “ Physics of Ice,”  N. Riehl, B. Bullemer, and H. 
Engelhardt, Ed., Plenum Publishing Corp., New York, N. Y., 1969, 
p 305.
(11) H. Wolff and E. Wolff, Ber. Bunsenges. Phys. Chem., 73, 393 
(1969).
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+20° C 
0°C

-20 °C 

-iO°C

Figure 4. p/p' values of (CH3)2ND  and (CH3)2NH in solution 
with n-hexane between + 2 0  and —40° as a function of mole 
fraction x i  of dimethylamine.

Figure 5. p / p '  values of (CD3)2ND  and (CD3)2NH  in solution 
with n-hexane between + 2 0  and —40° as a function of mole 
fraction .tj of dimethylamine.

gen-bonded molecules is replaced by the inverse effect of 
monomers. As could be shown,3'12 this inverse effect 
results primarily from the solvent shift of intramolecular 
vibrations. The intermolecular vibrations of mono­
mers are low in frequency or rotationlike and approxi­
mate the classical behavior of vibrations, therefore their 
factor in eq 4 being nearly 1.

The same explanation holds true for the concentra­
tion dependence of p/p' for pairs with unequal groups 
(Figures 6 and 7). However, the effects of methyl and 
of amino group vibrations are to be multiplied in one 
case and divided in the other, as with curves 5 and 6 
of Figure 1.

Equation 4 has to be replaced by the two-state func­
tion11 (eq 5) if one takes into account the association

P
P '

1 —X

bonded
(5)

equilibrium between dimethylamine molecules with free 
amino groups (mole fraction x) and molecules with hy­
drogen or deuterium bonded groups (mole fraction 1 — 
x). Since (Ilg f̂ree* >  1 and (Uq{)hondcdl- x >  (Uqt)hondcd, it 
follows that p/p' of the undiluted compounds, which are

Figure 6 . p / p '  values of (CD3)2ND  and (CH3)2NH  in solution 
with n-hexane between + 2 0  and —40° as a function of mole 
fraction x i  of dimethylamine.

+20°C

0°C

-20°C

-40° C

Figure 7. p / p '  values of (CH3)2N D  and (CD3)2NH  in solution 
with n-hexane between + 2 0  and —40° as a function of mole 
fraction xi of dimethylamine. As in the case of curve 6  

of Figure 1 p  is the pressure of the light and p ' the 
pressure of the heavy compound.

(12) H. Wolff, Ber. Bnnaenges. Phys. Chem., 73, 399 (1969).
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partly associated, is greater than p/p' of the compounds 
associated perfectly. Furthermore it follows that p/p' 
increases with temperature due to the temperature de­
pendence according to eq 4 as well as due to the in­
crease in the number of monomers.

Neglecting the presence of the solvent and the 
small difference of the association degree of correspond­
ing NH and ND compounds, eq 5 may be assumed 
to be valid also for the dissolved molecules. (As has 
been shown for methylamine in ref 6 and as will be 
shown for dimethylamine in a forthcoming paper,* 13 14 
the ND compound is somewhat more associated.) The 
values of (Ilg^tr,*, have then to be calculated from 
the frequencies of gaseous compounds and the solvent- 
shifted frequencies of monomers. Inserting the values 
of p/p' and x for two mole fractions results in two 
equations, the solution of which yields (IL^free 
and (Ilg^bonded- Reinserting these values and in­
serting the value of the vapor pressure ratio of the 
pure compounds permits one to calculate the fraction x 
of free groups in the undiluted state. Tentatively, 
the p/p' values of (CH3)2N H - and (CH3)2ND-?i-hexane 
at mole fractions of 0.1 and 0.2 (Figure 4) have been 
used for calculation. It could be assumed that these 
values are determined more exactly than those of 
(CD3)2N H - and (CD3)2ND-n-hexane, for they cor­
respond to the expectation that the vapor pressure 
ratio of NH and ND compounds at the state of mono­
mers amounts to 1.01-1.02. (The p/p' values of mo­
nomers or values not influenced by association amount 
to 1.01-1.02 for CH3OH-CH3OD, 1.02-1.03 for CH3- 
NH2-C H 3ND2, and 1.04-1.06 for CH3NH2-C D 3NH2.12) 
x resulted from the fractions of monomers, dimers, 
trimers, and tetramers, determined as in ref 14, under 
the assumption that each of the different forms con­
tains one free group (Table VI).

The values of 1.013 and 1.015 at +20 and —20° 
for (Idg*) free resulting in this way are in reasonable 
agreement with those of 1.017, obtained from Figure 
4 where X\ approaches zero. Values of 0.92 are ob­
tained for (Ilgilbonded. The value of 0.92 presumes

Table V I : Fractions x  of Free Groups of (C H + N H  in 
n-Hexane Solution, Determined from Fraction ft of 
Monomers, ft of Dimers, ft of Trimers, and 
ft of Tetramers“

Mole
fraction xi 

of (CH3)2NH 
in CeHu

soin 0i 02

+ 20

0.1 0 . 8 4 1  O.O6 5

0 .2  0.717 0.096

-20
0.1 0.749 0.088
0 . 2  0.578 0.108

Frac­
tion x o f 

free groups 
(01 + 7202
+  ̂/ 303 +

ft ft •Aft)

0 . 0 0 8 0 . 0 0 2 0.916
0 . 0 2 1 0 . 0 0 7 0.841

0.017 O.OO5 0.859
0.035 O.OI7 0.738

“ The assumption is made that each of these forms contains 
one free group, ft, ft, ft, and ft are calculated from the data 
of Table V  as in ref 14, assuming validity of the theory of ideal 
associated solutions.

that all molecules of dimethylamine are hydrogen 
bonded. If one inserts it in eq 5 and thereby relates 
it to the values of 0.978 or 0.962, measured at +20 
and —20° for the undiluted compounds (Figure 4), 
one obtains the fractions 0.64 and 0.44, wdiich are 
due to the free groups. Values of 0.59-0.33 in the 
same temperature range have been obtained from 
infrared measurements in the first harmonics.15 Thus, 
even the simplified calculations with eq 5 give reason­
able results.
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Chemical Electrostatics. I. Electrostatic Description 

of the Markovnikov Rule1

by G. R. Haugen and S. W. Benson
Department of Thermochemistry and Chemical Kinetics, Stanford Research Institute, Menlo Park, California 94025 
(Received November 19, 1969)

A critical evaluation of the applicability of electrostatic models in the intramolecular domain justifies the use of 
idealized electrostatic models, such as point dipoles and point aggregates of polarizable matter with field inde­
pendent polarizabilities. The apparent inaccuracies in applying these idealized electrostatic models to explain 
molecular properties stems from the misapplication of these models in a region of enormously inhomogenous 
fields. The interaction between a point dipole and a dielectric sphere at molecular dimensions has been derived 
and suggests that under these conditions the electrostatic center and the geometric center do not coincide. In 
the case of the carbon-hydrogen bond, the interaction energy is corrected by about 30%, while the carbon-car­
bon bond requires a correction of 100% in the interaction energy. Starting with these corrected idealized electro­
static models, an electrostatic description of the Markovnikov rule has been developed, which utilizes the ob­
served bond angles and distances, covalent radii of the atoms, macroscopic mean polarizabilities of the atoms, 
and molecular dielectric constant in the vicinity of the charged carbon atoms. The interactions of charged atoms 
with polarizable groups can be considered as idealized charge-dielectric sphere interactions. However, the po­
larizable matter in which the charge is embedded is treated as a continuous dielectric. The calculated stabiliza­
tion energy of the positively charged carbon atom by a methyl group is 5.8 kcal/mol, while the negatively charged 
carbon atom is stabilized by 1.6 kcal/mol.

I. Introduction
The Markovnikov rule2 for addition to olefins can 

be stated as follows: the olefinic carbon atom that 
sustains a positive formal charge will be the one with 
the least number of attached hydrogen atoms. The 
enormous effect of a-m ethyl substitution on kinetics 
of four-center gas-phase reactions is a manifestation of 
this rule. This kinetic orientation phenomenon is 
quantitatively exhibited as a decrease in activation 
energy of about 5-6 kcal/mol upon the substitution 
of a methyl for an a hydrogen and 1-2 kcal/mol upon 
substitution of a methyl for a /S hydrogen. In view of 
the fact that the kinetic data have been shown to be 
compatible with a very polar transition state, it is 
reasonable to idealize this transition state as a semiion 
quadrupole.2

It is the purpose of this article to develop a quantita­
tive electrostatic description of this idealized transition 
state that is capable of predicting these orientation ef­
fects from other molecular properties. A prerequisite 
is the critical evaluation of the applicability of idealized 
electrostatic models (i.e., point dipoles, point aggregates 
of polarizable matter, and concept of continuous polar­
izable matter) in the intramolecular domain.

II. Electrostatic Fields in Molecules
Hitherto, the apparent failure of intramolecular elec­

trostatic models has been attributed to one or more of 
the following objections.

1. Incapability of representing the electric field of a 
finite intramolecular dipole by the point dipole approxi­

mation. The potential of a dipole (/a) of finite length 
(l) can be represented as a converging series of ascending 
power of l/r, where r is the distance from its dipole 
center. The first, second, and third terms are3

4> =  <f>o{ 1 +  5 +  A +  . . . }  (1)

where #0, 5, and A represent the potential of a point 
dipole (ji cos 0)/(r2), {(5 cos2# — 3 )/(8 )} ((¿)/(r))2, and 
{(63 cos4 8 — 70 cos2 8 +  15)/(128)} ((l)/(r))4, respec­
tively. The second and third terms in the expansion 
represent, at most, a 32% correction at distances com­
parable with the size of the dipole; the higher order 
terms will always be negligible (see Table I). The 
correction terms will enhance the ideal dipole potential 
in some configurations and reduce it in others. If the 
potentials of a finite dipole and a point dipole are inte­
grated over all possible positions on a surface of a sphere, 
the enhancement of the total potential of a nonideal 
dipole over that of the ideal dipole at a distance com­
parable to the length of the dipole is only 6%.

2. Saturation effects at submolecular distances, the 
failure of the linear relationship between the induced 
dipole (jíind) and the local electric field (F). The normal 
linear relationship requires the polarizability tensor to be

(1) This work was supported by Grant No. 1 RO I AP00698-01, 
Public Health Service, Department of Health, Education, and 
Welfare.
(2) (a) G. K. Ingold, "Structure and Mechanism in Organic Chem­
istry," Cornell University Press, Ithaca, N. Y., 1953; (b) S. W. 
Benson and A. N. Bose, J, Chem. Phys., 39, 3463 (1963).
(3) C. J. F. Bottcher, “ Theory of Electric Polarization,” Elsevier 
Publishing Co., New York, N. Y., 1952.
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Table I  : C orrection  F actor fo r  the P otentia l o f a F inite
D ip o le  (see eq  1)

cos 6 = 0 cos 0 =  l
l/r 8 A 8 A

0 0 0 0 0
0 .1 - 0 .0 0 4 + 0 .0 0 0 +  0.003 + 0 .0 0 0
0 .2 - 0 .0 1 5 + 0 .0 0 0 + 0 .0 1 0 + 0 .0 0 0
0 .3 - 0 .0 3 4 + 0 .0 0 1 + 0 .0 2 3 + 0 .0 0 1
0 .4 - 0 .0 6 0 + 0 .0 0 3 + 0 .0 4 0 + 0 .0 0 2
0 .5 - 0 .0 9 4 + 0 .0 0 7 + 0 .0 6 3 + 0 .0 0 4
0 .6 - 0 .1 3 5 + 0 .0 1 5 + 0 .0 9 0 + 0 .0 0 8
0 .7 - 0 .1 8 4 + 0 .0 2 8 + 0 .1 2 3 + 0 .0 1 5
0 .8 - 0 .2 4 0 + 0 .0 4 8 + 0 .1 6 0 + 0 .0 2 6
0 .9 - 0 .3 0 4 +  0.081 + 0 .2 0 3 + 0 .0 4 1
1 .0 - 0 .3 7 5 + 0 .1 1 7 + 0 .2 5 0 + 0 .0 6 3

independent of the local field (¡¡find = aF). Accord­
ingly, the saturation effects demand a field dependent 
polarizability tensor (£ind = [a — B F\ ]F). Let us pur­
sue the implications of a field dependent polarizability 
tensor. The electronic polarization has the following 
form

P e = (2)

where /  represents the restoring force constant of the 
electrons. (Pe the electronic polarization is calculated 
from the refractive index.) Then the change in dipole 
(A m) induced by a change in the electric field intensity 
(AF) is given by

A m  =  - j  A F  ( 3)

This equation is a combination of the two well known 
relations

e A F  =  - / A X  (4)

A m  =  e A X  ( 5)

Note that this is the typical linear expression between
induced dipole and the electrostatic field strength. 
Now, suppose that the relationship between displace­
ment and electrostatic field strength is not linear, i.e.

—  e A F lo c a l  =  + / l A X l ocal -  / ( A X o c a l ) 2 ( 6)

AXioca. =£ ~  e2(AFlocal)2 (7)
J l  J 1

_  gA F loca l /  / /  \

h  V / i 2 looa7  (8)
Let us perturb the local field by a small external electro­
static field (SF). This is actually what occurs when the 
polarizability of a molecule is measured. Hence

A X extern a l -f- local =

_ e(AFl0Cai +  6F) ^  +  5p)  ̂ (9)

and

& X  — A X external +  local A A  local —

Accordingly, the dipole induced by the external field is

and the true polarizability is diminished by local sat­
uration effects. Local fields vary considerably from 
compound to compound, as attested to by the enormous 
variation in molecular polarity. Consequently, bond 
polarizabilities should be strongly dependent on en­
vironment. However, this is contrary to observation; 
molar bond refraction is an additive property.4

3. Impossibility of representing the negative charge 
or polarizable matter by point aggregates. The center 
of positive charge aggregates is unequivocally located at 
the nuclei. Thus, the critical suppositions are the 
location of the center of negative charge aggregates 
and the center of aggregates of polarizable matter. 
Inasmuch as the polarizable matter is the electron, both 
the negative charge center and the center of polariza­
bility should coincide. The problem is one of repre­
senting the electron distribution in the molecule. An 
acknowledged example of this in electrostatics is the 
spherical body.3 The electrostatic field of a charge 
and/or polarized spherical body is equivalent to a simple 
finite array of point charges. Two theorems of elec­
trostatics that emphasize the one to one correspondence 
between spatial charge distribution and idealized array 
of point charges are stated here to stress the interchange 
ability of these models. “ The average reaction field 
of an arbitrary system of fixed charges in a spherical 
cavity in a dielectric can be represented by an ideal 
dipole moment of the system of charges relative to the 
center of the cavity” and “ A spherical surface with a 
surface charge density, a, represented by ((constant)/ 
(4tt))(21 +  1)/(g/ +2)[P;(cos 0)], where d is the radius 
of the sphere and P t (cos 9) represents the Legendre func­
tions, has a potential, </>, given by

X  (A ir1 +  P i(cos 6)

Examples: 1. If/. =  0, then o-is given by e/47ra2. The 
charge e is evenly distributed over a spherical surface. 
The potential inside the spherical surface is a constant, 
whereas, outside the sphere, the potential is that of a 
point charge located at the center of the sphere.
2. If l = 1, then a is given by [(3m)/(47ra3)] cos 6, 
where m represents the dipole moment of the system.

(4) K. G. Denbigh, Trans. Faraday Soc., 36, 936 (1950) ; S. N. Wang, 
J. Chem. Phys., 7, 1012 (1939) ; K . S. Pitzer, Advan. Chem. Phys., 
2, 59 (1959); J. W. LeFevre, Advan. Phys. Org. Chem., 3, 1 (1965).
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Again this charge distribution gives a uniform field 
inside the sphere and the potential outside the sphere is 
that of an ideal dipole, located at the center of the 
sphere. 3. If l =  2, then <ris given by [(5Q)/(4?ra4)] • 
(3 cos2 0 — 1) where Q is an axial quadrupole moment of 
the surface charge distribution. The field inside the 
sphere is a linear function of the coordinates, while the 
potential outside the sphere is that of an ideal axial 
quadrupole located at the center of the sphere and 
directed along the Z axis.”

In view of the fact that the electron is a negatively 
charged particle whose motion is entirely determined 
by external and local fields, the spatial distribution of 
the electron determines the center of charge density 
which is also the representative center of polarizable 
matter.

The difficulty of using the concepts and relationships 
that hold for molecular electrostatics at intramolecular 
dimensions does not stem from a failure of these basic 
concepts described herein above, but from the non­
uniformity of the electric field at these dimensions. 
A feel for the enormous field gradients that exists and 
the problems associated with integrating their effects 
over a finite volume can be achieved by two simple cal­
culations (see Figures 1 and 2). Note that as the dis­
tance between a point dipole and a finite region of 
space approaches the dimension of that region (radius), 
the electric field strength in the quadrants closest to 
the dipole increase sharply over the value in the distant 
quadrants (see Figures la and lb). The integration 
of the effects of this inhomogeneous electric field over 
the finite region of space may not coalesce to a repre­
sentative point. Even if there happens to be a repre­
sentative point, it cannot coincide with the geomet­
rical center of the region.

The calculations depicted in Figure 2 compare the 
electric field strengths at the point p, generated by a 
point dipole (m) and its induced partner (m'). Observe 
that, as the point p approaches the induced dipole (m ), 
the electric field strength due to the original dipole 
(in) becomes insignificant, even if the quantity a\/7/S3 
is less than one. Consequently, if the polarizability (a) 
and distances (S and S ±  X) have a particular corre­
spondence, the electric field effects of the original dipole 
(to) can be propagated by an inductive mechanism 
rather than directly across the intervening space.5,6

These inhomogeneous electrostatic effects necessitate 
the réévaluation of the interaction energy between 
spherical particles and electric fields emanating from 
point charges or point dipoles.

(a) Conducting Sphere. The method of images in 
electrostatic theory allows the calculation of the inter­
action of a charged or uncharged metallic sphere and a 
simple distribution of point charges. The simple, 
well-known relations are obeyed at distances approach­
ing the radius of the sphere, irrespective of the size of

Figure 1. The ratio of electric field strength,
|Fq|/|?pI due to a point dipole (to) is shown as a function of 
its angle, 6, and the ratio of dimensions, S/d.

1 +  (S/dF +  2 (S/d) cos g\ 
1 +  (S /d )2 -  2 (S/d) c o s e )

Vs
X

3 sin2 6
4 ~  (1 +  QS/d)2 -  2QS/d) c o s B)

3 sin2 6
' (1 +  ( S /d ) 2 +  2 (S /d )  cos B )j

V.

this sphere.7 That is, the interaction of the induced 
charge distribution in a metallic sphere with a point 
charge or dipole is exact at all dimensions, the only 
restriction being that the point charge or dipole is 
located outside the metallic sphere.

(b) Dielectric Spheres. Consider a point charge e 
located at a distance S from the center of a dielectric 
sphere of radius a. The distance S must always be 
larger than the radius of the sphere. Using the proper­
ties of the Legendre functions, the work of polarization 
w has the exact form3

(5) T h is  con cep t  o f  an alternative in d u ctive  m echanism  fo r  p rop aga ­
tion  o f e lectrostatic  e ffects has been p rop osed  p rev iou sly .6
(6) See C . K . In go ld , C h e m .R e v., IS , 225 (1 934 ); A . E . R em ick , J  
C h e m .P h y s., 9, 653 (1941).
(7) E . S . R ittner, ib id ., 19, 1030 (1951).
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l e / a  “ l ( e +  2) /a \ 2!- 2
2 (S4 i = q l{e +  1) +  1 \Sj

(12)

where e represents the dielectric constant of the homo­
geneous dielectric sphere, and a represents the polariz­
ability of the dielectric sphere, a =  [(e — l) / ( «  +  2)]a3. 
The first term, — V2(e2a ) / (S4), depicts the ideal work of 
polarization and the second term

“ l(e +  2) /  a\2!_2
h  K* +  1) +  1 W

is the correction factor which converges toward one as 
the ratio a/S tends toward zero. In Table II, the values 
of the correction factor for some arbitrary values of e 
and for some typical ratios of a/S found in intra­
molecular dimensions are tabulated.

In the case where the radius is 67% of the separation 
between the point charge and the center of the dielectric 
sphere, the actual energy is about 100% larger than

Figure 2. T h e  quantity |F'p|/|?p|(S*/«\/7) is represented 
as a fun ction  of the distance betw een the induced dipole, 
m ' and the poin t p. T h e  absolute field strength at poin t p 
due to the original dipole, to, and the induced dipole, to', 
are represented b y  |F'P| and |fp|, respectively : 

{If 'p|/|Fp|}(S3/W 7 )  =  [d3/ S 3( l  ±  (\/S))3lV 3  cos2 Q +  1.

Table II: C orrection  F actor, ^  
0 = 1

lie  +  2 )
M 2" 2

Ke +  1) +  1 W

a/ S € =  2 € = 4 e = 6

7a 1 .9 4 1 .8 8 1 .8 6
7a 1 .38 1 .3 6 1 .3 6
Va 1 .1 4 1 .1 4 1 .1 3
Va 1 .0 7 1 .0 7 1 .0 7
Vio 1.01 1.01 1 .01

the value calculated for the limit of a/S approaching 
zero. The correction factor is essentially independent 
of the dielectric constant of the sphere.

In Appendix A, we have outlined the derivation of 
the exact formula for the work of polarization of a 
dielectric sphere with dielectric constant, e, by a point 
dipole. The relations encountered can be simplified 
by choosing the case with the highest symmetry, i.e., the 
point dipole situated on the Z axis at a distance S from 
the center of the dielectric sphere and pointing toward 
this center. The work of polarization, w, of the dielec­
tric sphere of radius, a, by a point dipole, m, is denoted 
by the equation

2 m * a  £  I U  +  2)(Z  +  l ) 2 / a \ 2‘ - 2

h  4 [f(€ +  1) +  1] W
(13)

where a represents the polarizability of the dielectric 
sphere, a =  [(* — l) /(e  +  2)]a3. Again, the first 
term, ( — 2?n2a)/(S6), depicts the ideal work of polariza­
tion and the second term, 2; = o Ke +  2)0 +  1 )2/4[/(e +  
1) +  1] (a/<S)2' -2, a correction factor which converges 
toward one as the ratio a/S tends toward zero. In 
Table III, the values of this correction factor for some

Table III: C orrection  F actor, ” l{e +  2X1 +  l)2 ^a\ 2i~9' 
i r 04[i(* +  l) +  i] W

a/ S e = 2

Va 4 .3 6
Va 1 .9 9
Va 1 .33
Va 1 .17
Vie 1 .03

« =  4 e = 6

4 .5 1 4 .3 7
2 .0 5 2 .0 2
1 .3 4 1 .3 2
1 .1 7 1 .1 7
1 .0 2 1 .0 2

arbitrary values of e and for some typical ratios of 
a/S are tabulated. The correction factor for the inter­
action of a dielectric sphere with a point dipole is greater 
than that for a point charge. In the case where the 
radius is 67% of the separation between the point dipole 
and the center of the dielectric sphere, the actual 
energy is over 300% larger than the ideal value. Again, 
the correction factor is essentially independent of the 
dielectric constant.
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III. Electrostatic Model for the Markovnikov Rule
Herein, is set forth a simple electrostatic model of the 

transition state that resolves the Markovnikov orienta­
tion rule as an enhanced stabilization of the positive 
olefinic carbon atom over the negative olefinic carbon 
atom by the attached polarizable groups, whose ob­
served mean polarizabilities are tabulated in Table IV.

Table IV : Polarizability of Bonds and Atoms

Bond a l , a A3 a u a  A3 a,“ A3 Ref

c=c 2.80 0.75 1.43 b
C— H 0.64 0.64 0.64 b
C— C 0.99 0.27 0.51 b
C— (CH 3) 2.91 2.19 2.43 c
c— 0.26 d
II— 0.38 d
H— 0.40 d, e
(CH 3)— 2.17 d
(CH 3)— 2.24 e
c h 4 2.60 2.60 2.60 f
c 1.04 f

“ a i represents the longitudinal polarizability, a , represents the 
transverse polarizability, and a represents the mean polarizability 
of the particular bond, 'A (a ,  +  2a ,). b Bond polarizabilities are 
the values reported by  R. J. W . LeFevre, Advan. Phys. Org. Chem., 
3 (1965). c <n(C-CH i) =  « i (C -C )  +  V w C C -H ) +  >/,at 
(C -H ); a ,(C  C lh )  =  a t(C -C )  +  vWiCC H ) +  s/a«< (C -H ) 
using LeFevre values for bond polarizabilities (note b), these re­
lations reduce to a ,(C -C H 3) =  « ¡ (C -C )  -|- 3 a ,(C -H ) =  2.91 A 8; 
a ,(C -C H 3) =  a ,(C -C ) +  3 a ,(C -H ) =  2.19 A 3. “ W e  have as­
sumed that the mean polarizability of the bond is an additive 
property of the bonded atoms: a (A -B ) =  a (A -)  +  a (B -) . 
Accordingly, a (C -)  =  V M C -C ) ,  a (H -)  =  a (C -H ) -  V 2a (C -C ), 
a (C H 3- )  =  a (C -C H 3) — V 2a (C -C ). e A  comparison is possible 
by  deriving the mean polarizability of the bonded hydrogen 
atom from the mean polarizability of the hydrogen molecule and 
the bonded methyl group from  the mean polarizability of ethane: 
a (H -)  =  V -.«(IL ) =  0.40 A 3 and «(C H s ) =  V s«(C 2H ,) =  2.24 
A3 where the values for the mean polarizability of the hydrogen 
and ethane molecules are taken from “ Landolt-Bornstein Zahlen- 
werte and Funktionen. I. Bond Atom  und M olekular-Physik,”  
3. T eilM olekelnH . f  Polarizability of CH 4 is taken from “ Lan- 
dolt Bornstein Zahlenwerte und Funktionen. I. Bond Atom  und 
M olekular-Physik,”  3. Teil M olekeln II. A  total mean polariza­
bility of a bonded carbon atom in sp3 hydridization is a (C ) =  
« (C H f) -  4a(H —), a (C ) =  2.60 A3 -  4(0.39 A) =  1.04 A. This 
value can also be derived from the relation a (C ) =  4 a (C -)  =  
4(0.26) =  1.04 A.

It should be emphasized that this description is con­
sidering only the olefinic portion of the transition state. 
Actually, the transition state is a semiionic pair2'8 
which is formed concertedly when the olefin and the 
additive cooccupy a region in phase space. The olefin 
bond is depicted as having two positive centers located 
at the olefinic carbon nuclei. An electron distribution 
is portrayed by a family of surfaces of revolution (equi- 
potential surfaces) with two focal points representing 
the effective centers of negative charge. In the ground

state, the representative centers of negative charge and 
positive charge are conjectured to concur, inasmuch as 
the observed molecular dipole moments for olefins are 
very small. However, the polarized state of the ole­
finic bond existing in the transition state has the aspect 
of a formal charge separation; one olefinic carbon atom 
having a formal negative charge of half an electronic 
charge, and the other a formal positive charge of half 
an electronic charge.8 The positive charge centers 
are one of the terminals of the induced dipoles. Con­
sequently, there are two of these dipoles with their posi­
tive ends located at the nuclei of the olefinic carbon 
atoms as positioned in the transition state. We have 
assumed that they are point dipoles and that the total 
field energy necessary to polarize the double bond is 
given by8 1/ 2[(332.0)c/2g2/a:] kcal/mol where d is the 
distance between the nuclei in angstroms, q the formal 
charge located at the nuclei in units of electronic charge, 
and a the longitudal polarizability of the double bond. 
The point dipoles situated on each of the olefinic carbon 
atoms interact with the polarizable matter associated 
with that olefinic carbon atom and with the polarizable 
groups and/or atoms attached to that specific olefinic 
carbon. The next-near-neighbor polarization effects 
are insignificant. This is a consequence of the attenua­
tion of the field effects by the continuous polarizable 
electron cloud in which the point dipoles are embedded 
and the rapid reduction in field strength with increasing 
distance. If this electrostatic system is to be treated in 
terms of point dipole-point particle interactions, the 
polarizable matter must be separated into two distinct 
domains. The interaction of the point dipole situated 
on the olefinic carbon atom with a bonded atom or group 
is considered to be closely approximated by the elec­
trostatic interaction of a point dipole with a dielectric 
sphere. The radius of this sphere is assigned the cova­
lent radius of the bonding atom, its mean polarizability 
derived from macroscopic mean polarizabilities (see 
Table IV), and the distance between the point dipole 
center and the center of the dielectric sphere is equated 
to the internuclear bond distance. The ideal inter­
action energy must be corrected for the inhomogeneous 
field effects that have been discussed before. On the 
other hand, it is necessary to treat the polarizable mat­
ter centered around the olefinic carbon atom as a con­
tinuous dielectric, since the simple point dipole-point 
particle model is inadequate in the instance of spatial 
overlap of the point dipole and polarizable matter.

The polarization of the olefin bond is pictured as a 
shift of its bonding electron resulting in a formal charge 
separation. The resultant point dipole is embedded in 
both the core and bonding electrons of the carbon atom, 
A decreased screening effect will occur for the carbon 
atom sustaining the positive formal charge which sug-

(8) S. W. Benson and G. R. Haugen, J. Amer. Chem. Soc., 87, 4036 
(1965).
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gests that the electron in this domain experiences an 
increase in potential. On the other hand, the carbon 
atoms with the formal negative charge realize an in­
crease in the screening effect and, accordingly, a de­
crease in potential acting on the electron in this region. 
The virial theorem (relating time average kinetic energy 
and potential) and conservation of angular momenta 
(relating time average kinetic energy and radius) sug­
gest that the time average volume occupied by the 
electrons in the vicinity of the carbon atom with nega­
tive formal charge will be increased while a decrease 
will occur for the atom with the positive formal charge. 
In conjunction with these spatial modifications, the 
reciprocal dependence of dielectric constant and force 
constant compels an increase in dielectric constant in 
the region of the carbon atom with negative formal 
charge and concurrently a decrease in the dielectric 
constant for the vicinity of the positive formal charge. 
The energy of polarization will be considered in sepa­
rate parts in order to elucidate the effects of each aggre­
gate of polarizable matter on the stabilization.

A. Energy Necessary to Polarize the Double Bond. 
The classical electrostatic derivation of the energy of an 
induced dipole in a polarizing field3 is used to evaluate 
this term

Wi = 1 (332.0)(1.40)2( 7 2)2 kcal/mol2 2.80 
= 29.05 kcal/mol

where the logitudinal polarizability (2.80 A 3), the ole- 
finic carbon atom transition state internuclear distanceo
(1.40 A), and the formal charge residing on the olefinic 
carbon atoms in the transition state ( ± y 2 electron) are 
substituted for a, d, and q, respectively. This is the 
work necessary to generate the formal charge separa­
tion in the polarizable matter surrounding the ole­
finic carbon atoms.

B. Energy of Interaction of Olefinic Carbon Point 
Dipole with a Polarizable Hydrogen Atom Attached to This 
Carbon Atom. The bonded hydrogen atom is depicted 
as a dielectric sphere with a radius equal to its covalent 
radius. The ratio of the radius of the dielectric sphere 
to the separation between the point dipole and the 
center of the sphere is 0.29, since the carbon-hydrogen 
bond length and the hydrogen atom covalent radius areo o
1.09 A and 0.32 A, respectively. Therefore, the cor- 

l(e +  2)(l +  l ) 2 / a)
\SJ

rection factor, Y]
1 =  0 4[/(e +  1) +  1]

in eq 13

is 1.29. An evaluation of the stabilization energy of 
this hydrogen atom on the point dipole situated on the 
olefinic carbon atom can be obtained by a slight modi­
fication of this equation9

Wi(H) (332.0) (1.29) (0.38) (1.40) 2(V2) 2
(1.09)6(4) X

(3/ 2 cos2 60 +  y 2) /± kcal/mol 
— {10.39 kcal/mol per H atom}/± (14)

Figure. 3. T h e  pairwise interaction  o f a m ethy l grou p  
attached to  a carbon  atom  sustaining a p o in t dipole.
N ote : Pairwise stabilization  energy is in units o f k ca l/m o l. 
N ota tion : Co, C i, H j represent the olefinic carbon  atom  
sustaining a p o in t dipole, the “ m ethyl group”  carbon  atom , 
the “ m ethyl grou p”  hydrogen  atom  j, respectively . T h e 
selected b on d  lengths are from  the “ T ab le  o f In teratom ic 
D istances and C onfigurations in M olecu les and Ion s,”  Special 
P u blication  N o. 11, T h e  Chem ical Society, B u rlington  H ouse, 
W . 1, London , 1958. C a rb on -ca rb on  bond , 1.541 A  and 
carbon -h ydrog en  bon d , 1.090 A. I f  the m ethyl 
group is rotated, the tota l stabilization  energy of 
the three hydrogen  bonds rem ains the same.

where the factor (3/ 2 cos2 60 +  1/ 2) represents the angu­
lar dependence of the polarization energy with respect 
to the direction of the dipole and the line of centers. 
The factor / ± expresses the diminution of the point 
dipole field due to the continuous dielectric surrounding 
the dipole; the positive and negative signs refer to the 
vicinity of the olefinic carbon atoms sustaining the 
positive and negative formal charges, respectively. It 
will be instructive, as for now, to treat this factor as a 
parameter and later relate it to other molecular prop­
erties.

C. Energy of Interaction of Olefinic Carbon Point 
Dipole with an Attached Polarizable Methyl or Ethyl 
Group. Next the energy of polarization of a methyl 
group by a dipole situated on the olefinic carbon atom 
will be considered, but before this calculation can be 
attempted, a polarizability of the dielectric sphere 
representing the methyl group must be estimated. 
Inasmuch as the methyl group is composed of a set of 
dielectric spheres representing the carbon atom and 
three attached hydrogen atoms which are asymmetri­
cally located around the carbon atom, a weighted aver­
aging must be utilized.

1. The Effective Polarizability of a Dielectric Sphere 
Representing the Methyl Group. The total interaction 
energy of a point dipole positioned on the carbon atom 
C0 (see Figure 3) with an assemblage of dielectric spheres 
depicting the various atoms of the methyl group can

(9) Values substituted into eq 13. Factor converting the units, 
332.0 A kcal/mol/charge2; mean polarizability of the bonded hydro­
gen atom, 0.38 A 3; olefinic carbon dipole, V*(1.40)(1/*) A-charge; 
distance between dipole and center of dielectric sphere, 1.09 A; angle 
between direction of dipole and line of centers, 60°.
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be analyzed in terms of two particle interactions (see 
Appendix B). In particular, the total energy of inter­
action is a composite of the following terms.

(a) The Primary Dipole-Dielectric Sphere Interaction. 
The energy of interaction of the unpolarizable point 
dipole located on the olefinic carbon atom with each of 
the polarizable dielectric spheres can be evaluated by 
utilizing eq 13, if the angular dependence of the polariz­
ation energy is taken into account. The four possible 
interactions of this type are TTa(C0,Ci) = — 5.45 kcal/ 
mol and TT^Co,^) =  TFa(C0,H2) =  Wa(C0,HS) = 
—0.078 kcal/mol. It is seen that this direct interac­
tion of the dipole with the polarizable matter of the 
methyl group diminishes rapidly with increasing dis­
tance in such a way that the immediately adjacent 
atom (i.e., carbon atom Ci) contributes the majority 
of the stabilization.

(b) The Secondary Dipole-Dielectric Sphere Interac­
tion. Again, the basic eq 13 can be used, along with a 
factor representing the angular dependence of the polar­
ization energy and a correction for the back polarization 
of the carbon atom by the induced dipoles in the hydro­
gen atoms, to determine the energy of interaction of the 
point dipole induced in carbon atom Ci by the primary 
dipole on C0 with the three dielectric spheres substituted 
for the hydrogen atoms. The values found for these 
three interactions are IT6(Ci,Hi) =  —6.71 kcal/mol 
and IT^C^Hs) =  HT(C,.IT3) = -2 .8 8  kcal/mol. 
Observe that the field effects of the dipole on the ole­
finic carbon are transmitted along the carbon-carbon 
bond, rather than a direct spatial effect. This must 
bear upon the relationship between the carbon-carbon 
bond length and its polarizability.

(c) The Primary Dipole-Induced Dipole Interaction. 
This is an examination of the energy of interaction of 
the primary dipole situated on C0 with the induced di­
pole in each of the hydrogen atoms resulting from the 
primary dipole by way of the carbon atom Ci. That 
is, the primary dipole on C0 induces a dipole onto carbon 
atom C1; which in turn produces a dipole on the hydro­
gen atom by induction. It is the energy of interaction 
between these hydrogen atom dipoles and the primary 
dipole that is under consideration in this section, their 
values are 1Tc(C0,Hi) =  —1.10 kcal/mol and Wc{G0,\l-i) 
=  ITc(Co,H3) =  —0.10 kcal/mol. It is interesting 
to note that once more the field effects transmitted 
along the carbon-carbon bond outweighs the direct 
spatial propagation.

(d) The Tri-Wise Interaction of the Hydrogen Atom 
Dipoles. In Appendix D the total energy of interaction 
of the three induced hydrogen atom dipoles is evaluated 
by resolving the system into pairwise interactions. 
This energy is less than 1% of the total initial induced 
energy, 2 4%T%(Ci,Hi), and accordingly has been 
disregarded.

It will be prudent at this point to represent the 
methyl group as a dielectric sphere centered on the carbon

atom with a radius equal to the covalent radius of the 
carbon atom and assign a weighted average for the 
polarizability. Handling the methyl group in this 
fashion restates the electrostatic model in terms of 
point dipoles and point aggregates of polarizable mat­
ter. The assignment of an average polarizability for 
the methyl group can be accomplished by determining 
the polarizability of a spherical dielectric that is equiva­
lent in energy to the methyl group stabilization energy 
(see Appendix B)

-  (V2)a(wt)corr j ^ j / r 2
---------------- -̂------------—  <?( Co,®) = Wa( C oA ) +

i  {W.(Co,Hi) +  TI^CTHi) +  ITc(Co,Hj)} (15)w
i= 1

and upon substitution

-  (V2) (332.0) a(wt) (2.00) (1,40)2(y 2) 2 7 =
(1.541)6(4) 4

— 19.46 kcal/mol11

Thus, we obtain a(wt) =  3.72 A 3. Note that the 
apparent polarizability of a methyl group in a non- 
uniform field (3.72 A 8) is nearly 72% larger than the 
polarizability in a uniform field (2.17 A 3, see Table IV).

2. The Effective Polarizability of a Dielectric Sphere 
Representing the Ethyl Group. In a manner similar to 
that already discussed, the enhancement in the sta­
bilization energy upon replacement of a methyl group 
hydrogen atom with another methyl group can be com­
puted (see Appendix B). In particular, the stabiliza­
tion energy of the original methyl group hydrogen atom 
is forfeited and supplanted with the stabilization of the 
subordinate methyl group (see Figure 4). The inter­
action energies, 1To(C0,H3) ( —0.078 kcal/mol), We 
(Co,Ha) ( — 0.10 kcal/mol), and TT6(Ci,H3) ( — 2.88 kcal/ 
mol), are replaced with the series of interactions W„ 
(Ci,C2) (—1.08 kcal/mol), TT6(C2,H3) (—1.57 kcal/mol), 
f% (C2,H4) ( —0.64 kcal/mol), JT6(C2,H6) ( —0.64 kcal/ 
mol), and Wc(C0,C2) ( —0.06 kcal/mol). Thus, the 
total stabilization energy of an ethyl group is —20.40 
kcal/mol; less than 1 kcal/mol of extra stability is 
contributed by the subordinate methyl group. A 
restatement of the electrostatic polarization of the 
ethyl group, in terms of a dielectric sphere centered on 
the carbon atom C4 and having a radius equal to the 
covalent radius of the carbon atom, assigns a weighted

(10) corr  { a ( x ) /S j  denotes the  correction  fa cto r  -  0°° IK« +  2) (l +  
l)V 4 ( i(«  +  1) +  V ) ] [ a { x ) / S Y l - \
(11) T h e  sam e stab ilization  energy  is ob ta in ed  b y  a llow ing the h y d ro ­
gen atom s to  o ccu p y  all positions accessible b y  ro ta tion  o f th e  m eth y l 
group .
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h2

Figure 4. T h e  pairwise in teraction  o f an eth yl grou p  
attached to  a carbon  a tom  sustaining a p o in t dipole. 
N ote : Pairwise stabilization  energy is in units o f 
k ca l/m o l. N ota tion  Co, C i, H j represent the olefinic 
carbon  atom  sustaining a poin t dipole, the m ethy l group 
carbon  atom  1, its m ethyl group hydrogen  atom  j, 
respectively . T h e  carbon  a tom  C 2 projects ou t o f the 
plane defined b y  the double bon d  and C 0- C i  bon d . This 
configuration  is preferred over the one w ith  the carbon  
atom  C 2 in  the plane, where the hydrogen  atom s 
attached to  carbon  C 2 w ould sterically  interfere w ith  
the hydrogens bonded  to  the olefinic carbons.

where the factor (3/ 2 cos2 60 +  1/i) represents the angu­
lar dependence of the polarization energy with respect 
to the direction of the dipole and the line of centers, the

correction factor, X)
1 =  0

l ( e  +  2 )  (l +  l ) 2/a 2l—2
for the

4[Z(e +  1) +  1] \sj 
carbon-carbon bond is 2.00, and the term f ± has been 
defined in a previous section.

D. Repulsive Energy between Induced Dipoles in 
Adjacent Groups Bonded to the Same Olefinic Carbon 
Atom. Bottcher’s8 equations for an idealized model 
of a pair of interacting point dipoles can be utilized to 
evaluate the repulsion work encountered in bringing 
the resultant induced dipoles in each group from infinite 
separation to their adjacent bonding position. The 
relationship between this repulsive energy and the elec­
trostatic parameters is easily ascertained, if we consider 
only the interaction between the dipoles induced in the 
central atom of the groups, that is, the atom directly 
linked to a common olefinic carbon atom. This is a 
reasonable presumption in light of the rapid attenuation 
of the nonuniform fields inducing the dipoles. Direct 
substitution leads to relation 18. There are three con-

Wi{x,y}
0S {C o,x}ns{C o,y}nS {x,y}r  J±

(18)

o
average polarizability of 3.86 A3. This apparent polar­
izability of an ethyl group in a nonuniform field is only 
slightly less than the polarizability in a uniform field 
(4.09 A3).12 In a uniform field, the total aggregate of 
polarizable matter of this group contributes equally 
to the polarization energy, while in a nonuniform field 
the leading carbon atoms and surrounding bonds con­
tribute 96% of the stabilization.

The bonded methyl or ethyl group is depicted as a 
dielectric sphere with a radius equal to the covalent 
radius of the carbon atom (0.77 A), having a weighted

o o
average polarizability of 3.72 A 3 and 3.86 A 3, respec­
tively. Analogous to the evaluation of the stabiliza­
tion energy of a hydrogen atom (eq 14), the methyl 
and ethyl groups have, respectively, the enhanced 
stabilization energy

14̂2 (Me)

and

-  (332.0) (2.00) (3.72) (1.40)2( */*)2
X(1.541)6(4)

(3/ 2 cos2 60 +  y 2)/±  kcal/mol13 

— {19.46 kcal/mol per Me group}/± (16)

ceivable types of adjacent group interactions, i.e., 
W z{  H ,H }, TT3{H,C(, and W z{  C ,C }; the repulsive energy 
for each one is computed as shown

TF3{H,H} =

(0.38 A 3) 2( l . 29) (1 .40A)2(V2) 2 X
(3.435)(332.0 A kcal/mol)

f±(1.09 A)6(l .890 A) 3(4)
= (+ 2 .3 0  kcal/mol per pair of adjacent 

H, H }/±

(0.38 A 3) (1.04 Â 3)(1 .29)‘a(2.00),a X 
, , =  (1.40 Â )2(V2) 2(3,375) (332,0 Â kcal/mol)

3 ’ (1.09 Â )3(1.541 Â )3(2.290 Â )3(4) J±
— (+ 1 .5 3  kcal/mol per pair of adjacent

H, C }f±

(1.04 A 3)2(2 .0 0 )(l.40 A )2(*/2) 2(3.435) X 
(332.0 A kcal/mol)/±

TF3{C ,C } =
(1.541 A)6(2.670 A )3(4)

=  (+ 1 .1 9  kcal/mol per pair of adjacent 
C, C }/±

TF2(Et) = -  (332.0) (2.00) (3.86) (1.40):»(VO2
(1.541)6(4) X

The magnitude of this primary interaction justifies 
the omission of the secondary repulsions.

(3/ 2 cos2 60 +  y 2)/± kcal/mol13 

= —{20.40 kcal/mol per Et group}/± (17)
(12) T h e  m ean  p olarizab ility  o f  ethane, C 2H6, is 4 .47  A 3. See T a b le  
I V . T h e  m ean  p oarizab ility  o f  the  e thy l group , C 2H 5, is <*(C2H6) -  
a (H ) =  4.47 -  0.38 =  4.09  A*.
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Table V : Activation Energy of Generation of a Semiion Pair in an Olefinic Bond

Olefins —s Preferred A ctiv a tion  energy caled from  electrostatic m odel
P os N  eg activa tion /+ -  0 . 6 5 , / - = 0 .1 4 U  = 0 .6 0  / - = 0 .1 6 /+ = 0 . 5 8 , / - =  0 .1 7
center center energy8 •2?act energy A •^aet energy A -Eact energy A

C H i= C H 2 +  14 .50 +  14 .60 - 0 . 1 +  15.01 - 0 . 5 +  15 .19 - 0 . 7
C H M e = C H 2 + 9 . 9 0 + 8 . 0 5 + 1 . 9 + 9 . 1 0 + 0 . 8 + 9 . 4 8 + 0 . 4
CH 2= C H M e +  14 .90 +  13 .07 +  1 .8 +  13.43 +  1 .5 +  13 .52 + 1 . 4
C M e j= C H , + 2 . 4 6 +  1 .9 4 + 0 . 5 + 3 . 4 5 +  1 .0 + 4 . 0 2 +  1 .6
C H ^ C M e î +  12 .46 +  11 .76 + 0 . 7 +  11.92 + 0 . 5 +  11 .92 + 0 . 5
C H M e= C H M e +  7 .4 6 + 6 . 6 8 + 0 . 8 + 7 . 5 3 - 0 . 1 + 7 . 8 1 - 0 . 3
C M ej= C H M e +  1 .4 0 + 0 . 5 6 + 0 . 8 +  1 .88 - 0 . 5 + 2 . 3 5 - 1 . 0
C H M e= C M e2 + 6 . 4 0 + 5 . 3 6 +  1 .0 + 6 . 0 2 + 0 . 4 + 6 . 2 1 - 0 . 2
C H E t= C H 2 + 9 . 0 3 + 7 . 4 4 +  1 .6 + 8 . 5 4 + 0 . 5 + 8 . 9 4 + 0 . 1
C H 2= C H E t +  14.03 +  12 .94 +  1 .1 +  13 .28 + 0 . 8 +  13 .36 + 0 . 7
C M e E t= C H 2 +  1 .95 +  1 .33 + 0 . 6 + 2 . 8 9 - 0 . 9 + 3 . 4 8 - 1 . 5
C H ï= C M e E t  
Av dev

+  11 .95 +  11 .62 + 0 . 3
0 .9

+  11 .77 + 0 . 2
0 .6

+  11 .76 + 0 . 2
0 .7

E. The Total Enery of Generation of a Semiion Pair 
in an Olefinic Bond. The work required to sustain 0.5 
of a formal charge differential between the olefinic 
carbon atoms is comprised of the polarization energy 
of the olefinic bond, the stabilization energy of the 
polarizable matter bonded to the olefinic carbon atoms, 
and the dipole repulsion between the adjacent polar­
izable matter; or formulated in terms of a quantitative 
relationship

IT total =  TIT +  (A+)JE2{H} +  (ft_)IV2{ H} +  
(m+)lF2{M e} +  (m_)TT2{M e} +  (2 -  m+ -  

A+)lF2{Et} +  (2 -  m_ -  ft_)JV2{ Et} +

{h+~  1} K f+ +  { h l )  a_ /_ ] ie3{ h ,h } +

!"(*+ -  2)(h+ -  1) , , (ft_ -  2l)(ft_ -  1) , 1 w
_ 2 /+ +  2 /_ J X

W3\C,C} +  [(2 -  h+)h+U  +  (2 -  hJ)h_f_]W3{C,H} 

or

IEtctai =  +29.05 +  ( —10.39) (h+f+ +  ft_/_) +
( —19.46) (m+/+ +  m-fJ) +

( — 20.40) [(2 — m+ — h+)f+ +  (2 — m_ — ft_)/_] +

[ (/l+ ~  1} K f+ +  {h^ ~ l) +

(h+ -  2)(ft+ -  1) (JL -  2) (ft, -  1) 1
2 ' + +  2 J X

(1.19) +  [(2 -  ft+)ft+/+ +  (2 -  ft_)ft_/_] (1.53)
(19)

where ft± and m± represent the number of hydrogen 
atoms and methyl groups attached to the positive and 
negative olefinic carbon atoms, respectively. In Ta­
ble V, the work calculated from eq 19 is compared with 
the activation energy of formation of an olefinic semiion

pair estimated from an empirical electrostatic approach. 
This permits an estimate of the parameters/+ a n d /-.

Recapitulating, work is necessary to polarize the ir 
electrons of the olefinic bond and to overcome the repul­
sive forces acting between the dipoles induced in the 
polarizable groups bonded to each olefinic carbon atom. 
The stabilization energy of the polarizable groups re­
duces this work. The contribution of each group to 
the total stabilization energy is moderated by the con­
tinuous dielectric surrounding the olefinic carbon atoms 
and the parameter / ± is an evaluation of this moder­
ation. These parameters f+ and /_  are a measure 
of the effective dielectric constant in the vicinity of 
the positively and negatively charged olefinic carbon 
atoms, respectively. This variation of the effective 
dielectric constant along the polarized olefinic bond 
is the explanation for the difference in the stabilization 
energy of a methyl group in the vicinity of the positive 
and negative charged olefinic carbon atom (see Tables 
V and VI).

IV. The Molecular Dielectric Constant for the Vicinity 
of a Polarized Olefin Bond

Let us develop the relationship between the param­
eter f± and the pseudo-molecular dielectric constant 
associated with each end of the polarized olefinic bond. 
The solution of this problem necessitates the choice 
of a manageable model for the effects of a continuous 
dielectric. At this phase in the calculation, we have 
disregarded the polarizable matter in the vicinitv of

(13) Values substituted into eq 12. Factor converting the units, 
332.0 A kcal/mol/charge2; mean polarizability of the bonded methyl 
or ethyl group, 3.72 A3 or 3.86 A3, respectively; olefinic carbon dipole, 
7«(1.40)(l/i) A-charge; distance between dipole and center of dielec­
tric sphere, 1.541 A; angle between direction of dipole and line of cen­
ters, 60°.
(14) See Appendixes for definition of terms. In particular, G{Co, 
x, v) represents the geometric factor relating the position of the in­
duced dipoles with respect to each other and corr{a (x )/S j, the correc­
tion factor described in an earlier section.
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1616 G. R. Haugen and S. W. Benson

Table V I

Olefins com pared
S tabilization  energy, k c a l /m ol, ca lcu lated  from  electrostatic m odel 

/+ = 0 .65 , / -  = 0.14 /+ = 0 .60 , / -  =  0.16 /+ =  0 .58 , / -  = 0.17 = 0.51, / -  = 0.17“

(a ) M eth y l G rou p S tabilization  o f P ositive  Charged O lefinic C arbon  A tom

C H 2= C H 2, C H M e = C H 2 6 .6 5 .9 5 .7
C H M e = C H 2, C M e 2= C H 2 6 .1 5 .7 5 .5
C H 2= C H M e ,  C H M e = C H M e 6 .4 5 .9 5 .7
C H M e = C H M e , C M e 2= C H M e 6 .1 5 .7 5 .5

A v  6 .3 A v  5 .8 A v  5 .6

(b )  M eth y l G rou p  Stabilization  o f N egative  C harged O lefinic C arbon  A tom

C H 2= C H 2, C H 2= C H M e 1 .5 1 .6 1 .7
C H 2= C H M e ,  C H 2= C M e 2 1 .3 1 .5 1 .6
C H M e = C H M e , C H M e = C M e 2 1 .3 1 .5 1 .6
C H M e = C H 2, C H M e = C H M e 1 .4 1 .6 1 .7

A v  1 .4 A v  1 .6 A v  1 .7

(c ) E th y l G rou p Stabilization  o f P ositive  C harged O lefinic C arbon  A tom

C H 2= C H 2, C H E t = C H 2 7 .2 6 .5 6 .3
C H M e = C H 2, C M e E t = C H 2 6 .7 6 .2 6 .0

A v  7 .0 A v  6 .3 A v  6 .2

(d ) E th y l G rou p S tabilization  o f N egative  C harged O lefinic C arbon  A tom

C H 2= C H 2, C H 2= C H E t 1 .7 1 .7 1 .8
C H 2= C M e H , C H 2= C M e E t 1 .5 1 .7 1 .8

A v  1 .6 A v  1 .7 A v  1 .8

A v  5 .0

A v  1 .7

° D erived  from  isoelectronic d ielectric constants o f N eon  (see T a b le  V I I I ) .

Table V I I : T h e  E stim ated M olecu lar D ielectric C on stant o f the Polarized O lefinic B on d

/+ «+ / -

0 .6 5 1 .36 0 .1 4
0 .6 0 1 .4 4 0 .1 6
0 .5 8 1 .4 7 0 .1 7

(0 .5 1  )6 ( 1 .6 )6 (0 .1 7 )6

C-
6 — « + eNe

3 .5 2 2 .5 8 1 .61
3 .2 5 2 .2 6 1 .4 9
3 .1 5 2 .1 4 1 .4 4

(3 .1  )6 (1 .9 4 )6 (1 .4 2 ) '

e+ c

eNe <0 eo

0 .6 2 1 .8 9 0 .7 3
0 .6 6 1 .7 5 0 .7 8
0 .6 8 1 .6 9 0 .7 9

(0 .7 4 )

° £Ne represents the m olecular d ielectric constant o f the neon atom , see T a b le  I I I .  6 V alues in parentheses derived from  isoelectron ic d i­
electric constant o f the neon atom , see T a b le  V I I I .  c e0 represents the m olecular d ielectric constant of an arom atic bon d ed  carbon  
atom , T>~C (see T ab le  I X ) .

Table V I I I : D ielectric C onstant of an Isoelectron ic Series o f A tom s

Polariz-
R adiu s ,c a b ility ,6

X  + A Ä3 X "

L i + 0 .6 0 0 .0 3 1 .4 8 H e
N a+ 0 .9 5 0 .1 9 6 1 .8 9 N e
K  + 1 .3 3 0 .8 8 2 .7 9 A r
R b  + 1 .4 8 1 .56 3 .7 9 K r
Cs + 1 .6 9 2 .5 6 4 .3 8 X e

Polariz-
R adius,0

A
ability ,6

A* «• X -
R a d iu s /

A

0 .9 3 0 .211 2 .0 6
1 .1 2 0 .3 9 8 2 .1 8 F - 1 .36
1 .5 4 1 .6 3 3 .4 2 c i - 1 .81
1 .6 9 2 .4 8 4 .1 8 B r - 1 .9 5
1 .9 0 4 .0 1 5 .2 4 I - 2 .1 6

Polariz-
a bility ,6

A> e - ° «-/«+ «-/eo <+/eo

0 .7 2
1 .0 4 3 .1 2 1 .6 5 1 .4 3 0 .8 7
3 .5 3 5 .4 3 1 .9 4 1 .5 9 0 .8 2
4 .9 7 7 .1 4 1 .8 8 1 .71 0 .9 1
7 .5 5 1 0 .0 2 .2 8 1.91 0 .8 4

a and r represent the polarizability  in  A 8 and 
B and A io m  und M oleku lar-P h ysik ,”  3. T eil 

“ T h e  N atu re o f the C hem ical B o n d ,”  C ornell

“ D ielectric constant, c, calcu lated from  the equation, a. — [(« — l ) / ( «  -f- 2 ) ] r 3, where 
radius in  A , respectively . 6 “ L an dolt-B örn stein , Zahlenwerte und Funktionen. I. 
M olekeln  II . M oleku lar-repaktion  und E lektrische P olarisierbarkeit. c L. Pauling, 
U n iversity  Press, Ith aca , N . Y ., 1948.
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Electrostatic Description of the M arkovnikov Rule 1617

the olefinic dipole. We have used a local external 
field to initially generate this dipole. Then we assumed 
that this unpolarizable dipole existed under vacuum and 
examined its interaction with a dielectric sphere repre­
senting an atom or group.

The immersion of the point dipole into a small spheri­
cal hole in an infinite medium of dielectric constant a 
will modify the external potential by 3 /(2e +  l ) .16 
Therefore, the desired relationship between the param­
eter/± and the molecular dielectric constant is

(f±Ÿh
3

2e± +  1 (20)

The molecular dielectric constants derived from this 
equation are tabulated in Table VII. A proper analysis 
demands the justification of these values. However, 
it is difficult to evaluate these quantities and we must 
be content with a qualitative comparison. The dielec­
tric constants for an isoelectronic series of atoms are 
shown in Table VIII. Considering the approximations 
involved in evaluating the molecular dielectric con­
stants; the ratios e_ /eo , e+/eo, and e_/«+ for the ole­
finic carbon atoms are in satisfactory agreement with 
those for the isoelectronic series. The dielectric con­
stant for carbon-carbon bonds in different states of 
hybridization can be evaluated by squaring the bond 
refractivities; see Table IX.

Table IX : D ie lectric  C onstants o f C a rb on -C a rb on  B onds

n (d line,
Bond 20°)° Ébond

c — c 1 .296 1 .68
c - c 2 .7 3 7 .4 5
c = c 4 .1 5 17 .2
G = C 5 .8 7 3 4 .4
— C 0 .6 4 8 0 .4 2
- C 1 .365 1 .8 6
= c 2 .0 7 5 4 .3 0
= c 2 .9 3 5 8 .61

“ A . I. V ogel, W . T . Cresswell, G . H . Jeffery, and J. Leicester, 
J. Chem. Soc., 514 (1952).

A comparison between e± and «bond (see Tables 
VII and IX ) indicates that the environment in the 
vicinity of the positively charged carbon atom is inter­
jacent to a single bonded carbon atom and an aromatic 
bonded carbon atom, while the environment of the 
negatively' charged carbon atom is interjacent to an 
aromatic bonded carbon atom and an olefinic bonded 
carbon atom. Thus, the polarization of the olefinic 
bond increases the effective screening at one carbon 
atom while decreasing it at the other carbon atom. 
This results in a negative and positive effective nuclear 
charge at the respective carbon atoms, which enhances 
and decreases the dielectric constant in the vicinity of 
these atoms, respectively.

Appendix A. Work of Polarization of a Dielectric 
Sphere by a Point Dipole

The center of the dielectric sphere is chosen as the 
origin of the coordinate system, see Figure 5. In the 
absence of the dielectric sphere, the potential is repre­
sented by $o- When the distance r is smaller than the 
distance of any charge to the origin, 4>o can be expressed 
as

co l
4>0 = E  E  (cos 0)eim'f' 16 (1)

1 = 0 m= —l
In the presence of the dielectric sphere, the potentials in 
the dielectric and outside the dielectric are represented 
by $2 and $i, respectively. These are expressed as16

= E  E  [ A /" V  +1 = 0 m= —l
B *-l]p,<»> (cos ff)eim* (2)

$! = $„ +  V  (3)

V  = E  i  [C|(m)r' +
1 = 0 m= —l

i ]P /m>(cos o)elm4' (4)

Equation 4 holds for all values of r greater than a, but 
less than s. The boundary conditions are the following16 
at infinite ( i / ) , - * »  =  0 and at the origin ($2)r=0is finite. 
These conditions require the constants (7,(m) and B t(m) to 
equal zero for all values of m and 1. The boundary con­
ditions at the surface of the sphere are16 ($2)1-=» =  
(4>i)r=a and e(à<h/àr)r=a =  (d$i/dr)r=a. These condi­
tions permit the determination of the constants 
A t{m) and D /m), and substitution into eq 2, 3, and 4 
gives the following expressions

00 1 27 4 - 1
= E E , J + , 7 x

!= 0 m = - l  (e +  l)t +  1
a / “ V IP /”*} (cos 6)eim'1' (5a)

(15) S. Flügge, “ Handbuch der Physik,”  Band X V II, Dielektrika, 
Springer-Verlag, Berlin, 1956.
(16) C. J. F. Böttcher, “ Theory of Electric Polarization,”  Elsevier 
Publishing Co., Amsterdam, 1952, p 102.
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and
co l

= E E1 = 0 m = —l
ai(m)rl — (e -  1)1 ,2 i+ l X

(« +  1 ) 1+1

ffl|0»>r - « - l J p i(»»)(CO8 (6a)

The problem is reduced to the derivation of the poten­
tial of an ideal dipole under vacuum, expressed as a 
function of the distance to an arbitrary origin (see 
Figure 6).

z

It can be shown that for the point dipole approxima­
tion, lim S/s-+ 0

CD l __1

$ 0  =  (+M COS /?) E l ̂ 7 — Pi (cos 0) for r >  s
i=o r

and lim 5/s->-0

$0 = (-/X cos 0) 2  (Z +  1) 7TT2 p i (cos 0) for r <  5
1 = 0

Consequently, atm = 0 for m +  0 and all values of 1. 
This simplifies eq 5a and 6a

$2 = E
21 +  1

$1 = E
1 =  0

atr —

i=o (« +  1 ) 1 + 1

(« ~  PI 
(6 + 1 ) 1 + 1

r~l~1a2l+1at

a ¡r’P¡(cos 0) (5b)

X

P i(cos 0) (6b)

The potential of a point dipole under vacuum can be 
represented by a converging series:17 for the domain 
r >  s

“  gi-i
$0 = n cos /? E l -JV, Plicos 0) (7)

i=o rl+1

Consequently, ax = — { [m cos 0(1 + 1)]/V +2} and for 
domain r < s

$0 = —M COS 0 E (1 + 1) -j—2 P ;(C0S 0) (8)
¡ = 0 s*+2

Consequently, r'a* = — { [¿i cos 0(1 +  l)r*]/s7+2} . 
Equations 5b and 6b can be reduced to the following 
expressions for the case of complete symmetry about 
the z axis (eos/3 =  1)

$2 = - n  E
1 =  0

(21 +  1)1 +  1 
_(e +  Dl +  1_

—  P ,(cos 0) (6)

*1 = -M EZ = 0
+  i ) r'
g!+2

(e -  1)1(1 +  1) 0«t+ir- « - i -  
(e + 1 ) 7 + 1  S;+2

Pl(COS 0) (10)

The components (E-2)r and (E2)g of the electric field 
in the dielectric are given by

(E2)r = 5 $2
5r

co

+ M E
1 =  0

(l +  1) (27 +  1) 1+ -1
(e +  1 ) 1 + 1  s ‘+ 2 P,(cos 0) ( 11)

and

( E 2) e  =
1 5+>
r 50

“  (1 +  1 ) (27 +  1 ) • d P ,  ( c o s  0)

M ¿ o  (e +  1)1 +  1 s‘ +2 8111 d(cos 0)
(12)

In the absence of a dielectric, the components of the 
electric field become the following

( E  o)r
5$0
5)’

^  (l +  Dir1- 1 n ,
m E — r c —  p , ( cos 0) 

1 =  0 s  T

and

(Eo),
1 5$p _  “ (1 +  l)r* 1 . dP,(cos 0)
r 50  ̂ z=o s1+2 d(cos 0)

The work of polarization of a dielectric is calculatable 
from the relation18

w — — l)dv (13)

or

(17) See ref 16, p 22.
(18) See ref 16, p 136.
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«=- r07r J o  J o

(E0)9(E2)0} (e — l)27rr2 sin 0 drd0 (14)

Substitution of the components of £ 0 and E2 into 
eq 14 gives

w = — (« — I V
e  £  r
1=0 k=0  L

(Z +  1)(2Z+ ! ) ( * +  1)
{ ( « +  1)Z +  l}s*+*+4

j V + * ) d r -  j ^ l k P l(r)Pl(T) +

X

(1 r2)
dP »(r) dPk(T)) 

»  d(r) j
dr (15)d(r) d(r)

where t represents cos 6. The legendre functions have 
the following properties19

’ + 1 ,dP ,(r) dP*(r)/:> p )
dr dr

dr =

Pk{r)l{L +  1)P;(r)dr

and the orthogonal relation

(a) The Primary Dipole-Dielectric Sphere Interaction. 
Energy of interaction of the original unpolarizable 
point dipole and a polarizable dielectric sphere

W  „(Co,a;) =

-  I { ( « ( * )  corr ( , - g h ) ^ ) / l [ - ( C . , * ) ] * } ^ )

The function G(C0,x)22 represents the angular depen­
dence of the polarization energy upon the direction of 
the dipole at C0 and the line of centers between C0 
and 3.

The four possible interactions of this type are cal­
culated below

TEa(CoA)
1 (1.04 A3) (2.00)(1.40 Â )2(V2) 2
2 (1.541 A)6 (4) X

7
—  (332.0 A kcal/mol)

and
= —5.45 kcal/mol

P,(r)P*(r) dr
2 jk  — l, 5kl — 1) 

21 +  1 \k *  l, Skl = 0)

which can be used to reduce eq 15. The simplification 
of eq 15 results in the relation

) =  _ 2 A A  (e +  2)1(1 +  l ) 2 /a\2!~2 
s6 ¡=o4[(e +  1)Z +  1] \sj

where a =  ((« — 1 ) /(e +  2))a3.

Appendix B. The Polarization of the Methyl and Ethyl 
Groups in Terms of Pairwise Interactions

Methyl Group. Böttcher20 has derived the electro­
static interaction energy of two particle systems for 
the idealized model of point charges and point dipoles, 
situated at the centers of the particles. The inaccura­
cies in these models, when the distance between the 
particles is of the same order of magnitude as their radii, 
have been alleviated by the application of the correc­
tion derived in Appendix A. This correction factor 
is only dependent on the ratio of the covalent radius 
of atom y, a(y), to the distance between centers of the 
atom y and the point dipole. The definitions of the 
notation used are depicted in the following list: W (z,y)
= interaction energy between particles z and y; a (y) = 
mean polarizability of atom y, units A 3; o(y) = cova-o
lent radius of atom y, units A; <S(z,y) = distance be- 
tween the centers of atoms z and y, units A; corr (a (y )/ 
s(z,y)) =  denotes the correction factor21

co
E1 = 0

ID + 2)(Z + l)2 r a(y) l 2 
4 [Re +  1) +  1] 1_s ( z ,î/ ) _

1—2

ix = formal dipole located on atom Co, 1/ 2(1.40 A) 
(V , formal charge).

W o(C0,Hx) = TEa(Ct,H2) =  TEa(C„,H3) =

_  1 (0.38 A3)(1.05)(1.40 A)2(y2)2 
2 (2.170 A)6(4) 002) X

(332.0 A kcal/mol) = —0.078 kcal/mol

(5) The Secondary Dipole-Dielectric Sphere Interac­
tion. Energy of interaction of the induced point dipole 
situated on carbon Ci and a polarizable dielectric sphere. 
(The back polarization of the carbon atom Ci by the 
induced dipoles in the hydrogen atoms will be discussed 
in Appendix C ; as for now, this effect is neglected.)

a(x) [a A ) ] 2 corr 

a(Cx)

a (a;)
X

corr
Wb(Chx) A  Co, Cl).

_s(Ci,x)_ 

y.*G(C0,C1)G(Chx)

[« (C x ^ P K C oA )]0

where the functions G(Co,Ci) and (7 (0 ,x)23 represent

(19) See ref 16, p 460
(20) See ref 16, pp 139-149.
(21) The interaction energy of a point dipole and a dielectric sphere 
(radius a) is equal to W  = — (2amVss)corr(a/s) (see Appendix A). 
This interaction could be reconsidered as the energy of an induced 
point dipole in a polarizing field (£), W  =  (1/2 )aB -E . Since the 
electric field of a point dipole pointing along the line of centers toward 
the dielectric sphere is E = (2m/S3) the energy of interaction be­
comes W  =  —(2am1/* ') . A comparison indicates that the correc­
tion factor inside'the dielectric sphere for the electric field radiating 
from the point dipole is the square root of corr(o/s).
(22) G(Co,Ci) and G(Co,H,) represent the angular functions (3 coss 
60 +  1) and (3[cos2 88.2][1 -  0.252(1 -  cos yi) ]2 +  1), respectively, 
cos yi =  1, — '/a, and — ’ .V for i  =  1, 2, and 3.
(23) G(Co, Ci) and G(Ci, x) represents the angular functions (3 cos2 60 
+  l)Vs and (3.03 cos2 y i  +  1.324), respectively, cos y i  =  1, -  l/% 
and — l/ 2 for i =  1, 2, and 3.
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the angular dependence of the polarization energy upon 
the direction of the original and induced dipoles and 
the line of centers between the respective atoms. The 
evaluation of the interaction energy for each of the 
three hydrogens is portrayed below

WVCi.Hi)

(0.38 A3) (1.04 A3) 2(1.29) X
1  ______(2,00) (1.40 A )2(V2) 2
2 (1.09 A )6(1.541 A )6(4)

a/7—  (4.35) (332.0 A kcal/mol) 
2

= —5.44 kcal/mol

( — 6.71 kcal/mol corrected for back polarization, see 
Appendix C)

^ »(C lH*) = Wt( C1(H,) =

_  1 (0.38 A8) (1.04 A 3) 2(1.29)(2.00)(1.40 A )2(V2) 2 
~ 2 (1.09 A)6(1.541 A)6(4)

(2.08) (332.0 A kcal/mol) =  —2.60 kcal/mol
2

( — 2.88 kcal/mol corrected for back polarization, see 
Appendix C).

(c) The Primary Dipole-Induced Dipole Interactions. 
The energy of interactions of the original unpolarizable 
point dipole with the induced dipoles in the hydrogen 
atoms

W e{ C0>*) =

a(x)a(Ci) ^corr

1

X
a ( x )  I V

.«(Cl x)\ )

' ^ L i y 7; 2
s ( C o , C i ) ] J

corr

[«(Ci,*) ]3[s(Co,Ci)]3[s(Co.x)]3
G(C0,Cltx)

where the function G(C0,Ci,z)24 represents the angular 
dependence of the magnitude and direction of the in­
duced dipole in hydrogen atom x with respect to the 
position of the original dipole on carbon atom C0. 
Substituting the appropriate values, the three possible 
interaction energies become

Wc( Co.HO

(4

(0.38 A 3) (1.04 A 3) (1.29)1/2 X
_ 1 ___________ (2.00)1/2(1.40 A )2(V2) 2

2 (1.09 A )3(1.541 A )3(2.170 A )3(4) X

.218) (332.0 A kcal/mol) = —1.10 kcal/mo^

and

1Tc(C„,H2) = TTc(Co,H3) =

(0.38 A3) (1.04 A*)(1.29)v ‘ X
_ 1 ___________ (2.00)1/X1.40 A)2(72)2(0.376)

2 (1.09 A )3(1.541 A )3(2.170 A )3(4)

(332.0 A kcal/mol) = —0.098 kcal/mol

Ethyl Group. The pairwise interaction energies of a 
subordinate methyl group have been calculated by a 
method similar to that described herein above. Tabu­
lated below are the relevant equations

a(C2) [a(Cj)]2corr

a(C0

a(C2)
X

corr
TT»(C1;C2) = -  -

s(Co,Ci)J

Ls(Ci,C2)J

p*G(C0,C1)G(.Ci,C2)
1
2 [sfCLCONsiCo.C!)]6

1 (1 .04A 3) 3(2.00)2(1.40A)2(1/ 2) 2
2 (1.541 A)12 (4)

X

(4)

-1.04 kcal/mol

(1.178) (332.0 A kcal/mol)

a (H ;)[a(C )]4 corr

( r a(°)11—

' «(HQ 
s(C2,Hj) J

X

corr
U(C,C)J

TT6(C2,H() = -
1

m2(?(C„,Ci) X

«(C x.C ^G ^.H i)
[ s ^ H O m C .C ) ] 12

TT»(C2,H3)

(0.38 A 3) (1.04 A3) 4(1.29) X
_  1 ___________ (2,00)2(1.40 A)2(4/2)2

2 (1.09 A)6(1.541 A )12(4)

r (1.178) (3.990) (332.0 A kcal/mol)
(4)

— 1.26 kcal/mol

r v c 2,h 4) = TT6(C2,H6) =

_ 1 (0.38 A 3) (1.04 À3)4(1.29)(2.00)2(1.40À)2(V2)
_  2 (1.09 A)6(1.541 A )12(4)

~ r  (1.178) (1.748)(332.0 A kcal/mol)
(4)

= —0.55 kcal/mol

1Tc(C0,C2) = -

«(Cc)a(C0

.  (corr

corr

0(00 
*( C0(Ci

-|\ Vso(CQ 
«(C l,co .

h
m2(?( Co.ClCO

2 [s(C1,C2)]3ts(Co,C1)]3[s(C0)C2)]3

1 (1.04 A3) 2(2.00)(1.40 A )2(V2) 2
2 (1.541 A)6(2.675 A )3(4)

V 7

X

(2)

-0.06 kcal/mol

(0.126) (332.0 A kcal/mol)

(24) (?(Co, Ci, x) has the value of -f-4.218 for hydrogen Hi and +  0.376 
for the hydrogens H 2 and H3.
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Correcting for back polarization enhances the following 
interaction energies (see Appendix C): TFj(Ci,C2) = 
— 1.08 kcal/mol; I%(C2,H3) = —1.57 kcal/mol; Wb 
(C2,H4) = IE6(C2,H5) =  -0 .6 4  kcal/mol.

A comparison of the distribution of the electrostatic 
stabilization energy in the methyl group and ethyl 
group is portrayed below in Table X.

Table X :

Pairwise
interaction

energy

W a(Co, C i)
TFa(C0, HO
F .(C o , HO 
Wa(Co, H „) 
fT b(Ci, H ,)
W b(C ,. HO 
TEb(Ci, H s)
TFb(Ci, C 2)
TEb(C2, H 3)
W b(C 2, H 4)
W b (C i, H 5)
1Ec(C o, H O 
T c (C „ , H O
TFc(C„, Ha)
TEc(Co, CO 
W d(Hi, HO
W d (H I; Ha)
W d(H», Ha)
TEdCHa, H 4)
TFd(Ha, HO 
W d (H 4, Ha)
T o ta l stabilization 

energy

Methyl group, 
energy

— 5 .4 5  k ea l/m o l
— 0 .0 8  k ca l/m o l
— 0 .0 8  k ca l/m o l
— 0 .0 8  k ca l/m o l
— 6 .7 1  k ca l/m o l“
— 2 .8 8  k ca l/m o l“
— 2 .8 8  k ca l/m o l“ 
c
c
c
c
— 1 .1 0  k ca l/m o l
— 0 .1 0  k ca l/m o l
— 0 .1 0  k ca l/m o l 
c
b
b
b
b
b
b

— 1 9 .4 6  k ca l/m o l

Ethyl group, 
energy

— 5 .4 5  k ca l/m o l
— 0 .0 8  k ca l/m o l
— 0 .0 8  k ca l/m o l 
c
— 6 .7 1  k ca l/m o l“
— 2 .8 8  k c a l/m o l“ 
c
— 1 .0 8  k c a l/m o l“
— 1 .5 7  k c a l/m o l“
— 0 .6 4  k c a l/m o l“
— 0 .6 4  k c a l/m o l“
— 1 .1 0  k ca l/m o l
— 0 .1 0  k ca l/m o l 
c
— 0 .0 6  k ca l/m o l 
b
b
b
b
b
b

— 2 0 .4 0  k ca l/m o l

“ These in teraction  energies h ave been  corrected  for  b a ck  polar­
ization, see A ppend ix  C . b These interaction  energies h ave been 
assumed to  b e  negligible (see A pp end ix  D ) . c In  this group the 
in teraction  is missing.

Appendix C. The Back Polarization of the Carbon 
Atom Ci by the Induced Dipoles in the Hydrogen Atoms 
Attached to This Atom

Böttcher (see Appendix B, ref 20) idealized models of 
two particle electrostatic interactions allows for the 
occurrence of back polarization. The idealized inter­
action energy between a dipole, m, with a polarizability, 
ß, and a dielectric sphere of polarizability, a, separated 
by a distance, s, is

W  =  -
3am2 cos2 8 cos2 y 

2s6
1 am2

Ta — ~ r B2 s6

where cos2 y has the values 1, 1/i, and Vi, depending on 
the position of the hydrogen atoms around the methyl 
group axis, i.e., Hi, H2, and H3, and 8 represents the 
angle between the dipole, m, and the direction of 
centers, s(Ci, Hi). The back polarization terms r A 
and I 'b  are explicitly

M  1O-4?) 0 +?).
and rB = 1/[1 — a/5/s6]- In the case of negligible back 
polarization, the interaction energy reduces to the 
familiar form

limit W =  (l/2)(a?n2/s 6)(3 cos2 8 cos2 y +  1)
ß—*0

Attention must be drawn to the appropriate polariza­
bilities to be substituted in the back polarization terms. 
a refers to the mean polarizability of the hydrogen 
atom and a value of 0.38 A 3 has been utilized in this 
article. However, the concept of pairwise interaction 
dictates that the back polarization of the carbon atom 
be considered separately for each carbon-hydrogen 
bond, i.e., the polarizability of the carbon atom asso­
ciated with each carbon-hydrogen bond is 0.26 A 3, 
see Table IV. On substitution, the magnitudes of the 
back polarization terms are found to be PA = 1.31 
and Tb =  1-06. These factors enhance the interaction 
energies, Rh,(Ci,V derived in Appendix B, as evidenced 
here; TVs(Ci,Hi) =  —3.71 kcal/mol, an increase of 23%, 
and m (C i,H 2) =  TFb(Ci,H3) =  -2 .8 8  kcal/mol, an 
increase of 11%.

Appendix D. The Interaction Energy of the Hydrogen 
Atom Dipoles in the Methyl Group

Böttcher (see Appendix B, ref 20) idealized models of 
two particle interaction allow the determination of 
the dipole-dipole interaction of the hydrogen atoms 
taken in pairs

W  (Hx,H2) = TF(HlfH,)
1 a2m2

— cos2 6 
. 4

1

and

IV(H2,Hs)
1 ahn2 — cos2 0 — 18

where 8 represents the angle between the dipole, m, 
located on carbon atom, Ci, and the direction between 
centers, s (Ci,Hj). Now let us compare the total ener­
gies

1 E  E  TVCHi.H;) and E  TF^C^H,)
2  i  = 1 j  as 1 4=1

l7*j
It is obvious that

1 E  E  fF(Hi,Hj)2 ¿ = ii = i V 3
TO ,
— cos2 8 
8
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and

E W»(Ci,Hi) =
*•« I

consequently

1 E E W ( H i . H j )  =
2 i = i j=i

a m 2
-  cos2 6 -j- 1

a [ w/ 8 COS2 0 — 
3 sA s 3 (3 /2 c o g 2 g _j_~  E ^ ( C i , H i )1) Î = 1

(0.38 A3)CV, cos' 41 — iy  I -  
3 v,(1.09 A ) 3 ( 3A  COS2 4 1 +  1 ), = 1

= -0.0087 E  TE6(Cx,Hi)
1—1

The total interaction energy involved in the hydrogen 
atom induced dipoles is less than 1% of the total inter­
action energy between the carbon atom Ci dipole and 
the three hydrogen atoms.

Effects of Dissolved Oxygen on the Electron Spin Resonance Signal Intensities 

of Trapped Hydrogen Atoms and Some of Their Reactions in Acidic Ice Matrices

by D. E. Holmes,1 N. B. Nazhat, and J. J. Weiss
Laboratory of Radiation Chemistry, School of Chemistry, The University, Newcastle upon Tyne, England 
(Received January 6, 1969)

Electron spin resonance spectra of irradiated acidic ices saturated with oxygen and nitrogen show that the for­
mation and the yields of trapped hydrogen atoms at 77°K are practically independent of dissolved oxygen while 
their esr signal intensities are dependent, under certain conditions, on the oxygen content and the applied micro- 
wave power. During annealing of irradiated ices containing thymine and oxygen at 100° K, hydrogen atoms re­
act to form thymine hydrogen atom adduct radicals and hydroperoxide radicals. Upon annealing to 175°K, 
oxygen reacts with the thymine hydrogen atom adduct radicals to form 5,6-dihydrothymyl peroxide radicals. 
These reactions of hydrogen atoms and oxygen, in irradiated ices at 77-195° K, are discussed in relation to simi­
lar reactions in the liquid phase.

Introduction
Hydrogen atoms are formed and trapped in y-irra- 

diated, frozen, acidic solutions (ices).2-4 The hydro­
gen atom yields reportedly are not affected by dissolved 
oxygen.2'30"5 Upon annealing and release of the hydro­
gen atoms from their traps, the atoms can add to the
5,6 double bond of dissolved thymine to form 5,6- 
dihydro thymyl-5-yl radicals (thH-).6-8 This com­
munication describes the increase in the “ apparent”  
yield of trapped hydrogen atoms (Ht) and the decrease 
in the yield of dihydrothymyl radicals when nitrogen- 
saturated acidic ices containing thymine are saturated 
with oxygen before freezing and irradiation.

Methods
Reagent grade H2S04, 0 2, N2, and thymine (th) were 

used with triply distilled water to make the solutions. 
The samples were 1 M  in H2S04 and were bubbled with 
the appropriate gas for 15 min before freezing into small 
ice cylinders as previously described.9 These cylinders 
were then irradiated in sealed, nitrogen-flushed, Pyrex

tubes at 77 °K with 60Co y rays to a total dose of approx­
imately 3 Mrads at a dose rate of 0.15 Mrad/hr. After 
irradiation, the samples were transferred, without al­
lowing to warm up, into a standard electron spin reso-

(1) Fellow in Radiological Research of the James Picker Foundation, 
196&-1968. Present address: Department of Biochemistry & Bio­
physics, University of Hawaii, Honolulu, Hawaii 96822.
(2) H. Zeldes and R. Livingston, Phys. Rev., 96, 1702 (1954).
(3) (a) L. Kevan, P. N. Moorthy, and J. J. Weiss, Nature, 199,'689 
(1963); (b) J. Zimbrick and L. Kevan, J. Chem. Phys., 47, 5000
(1967) .
(4) P. N. Moorthy and J. J. Weiss in “ Solvated Electron,”  Advances 
in Chemistry Series, No. 50, American Chemical Society, Washing­
ton, D. C., 1965, p 180.
(5) R. Livingston and A. J. Weinberger, J. Chem. Phys., 33, 499 
(1960).
(6) C. Elston, Ph.D. Dissertation, The University, Newcastle upon 
Tyne, 1967.
(7) D . E. Holmes and J. J. Weiss, Int. J. Radiat. Biol., 14, 187
(1968) .
(8) D. E. Holmes, B. N. Nazhat, and J. J. Weiss, Radiat. Res., 35, 
510 (1968).
(9) L. Kevan, P. N. Moorthy, and J. J. Weiss, J. Amer. Chem. Soc., 
86, 771 (1964).
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nance (esr) dewar with a thin-walled quartz tip which 
fitted into the esr cavity. Annealing was usually ac­
complished by transferring the irradiated samples to 
a container immersed in Dry Ice at 195°K. However, 
in some cases the samples were annealed by removing 
the liquid nitrogen from the dewar for predetermined 
lengths of time which allowed the samples to warm to 
thermocouple-calibrated temperatures. Esr spectra 
were recorded with the samples at 77°K. Most esr 
measurements were made with a Varian E-3 spectrom­
eter. Microwave power values were taken directly 
from a calibrated dial inherent with the spectrometer. 
A Varian V-4502-13 esr spectrometer in the low-power 
configuration was used for the Ht measurements below
1- mW rf power. The low-power values were calibrated 
using an HP 43IB power meter. The magnetic field 
sweep and 17-factor calibrations utilized peroxylamine 
disulfonate and diphenylpicrylhydraz.yl (DPPH), re­
spectively. However, for more accurate measurements 
of g factors, the klystron frequency of the V-4502 spec­
trometer was monitored by HP 5253B and HP 2590B 
frequency converters coupled to an HP 5245L electronic 
counter while the magnetic field was calibrated using 
a proton resonance gauss meter coupled to the elec­
tronic counter.

Results and Discussion
Figure la shows the first-derivative esr spectrum of 

nitrogen-saturated, acidic ice (N2-ice) after irradiation. 
Figure lb  shows a similar spectrum after oxygen sat­
uration (0 2-ice) and irradiation. A comparison of 
Figure la with b shows almost no differences in the 
central regions of the spectra which result from hydroxyl- 
free radicals as well as S04-  radical ions.4 The lines of 
the Ht doublet are separated by approximately 505 G 
and have satellite lines as previously reported.10 When 
thymine (10-2 M) is included in the ices (th-ices), 
esr spectra, Ht ratios, and Ht line widths are observed 
which are similar to those obtained from samples con­
taining no thymine. Table I gives the relative inten­
sities and line widths of the main Ht line, downfield, 
at 1-mW rf power which were observed in each sample 
under conditions of partial power saturation. The 
observed Ht signals differ in that the intensities in the
0 2-  ices are larger than in the N2-ices. This is unusual, 
since oxygen might be expected to scavenge radiation- 
released electrons by reaction 1, which are responsible 
for hydrogen atom formation4 according to reaction 2

e -  -f- 0 2 0 2-  H 0 2 - (1 )

e— -j- HSO4- ^ Ht -(- S042- (2)

e~ +  H+ — H — »* H f  (3)

The concentrations of 0 2 and HS04-  are approximately 
10 ~3 and 1 M, respectively. Although the rate con­
stants of these reactions in ice at 77°K are not known,

Figure 1. F irst-derivative esr spectra  o f irradiated acidic 
(a ) N M c e  and (b )  O M ce  at 7 7 °K  and 1-m W  m icrow ave pow er.

Table I: R ela tive  H t S ignal In tensities in  Irrad iated  Ices  
under Partial P ow er Saturation

Sample
Relative

of

N 2-ic e 4
0 2 -ice 7,
th -N M c e 3
t h - 0  ¡r-ice 7.

intensity Relative line
Ht width

.5 3.4

.9 3.3

.7 3.5

.0 3.4

it has been shown that the ratios of many of the rate 
constants in frozen aqueous systems are quantitatively 
parallel to those in aqueous solutions at room tem­
perature.9'11 Thus, consideration of the relevant rate 
constants in water at 20° (h  =  1.9 X 1010 M -1 sec-1, 
ref 12; fc2« 107 M -1 sec-1, as estimated from the reaction 
of e-  with H2P 04-  in ref 13; k3 = 3 X 1010 M~l sec-1, 
ref 14) would suggest that if reaction 3 is important, 
0 2 would not be able to capture any appreciable part 
of the electrons and the Ht intensities should be the 
same in the presence of oxygen. The failure to observe 
the esr signal of 0 2-  (g\\ =  2.175, ref 15) or of H 02-

(10) W . Kohnlein and J. H. Venable, Jr., Nature, 215 , 618 (1967).
(11) L. Kevan, J. Amer. Chem. Soc., 89, 4238 (1967).
(12) E. J. Hart and E. M. Fielden in “ Solvated Electron,”  Advances 
in Chemistry Series, No. 50, American Chemical Society, Washington, 
D .C ., 1965, p 253.
(13) M . Halmann and I. Platzner, J. Phys. Chem., 70, 2281 (1966).
(14) S. Gordon, E. J. Hart, M . S. Matheson, J. Rabani, and J. K. 
Thomas, J. Amer. Chem. Soc., 85,1375 (1963).
(15) J. E. Bennett, D . J. E. Ingram, M . C. R. Symons, P. George, 
and J. S. Griffith, Phil. Mag., 46, 443 (1955).
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Figure 2. Relationship between applied microwave 
power and esr spectral intensity of the downfield, 
main Ht line in irradiated acidic Ch-saturated (O) 
and N 2-saturated (®) ice at 77°K .

(5II =  2.035, ref 16) from reaction 1 before annealing 
the irradiated 02-ice and the observation of Ht inten­
sities converging at low rf powers in N2-  and 0 2-ices 
as discussed later suggest that under the present condi­
tions, reactions 2 and 3 do predominate over reaction 1. 
The slight lowering of the Ht intensity upon the inclu­
sion of thymine (Table I) and the observation of a small 
yield of thymine hydrogen atom addition radicals be­
fore annealing indicate that thymine competes with 
HSO4- for radiation-produced electrons which yields 
thH • or reacts with radiation-induced hydrogen atoms 
at 77 °K.

Microwave power saturation studies at 77°K from
0.4 nW to 8 mW indicate that oxygen provides a mecha­
nism of relaxation17 for the trapped hydrogen atoms 
above about 5 jaW and increases the “ apparent” Ht 
yield in 0 2-ice relative to N2-ice. Figure 2 shows the 
power saturation curve for the main line of the down- 
field Ht signal in nitrogen-saturated and oxygen-satu­
rated ices. At powers below about 5 jtW, the trapped 
hydrogen atoms in N2-  and 0 2-ices have spin-lattice 
relaxation times (7\) such that the spins can easily 
dispose of their energy and the Ht signal intensities are 
the same. As the power is increased to greater than 
5 mW, the spin-lattice relaxation in the N2-ice can no 
longer adequately dispose of the energy, and the Ht 
intensity saturates. However, in 0 2-ice, where 7\ is 
larger, which adequately disposes of energies up to 20 
nW, this allows the Ht signal intensity to increase. 
Therefore, in 0 2-ice, the trapped hydrogen atoms evi­
dently relax through a nearby oxygen molecule which 
in turn is able to transfer the microwave energy to the 
surrounding environment. Above 20 ¿¿W, the spin- 
lattice relaxation time cannot dispose of the energy, 
the Ht signal intensity power saturates, and the signal 
decreases. When the irradiated ices are examined at a

power above the Ht convergence value, the Ht intensity 
from 0 2-ice is larger than the Ht intensity obtained from 
the N2-ice, although both samples contain approxi­
mately the same number of trapped hydrogen atoms. 
Table I shows that there is very little change in the line 
width of the Ht main line when nitrogen is replaced by 
oxygen in the irradiated ices. This indicates that the 
shape of the line remains constant and inhomogeneous 
saturation broadening occurs.17 Thus, the line width 
of the Ht main resonance is apparently governed by 
hyperfine interactions with protons of the environment.

Livingston and Weinberger5 found no effect of dis­
solved oxygen on Ht or hydrogen yields in y-irradiated, 
frozen H2S04 glasses (0.129 mole fraction). The Ht 
yields in H2SC>4 glasses are quite large compared to 
polycrystalline ices, and the oxygen effect may be 
masked in comparison to that effect obtained in the 
ices used in the present experiments. Since other 
authors3 have not observed oxygen effects on Ht signal 
intensities in irradiated polycrystalline acidic ices, the 
explanation most probably is that rf powers below the 
Ht saturation level were previously used with the oxy­
genated samples and thus no oxygen effect would be 
observed on Ht. Power saturation of Ht in acidic 
glasses3“'5 and ices3“ has been generally observed.

Ingalls and Pearson18 observed that the esr peak 
height from a sample of irradiated terphenyl was depen­
dent on the dissolved oxygen content and the microwave 
power. They found that small changes in the quantity 
of dissolved oxygen alter the slope of the power curve 
in some specific range of power, while the power curve 
was independent of oxygen content at sufficiently low 
powers. Esr spectra from petroleum oils show similar 
oxygen effects with microwave power.19 These effects 
have been interpreted as due to oxygen decreasing the 
relaxation time and thereby reducing power saturation.

The scavenging of some hydrogen atoms by oxygen 
during annealing can be seen by comparing the yields 
of 5,6-dihydrothymyl-5-yl radicals (thH-) in the irradi­
ated acidic ices containing 10-2 M thymine and dis­
solved oxygen where the following reactions might take 
place

H • +  th —*■ thH • (4)

H • +  0 2 — >  H 02 • (5)

Upon annealing the th-N2-iee to 100°K, the trapped 
hydrogen atoms are released and add to position 6 of 
the dissolved thymine to yield thH- radicals (Figure 
3a) according to reaction 4. The large central signal is

(16) S. J. Wyard and R. C. Smith, Sixth International Symposium on 
Free Radicals, Cambridge, 1963.
(17) D. J. E. Ingram, “ Free Radicals as Studied by ESR,”  Butter- 
worth and Co. Ltd., London, 1958.
(18) R. B. Ingalls and G. A. Pearson, Anal. Chim. Acta, 25, 566 
(1961).
(19) A. J. Saraceno and D. D. Coggeshall, J. Chem. Phys., 34, 260 
(1961).

D. E. Holmes, N. B. Nazhat, and J. J. W eiss

The Journal of Physical Chemistry



Esr Signal Intensities of Trapped Hydrogen Atoms 1625

Table I I : g Tensors

Sample 91 (ft 01 o\\ OA

N 2- ic e  (F igure 3a) 2 .0 1 9 2 .0 1 3 2 .0 0 6 0 2 .0 1 9 2 .0 09 5
S 0 4- -  (ref 4) 2 .0189 2 .0 13 0 2 .0 05 3 2 .0 18 9 2 .0 09 2
Peak D P  (F igure 3b ) 2 .0 3 6 2 .0 3 6
th -O z-ice  (F igure 4 b ) 2 .0 4 0 2 .0059 2 .0019 2 .0 4 0 2 .0 03 9
O i-iee  (F igure 5 ) 2 .0 3 6 2 .0059 2 .0046 2 .0 3 6

2 .0 01 9
th -O z-ice  (F igure 6 ) 2 .0 4 0 2 .0 1 8 2 .0 01 9 2 .0 4 0
0 2~ (ref 15) 2 .1 7 5 2 .1 7 5 2 .0 0 2
H 20 2- ic e  (H 0 2, ref 16) 2 .0 3 5 2 .0 06 5 2 .0023 2 .0 3 5 2 .0 0 4 4
H zC V ice (H 0 3, re f 16) 2 .061 2 .0 61 2 .0 0 4 5
P o ly p ro p y le n e -0 2 (ref 20) 2 .0 3 5 2 .0 05 9 2 .0 01 9 2 .0 3 5 2 .0 03 9

acidic (a ) th y m in e -N 2- ic e  and (b )  th y m in e -0 2- ic e  
at 7 7 °K  after annealing to  100°K .

almost identical with the radical identified as SO4 •-  by 
Moorthy and Weiss4 (Table II). When irradiated 
02-ice containing thymine is annealed to 100°K, 
hydrogen atoms are released, thH • radicals are formed, 
and a small downfield peak (DP) is observed (Figure 
3b). The large signal from S04 • “  in the spectral 
center prevents any positive identification of peak DP 
as due to HO2 radicals. However, a comparison of the 
g factor of peak DP with rp from H 02- in Table II 
suggests that H (V  radicals may be formed in 02-ices. 
The g tensors for the radicals in irradiated ices after 
various annealings and g tensors for related radicals are 
listed in Table II. Since most of the experimental 
spectra appear to result from fully anisotropic g tensors, 
g 1, and g% are taken at low- and high-field shoulders, 
respectively, while g-i is taken at the cross-over point 
near the center of the spectrum.21 The g tensor gy is 
approximately equivalent to g\\ while the average of g-i 
and g-i is approximately equivalent to f/j_- 

The thH intensity in the th -0 2-ice annealed to 100 °K 
is decreased by about 40% from that in the th-N2-ice. 
In contrast to the effect of oxygen on the Ht intensity

Figure 4. F irst-derivative esr spectra  o f irradiated 
acidic (a ) th y m in e -N 2- ic e  and (b )  th y m in e -0 2- ic e  
at 7 7 °K  after annealing to  175°K .

(Figure 2), the thH intensity is not affected by dis­
solved oxygen from 1 to 8 mW. If the ices are annealed 
to 175°K, the S04- -  radical almost completely dis­
appears leaving the thH radical in the N2-ice (Figure 
4a) and an asymmetric doublet in the 0 2-ice (Figure 
4b). The thH signal seen in Figure 3b from partially 
annealed th -0 2-ice has now disappeared while the 
downfield peak DP has become part of the asymmetric 
doublet in Figure 4b. The change in the signal in­
tensity of peak DP during annealing from 100°K 
(Figure 3b) to 175°K (Figure 4b) cannot be estimated, 
since the peak DP rides on the tail of a background 
signal which decays before 156°K. However, during 
annealing of the th-Ch-ice from 156 to 175°K, the 
signal height of peak DP increases by approximately 
17%. A comparison of the respective concentrations 
(0 2, 10-3 M; thymine, 10-2 M) and the rates of reaction 
4 (kt ~  109 M -1 sec-1, estimated from H- +  uracil in 
ref 22) and reaction 5 (h  =  1.9 X 1010 M~l sec-1, ref
(20) M. Iwasaki and Y. Sakai, J. Polym. Sci., Part A-2, 6, 265 (1968).
(21) P. W . Atkins and M . C. R. Symons, “ The Structure of Inor­
ganic Radicals,”  Elsevier Publishing Co., Amsterdam, 1967, Appendix 
5A.3.
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Figure 5. F irst-derivative esr spectrum  o f irradiated 
acidic 0 2 -ice  at 7 7 °K  after annealing to  175°K .

23) indicates that oxygen and thymine compete approxi­
mately equally for hydrogen atoms. Therefore, a 
composite spectrum of H 02 and thH radicals should 
result in Figure 3b. Table II shows that the gi factor 
of Figure 4b is larger than the g factor of peak DP in 
Figure 3b. Thus, upon annealing th -0 2-ice to 175°K, 
the disappearance of the thH • signal from the ice while 
thH • is stable in the th-N2-ice and the formation of an 
asymmetric signal with a g, factor different from that 
g factor of peak DP (assumed to be H 02 •) suggest that 
dihydrothymyl peroxide radicals (thH -02-) have been 
formed as in

thH • +  0 2 — *■ thH -02 • (6)

The formation of thH -02 radicals has been observed 
by Holmes24 where thH radicals formed by exposure of 
polycrystalline thymine to gaseous hydrogen atoms 
react with oxygen in a gas-flow system. Although the 
esr spectrum of th H -02 appeared to be a singlet, an 
unambiguous spectrum could not be obtained. Thus, 
as observed, the doublet in Figure 4b should contain a 
contribution from the dihydrothymyl peroxide radical.

Figure 5 shows the radical left in 0 2-ice without 
thymine after annealing to 175°K. Although this 
spectrum may contain some contributions from the

D. E. Holmes, N. B. Nazhat, and J. J. W eiss

Figure 6. F irst derivative esr spectrum  o f irradiated acid ic 
th y m in e -0 2- ic e  at 7 7 °K  after annealing to  195°K .

S0.4 • -  radical, the (/rtensor values (Table II) indicate 
that Figure 5 probably results from H 02 radicals 
formed in reaction 5. Annealing the thymine-con­
taining 0 2-ice from 175 to 195°K (Figure 6) results in a 
further change in the asymmetric doublet of Figure 4b. 
Since the change appears to be due to the loss of a 
radical with a line at a g factor of about 2.018, the S04 • ~ 
radical is assumed to decay at approximately 195 °K. 
All esr signals disappear from the ices during annealing 
to 215°K.

These scavenging data may explain why Holmes and 
Weiss7 could not observe low yields of Ht or hydrogen 
atom adduct radicals in irradiated deoxyribonucleic 
acid ices and gels unless air was removed before freezing 
and irradiation. When the irradiated deoxyribonu­
cleic acid samples containing dissolved air were annealed 
to 195°K and examined at 77°K in the esr spectrom­
eter, an asymmetric signal was found25 similar to those 
in Figures 4b and 6.

The results reported in this paper indicate that the 
applied microwave power and the concentration of 
dissolved oxygen are important parameters to be 
considered when comparing esr signals in irradiated, 
frozen solutions.
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The Effect of Water as a Proton Donor on the Decay of Anthracene 

and Naphthalene Anion Radicals in Aqueous Mixtures of Acetonitrile, 

Dimethylformamide, and Dimethyl Sulfoxide

by John R. Jezorek and Harry B. Mark, Jr.
Department of Chemistry, The University of Michigan, Ann Arbor, Michigan 48104 (Received October 13, 1969)

The polarographic reduction of naphthalene and anthracene is reported in acetonitrile (MeCN), dimethyl­
formamide (DMF), and dimethyl sulfoxide (DMSO) using water as proton donor. The results in MeCN 
are similar to those obtained in earlier studies with phenol and resorcinol donors. In DMF and DMSO, 
however, a dramatic difference is obtained. The reduction waves do not double as expected, and much larger 
concentrations of water are necessary to achieve a maximum w(app) value, even though DMF is isodielectric 
with MeCN. These results are interpreted in terms of the interaction of water with the nonaqueous com­
ponent, resulting in a viscosity increase and reduced water availability for protonation. Coulometric con­
firmation that n(app) maximum values correspond to a two-electron change is reported. Methyl alcohol 
used as a proton donor in DMF gives more “ normal” protonation behavior and adds credence to the hypoth­
esis that the varying results with water are due to its unique interaction with the nonaqueous component. 
Aqueous protonation rates are found to be several orders of magnitude smaller than those with phenol or 
resorcinol donors, and about ten times slower in DMF and DMSO than in MeCN. Water is also found to 
affect the correlation of half-wave potentials with Hiickel molecular orbital parameters.

Introduction

There has been a great deal of interest in recent years 
in the electrochemistry of aromatic hydrocarbons in 
nonaqueous solvents.1-8 In solvents such as dimethyl­
formamide (DMF) and acetonitrile (MeCN) aromatic 
anion radicals are relatively stable. Recent studies 
have shown that when an electroinert proton donor 
such as phenol or resorcinol is present the radical ions 
decay via an ECE mechanism to the dihydro deriva­
tive of the hydrocarbon.4 8 The usual result is an 
increase in the limiting current of the first polaro­
graphic wave of the hydrocarbon and an anodic shift of 
the half-wave potential (Ei/,). When total protona­
tion of the radical anion is achieved for relatively high 
proton-donor concentrations, the limiting current is 
double its original value in aprotic media.1-8

Of considerable interest is the effect of water as a 
proton donor on the rate of decay of the aromatic 
radical anions in aprotic solvents such as DMF, DMSO 
(dimethyl sulfoxide), and MeCN; these nonaqueous 
solvents are the most frequently used in electrochemi­
cal investigations. This is a logical step from a theo­
retical point of view as well as a practical one. It is 
important to know how much water can be tolerated in 
a solvent system which is being used to study the R | R --  
and/or R - | R 2- couples. For example, one would like 
to be certain that only the mono- or dianions are formed 
in a polarographic reduction and that no protonation 
of either of these species occurs, as this would affect 
both the measured diffusion current and half-wave

potential. Some comments concerning the effect of 
water on the reduction of aromatic hydrocarbons have 
been published, but no systematic investigation has 
been carried out.1-9,10 The effect of water is of special 
interest with respect to a quantitative understanding of 
solvent purity on electrochemical studies of organic 
systems and theoretical correlations of electrochemical 
experiments and molecular orbital parameters.7,8

Accordingly the polarograms of naphthalene and 
anthracene wrere studied in the above solvents with 
known amounts of water present. Also, coulometric 
determinations of the number of electrons transferred, 
n, during electrolysis in DMF and DMSO were ob­
tained. Methanol was also employed as a proton donor 
in the DMF-naphthalene system and its effect as a

(1) G. J. Hoijtink, J. van Schooten, E. DeBoer, and W . I. J. Aalbers- 
berg, Rec. Trav. Chim. Pays-Bas, 73, 355 (1954).
(2) (a) D. E. G. Austen, P. H. Given, D. J. E. Ingram, and M . E.
Peover, Nature, 182, 1784 (1958); (b) P. H. Given and M. E.
Peover, J. Chem. Soc., 1960, 385.
(3) A. C. Aten, C. Buthker, and G. J. Hoijtink, Trans. Faraday 
Soc., 55, 325 (1959).
(4) (a) N. H. Velthorst and G. J. Hoijtink, J. Amer. Chem. Soc., 
87, 4529 (1965); (b) ibid., 89, 209 (1967).
(5) K. S. V. Santhanam and A. J. Bard, ibid., 88, 2669 (1966).
(6) J. Janata, J. Gendell, R . C. Lawton, and H. B. Mark, Jr., ibid., 
90, 5226 (1968).
(7) J. Janata and H. B. Mark, Jr., J. Phys. Chem., 72, 3616 (1968).
(8) H. B. Mark, Jr., Rec. Chem. Progr., 29, 217 (1968).
(9) P. H. Given, J. Chem. Soc., 2684 (1958).
(10) S. Wawzonek, E. W . Blaha, R. Berkey, and M . E. Runner, 
J. Electrochem. Soc., 102, 235 (1955).
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proton donor compared and contrasted with that of 
water. Approximate rate constants are reported for 
the aqueous-nonaqueous systems and compared with 
those obtained using organic proton donors such as 
resorcinol and phenol.6'7 The effect of the ECE 
electrode reaction mechanism on MO correlation 
values is examined quantitatively.

Experimental Section
Instrumentation. Polarograms were obtained using a 

three-electrode system based on the operational 
amplifier circuits of DeFord11 and were recorded on an 
Electro Instruments Model 500 X -Y  recorder without 
damping. All current values are reported as the 
maximum current at the end of drop life. The drop­
ping mercury electrodes had flow rates of 1.24-1.30 
mg/sec under open circuit conditions in 0.1 M  tetra- 
butylammonium perchlorate (TBAP) solutions. Drop 
times varied from solution to solution and were mea­
sured at the half-wave potentials.

The reference electrode used for all measurements 
was a silver wire immersed in a 0.01 M  A g+C10,i_-0.1 
M  TBAP anhydrous solution of the solvent being 
studied. The reference cell consisted of an approxi­
mately 4-6-cm length of about 2-mm diameter poly­
ethylene tubing, into one end of which was tightly 
fitted one-half of a 2-cm length of Corning Glass Works 
porous cane (also known as “ thirsty glass” )- The 
remaining half of this “ thirsty glass”  was then tightly 
fitted into one end of a salt bridge, an approximately
6-cm length of the same diameter polyethylene tubing. 
The latter section of polyethylene was filled with a 0.1 
M  TBAP solution of the anhydrous solvent being 
studied. A second 2-cm piece of “ thirsty glass”  was 
tightly fitted into the open end, care being taken to 
exclude any air bubbles from the salt bridge chamber. 
With MeCN, a very volatile solvent, epoxy resin was 
used to seal off the open end of the reference electrode 
compartment.12

The constant-potential coulometry experiments were 
carried out in a flow cell which allowed the macroscopic 
electrolysis at a mercury pool electrode to continue 
while the instantaneous polarographic diffusion current 
was measured at a dropping mercury electrode. This 
cell system has been described previously.13 Elec­
trolyses were carried out at a constant potential on the 
diffusion plateau of the first polarographic wave. The 
Ag| Ag+ClOi“  reference electrode was used here also. 
The apparatus and procedure for deoxygenating the 
solutions have been described in a previous paper.7 
All polarograms were run at 25.0 ±  0.05°.

Relative diffusion coefficient comparison measure­
ments were performed using the procedure of Macero 
and Rulfs.u A small sample cell was constructed from 
3 cm of 8-mm glass tubing. The cylinder was closed at 
one end and ground flat at the open end. The volume 
was 0.796 ml. The sample used was 0.01 M  anthra­

cene. An attached glass rod permitted the cell to be 
lowered and raised in the polarographic cell containing 
7.0 ml of solvent which was 0.1 M  in supporting elec­
trolyte. The sample cell was carefully lowered below 
the surface of the solvent in the polarographic cell, and 
diffusion was allowed to proceed. It was then removed 
after a time and the anthracene current measured 
polarographically. This procedure was performed 
several times over a period of 5 hr.

Chemicals and Solutions. All solvents were Mathe- 
son Coleman and Bell Spectroquality grade. The 
DMSO and MeCN were used as received, since 
polarographic scans with only supporting electrolyte 
present exhibited no Faradaic current until the ex­
pected breakdown potential was reached.

The purification procedure for DMF previously 
described was followed in this investigation.6 Naph­
thalene (Eastman, reagent grade) was recrystallized 
from 95% ethanol. Anthracene was MC and B, 
blue-violet, Fluorescence grade, and was used as 
received. Tetrabutylammonium perchlorate (TBAP) 
supporting electrolyte, polarographic grade (South­
western Analytical Chemicals, Inc., Austin, Texas), 
was stored in a desiccator over silica gel before use as 
were hydrocarbon samples. Solvents were stored over 
Linde Type 4A molecular sieves. All solutions were 
0.1 M in TBAP. Under these conditions only non- 
Faradaic currents were observed in the aprotic solvents 
until background breakdown. All binary solvent 
systems (aqueous-nonaqueous or methanol-non- 
aqueous) were prepared by weight to a known volume. 
The methanol (MeOH) was Eastman reagent grade, 
and the water was triply distilled.16

Half-wave potentials, diffusion currents (id), and 
drop times (t) of the first polarographic waves (R| R-~) 
for millimolar naphthalene and anthracene solutions in 
the three solvents employed under anhydrous, aprotic

(11) (a) D. D. DeFord, Analytical Division, 133rd National Meet­
ing of the American Chemical Society, San Francisco, Calif., 
1958; (b) W . M . Schwarz and I. Shain, Anal. Chem., 35, 1770
(1963) .
(12) The reference electrode-salt bridge system was stored in the 
dark when not in use to prevent photolytic reduction of the silver 
ion. When this was done, the reference electrode potential was quite 
stable and it could be used for several days before the solutions 
required changing. On initial preparation of the “ thirsty glass”  
reference system, about 1 day of “ aging”  was necessary before 
stable voltage readings were obtained. After this the reference elec­
trode-salt bridge was stored in a closed tube of the appropriate 
solvent to prevent the glass from drying out. This was especially 
necessary with MeCN, as it is extremely volatile. When these 
precautions were exercised, the reference electrode could be used 
immediately; this was true even if the reference and salt bridge 
solutions had just been changed, as long as the porous glass was not 
permitted to become dry.
(13) J. Janata and H. B. Mark, Jr., Anal. Chem., 39, 1896 (1967).
(14) D. J. Macero and C. L. Rulfs, J. Electroanal. Chem,, 7, 328
(1964) .
(15) The middle distillation was from basic potassium permanganate.
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. T ab le  I :  H alf-W ave  P otentials, D iffusion  Current, and D rop  
T im e for H ydrocarbon s in M eC N , D M F , and D M S O

E l /  2, t,
V  vs. id, sec at

S olvent A g  [ AgCICh M A JEl/2

M e C N  (a ) N aphthalene - 2 . 8 5 6 5 .8 3 1 .4 0
(b )  A nthracene - 2 . 2 7 6 4 .7 2 2 .6 7

D M F  (a ) N aphthalene - 2 . 9 1 7 4 .6 7 1 .6 7
(b )  A nthracene - 2 . 4 0 5 3 .4 5 2 .6 2

D M S O  (a ) N aphthalene - 2 . 7 6 3 2 .5 4 1 .6 0
(b )  A nthracene - 2 . 1 5 5 2 .4 3 2 .8 8

conditions are given in Table I. Uncertainty in 
Ej/jis ±10  mV; in iA, ±0.05 pA; and in t, ±0.05 sec.

Results
Both the first (R| R-~) and second (R-~| R 2~) polaro- 

graphic waves of anthracene are accessible in all 
solvent systems while the second naphthalene wave 
(R • “ | R 2_) lies beyond background breakdown. Naph­
thalene, which possesses the smaller molecular orbital 
system,16 would be expected to be reduced more 
difficultly than anthracene, and indeed its Ei/t is about 
0.5-0.6 V negative to anthracene in all solvents studied.

It immediately became apparent in this study that 
protonation of the radical anion of both hydrocarbons 
by water was much slower than by the organic proton 
donors previously investigated6'7 and also depended 
significantly on the nature of the nonaqueous compo­
nent in which it was dissolved. With donors such as 
phenol or resorcinol, concentrations of the same order 
of magnitude as the hydrocarbon result in complete 
protonation of R •_ in the time scan of polarographic 
measurement; i.e., the first wave doubles in height.6'7 
With water at least a three order of magnitude con­
centration excess was necessary to achieve total 
protonation of R  • ~.

Of the three solvents studied, protonation pro­
ceeded fastest in MeCN (dielectric constant, e, 36.7). 
The value of n(app)17 reaches a maximum for milli- 
molar naphthalene, 1.89, at a water concentration 
about 1.25 M, or about 6 mol % , as shown in Figure 1. 
The maximum for anthracene, 1.90, is attained at a 
water concentration near 3.6 M, about 17 mol % . In 
all cases studied, n(app) maximum was attained at a 
lower water concentration for naphthalene than anthra­
cene, as expected.16 Aside from the much larger proton 
donor concentration necessary to reach n(app) maxi­
mum these data for MeCN are similar to those obtained 
in the earlier studies where more acidic donors were 
used.6,7

However, in DM F (e 36.7) a dramatic difference 
from the results in MeCN was noted for both hydro­
carbons. The maximum rdapp) is not reached until 
about 35 mol %  for naphthalene and 50 mol %  for 
anthracene. In addition, n(app) maximum is far re­

Figure 1. A  p lot o f ra(apparent), the ratio o f  the lim iting 
current o f the first polarograph ic reduction  w ave  in  the solvent 
m ixture to  th at in  the aprotic solven t, as a fun ction  o f  added 
H 20  in the M e C N -H 2O -0 .1  M  T B A P  solven t system . T h e  
h ydrocarbon s are 10 -3 M  naphthalene and anthracene.

moved from the theoretical value of 2.0, being only 
about 1.3 for naphthalene and 1.2 for anthracene as 
shown in Figure 2. At the solvent composition corre­
sponding to w(app) maximum, the second anthracene 
wave had completely disappeared. Moreover, it was 
found that n(app) is less than 1.0 at low' water con­
centrations, and after the maximum is reached, it 
begins to decrease again. This latter trend continues as 
far as solubility and water interference limitations 
allow data to be taken, near 70% water.18

A similar deviation of n(app) from theory was 
obtained with water in DMSO (e 46.6). The maximum 
n(app) was not attained until 45-50 mol %  water for 
naphthalene and about 60 mol %  for anthracene; 
n(app) maximum was about 1.6 for naphthalene and 
about 1.1 for anthracene, as seen in Figure 3. Again 
the second anthracene wave was completely removed 
atn(app) maximum.

In order to verify that the maximum current was 
diffusion limited under aprotic conditions and corre­
sponded to an n value of 1.0 and to determine the true 
value of w(app) maximum, a series of constant potential 
coulometry experiments was performed. The elec­
tronically integrated current, Q, during the constant- 
potential electrolysis was plotted vs. the instantaneous

(16) A. Streitwieser, Jr., “ Molecular Orbital Theory for Organic 
Chemistry,”  John Wiley & Sons, New York, N. Y., 1969, p 178.
(17) n(app) =  i/id, where i is the polarographic limiting current in 
the water-MeCN mixture, and id is the diffusion current in the 
aprotic solvent.
(18) It was found that the water-DMF solvent, 0.1 M  TBAP, had 
a rather significant background current, starting around —2.6 
V vs. Ag|Ag+C104~ in DM F and growing larger until final break­
down near —3.2 V. This phenomenon is apparently a result of 
slow proton discharge or a Faradaic process which results from some 
product of a water-impurity or water-DMF reaction. A set of 
correction curves was constructed and the current contribution 
from this “ solvent breakdown”  was subtracted from the total cur­
rent value obtained with hydrocarbon sample present. Neither 
the DM SO - or MeCN-water systems were found to exhibit such 
a complicating factor.
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Figure 2. A  p lo t o f « (a p p a ren t) for the first reduction  w ave of 
10 ~3 M  naphthalene and anthracene as a  fun ction  o f added 
I T /)  in  the D M F -H 2O -0 .1  M  T B A P  solven t system .

Mole % H2 0

Figure 3. A  p lo t o f « (a p p a ren t) for  the first reduction  w ave of 
m illim olar naphthalene and anthracene as a fu n ction  o f  added 
H 20  in the D M S O -H 2O -0 .1  M  T B A P  solven t system .

polarographic limiting current of the solution according 
to the modified Faraday expression.6 The slope of id 
vs. Q is inversely dependent on n, the number of elec­
trons transferred in the overall reaction.6

Both anthracene and naphthalene were investigated 
in DMSO and DMSO-water solutions. The slope of 
-td vs. Q for both hydrocarbons corresponded, under 
anhydrous conditions, to the expected theoretical slope 
for n — 1. For naphthalene at 52 mol %  water and for 
anthracene at 66% water the experimental slope was 
essentially the same as the theoretical for n =  2. 
Naphthalene was also electrolyzed in DMF and D M F- 
water solutions. The experimental value of n was 
very close to 1 in anhydrous solution and very close to 
2 at 40 mol %  water, the point of n(app) maximum.19

Discussion

An investigation of the enthalpy of mixing of water 
and MeCN by Yierk revealed only a small attraction of 
one solvent for the other.20 The enthalpy (AH) is 
endothermic over nearly the whole composition range; 
the minimum of the plot, about 200 cal/mol, occurs 
between 30 and 40 mol %  water. These results indicate 
that the main reaction on mixing water with MeCN, at 
least in the regions of low water concentration, is 
breaking of water-water hydrogen bonds, so that es­
sentially “ free”  water is present in mixtures of these 
species.21

Unlike that of the water-MeCN system, the enthalpy 
of mixing of DMSO and water reported by Tommila is 
quite exothermic.22 Maximum heat release, over 700 
cal/mol, occurs near 65 mol %  water. Cowie and 
Toporowski reported similar enthalpy data for the 
DMSO-water system and also reported the viscosity 
change of the system as a function of the amount of 
added water.23 The viscosity rises from 2.0 cP for 
pure DMSO to a value of 3.8 cP for 65% water. These 
data indicate very strong interaction between the two 
components and a greatly increased structure in the 
higher water concentration regions.

Extensive interaction also exists in the DMF-water 
system. The viscosity of an approximately 70 mol %  
water solution is nearly four times that of pure DMF, as 
shown by Hale and Parsons.24 This very marked 
increase in viscosity implies significant interaction of 
water with DMF and formation of a rather rigid 
structure. Indeed, when large amounts of water are 
added to DMF or DMSO the container becomes too 
hot to hold. It is most likely the unshared electron 
pairs on the oxygen atoms of the amide and sulfoxide 
moieties in DMF and DMSO which facilitate this very 
strong hydrogen bonding interact with water.

Ting, et al., suggested that two DM F or DMSO mole­
cules are hydrogen bonded to one water molecule and 
reported large entropy losses for these interactions.26

(19) The slopes of id vs. Q reported for the anhydrous solutions of 
DMSO and D M F were taken from the first 20-25% of the electrolysis 
reaction. It was observed that anthracene (but not naphthalene) 
solutions which were open to the light exhibited changing polaro- 
grams (large background currents) and abnormally large n values 
(pink solutions). This was true for both anhydrous and water- 
nonaqueous mixtures (orange on electrolysis). Thus, all measure­
ments were made in the dark. These photochemical reactions of 
anthracene with water are under investigation.
(20) A. Vierk, Z. Anorg. Chern., 261, 285 (1950).
(21) F. Franks and D. J. G. Ives, Quart. Rev., 20, 1 (1966).
(22) E. Tommila and M . Murto, Acta Chem. Scand., 17, 1947 
(1963).
(23) J. M . G. Cowie and P. M. Toporowski, Can. J. Chem., 39, 2240 
(1961).
(24) J. M . Hale and R. Parsons in “ Advances in Polarography,” 
Vol. I ll , I. S. Longmuir, Ed., Pergamon Press, New York, N. Y., 
1960, p 829.
(25) S. F. Ting, S. M . Wang, and N. C. Li, Can. J. Chem., 45, 425 
(1967).
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They also indicated the possibility of three DMF 
molecules interacting with one water molecule

0
II / Me

.E— C — N
/ >  \ l e

H H
/

DMF DMF

Such an arrangement is likewise possible for DMSO 
and would lead to branched polymeric chains. Two- 
dimensional polymers such as these are probably the 
cause of the viscosity increases at lower water concen­
trations. Franks reported that DM F and DMSO are 
practically unassociated in the pure liquid form.26 At 
higher water concentrations three-dimensional, tetra­
hedral water-water interaction begins to occur in 
addition to the water-nonaqueous interaction discussed 
above. According to the theories of solute-water 
interaction developed by Frank and others over the 
last 20 years, large bulky molecules (like DM F and 
DMSO), possessing uncharged hydrocarbon groups, 
can cause this water structure to be reinforced or 
tightened compared to pure water.27'28 This effect, as 
well as that of D M F - or DMSO-water hydrogen-bond 
formation accounts for the large viscosity increase, 
heat release, and structure maximum in the higher 
water concentration regions.

Because the nitrile group of MeCN is not very reac­
tive toward water and comparatively little structure 
increase or “ deactivation”  of the water molecules 
occurs, protonation of the aromatic radical anions 
appears to proceed relatively easily in this solvent 
system. That n(app) does not attain a value of 2 
(with resorcinol this value was obtained in all three 
solvents) is the result of a slight increase (10-20%) in 
the viscosity of the water-MeCN solvent compared to 
pure MeCN.20 The diffusion coefficient, D, exists in a 
1:1 inverse relationship with viscosity, while the 
diffusion current is directly dependent on the square 
root of D, according to the Ilkovic equation.24 This 
slight increase in viscosity is probably due to the 
beginnings of water-water bond formation in the 10-20% 
water solution, where n(app) maximum is found. 
MeCN is practically unassociated in the liquid state, as 
are DMF and DMSO.26

In the D M F - and DMSO-water mixtures, however, 
the water is less able to interact with the radical 
anions, as it is firmly fixed in the polymeric network. 
Hence, much larger concentrations than in MeCN are 
necessary to effect complete protonation. This more 
rigid network, resulting in the increased viscosity, 
causes n(app) to be considerably lower than in the 
MeCN system. The experimental value of n(app) at 
the 60-70 mol %  water-DMF composition (Figure 2) 
for both hydrocarbons is only slightly greater than 1.0, 
about half of the theoretical value. This correlates

Figure 4. P olarographie diffusion current o f the first 
anthracene reduction  w ave as a fun ction  o f  tim e o f  d iffusion :
A , anhydrous D M F — 0.1 M  T B A P ; B , 38.4 m ol %  
H iO -D M F -0 .1  M  T B A P .

rather well with the fourfold viscosity increase at this 
solvent composition reported by Hale and Parsons.24 
These authors also reported the diffusion current of 
cadmium(II), lead(II), and thallium(I) over the whole 
water-DMF composition range.24 Each of these ions 
exhibits a current minimum at 70 mol %  water which is 
about half of the value in either of the pure solvents 
(which have nearly equal viscosities).

In this study a series of comparative diffusion experi­
ments using anthracene in pure DMF and a 38.4 mol %  
water-DMF mixture has been carried out. The re­
sults are interpreted in terms of a smaller diffusion 
coefficient in the solvent mixture than in the pure 
solvent. The n(app) measurements reported above 
(Figure 2) indicate that anthracene has the same 
limiting current at these two solvent compositions 
(n(app) «  1). Therefore, equal concentrations of 
anthracene should result in equal polarographie cur­
rents. It was found, however, that the currents ob­
tained after equal periods of diffusion from the small 
cell into the polarographie cell were not equal for the 
two solvents. That of the aqueous solution was much 
lower than that of the anhydrous solution, as shown in 
Figure 4. After 4-5 hr of diffusion the aqueous solution 
current was about 60% of the anhydrous value. The 
viscosity data of Hale and Parsons indicate that this 
fraction should be about 70%.24 The experimental 
value is certainly in the right range, however, con­
sidering the “ roughness”  of the experiment. The 
closeness of the currents after only 1 hr of diffusion 
is probably due to the initial “ washing”  of the sample 
out of the cylinder and into the polarographie cell,

(26) F. Franks in “ Physico-Chemical Processes in Mixed Aqueous 
Solvents,”  F. Franks, Ed., Elsevier Publishing Co., New York, 
N. Y., 1967, p 50.
(27) H. S. Frank and W .-Y. Wen, Discussions Faraday Soc., 24, 133 
(1957).
(28) H. S. Frank and M . Evans, J. Chem. Phys., 13, 507 (1945).
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Figure 5. P lo t  o f n (app aren t) fo r  the first reduction  w ave o f 
10 -3 M  naphthalene as a fu n ction  o f added M eO H  in  the 
M e O H -D M F -O .l  M  T B A P  solven t system .

masking any small difference. While this simple 
experiment is admittedly semiquantitative, it still 
leads to the same conclusion as the ionic data of Hale 
and Parsons,24 namely, that the diffusion coefficient 
does indeed become significantly smaller in aqueous 
DMF.

The data of Cowie and Toporowski23 on the DMSO- 
water system indicate a doubling of the viscosity from 
pure DMSO to about 65% water. Thus, n(app) 
should be about 1.5 rather than 2.0 at 65% water by 
the inverse square root relationship of current to 
viscosity. Our data for naphthalene are in fairly 
good agreement. However, w(app) for anthracene is 
well below the value suggested by the viscosity data at 
65% water. The reason for this discrepancy is not 
apparent at this time.

Two effects are working in opposition here, then. 
As water is added to the DMF or DMSO solution, 
protonation tends to cause a current increase, while 
increased viscosity tends to cause a current decrease. 
The increased viscosity also explains the fact that 
n(app) for both hydrocarbons falls below 1.0 in DMF 
and DMSO, before the current increase due to pro­
tonation begins to have much effect.

The viscosity of the D M F- and the DMSO-water 
system begins to decrease after about 75% water and 
the diffusion currents of cadmium(II), lead(II), and 
thallium (I) begin to increasse toward the pure water 
value.23'24 Therefore n(app) ought to begin to in­
crease again after 75 mol %  water. However, hydro­
carbon solubility limitations and gross interference 
with the hydrocarbon polarographic waves due to 
proton discharge in these solvent regions prevented 
this expectation from being substantiated experi­
mentally.

Methanol Proton Donor. Since MeOH only has one 
proton capable of hydrogen bonding, it is not able to 
form the rigid three-dimensional solvent network like 
that of water. Even at low concentrations in DMF, 
where water is involved only in two-dimensional 
structures, MeOH should not form as substantial a

Figure 6. P lo t  o f f? i /2 us. Ag| A gC 104 (0.01 M )  as a fun ction  
o f  the coefficient o f  the energy o f the low est vacan t m olecular 
orb ita l o f the hydrocarbon s (pairs from  top  to  b o ttom ) 
naphthalene, phenanthrene, iraws-stilbene, anthracene, and 
acenpahthalene. T o p  line is in  anhydrous M e C N -0 .1  M  
T B A P ; b o ttom  line is in  a 2.3 w t %  (5.1 m ol % )  
E b O -M e C N -O .l M  solvent system .

polymeric network. Therefore n(app) maximum 
should approach more closely the theoretical value of 2. 
It was of interest, then, to compare this proton donor 
with water. All things being equal, the MeOH would 
be expected to be a weaker acid than water due to the 
inductive effect of the methyl group; since it has only 
one donatable proton compared to two for water, 
more of it should have to be added to reach n(app) 
maximum. In fact, quite the opposite was found. 
Whereas n(app) maximum for naphthalene in D M F - 
water solutions occurs at about 35 mol %  water, with a 
value of 1.3, n(app) maximum in DMF-M eOH oc­
curred at about 8 mol %  MeOH, and had a value of 1.8 
(Figure 5). Therefore the much wreaker interaction of 
MeOH with the nonaqueous component not only 
resulted in an n(app) value much closer to the theo­
retical, as expected, but also in a significantly faster 
reaction with the radical anions. These results tend to 
substantiate the conclusions that the extremely strong 
and unique interaction of water with DMF and DMSO 
results in its lessened availability for protonation. In 
addition the viscosity increase leads to a current smaller 
than theoretical.

Values of the rate constants, k, of the reaction of the 
aromatic anion radicals with water were estimated from
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a computer-calculated plot of the polarographic n(app) 
vs. k't as calculated by Nicholson, et ah;29 k' is fc[HX], 
[HX] is the proton donor concentration, and t is the 
drop time. Values of the order of 5 1. mol-1 sec-1 
were obtained for naphthalene in MeCN, while k 
dropped to around 0.5 in DM F and DMSO. These 
values are from two to three orders of magnitude smaller 
than those obtained with phenol or resorcinol as proton 
donor.6'7

Molecular Orbital Correlation Considerations. Theo­
retical calculations show that there should be a linear 
correlation between the half-wave potential of un­
saturated hydrocarbons and the Hückel molecular 
orbital energy of the lowest vacant molecular orbital, 
MO, of the hydrocarbon.30 The relation between the 
reversible thermodynamic half-wave potential and 
the effective value of the bond integral of the system, 
— 6, is Ei/, = — bm(m + i) +  c where rn(m + i> is the co­
efficient of the energy of the lowest vacant MO of the 
hydrocarbon, and c is a constant. Several workers 
have shown that this linear relationship is valid exper­
imentally.8'31'82 However, in view of the fact that 
these studies of the protonation of aromatic anion 
radicals exhibit different protonation rate constants 
for the hydrocarbons naphthalene and anthracene and 
that many previous correlation studies were done in 
aqueous-nonaqueous mixtures or hydroxylic sol­
vents,16'38'84 it was of interest to investigate the effect 
of water as proton donor on the correlations. There­
fore the half-wave potential of several hydrocarbons of 
approximately millimolar concentration was measured 
in anhydrous MeCN and in a 2.3 wt %  water MeCN 
solution (5.12 mol % ) and plotted vs. m̂ m + u (Figure
6).

For the anhydrous system —b was found to be 2.58 
and for the aqueous mixture 2.43, a 6% difference. It 
might be noted that previous values reported are 2.37 
in 75% aqueous dioxane and 2.41 in 2-methoxy- 
ethanol,16 both lower than the aprotic value found in 
these measurements. The change in the slope, —b, 
occurs because the hydrocarbons with lower values of 
W'(m + i) are also expected to have lower protonation 
rate constants than those with larger rn(m + ij values, 
and, consequently, the Ei¡, values are shifted in the 
anodic direction a smaller amount. Fry and Reed 
have obtained similar results concerning E¡/, correla­
tions of imines with MO parameters.34b Thus, a valid 
Ei/, vs. nt(m + i) correlation cannot be obtained unless a 
totally aprotic solvent system is employed.
Conclusion

It is seen that water does have an effect on the stabil­

ity of the aromatic radical anions electrochemically 
produced in aprotic solvents but that the effect is 
measurable only at relatively high water concentrations; 
this is true even in MeCN where the water is relatively 
“ free”  from hydrogen bonding. Therefore, extremely 
scrupulous drying of solvents should not be necessary 
for routine polarographic studies, and ordinary pre­
cautions (molecular sieves) to keep water out of the 
solvent should be sufficient.

It should also be noted here that while MeCN and 
DMF are isodielectric (e = 36 at 25°) and while their 
aqueous mixtures are nearly so over the entire com­
position range,36 the behavior of water with respect to 
the decay of the anion radicals in these solvents is 
dramatically different. The dielectric constant has 
been used for a long tine, as per the Born equation, to 
attempt explanations of what are usually described 
vaguely as solvent effects. This parameter, however, 
is a macroscopic property of the fluid, while the elec­
trostatic situation in the vicinity of any particular 
solvent molecule or “ cluster”  may be quite different 
than this average value. What must be considered, 
therefore, are microscopic properties of the fluid such 
as solvent molecule shape, size, type of functional 
groups attached, dipole moment, and the like; in the 
case of a mixture, one must consider the possibilities of 
interaction between the components, the possibility of 
enhanced or decreased structure, the resulting orienta­
tion of reacting species due to interaction with the 
other solvent component, and so forth. This investiga­
tion is just one of many recent ones which indicate that 
more than simple electrostatics is involved in solute- 
solvent interaction.26’36
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Sedimentation Coefficients for Multicomponent Systems in the Ultracentrifuge

by C. R. Phillips and T. N. Smith
The University of Adelaide, Adelaide, South Australia (.Received April 1, 1969)

Conclusions from a hydrodynamic treatment of differential sedimentation are applied to the settling of macro­
molecules in the ultracentrifuge. For the correlation of sedimentation coefficients in multicomponent systems 
dominated by the effects of weight and viscosity, an equation involving the individual sedimentation coef­
ficients at infinite dilution and concentration-dependent geometric factors is proposed.

Introduction
Differences between the sedimentation coefficients 

of the various components permit the analysis and 
fractionation of mixtures of macro molecular species 
in the ultracentrifuge.

For any one species settling alone through a liquid, 
it is a simple matter to determine experimentally the 
sedimentation coefficient as a function of concentration. 
Satisfactory description of this concentration depen­
dence is usually possible, at least over a limited range, 
with the simple, linear equation

s = so(l — he) (1)

where s is the sedimentation coefficient at volume 
fraction c, s0 is the sedimentation coefficient at infinite 
dilution, and k is an experimental constant. The 
value of So is a property of the effective size and density 
of the particular species while the value of k shows 
some generality from species to species but does, as 
indicated by Creeth and Knight,1 depend upon the 
shape of the macromolecule.

While the settling properties of the component 
species of a mixture can be defined individually, this 
information is not directly applicable to the mixture 
itself since, as remarked by Johnston and Ogston,2 
there is a hydrodynamic interaction between the var­
ious species during the settling of the mixture.

Various forms of relationships have been proposed 
for this interaction between sedimentation coefficients. 
While recognizing that a better understanding of the 
settling process would be required before proper ac­
count of the interaction effect could be taken, Johnston 
and Ogston2 have proposed an allowance based on 
total volume fraction of the species present in the 
mixture such that

si =  sio[l — k(ci +  c*)] (2)

Schachman3 reviewed a considerable body of experi­
mental evidence on the settling of. two solute species 
and suggests a somewhat more general form of rela­
tionship

s =  *io [1 — hot — h  id] (3)

which includes a coefficient, k21, expressing the effec 
of species 2 on the sedimentation of species 1.

Although these equations permit correlation of data 
over a limited range, they enjoy no substantial basis 
in hydrodynamic theory. However, some under­
standing of the differential sedimentation process has 
come from work in the gravitational settling of 
macroscopic particles in recent years. This can be 
applied to the ultracentrifuge where the effects of 
weight and viscosity dominate so that the settling 
process is purely hydrodynamic.

It is the purpose of this paper to present conclusions 
from the theoretical work on macroscopic systems 
and to suggest bases for the correlation of sedimenta­
tion coefficients in mixed systems in the ultracentrifuge.

Hydrodynamic Theory
The problem of the slow settling of a single, solid 

sphere through an infinite body of fluid has long been 
solved by Stokes4 to yield for settling velocity the 
result

If. -  2/ {P- ~  f ) “ 'r (4)9 r?

where a is the radius of the sphere, ps is the density 
of the sphere, p is the density of the fluid, ?? is the 
viscosity of the fluid, and o>2r is the field acceleration. 
For systems with appreciable solid fractions where 
particles are in close proximity, the flow fields associ­
ated with each particle interact and the solution of 
the flow equations is vastly complicated. Attempts 
to circumvent the difficulties involved in finding solu­
tions for such systems have been made by utilizing 
modified fluid densities and viscosities to represent 
the effects of the rest of the system on any one particle. 
This has not been a fruitful approach and it presents 
serious inconsistencies when any generalization to

(1) J. M . Creeth and C. G. Knight, Biochim. Biophys. Acta, 102, 
549 (1965).
(2) J. P. Johnston and A. G. Ogston, Trans. Faraday Soc., 42 , 789 
(1946).
(3) H. K. Schachman, “ Ultracentrifugation in Biochemistry,”  
Academic Press, Inc., New York, N. Y., 1959.
(4) G. G. Stokes, Trans. Cambridge Phil. Soc., 9, 8 (1851).
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Figure 1. The basis of the hydrodynamic model—an object 
particle and particles interacting with it within the sample space.

multispecies systems is made.5 The interactions be­
tween particles arise from dynamic effects in the in­
terstitial fluid and can be evaluated only by solution 
of the proper hydrodynamic equations. The treatise 
by Happel and Brenner6 gives a thorough exposition 
of the formulation of and of methods for the solution 
of these equations.

Special difficulties arise, unfortunately, in the treat­
ment of systems where the particles are not regularly 
distributed in fluid space or where the particles are 
not uniform. This problem, the particular problem 
of multispecies systems and differential sedimentation, 
is posed by Phillips and Smith7 and a simplified solu­
tion is developed.

Briefly, the model used in the simplified solution 
consists of an object particle in the center of a spherical 
sample volume of the particle-fluid space as illustrated 
in Figure 1. Flow continuity is satisfied within this 
volume. That is, there is return flow of fluid for 
motion of the object particle. With the provision 
that all particles of the one species move with the 
same velocity, the interactions of the object particle 
with all other particles randomly distributed within 
the sample block are considered and an approximate 
solution to the hydrodynamic equations is obtained. 
The hydrodynamic drag on the spherical object particle 
is found to be a linear function of the settling velocities 
of all species. Thus

M
F t =  4x11,7? J2 ottjU j  (5)

3 =  1

where Ff is the drag on a sphere of species i, a{ is 
its radius, 77 is the fluid viscosity, U} is the velocity 
of species j, and atj is a constant dependent only on 
the geometry of the system. Equating this drag to 
the net weight of the sphere in pure fluid, the relation­
ship

2 ^
USi=  -  £  aijU] (6)

6  j  =  1

where f7s, is the Stokes settling velocity is obtained.

Equation 6 expresses the settling velocities of all M 
species in a set of linear equations involving the settling 
velocities of the individual species at infinite dilution. 
It is easy to form the determinant of the coefficients 
octj in this equation to obtain the explicit relationship

M
Ui =  E  PijUsj (7)

3 =  1

where the /3y involve products of the at] and are, con­
sequently, geometric factors.

The total geometry of a settling system is defined 
by the size ratios and the volume fractions of the var­
ious species. Local, instantaneous geometries do, of 
course, vary within the scope of random allocation 
of the particles in space. Values of the geometric 
coefficients for any one system should, therefore, be 
based on computations over the range of local, random 
configurations of particles. Phillips5 has computed 
values of atj for binary systems of spherical particles 
over a range of size ratios and volume fractions. To 
illustrate the pattern of these results, Figure 2 shows 
the effect of volume fraction on the sedimentation 
velocities in two different mixtures of two solid species. 
In Figure 2(a) the sizes of the species are the same 
but their effective densities differ, while in Figure 
2(b) the sizes are different but the effective densities 
are the same. In both systems the concentrations 
of each species are in the ratio 1:1.

Application to the Ultracentrifuge
Under conditions of the predominance of weight 

and hydrodynamic forces in the ultracentrifuge, eq 
7 may be used as a basis for the correlation of sedimenta­
tion coefficients in mixed-species systems.

While molecular species are not spherical in shape, 
they do have determinable settling velocities at infinite 
dilution. These velocities, corresponding to the Usj 
of eq 7, imply effective values of particle radius and 
density. For a system containing specified components, 
therefore, the geometry depends only upon the con­
centrations of the various species. Thus for a binary 
system the settling velocities are given by

U\ =  d l l U s i  +  dl2 L  S2
(8)

U i  —  f e U S1 +  f i i i U  S2

where the dy are functions of the volume fractions of 
the two species.

There are evident similarities between the hydro- 
dynamic eq 8 and the empirical eq 3 for the settling 
of two solid species. Equation 3 can be written as

Si =  (1 — fciCi)sio +  (—kuCi(sw/sio))s2o (9)

(5) C. R. Phillips, Ph.D. Thesis, University of Adelaide, 1967.
(6) J. Happel and H. Brenner, “ Low Reynolds Number Hydro­
dynamics,”  Prentice-Hall, Inc., Englewood Cliffs, N. J., 1965.
(7) C. R. Phillips and T . N. Smith, Chem. Eng. Sci., 24, 1321 (1969).
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Figure 2. The effect of volume fraction on the settling velocities of (a) mixed-density and (b) mixed-size species. In both systems 
the volume fractions of each species are in the ratio 1:1.

which is an especially simple form of eq 8 since ki and 
k-2.i have constant values. As is evident from the 
computations on the hydrodynamic model as shown 
in Figure 2, this linear relationship may be quite 
satisfactory over a limited range of low concentrations 
but it is certainly not adequate as a general form of 
correlation for two-species settling. The appropriate 
form would make both k\ and fc21 functions of both 
concentrations, and c2.

Equation 8, expressed in sedimentation coefficients 
rather than velocities, gives the appropriate form as

Si —  &11S10 +  k u S io

s2 =  k21S10 ~t~ fc22s20
( 10)

The principal conclusion of this paper is that the 
coefficients ktj in eq 10, which is based on a hydrody­
namic treatment of mixed-species settling, are con­
centration dependent. While the theoretical results 
of Phillips6 for the settling of rigid spheres in a range 
of geometries are available, it cannot be suggested 
that these results be applied directly to assign definite 
values to the ki} since the hydrodynamic behavior 
of macromolecules of various shapes with, perhaps, 
intermolecular forces strong enough to promote some 
degree of spatial ordering must differ substantially 
from that of rigid spheres. However, some generality 
of the ktj from system to system is to be expected 
where the effective size ratios of the settling species 
correspond.

Formulation of Phenomenological Equations
The hydrodynamic treatment of sedimentation 

takes no account of diffusion effects or interparticle 
forces. While the viscous forces may well predominate

in the settling of macromolecules, the other effects 
become relatively more significant with decreasing 
molecular size. Flow in the ultracentrifuge when vis­
cous forces can be neglected is usually described by 
means of the “ phenomenological”  equations of ir­
reversible thermodynamics. In this approach the mass 
flux of any settling species is linearly dependent on 
“ forces” associated with all species in the system. Thus

M

J i=  E  L ikx k (11)

for the components i = 1, 2, . . . ,  M where ./, is the 
mass flux, X k is the force associated with species k, and 
Lik is the coefficient giving the effect of this force on the 
flux of component i.

In the interests of generality, it is possible to formu­
late a viscous term for inclusion in the phenomenologi­
cal equations so that they may be applied to the 
settling of large molecules. The viscous drag on a 
spherical particle is given by eq 5. Expressed as a 
viscous force per unit mass this becomes

X vi = Ft/(4/3) wa/pi

_3?l

Ptfli2

M
E  aijUj

3 =  1

(12)

which, with substitution for the settling velocities in 
terms of mass fluxes, gives

X*
Sv £  Jj-----;  X, oia—

Pitti 3 =  1 pjCj
(13)

While this term describes the viscous force effectively, 
its introduction complicates the phenomenological 
equations very considerably since they are no longer 
explicit with regard to the mass flux of any species.
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7-Irradiation Effects on the Thermal Stability 
and Decomposition of Ammonium Perchlorate

by Scott Fogler
Division of Chemical Engineering, University of Michigan,
Ann Arbor, Michigan 46104

and David Lawson
Jet Propulsion Laboratories, California Institute of Technology, 
Pasadena, California 91103 (.Received March 26, 1969)

Studies were conducted on the decomposition of 7-ir- 
radiated and unirradiated ammonium perchlorate at 
temperatures around 135°, whereas most similar 
investigations have been undertaken at substantially 
higher temperatures. One technique of observing the 
decomposition of ammonium perchlorate (AP) is to 
measure its weight loss as a function of time. Large 
variations in the amount of weight losses have been 
observed between different lots of ammonium per­
chlorate.1 Some lots of ammonium perchlorate lost no 
weight after being stored at 135° for 600 hr, while 
other lots lost a very large percentage of their initial 
weight. The lot used in this study (lot 253 manu­
factured by the American Potash and Chemical Co.) 
was typical of those lots which lost substantial amounts 
of weight.

The decomposition of ammonium perchlorate can be 
considered to take place in three periods: the induc­
tion period, the acceleration period, and the decay 
period. The induction period is that time during 
which the ammonium perchlorate has decomposed a 
negligible amount so as to be almost undetectable in 
terms of per cent weight loss (i.e., approximately 0.5% 
weight loss). Bircumshaw and Newman studied the 
decomposition of ammonium perchlorate in the tem­
perature range of 200-300° and found the induction 
period to be of the order of 10-40 min.2 However, in 
the studies reported in the present work at 135°, the 
induction period is the order of 300-400 hr.

The effects of 7 irradiation on the decomposition 
process were studied in experiments by Herley and 
Levy3 and Freeman and Anderson.4,6 However, these 
irradiation decomposition studies were undertaken at 
high temperatures in which there was essentially very 
little or no induction period. In Herley’s study, it was 
found that at high temperatures, induction period was 
totally eliminated with 7 radiation. However, in the 
study reported here it was found that at lower tempera­

tures the induction period was not completely elimi­
nated even with very long irradiation times.

I. Experimental Apparatus and Procedure
The experiments conducted in this study were 

divided into three segments: a qualitative analysis of 
the product gases given off by the ammonium per­
chlorate (AP) at various times during the decomposi­
tion, the effect of 7 irradiation on the decomposition of 
unground AP at low temperatures, and the effect of 7 
radiation on ground AP at low temperatures.

In the first phase of this study, a mass spectrometer 
was used in the qualitative analysis of the gaseous 
decomposition products. In these tests approximately 
2.0 g of AP were placed in a 0.75-in. test tube which had 
two stopcock outlets at the top of the tube. The tube 
containing the AP was immersed in a Haillikaner 
Instrument Thermotrol silicone oil constant-tempera­
ture bath which maintained the temperature of the AP 
sample at 135 ±  0.01°. The AP sample tube was 
removed from the bath at approximately 24-hr intervals, 
and the gas above the AP was analyzed in a mass 
spectrometer.

In the second segment of this study a sample of the 
AP was irradiated with 7 rays for different lengths of 
time. The 60Co source emitted approximately 1.1 
Mrads of 7 rays into H20/hr. After irradiation the AP 
samples were weighed and then placed in a constant- 
temperature air oven maintained at 135 ±  1°. Con­
trol samples which had not been irradiated were also 
placed in the constant-temperature bath. The samples 
were removed at various times and weighed. The 
weight loss of the samples at various times was ob­
tained and recorded as per cent weight loss.

In the third series of experiments samples of lot 253 
were ground up with an LNP Micropulverizer. The 
average particle size was determined by utilizing 
stainless steel ASTM sieves. The ground AP particle 
size was about 15 p, while the unground AP had an 
average particle size of about 200 p.

II. Discussion and Results
In the first series of experiments it was observed that

(1) D . U d lock , Jet P rop u ls ion  L a b o r a to r y , p riva te  com m unication , 
1968.
(2) L . L . B ircum shaw  and B . H . N ew m an, Proc. Roy. Soc. A 227 , 115 
(1954).
(3) P . J . H erley  and P . W . L ev y , Nature, 221, 128 (1966).
(4) E . S . F reem an and D . A . A nderson , J .  Phys. Chem., 65, 1662 
(1961).
(5) E . S. F reem an and D . A . A nderson , A S T M  S p ecia l P u b lica t io n , 
N o . 359, 1963, p  58.
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TIME, hit

Figure 1. D ecom position  curves for  unground 
am m onium  perchlorate m aintained at 135°.

with several other compounds being present in small 
amounts. These results indicate that NO did indeed 
react with AP and that once NO is liberated, it could 
autocatalytically attack the remaining AP.

In Figure 1 the per cent weight loss is plotted as a 
function of time (in hours) for unground AP samples 
undergoing 1000, 300, 60, and 30 sec of y irradiation and 
a sample undergoing no irradiation. Samples were 
also irradiated for 1500 and 2000 sec, and the weight 
loss curves for these tests were found to coincide with 
the weight loss curve for the 1000-sec irradiation. In 
other words, irradiating a sample for more than 1000 
sec did not appear to produce any further changes in 
decomposition rate or induction time. The rates of 
decomposition given in Table I are expressed in terms 
of per cent weight loss per hour.

essentially no gaseous products could be detected in the 
sample tubes during the first 280 hr they were in the 
135° temperature bath. At the end of 280 hr, however, 
a small peak on the mass spectrometer output was 
obsei-ved, corresponding to a trace of NO. This was 
the only gas that appeared above the sample in addi­
tion to air, which had appeared in the previous analyses. 
For the sample which was not exposed to y radiation, it 
is observed from Figure 1 that at the end of 280 hr the 
first measurable weight loss was observed. By the time 
the sample had been in the 135° bath for 360 hr the NO 
peak had become significant, and a trace amount of 
HC1 could be observed from the analysis. After being 
immersed in the bath 400 hr, very large peaks (i.e., 
m/e) of H20, N2, NO, 0 2, HC1, and Cl appeared in the 
analysis of the gas phase above the ammonium per­
chlorate sample. At the end of 500 hr, the following 
additional m/e peaks were observed on the output from 
the mass spectrometer: 97, 81, 60, 55, 45, 41, and 38. 
It is plausible that these m/e ratios could represent 
combinations of N, O, and Cl (e.g., NC102, nitryl 
chloride). Residual peaks above the background of 
nearly all other mass to charge ratios of 25 to 95 were 
also observed in the 500-hr gas analysis.

The nitric oxide and hydrochloric acid were also the 
first and second detectable compounds to be observed in 
the decomposition of the samples exposed to y irradia­
tion.

Since it was observed that the first gas to be liberated 
was nitric oxide and since some of the products are 
thought to be nitrosyl chlorides, it was believed that 
possibly nitric oxide was one of the gases which was 
autocatalytically attacking the solid phase. To de­
termine if AP would react with nitric oxide, it was 
placed in a sample tube which was first flushed with 
helium, after which nitric oxide was passed through the 
system replacing the helium and the tube was closed. At 
the end of 3 hr the contents in the gas phase above the 
AP were analyzed in a mass spectrometer. Various 
products were given off, which included water, C102,

Table I: A cceleratory  Period D ecom p osition  R ates  
o f A m m onium  Perchlorate

T y p e  A P
■y-Irradiation 

time, sec R ate , % /h r

U nground N on e 0 .0275
U nground 30 0 .0650
U nground 60 0 .0 68 0
U nground 300 0 .0 95 0
U nground 1000 0 .0 95 0
G round N on e 0 .0 01 3
G round 60 0 .0023
G round 300 0 .0 02 4

By observing the decomposition rate below a weight 
loss of 1%, it appears that the transition time in going 
from induction to the acceleratory period increases 
with decreasing irradiation time. This transition 
period can particularly be seen in the case of the sample 
that was not irradiated, as it required approximately 
150 hr between the time at which the induction period 
ends and the time at which the acceleratory period is 
reached. After irradiating the sample with y radiation, 
one observes that the rates during the acceleratory 
period only differ by approximately 50%. Conse­
quently, the main difference in exposure times to y 
radiation is manifested in the length of time of the 
induction period. As previously mentioned, one could 
take the induction time as that time required to reach 
0.5% weight loss or 0.5% decomposition. An alternate 
way of expressing the induction time would be to 
extrapolate the acceleratory rate period down to 0% 
weight loss and then take this intercept as being the 
induction time. Utilizing this latter method, a plot of 
log of the irradiation time vs. induction period is shown 
in Figure 2.

The third phase of this study is concerned with the 
decomposition of ground AP, The per cent weight 
loss-time curves with and without y radiation for
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Figure 2. Induction time as a function of irradiation time 
for unground ammonium perchlorate maintained at 135°.

Figure 3. Decomposition curves for ground 
ammonium perchlorate maintained at 135°.

ground AP are shown in Figure 3. A comparison of 
Figures 1 and 3 reveals that the ground ammonium 
perchlorate takes a substantially longer time to de­
compose. Although the mechanism which produces 
these differences in stability is unknown at this time, 
these results were consistent and quite reproducible in a

variety of tests conducted at the Jet Propulsion 
Laboratory. The induction time of ground AP was 
roughly 600 hr longer than that of unground AP. The 
decomposition rate during the acceleratory period of 
ground AP (Table I) is approximately V20 the rate of 
unground AP during this same period.

III. Summary
In this study, one of the first gases detected in the 

decomposition of ammonium perchlorate at 135° was 
nitric oxide. It was also found that nitric oxide reacted 
rapidly with ammonium perchlorate when it was 
injected in a test tube above the ammonium perchlo­
rate. Some of the gases detected in the long-term 
decomposition, other than nitric oxide, were HC1, 
water, and certain nitrosyl chlorides. When samples 
of ammonium perchlorate were exposed to 7 radiation, 
it was found that the induction time decreased with 
increasing irradiation time up to an irradiation time of 
1000 sec. The induction time was found to be directly 
proportional to the log of the irradiation time for 
samples which were irradiated less than 1000 sec. 
When the ammonium perchlorate was ground, it took a 
substantially longer time to decompose than the un­
ground ammonium perchlorate.
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Generalized Lennard-Jones 

Intermolecular Potential
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In ref 1, the use of equilibrium and nonequilibrium 
data in the development of optimum potential function 
parameters was discussed. Emphasis was placed on 
use of data in the range of temperatures below 7Y-i2* 
=  2, as recommended by Klein and Hanley.2 3 An 
objective function defined on low-pressure transport 
properties yielded numerous local minimum points for 
both argon and methane. An objective function based

(1) W . F . V og l and E . C . A hlert, J. Phys. Chem., 73 , 2304 (1969 ;.
(2) M . K lein , J. Res. Nat. Bur. Stand.. 70A , 259 (1966).
(3) H . J . M . H a n ley  and M . K lein , N ation a l B ureau  o f  Standards 
T ech n ica l N ote  360, U . S. G o v e rn m e n t P rin tin g  O ffice, W ash in gton , 
D . C ., 1967.
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upon thermodynamic properties over ranges of both 
temperature and pressure, the latter to as high as 200 
atm, generated a universal minimum and unique 
potential parameters. This was true for both argon 
and methane, with either compressibility or the Joule- 
Thomson coefficient as the state variable of the objec­
tive function.

The objective is to generate a useful potential energy 
model for molecular interactions from a minimum 
amount of experimental data. A relatively high 
degree of flexibility in the potential model is desired 
also. The work of ref 1 led the authors to a conclusion 
that thermodynamic data were a suitable basis for 
development of potential functions. However, the 
inclusion of thermodynamic data at elevated pressures 
requires the inclusion of at least the third term in the 
virial equation of state. Numerical evaluation of the 
third virial coefficient involves the assumption of pair­
wise additivity. This approach is acknowledged to be 
unrealistic,4 while the numerical evaluation of third 
virial coefficients is quite time consuming, even with a 
large computer.

Present work employed equilibrium data at low 
(zero) pressure. The immediate objective was to 
question the applicability of Klein’s criterion for tem­
perature range. In addition, the choice of thermo­
dynamic properties and the breadth of the temperature 
range required to ensure a unique potential function 
were examined. Because of an extensive literature, as 
well as the experience of earlier analyses, methane was 
chosen as the vehicle for this investigation.

The Curse of Multimodality
A generalized Lennard-Jones potential in the form

, , c d
4>(r) = - ^  +  -j (1)

was chosen, leaving the theoretically acceptable attrac­
tive exponent of 6 invariant. Convergent series 
solutions for the cluster integral, representing the 
second virial coefficient, are found in the literature.6-7 
Equivalent convergent series can be written for the 
temperature derivative of the second virial coefficient.

Three objective functions were examined. The first 
was based on the second virial coefficient, while the 
second employed the product of temperature and the 
derivative of the second virial coefficient. The tem­
perature-derivative product was chosen to maintain 
dimensional consistency. The third objective function 
consisted of an unweighted, linear combination of the 
first two. Experimental second virial data were re­
quired in the first case. Experimental or derived 
Joule-Thomson coefficients, second virial data, and 
heat capacities, at zero pressure, were required in the 
second and third instances.

Din’s compilation8 was chosen as the initial source of 
data. Zero-pressure heat capacities were based upon

the experimental data of Rossini,9 as reduced to poly­
nomial representation by Din.8 T* is defined as the 
temperature divided by depth of the potential well for 
the Lennard-Jones model, reduced by the Boltzmann 
constant, i.e., T/e/k. An acceptable value of the 6-12 
Lennard-Jones well depth for methane is approximately 
l ^ K . 1 Thus, T6_i2* = 2 corresponds to a tempera­
ture of about 290°K. This study was initiated with 6 
data points at 20° intervals over a range from 200 to 
300°K, i.e., a range of 100° located for the most part 
below the limit of Te,-n* =  2.

Complete analyses were carried out at repulsive 
exponents of 15 and 48. These represented extremes of 
interest, supplementing earlier work at 8 =  12.I<10 
The derivative objective function exhibited unique 
minima for the case of 6 data points. The virial 
objective function was bimodal at S = 15 and unimodal 
at S — 48. The combined objective function exhibited 
this same bimodal-unimodal behavior, as a function of 
the repulsive exponent.

To test the effect of the number of data points chosen 
as reference, this analysis was expanded to include 
the same temperature range by intervals of 10° 
leading to manipulation of 11 data points. In all 
three cases, the effect of increased data over the common 
temperature range was relatively insignificant. The 
only effect was an increase in absolute magnitude of the 
objective functions. The location and number of 
minima were not influenced.

Comparable calculations were made with data from 
the same source at 20° intervals over a temperature 
range corresponding to approximately 2 <  Tz-n* <  
3, i.e., 300-460°K. The combined range, involving 
temperatures between 200 and 460°K, was investigated, 
also. The virial objective function displayed uni­
modality in both the high-temperature and combined 
temperature ranges. The derivative objective function 
continued to display only unimodality, but the high- 
temperature data group produced an objective function 
that lacked a clearly defined minimum. In all cases 
the combined objective function paralleled the virial 
objective function. Inconsistencies developed with 
this single source of data were the most significant 
result of the initial analysis.

(4) J. S. Rowlinson, Discuss. Faraday Soc., 40, 19 (1965).
(5) J. O. Hirschfelder, C. F. Curtiss, and R. C. Bird, “ Molecular 
Theory of Gases and Liquids,”  John Wiley and Sons, New York, 
N. Y ., 1954.
(6) T. Kihara, Rev. Mod. Phys., 25, 39 (1952).
(7) R. C. Ahlert, G. Biguria, and J. Gaston, Jr., A.I.Ch.E. J., 14, 
5, 816 (1968).
(8) F. Din, “ Thermodynamic Functions of Gases,”  Vol. I  and II, 
1st ed, Butterworth and Co. Ltd., London, 1961.
(9) F. Rossini, “ Selected Values of Properties of Hydrocarbons,”  
American Petroleum Institute, Project 44, Carnegie Press, Pitts­
burgh, Pa., 1952.
(10) R. C. Ahlert and W. F. Yogi, A.I.Ch.E. J ., 12, 1025 (1966).
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Evaluation of Source Data

To define the role of choice of experimental data, 
values of the virial coefficient and the zero-pressure 
Joule-Thomson coefficient from several sources were 
compared.8,11“ 17 Analysis of the virial data indicated 
a high degree of agreement between the several sources. 
Hanley and Klein pointed out that some error can be 
tolerated in experimental data without destroying the 
capacity of the data to define a potential function. 
For the virial coefficient, this error is given by 0.04- 
[5(F )] at TV12* = 2 or about 2.4 cc/mol for methane 
and is not a function of temperature. Virial data from 
the several sources generally meet this specification.

Joule-Thomson data were quite the opposite; it was 
highly scattered and exhibited variations between 
sources of as much as 25% of the average value at a 
particular temperature. It was demonstrated that the 
variation of Joule-Thomson coefficients in the literature 
produced large variations in the location of the optimum 
attractive coefficient. These observations were in 
agreement with requirements on Joule-Thomson data 
according to Hanley and Klein. They claimed errors 
greater than 1% make it impossible to distinguish 
between members of a family of potentials. Because of 
this problem, the literature Joule-Thomson coefficient 
data for methane were discarded as a source of informa­
tion on the intermolecular potential.

Final Treatment of Second Virial Data

A polynomial expression for all of the virial data 
was used to generate an 18-point data set with the 
following distribution: 120-180°K, 4 points; 200-
300°K, 11 points; >300°K, 3 points. Low-temperature 
and high-temperature points (the high-temperature 
points each at 500 and 600° K) were used to broaden the 
range substantially. At the upper end, the range ex­
tended to a 776-i2* of approximately 4 and at the 
lower end to a TVJ2* of about 0.8.

The initial part of the investigation led to several 
instances of multimodality or lack of uniqueness in the 
objective function of the second virial coefficient, even 
when the Hanley and Klein criteria were satisfied. To 
test whether this lack of uniqueness resulted from using 
too small a temperature range, it was decided to use 
the extended range from 2Vi2* =  0.8 to 7V 12* =  4. 
As shown by the distribution given, the interval lower 
than 7V 12* =  2 was more heavily weighed to satisfy 
the Hanley and Klein criteria.

Figure 1 shows clearly that the set of virial data 
selected led to unique minima at all repulsive exponents. 
Each curve of constant repulsive exponent (5) differs 
significantly from the others as well. The locus of 
“ constant 5”  optimum (c, d) pairs exhibits a “ global” 
minimum at S ~  21. This set of parameters gave the 
best overall fit. Model constants associated with this 
point are: c/K = 1.04 X 106 °K, A6 and d/K = 2.01

Figure 1. Local optimum potential function parameters 
for methane.

X 1014 °K, A21. These constants are within ±10%  of 
the true minimum.

The dispersion coefficient, Ca/k, can be calculated 
theoretically. The value of c jk  obtained by Dalgarno18 
is: ca/k = 1.04 X 106 °K, A6, which is identical with 
the value predicted by the optimization on virial data. 
This extraordinary agreement is somewhat deceiving. 
Dalgarno suggested that the theoretical dispersion 
coefficient is probably accurate to better than ±  10%. 
Thus, theoretical calculation of the dispersion coefficient 
predicted a value consistent with that obtained from the 
search scheme and within the limits of uncertainty on 
both results.

Discussion
The optimum set (5 = 21) and two suboptimum sets 

(5 = 12, 5 = 48) of potential parameters obtained from 
the virial optimization were employed to predict 
theoretical values of p° at temperatures between 150 and 
350°K. Figure 2 shows the results of these calculations 
with respect to the uncertainty of experimental data. 
All three sets of parameters yield curves that fall 
within the spread of the latter. Thus, no distinction 
can be drawn on the basis of this data population.

The pattern of the <r and t/K for various local opti­
mum 5’s parallels closely the result Hanley and Klein

(11) G. Thomaes and R. Van Steenwinkel, Nature, 187, 230 (1960).
(12) D. Douslin, “ Progress in International Research on Thermo­
dynamics and Transport Properties,”  Princeton University, 1962, 
p 135.
(13) M. R. Jones, M. A. Byrne, and L. A. K. Staveley, Trans. Fa~- 
aday Soe., 64, 1747 (1968).
(14) M . L. Jones, Jr., D. T. Mage, R. C. Faulkner, Jr., and D. L. 
Katz, Chem. Eng. Progr. Symp. Ser., 44, 52 (1963).
(15) C. S. Mathews and C. O. Hurd, Trans. Amer. Inst. Chem. Eng., 
42, 55 (1946).
(16) B. A. Budenholzer, B. H. Sage, and W. N. Lacey, Ind. Eng. 
Chem., 31, 369 (1939).
(17) R. C. Ahlert, “ Joule-Thomson Coefficients and Equations of 
State for Mixtures,”  Lehigh University, Bethlehem, Pa., 1964.
(18) A. Dalgarno, “ Intermolecular Forces,”  J. O. Hirschfelder, Ed., 
John Wiley and Sons, New York, N. Y., 1967.
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T E M P E R A T U R E ,  ° K

Figure 2. Comparison of selected Joule-Thomson coefficient 
predictions with the results of experiment.

Figure 3. Comparison of well depths and residual volumes for 
local optimum parameters.

obtained for argon. As 8 -*■ 48, the potential well 
depth becomes greater and the repulsive wall becomes 
steeper (harder). For 8 -> 12, well depth decreases 
and the repulsive wall becomes softer. The optimum 
condition, 8 = 21, occurs at an intermediate condition. 
These results are described in Figure 3. At present, 
there is no method that can be used to determine 
directly the dimerization energy and thus, the well 
depth, independently and without a priori selection 
of a potential energy model. The well depth resulting 
from the optimum parameters is e/fc6_21 =  218°K.

Multimodality in the virial objective function only 
disappeared when the temperature range was increased. 
The final set of data selected was heavily weighed 
toward the potentially sensitive temperature region 
according to the Hanley and Klein criteria. It appears 
that it is necessary, but not sufficient, to use data in the 
temperature-sensitive region specified by the Hanley- 
Klein criteria in order to obtain the best set of param­

eters for the generalized Lennard-Jones potential. 
Using data in this region does not guarantee uniqueness 
in the intermolecular potential parameters. A neces­
sary condition for uniqueness appears to be the use of 
experimental data over a broad temperature range. 
The authors found that for the virial objective function, 
a temperature range of 0.8 <  T6_i2* <  4 was satisfac­
tory. The range between 200 and 300°K was in­
adequate for specification of the virial objective function, 
although this region was within the temperature limits 
of the Hanley and Klein criteria.

Hydrogen-Bond Effect in the Radiation Resistance 
of Chloral Hydrate to y Rays

by F. K. Milia and E. K. Hadjoudis
Nuclear Research Center, “ Dem ocriiosAthens, Greece 
(.Received June 11, 1969)

In a previous work, using y rays, we1 investigated 
the influence of the crystal structure on the radio­
resistance of p-dichlorobenzene by irradiating two 
different crystalline modifications of this compound, 
and we found that the height of the nuclear quadrupole 
resonance line corresponding to the a form decreased to 
half that of the ¡3 form for the same dose of irradia­
tion. This difference was attributed to differences in 
the crystal structures of the two forms. In the light of 
the above work, we wish to examine the influence of 
additional factors, such as the hydrogen bond, on the 
radioresistance. For this purpose we chose chloral 
hydrate, CCl3CH(OH)2, which is known to present a 
triplet structure in its quadrupole spectrum,2 with 
components located at 37.513, 38.699, and 38.784 Mcps 
at 23°. Thus the two lines are separated by about 80 
kc while the third is almost 1.25 Me lower than the 
other pair. It is known that small splittings are 
attributed to crystallographically nonequivalent atoms3 
while splittings of greater than 0.5 Me must be at­
tributed to a different type of chemical bonding to the 
chlorine atoms. The original crystal structure of 
chloral hydrate4 shows three different C-Cl distances,

o
1.79, 1.78, and 1.72 A, and it was suggested6 that the 
two chlorines at longer distances are hydrogen bonded 
through the hydroxyl groups of adjacent molecules. 
Such an interpretation is consistent with the quadrupole 
resonance spectrum if the lowest frequency line is 
attributed to the nonhydrogen-bonded chlorine, while 
the two higher frequencies and slightly split lines are

(1) F. Milia and E, K. Hadjoudis, J. Phys. Chem., 72, 4707 (1968).
(2) H. C. Allen, Jr., J. Amer. Chem. Soc., 74, 6074 (1952).
(3) H. G. Dehmelt, Z. Phys., 130, 356 (1951).
(4) S. Kondo and I. Nitta, X-Sen, 6, 53 (1950).
(5) H. C. Allen, Jr., J. Phys. Chem., 57, 501 (1953).
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attributed to chlorines involved in hydrogen bonds. 
This is in disagreement with theoretical considerations 
which indicate that the hydrogen-bonded chlorines 
should have a lower frequency.6 However, it was later 
found by Ogawa6 that the structure of Hondo and 
Nitta was in error; he redetermined the structure of 
chloral hydrate and showed that the three C-Cl dis­
tances were 1.86, 1.87, and 1.72 A, while the nature of 
the hydrogen bonds was revealed unambiguously.

In view of these circumstances and on the radio- 
resistance results reported below, we looked more 
critically at the correct structure and derived some 
conclusions.

Experimental Section
The spectrophotometer used in this work has been 

described previously.1 The irradiation facility used 
was a 60Co source whose dose rate was 2 X 105 R/hr. 
The frequencies were measured with a Beckman 
frequency meter, Model 7175 H, and are accurate to 
± 5  kc. Resistance to 7 rays was measured, using the 
intensity of each component of the triplet at 23°. 
During the irradiation the samples were held at 23° by 
circulating water from a thermostat since this com­
pound is transformed6 on heating into a high-tempera­
ture form at 52.6°. The practice was to measure the 
height of the nuclear quadrupole resonance lines of the 
powdered compound before and after the irradiation 
with different doses. To avoid instrumental variations, 
the height of the line of each sample under study was 
always compared to that of a standard sample measured 
afterward. In this region no variation in the line 
width was detectable. All the powdered crystalline 
samples measured were of the same grain size, 0.104 
mm, since we observed7 that this quantity has an 
effect in the radiation damage with 7 rays. The 
intensity of the three lines of chloral hydrate, in 
contrast to the usual situation, recovers in a few days to 
almost the value it had before the irradiation. How­
ever, this recovery cannot affect the values measured 
for the radioresistance since the highest doses used 
have been delivered in 3 hr, whereas recovery becomes 
significant after a few days.

Results and Discussion
The results of these measurements are shown in 

Figure 1. Two of the three curves thus obtained are 
practically identical while the third lies lower. This 
means that the damage in chloral hydrate is larger 
when we measure at 37.513 Mcps than at 38.699 or 
38.784 Mcps, the last two showing the same damage. 
This difference is attributed to the different type of 
chemical bonding to the chlorine atoms. The crystal 
structure of chloral hydrate shows that there is only 
one hydrogen-bonded chlorine atom, chlorine number 
(1) in Ogawa’s6 notation. If we attribute the lower 
frequency to this chlorine atom, then a consistent
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Figure 1. Radiation resistance of chloral hydrate to y  rays: 
•  =  38.699 M cps; O =  vs, 38.784 M cps;
O =  Vi, 37.513 M cps.

picture emerges from the theory6 which required lower 
frequency for hydrogen-bonded chlorines and from the 
radioresistance results since hydrogen bonding results in 
longer and hence weaker C-Cl bond.8 Thus, we feel 
that too much reliance should not be put on the figures 
quoted by Ogawa4 for the length of the C-Cl bonds 
(the hydrogen-bonded chlorine should have a higher 
value than the two other nonhydrogen-bonded chlo­
rines), since, in fact, as is pointed out by Ogawa 
himself, for several reasons, he could not obtain suffi­
ciently accurate intensity data; especially the position 
of the carbon atom bonded with the chlorine atoms 
was less accurately determined because of the over­
lapping in the three projected planes seen in Figures 1, 
2, and 3 of his paper.

Acknowledgments. We wish to thank Mr. M. 
Voudouris for technical assistance.

(6) F. Ogawa, Bull. Chem. Soc. Jap., 36, 610 (1963).
(7) F. K. Milia and E. K. Hadjoudis, unpublished observations.
(8) L. Pauling, “ The Nature of the Chemical Bond,” Cornell Uni­
versity Press, Ithaca, N. Y., 1967, p 107.

Internal Rotation in Solid Glycine from 
Low-Temperature Heat Capacity Data

by Robert Chun-Jen Li and Neil S. Berman

School of Engineering, Arizona State University,
Tempe, Arizona 85281 (.Received July 80, 1969)

Glycine has received considerable attention recently 
for its biological interest and because some of its com­
pounds are ferroelectric. Nuclear magnetic resonance1

(1) V. Saraswati and R. Vijayaraghavan, J. Phys. Soc. Jap., 23, 
590 (1967).
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and electron spin resonance2 studies show internal mo­
tion of the NH3+ group changing from a rigid structure 
at temperatures below 100°K to a rotation at tempera­
tures above 200°K. A similar result along with other 
information on the molecule can be obtained from low- 
temperature heat capacity data. Extensive data are 
available for the calculation of the heat capacity from 
infrared spectra and comparisons can be made with the 
experimentally measured heat capacities of Hutchens, 
et al.,3 for the solid. Only the skeletal bending motions 
and the barriers to internal rotation are in doubt, and 
these parameters can be selected to give the best agree­
ment with experiment. The results are valuable in in­
terpreting the behavior of solid glycine as a function of 
temperature.

Calculations of the heat capacity of a solid from 
molecular parameters have been illustrated by Simpson 
and Beynon4 based on the earlier work of Wulff.5 In 
this work the lattice expansion contribution to the heat 
capacity, Cp — Cv, was determined by including a term 
due to internal rotation as suggested by Simpson and 
Beynon. The other contributions are from the lattice 
vibrations, CVL, the internal vibrations Cv1, and internal 
rotation, CVIR. These were all calculated in the stan­
dard manner given by Wulff or Simpson and Beynon.

Table I gives the vibrational assignment for glycine

Table I : Assignments of the Vibrational 
Frequencies of Glycine

Freq,
Assignment cm -1

NHj+ antisym str 3180
CH2 antisym str 2915
CH2 sym str 2830
NH3 + sym str 2620
COO ” antisym str 1604
NHs+degdef 1585
sym NH3 + def 1527
sym NH3 + def 1514
sym NH3 + def 1502
CH2 scissor 1443
COO” sym str 1413
CH2 wag with C-C str 1334
CH2 twist 1314
NHs+rock 1133
NH3+ rock 1114
C-N str 1035
CH2 rock 912
COO” scissor 894
COO” bend 700
COO” wag 608
COO” rock 420
C-C-N bend 360

which was selected along with a Debye temperature of 
245°K for six degrees of freedom to fit the data best. 
The frequencies in Table I were taken from the infrared

studies of Suzuki and Shimanouchi,6 Laulieht, et al.,7 
and Tsuboi, et al.s

The two groups which can rotate internally in glycine 
were found to have reduced moments of inertia of 3.295 
X 10” 40 g/cm 2 for NH8+ group and 3.02 X 10” 39 g/cm 2 
for the COO”  group. Using a threefold cosine type 
barrier the heights of the barriers for internal rotation 
were 3.45 ±  0.2 keal/mol for the NH3+ and 61 ±  3 
kcal/mol for the COO”  group. Intermolecular angles 
and lengths from Albrecht and Corey9 and Marsh10,11 
were used to obtain the reduced moments of inertia.

Table II shows the results of the calculations using 
the above parameters and the following expression for 
the lattice expansion

Cp -  Cv = 0.0125CvL +  0.000043[Cv1 +  CVIR]2T
The deviations between the calculated and observed 
heat capacities are less than 0.33% above 40°K and the 
maximum absolute error was 0.08 cal/mol deg. The 
agreement is better than for other studies of low-tem­
perature heat capacities.4,6

The internal rotation barriers indicate that the COO”  
group may be treated as an ordinary vibration with a 
frequency of 421 cm-1. There is no rotation of this 
group in agreement with the solid structure of double 
layers of molecules held together by hydrogen bonds. 
The NH3+ group provides most of the contribution to 
the Cvm shown in Table II at temperatures below 
200°K. The tables of Pitzer and Gwinn12 were used to 
calculate the heat capacity contribution of the NH3+ 
rotation. A curve of heat capacity contribution from 
internal rotation from 70 °K to higher temperatures 
would have an inflection in the same temperature range 
as the curves obtained for the second moment vs. tem­
perature from proton magnetic resonance.

The close agreement of the calculated results to the 
experimental for the ionic organic crystal indicates that 
the method can be applied to other structures and salts 
of this type. In other molecules NH2 groups have been 
found to have barriers to internal rotation of 3.3 lccal/ 
mol for hydrazine and 3.7 kcal/mol for methyl hydra-

(2) H. Reitboeck, Biophysik, 4, 15 (1967).
(3) J. O. Hutchens, A. G. Cole, and J. W . Stout, J. Amer. Chem. 
Soc., 82, 4813 (1960).
(4) K . O. Simpson and E, T. Beynon, J. Phys. Chem., 71, 2796 
(1967).
(5) C. A. Wulff, J. Chem. Phys., 39, 1227 (1963).
(6) S. Suzuki and T. Shimanouchi, Spectrochim. Acta, 19, 1195 
(1963).
(7) I. Laulieht, S. Pinchas, D. Samuel, and X. Wasserman, J. Phys. 
Chem., 70, 2719 (1966).
(8) M . Tsuboi, T . Onishi, I. Nakagawa, T. Shimanouchi, and S. 
Mizushima, Spectrochim. Acta, 12, 253 (1958).
(9) G. Albrecht and R. B. Corey, J. Amer. Chem. Soc., 61, 1087 
(1939).
(10) R. E. Marsh, Acta Crystallogr., 10, 814 (1957).
(11) R. E. Marsh, ibid., 11, 654 (1958).
(12) K . S. Pitzer and W. D. Gwinn, ./. Chem. Phys., 10, 428 (1942).
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Table II: Heat Capacity of Glycine (cal/mol deg)

Temp,
°K CvL Cv1 Cp — Cy CvIR

cp,
calcd <V

Cp — Cp
calcd

20 0.51 0.00 0.01 0.00 0.52 0.57 0.05
40 3.04 0.00 0.04 0.00 3.08 3.10 0.02
60 5.85 0.03 0.07 0.08 6.03 6.01 -0 .02
80 7.78 0.20 0.10 0.31 8.39 8.42 0.03

100 8.99 0.52 0.12 0.67 10.30 10.34 0.04
120 9.77 0.96 0.14 1.06 11.93 11.95 0.02
140 10.28 1.49 0.18 1.44 13.39 13.40 0.01
160 10.63 2.09 0.24 1.78 14.74 14.74 0.00
180 10.89 2.74 0.31 2.08 16.02 16.02 0.00
200 11.07 3.44 0.43 2.33 17.27 17.28 0.01
220 11.22 4.18 0.57 2.54 18.51 18.52 0.01
240 11.33 4.98 0.75 2.72 19.78 19.80 0.02
260 11.41 5.80 0.99 2.87 21.07 21.14 0.07
280 11.48 6.67 1.27 3.00 22.42 22.48 0.06
300 11.54 7.57 1.61 3.10 23.82 23.84 0.02

zine as listed by Miller.13 The addition of another 
hydrogen to the NH2 group and removal of it from the 
oxygen has led to correct results in the rigid solid. In 
contrast to other work on low-temperature heat capaci­
ties, the results found here for glycine cannot be ex­
trapolated to the gas phase.

(13) S. I. Miller, J. Chem. Educ., 41, 421 (1964).

A Nuclear Magnetic Resonance Study of 
the Effect of Charge on Solvent Orientation of 
a Series of Chromium(III) Complexes. II

by Lawrence S. Frankel1

Department of Chemistry, University of Massachusetts,
Amherst, Massachusetts 01002 (Received August 25, 1969)

An nmr technique for studying the average orienta­
tion of neutral molecules in the solvation shell (second 
coordination sphere) of Cr(III) complexes was recently 
reported.2,3 Basically the experiment compares the 
spin-spin relaxation times (T2) of two or more non­
equivalent protons of the same molecule in the presence 
of a nonlabile paramagnetic Cr(III) complex. It is 
reasonable to expect that these results should be appli- 
able to Co(III) compounds with the same ligands. 
Ideally one might hope that substitution reactions that 
involve the entering neutral ligand as a stoichiometric 
component of the transition state might be rationalized 
on this basis.

Previously the average orientation of N,N-dimethyl- 
formamide, N,N-dimethylacetamide, and methanol 
was reported for a series of Cr(III) compounds of

varying charge and ligand.2 For ± 3  charged solutes 
the solvation shell was strongly oriented along the 
ligand dipole moment vector. For lesser charged 
solutes the orientation is more random in nature.

In the present investigation we restrict attention to 
± 3  charged complexes. The complexes used were 
Cr(H20 )6(C104)s, Cr(en)3(C104)3-2H20  (en = ethyl- 
enediamine), and K3Cr(NCS)6. Data for a variety of 
pyridine, phosphoryl, acetate, carbonyl, and nitrile 
solvents are reported. The choice of solute is restricted 
by solubility. The solvent must have two or more 
resonances which are not unduly complicated by spin- 
spin interactions. Our primary objective is to test fur­
ther in a qualitative manner an ion dipole model and try 
to learn the factors that determine solvent orientation 
effects.

The equipment, source of Cr(III) complexes, experi­
mental errors, theoretical considerations, and chemical 
limitations are not significantly different from those 
previously reported.2 All solvents employed are read­
ily available from commercial sources and were used 
without further purification. With the exception of 
trace amounts of water, no other proton signals were 
observed in a pure solution of the solvents.

The line width at half-height (Av) is related to the 
spin-spin relaxation rate by irAv =  1/7V If the relaxa­
tion times of two nuclei of the same molecule are com­
pared

Am/ A i’2 = r2“6/ r  j - 6 (1)
where r is the distance from the paramagnetic metal 
to the proton under consideration. The data are 
summarized in Table I.

(1) Rohm and Haa's Co., Research Laboratory 13, Philadelphia, 
Pa. 19137

(2) L. S. Frankel, J. Phys. Chem., 73, 3897 (1969).
(3) Other related work: B. M . Fung, J. Amer. Chem. Soc., 89, 5788 
(1969); D. R. Eaton, Can J. Chem., 47, 2645 (1969).

Volume 7b, Number 7 April 3, 1970



1646 Notes

Table I : Summary of Preferential Solvation Results

Solvent Solute® Proton probes

Relative 
line widths 
of proton 

probes

2,3-Lutidine en CH3(3)/CHs(2) 0.48
NCS CHs(3)/CH2(2) 1.90

3,5-Lutidine en CH3(3,5)/H(2) «3 .0
NCS CHS(3,5)/H(2) «0 .6

(H)P(0)(0CH3)2 H2O h / o ch 3 1.65
en H/OCHa 1.50
NCS h / o c h 3 0.65

(CH3)P(0)(0CH3)2 h 2o c h 3/ o c h 3 1.10
en c h 3/ o c h 3 1.15
NCS c h 3/ o c h 3 0.93

m-Tolyl acetate NCS c o c h 3/ c h 3 3.6
p-Tolyl acetate NCS c o c h 3/ c h 3 3.3

NCS c o c h 3/ h c 6h 5 2.8
Benzyl acetate NCS COCHs/CEU 1.23

NCS COCH3/HC6H5 2.4
p-Tolualdehyde NCS o c h / c h 3 2.2
p-Methylaceto- NCS o c c h 3/ c h 3 2.6

phenone
o-Methylbenzyl NCS c h 2/ c h 3 1.80

cyanide
m-Methylbenzyl NCS c h 2,/c h 3 4.5

cyanide
p-Methylbenzyl NCS c h 2/ c h 3 5.6

cyanide
» Cr(en)33 + = en, Cr(H20)s3 + = H20, Cr(NCS)e3- = NCS.

The following pyridine derivatives were employed
2,3-lutidine and 3,5-lutidine. Based on chemical 
shift and intensity comparisons with /3-picoline and
2,4,6-trimethylpyridine the methyl group in the 2 po­
sition is at low field relative to a methyl group in the 3 
position. The dipole moment of pyridine points to­
ward the nitrogen atom (negative end).4 Under the 
influence of an anion Ar(3) >  Av(2) while a cation re­
verses the inequality in agreement with an ion dipole 
model. The data for 3,5-lutidine is only approximate 
because the proton in the 2 position shows long-range 
coupling with the 4 position. 2,3-Lutidine is a suf­
ficiently rigid molecule so that the distance dependence 
of eq 1 may be tested. The calculations were made as 
previously^described.2 The complex ion radii employed 
were 3.6 A for Cr(en)33+ and 4.9 A for Cr(NCS)63-. 
The following solvent bond distances were employed: 
N— Q 1.35  Á; C— C, 1.40 A; C— C, 1.53 A; C—H,
1.09 A.5 All ring angles were assumed to be 60°. 
Evaluation of the sixth-power dependence gives Ar(3)/ 
Av(2) =  0.37 for Cr(en)33+and Ar(3)/Ar(2) =  2.0 for 
Cr(NCS)«3- in reasonable agreement with the experi­
mental values 0.48,1.90.

The rate of substitution of the first SCN-  from Cr- 
(NCS)63_ by methanol (3.47 X 10-6 sec-1) and pyri­
dine (1.89 X 10-5 sec-1) are comparable.6 Previously 
it has been shown that the hydroxy group of methanol 
is preferentially oriented relative to the methyl group2

and is therefore in a relatively favorable position to 
react. However the donor site in pyridine has an ex­
tremely unfavorable orientation in the solvation shell. 
Apparently the relative orientation of the donor site in 
the solvation shell does not have a particularly striking 
effect.

The following phosphoryl solvents were employed 
dimethyl hydrogen phosphite (DMHP) = (H)P(O)- 
(OCH3)2 and dimethyl methylphosphonate (DMMP) 
=  (CH3)P (0 )(0C H 3)2. All proton resonances are
doublets due to spin-spin coupling with the phosphorus 
nucleus. The line widths were obtained from the com­
ponents of the doublets. Since we are observing a 
second-sphere relaxation time, complications due to 
phosphorus chemical exchange spin decoupling will not 
occur.7 The dipole moments should be dominated by 
the phosphoryl group which contains a large resonance 
contribution from the P +—O-  structure. The line 
width data are summarized in Table I. Under the in­
fluence of a cation, the proton nearest the phosphoryl 
group is broadened greatest in agreement with an ion 
dipole model. Although an anion shows a line width 
reversal, the direction of the positive end of the net 
dipole moment and its relative distance to the protons 
is not obvious. The relative line widths are larger for 
DMHP than for DMMP because the P—H proton is 
closer to the phosphoryl group. The flexibility of the 
methoxy group makes direct calculations difficult. 
The line width ratio for P—H :P— CH3 in Cr(en)33 + 
is 1.30 (obtained by combining DMMP and DMHP 
data). The net dipole moment is assumed to be col- 
linear with the phosphoryl group. The following bond 
distances were employed: P = 0 , 1.48 A;8 P—H, 1.42 
A ;4 P-C, 1.87 A;4 and C-H, 1.09 A.4 TheOPH,OPC, 
and PCH angles were assumed to be 109°. Evaluation 
of eq 1 for Cr(en)33+ gives 1.4 in good agreement with 
the experimental value.

The following acetate solvents were employed: m-
and p-tolyl acetate and benzyl acetate. The directions 
of the net dipole moments are dominated by the acetate 
group. The acetate methyl group is nearer the posi­
tive and negative end of the net dipole moment than is 
the phenyl methyl group. Under the influence of an 
anion the methyl acetate group is observed to be pref­
erentially oriented. The changes in the relative line 
widths of the p- and m-methyl groups and the methylene 
protons are as anticipated from the geometry of the 
solvent. A deceptively simple (one major peak) phenyl 
proton spectra is obtained for p-tolyl acetate and ben-

(4) C . K . In gold , “ S tructure and M ech an ism  in O rganic C h em istry ,”  
C ornell U n iversity  Press, Ith aca , N . Y ., 1953, p  102.
(5) “ H a n d b ook  o f C hem istry  and P h ysics ,”  46 th  ed, T h e  C hem ical 
R u b b er  P ublish ing  C o., C leveland , O hio, 1962, p p  F I  18, F 120.
(6) S . B ehrendt, C . H . L an gford , and L . S . F rankel, J .  A m er. Chem. 
Soc., 91 , 2236 (1969).
(7 ) L . S. Frankel, J .  C h e m .P h ys., 50 , 943 (1969); J .  M o l. Spectrosc., 
29, 273 (1 969 ); In o rg . Chem., 8 , 1784 (1969).
(8) H . K . W an g , A cta  Chem. Scand., 19, 879 (1 965).

The Journal of Physical Chemistry



N otes 1647

zyl acetate. The line width, ratios of acetate methyl to 
phenyl are also consistent with proposed geometry of 
the solvation shell.

The directions of the net dipole moments of p-tolual- 
dehyde and p-methylacetophenone are dominated by 
the carbonyl group. As with the acetate derivatives, 
the proton nearest the carbonyl group is preferentially 
oriented under the influence of an anion.

The following nitrile solvents were employed: or­
tho-, meta-, and para-substituted methylbenzyl cyanide. 
Under the influence of an anion, the methylene protons 
are preferentially oriented. The relative values ob­
served for ortho, meta, and para substitution vary in a 
systematic fashion.

These results clearly show that neutral molecules in 
the solvation shell of ± 3  charged solutes show well- 
defined intramolecular orientation effects. Although 
an ion dipole model does a good job in accounting for 
the experimental results, other interactions can selec­
tively explain some of the results.2 For example, 
hydrogen bonding between the ligand hydrogens of 
Cr(H20) 63+ and the phosphoryl oxygen produces an 
orientation which is comparable to an ion dipole inter­
action.
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support of the Directorate of Chemical Science, Air 
Force Office of Scientific Research, under Grant AFOSR 
212-65.

The Quenching of Mercury (3Pi) Resonance 
Radiation by Aromatic Molecules

by Gilbert J. MainsIa and Mendel Trachtmanlb

Department of Physical Sciences,
Philadelphia College of Textiles and Science,
Philadelphia, Pennsylvania 19144 (Received September 16, 1969)

The mechanisms by which molecules quench the 
sPi excited electronic state of atomic mercury have 
fascinated and, to a certain extent, eluded photochem­
ists ever since Stuart’s original study in 1925.2 Dar- 
went3 first suggested that quenching diameters of 
contributing groups are additive; a suggestion which 
has been confirmed (within limits) by careful studies 
of Gunning and coworkers and Cvetanovic and co­
workers in recent years. Reviews by these two in­
vestigators4,5 represent the best compilations of quench­
ing cross sections currently available. It is note­
worthy that while extensive studies have been made of 
the quenching efficiencies of saturated and unsaturated 
hydrocarbons, the only quenching cross section for an 
aromatic hydrocarbon, benzene, was reported over

30 years ago. Since a complete .understanding of 
the quenching mechanisms requires knowledge of the 
effects of structure on the quenching efficiencies of 
aromatic as well as saturated hydrocarbon systems, we 
have undertaken the measurements reported herein. 
We have measured the quenching cross section for ben­
zene, benzene-d6) and eight substituted benzene com­
pounds.

The apparatus used was essentially that described 
by Yang.6 A collimated beam of 2537-A resonance 
radiation from a low-pressure mercury lamp [Oriel 
Optics Corp., mercury-argon lamp] was introduced into 
a quartz sample cell through an Infrasil window. The 
intensity of mercury fluorescence was measured using 
an 1P28 photomultiplier tube located 90° from the ex­
citing beam in the horizontal plane. The mercury 
reservoir, a quartz tube sealed immediately below the 
sample cell, was maintained at 0° using an ice slush 
bath. Fluorescence measurements, which constituted 
the determination of the photocurrent, Q, in arbitrary 
units, were made randomly at high and low pressures of 
quenching gas, M, to avoid systematic errors. All 
chemicals used in this work were either spectrographic or 
research grade as specified by the supplier. Purity was 
confirmed by gas chromatographic analysis. The 
isotopic C6D6 was obtained from Stohler Chemical Co. 
and certified by them as 99.5% isotopically pure. It 
was used as received.

The data were found to be consistent with the modi­
fied Stern-Volmer formula developed by Yang.6 Typi­
cal plots are shown in Figure 1 for C6H6 and CeD6, and 
in Figure 2 for the three isomers of xylene. The straight 
lines were drawn according to a least-squares fit of the 
data to the modified Stern-Volmer formula, i.e.

[l -  Q /Qo]-1 = «  +  /3[M ]-4 (1)

where Q is the fluorescent photocurrent in the presence 
of [M] mol/1. of quenching gas, M, and Q0 is the fluores­
cent photocurrent in the absence of quenching gas. 
a and ¡3 are constants related to the quenching rate 
constant, kQ, and the mean lifetime of 3Pi Hg atoms in 
the sample cell, t, by the equation d =  kQta. Thus, 
the ratio of the slope to the intercept in Figure 1 and 
Figure 2 gives values for k§t. t may be calculated from 
the equation derived by Yang for a similar geometry,
i.e.

t = to(l +  0.25 X 1 0 »  (2)

(1) (a) D e p a rtm e n t o f  C h em istry , U n iv e rs ity  o f  D e tro it , D e tro it ,
M ich . 48 221 ; (b ) au th or  to  w h om  reprint requests and corre­
spondence should  b e  d irected.
(2) H . A . S tuart, Z. Physik, 32 , 262 (1925).
(3) B . d eB . D arw ent, J. Chem. Phys., 18, 1532 (1950).
(4) H . E . G u nnin g and C . P . Strausz, Advan. Photochem., 1, 209 
(1963).
(5) R . J. C veta n ov ic, Progr. React. Kinet., 2 , 39 (1964).
(6) K . Y an g , J. Amer. Chem. Soc., 88, 4575 (1966).
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Figure 1. Quenching data of CeHe (□) and CeD$ (O).

Figure 2. Quenching data of the various xylenes.

where U is the mean radiative lifetime of an iso­
lated 3Pi Hg atom [1.08 X 10-7 sec], p is the pressure of 
mercury vapor [1.85 X 10-4 mm], and r is the distance 
from the irradiated slab of Hg vapor to the emerging 
surface of the cell [3.55 cm in this study]. Hence, t 
was taken as 2.85 X 10“ 7 sec for all the experiments 
reported here. The quenching cross section, <tq2, is 
readily calculated from kQ using the familiar equation 
from elementary collision theory.6

In Table I we report k t̂, / c q , and <t q 2 for the ten aro­
matic compounds studied. Also reported in Table I for 
comparison are values for ay2, the H g-M  collision cross 
section calculated by assuming the diameter of Hg to be 
2.38 A and estimating the diameter of M from the “ b” 
constant in van der Waals’ equation of state. Except 
for benzene and p-xylene, the quenching cross sections 
are all considerably larger than the collision cross sec­
tion estimated from van der Waals radii; in many in­
stances, the quenching cross sections are more than 50% 
larger than the estimates based on van der Waals radii. 
It would appear that the energy-transfer processes 
involved in physical quenching of 3Pi Hg atoms occur 
over rather long internuclear distances, say 10 A, and

Table I: and <r2 Values in the Quenching of HgPP,)
Atoms by Various Aromatic Molecules at 25°

Compd tkq 10->«i£Q°
<tq2,
Â2

<7V2,
A’

Benzene C6H6 3.83 24.9 39.4 36.3
Toluene 5.41 35.3 59.1 41.4
p-Xylene 3.62 23.6 41.5 45.5
m-Xylene 5.34 34.8 61.2 45.1
o-Xylene 5.74 37.9 65.7 44.9
Chlorobenzene 6.08 39.6 71.0 41.2
Fluorobenzene 5.67 37.0 62.8 39.0
Bromobenzene 4.41 28.8 56.9 42.3
Ethylbenzene 5.96 38.9 68.3 43.9
Benzene C6D6 6.18 40.4 65.4 (36.3)

“ Units: 1. mol'_1 see-1.

that Gunning’s suggestion7 that 3Pi Hg atoms exhibit 
electrophilic character and interact with ir-electron 
systems preferentially is supported by these obser­
vations. Note should also be taken that the quenching° . 
cross section for benzene, 39.4 A2, while low in compari­
son with the quenching cross section of the other aro­
matic compounds, is in excellent agreement with the 
value reported by Bates.8 This agreement supports the 
quenching cross section measurements reported here 
and suggests that a better understanding of the quench­
ing act could be obtained if we understood why benzene 
and p-xylene exhibit such relatively small quench­
ing cross sections. Neglecting, for the moment, ben­
zene and p-xylene it should be noted that no simple cor­
relation exists for the trends in quenching rate con­
stants for the other aromatic molecules reported in 
Table I. Attempts by us to explain substituent effects 
in terms of dipole moments, or polarizabilities, or even 
Hammett a~p correlations have not been successful. 
This is not particularly surprising in view of our frag­
mented knowledge of energy-transfer processes,9 al­
though Mettee10 has reported some success in correlation 
of polarizabilities with quenching probabilities for SO2. 
However, in view of the very large isotope effect ob­
served in this study for the C6H6-C6I)6 system, such 
a correlation must be ruled out for the quenching of 
3Pi Hg atoms by aromatic compounds.

The remarkable effect of deuteration on the quench­
ing cross section of benzene suggests that vibronic fac­
tors may be rate determining in the quenching mecha­
nism. The marked effect of deuteration on singlet- 
triplet intersystem crossing probabilities seems well

(7) Y . Rousseau, O. P. Strausz, and H. E. Gunning, J. Chem. Phys., 
39, 962 (1963).
(8) J. R. Bates, J. Amer. Chem. Soc., 54, 569 (1932).
(9) A. B. Callear, “ Photochemistry and Reaction Kinetics," P. G. 
Ashmore, F. S. Dainton, and T. M . Sugden, Ed., Cambridge Uni­
versity Press, Cambridge, 1967, p 133.
(10) H. D. Mettee, J. Phys. Chem., 73, 1071 (1969).
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established. Thus, a mechanism 
crossing may be postulated as

involving such

Rate
Hg +  hv =  Hg* /a

Hg* = Hg +  hv M Hg*]

Hg* +  Ar =  (Hg*-Ar) fcc[Hg*][Ar]

(Hg*-Ar) =  (Hg-Ar*) fci[Hg*-Ar]

(Hg*-Ar) =  Hg* +  Ar fcd[Hg*-Ar]
(Hg-Ar*) =  Hg +  Ar* kt [Hg-Ar*]

Ar* =  Ar kr [Ar*]

This mechanism is similar in some respects to that 
suggested by Yang11 and, by application of the usual 
steady-state approximations, leads to the following 
relationship between /cq and the rate constants defined 
above

kQ =  fcc [k i/ (h  +  kd)] (3)

If one assumes a loose complex, we might place an upper 
limit of, say, 50 X 1010 <  kc <  75 X 10101. mol-1 sec-1 
for formation of the complex. Variations in /cq could 
then be attributed to the relative magnitudes of the 
rates of intersystem crossing, kit and decomposition of 
the complex without energy transfer, fcd.

It is also possible that the increase in quenching cross 
section upon deuteration is the result of more efficient 
quenching to the Hg 3P0 state by C6D6 than C6H6. 
Such an effect has been observed in saturated hydro­
carbon systems.12 Inclusion of such a step in the 
mechanism, i.e., (Hg*-Ar) =  H g '(3P0) +  Ar' (vibrated, 
rotated, excited), rate =  A i'(H g*-Ar), results in the 
addition of Ki to the numerator and denominator 
of the bracket term in eq 3 and requires k-,' to be much 
larger for C6D6 than for C6H6.

Since the number of compounds studied is limited to 
those reported in Table I, it would not be prudent to 
attempt further justification of the proposed mechanism 
or to discuss in detail the factors which determine the 
magnitudes of ki and ki'. Additional work is in prog­
ress involving partial deuteration and the effects of 
multiple substituents on the quenching cross section. 
It is hoped that these further studies will yield insight 
necessary for a more general interpretation.
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COMMUNICATIONS TO THE EDITOR

Electron Spin Resonance of Radicals 
Formed in the Reaction of Nitrogen 
Dioxide with Olefins

Sir: Recently, Bielski and Gebicki published an esr 
study on the interaction of N 02 and olefinic solvents 
in which they attributed the esr spectra to the existence 
of N 02 olefin w complexes.1

We have been studying this subject for some time, 
too. Since our results do not give any evidence for 
the existence of these tt complexes we feel urged to give 
a preliminary account of our investigations. We par­
ticularly investigated the interaction of N 02 with 
various styrenes, since the esr spectra obtained with 
these compounds reveal the interaction of the unpaired 
electron with several nuclei rather than with a single 
nitrogen nucleus as observed with most aliphatic 
olefins.

When a small quantity of N 02 reacts with styrene 
below 0° we obtain the same spectrum as Bielski and 
Gebicki (Figure 1A of ref 1). This spectrum consists 
mainly of a superposition of two spectra, each of these 
showing the interaction of an unpaired electron with 
one nitrogen nucleus and two magnetically equivalent 
protons. The species from which these two spectra 
result and the spectra themselves will be referred to as 
A and B in the following.

The hyperfine parameters of A and B can be found 
in Table I. Figure 1 gives the total spectrum to-

Table I: Hfs Constants of the Radicals Formed in the
Reaction of N02 with Styrene

Radical ON OH (2 protons)
A 14.9 11.4
B 14.5 6.6

gether with the line reconstructions for A and B, based 
on the parameters given in Table I. The individual 
lines are broad (1.5 G) and those of A show a partially 
resolved further hfs (see Figure 1).

Using pentadeuteriostyrene, where only the ring 
protons are replaced by deuterium, we found essentially 
the same spectrum where now, however, the nine 
individual lines of A and B show a further splitting, as

is shown in Figure 2. Apparently, the ring hydrogens 
contribute to a large extent to the hyperfine width. 
Deuterium substitution gives narrowing since md = 
O.ISjuh• We analyzed this substructure of the spectra 
with the aid of computer simulation. To increase 
clarity, the substructures of the lowest field lines for 
both A and B are given separately in Figure 3, together 
with their computer simulations. The parameters used 
in the simulations were: substructure of A : 2 protons 
with an =  0.50 G, 2 protons with cin = 0.21 G and a 
line width of 0.25 G. Substructure of B : four protons 
with aH — 0.44 G and a line width of 0.27 G.

Exactly the same spectra A and B as in Figure 1 
were obtained when a,a'-diphenyl-d,dAiinitrodiethyl- 
amine (prepared according to ref 2) was oxidized with 
p-nitroperbenzoic acid (PBZ), while spectra A and 
B of Figure 2 were obtained when a,a'-di(penta- 
deuteriophenyl)-|3,/3'-dinitrodiethylamine was oxidized 
with PBZ. The relative intensity of A and B depends 
on the temperature at which the oxidation takes place 
and on the purity of the amine. When very pure 
amine w'as used (4 times recrystallized from ethyl 
alcohol) and when the oxidation was performed below 
40°, only A was observed; when impure amine (i.e., 
contaminated with some /3-nitrostyrene) was used or 
when the oxidation was performed above 60°, B was 
also observed. From the above it seems that A must 
be attributed to

O

C6H6—CH—N— CH—C6H5

c h 2 c h 2

n o 2 NOü

and in the deuterated species to

O

c 6d 6- c h - -N— CH—C6D5

c h 2 c h 2

n o 2 n o 2

(1) B. H. J. Bielski and J. M . Gebicki, J. Phys, Chem., 73, 1402 
(1969).
(2) D. E. Worrall, J. Amer. Chem. Soc., 60, 2841 (1938).
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Figure 1. Spectrum of styrene with NO2, together with line 
reconstructions for A and B.

Figure 2. Spectrum of pentadeuteriostyrene with N02, 
together with line reconstructions for A and B. Interactions 
with 7 protons are not included in the line reconstructions.

Figure 3. Experimental and computer-simulated substructures 
of Aie lowest-held lines of A and B.

steric hindrance accounting for the inequivalence of 
the y CH2 protons. For B we suggest

0

C6H6— CH—1ST—CH— C6H6

c h 2 c h 2

and in the deuterated species

0

C6D6—CH—N— CH— C6D5

c h 2 c h 2

in which it is not clear what the missing y substituents 
are. From these assignments it follows that the sub­
structures in Figures 2 and 3 must be attributed to the 
four aliphatic y protons of A and B. This was con­
firmed by the use of heptadeuteriostyrene, in which only 
the styrene a proton is not replaced by deuterium. 
Here we find no substructures; all nine lines of both 
A and B are single Lorentians with a width of ~0.1
G.

For A, no interaction with the nitrogens of the y N 02 
group is observed. This is not surprising, since the 
magnetic moment of 14N is much smaller than the mag­
netic moment of the proton. Surprisingly, Bielski and 
Gebicki state not to have observed radical A and they 
only report a sextet with aN =  12.9 G and cm = 3.1 G. 
We find that this sextet is not present in the reaction 
mixture when a small quantity of N 02 is used at low 
temperatures. It is only formed by the introduction 
of more N 02 at higher temperatures. In this case the 
spectrum is initially a superposition of A, B, and the 
sextet. When one keeps the mixture for some time 
at room temperature, A and B disappear and the sextet 
remains. We find this process to be independent of 
the presence of solid particles. Bielski and Gebicki 
report these solid particles to consist of polystyrene. 
We find however, that they mainly consist of the dimer 
of the a-nitroso-/3-nitro addition product of styrene: 
C6H6CHN0CH2N 02. We conclude that the sextet 
must be attributed to a nitroxide and not, as Bielski 
and Gebicki state, to a t complex of N 02 and styrene. 
One would expect such a 7r complex, if it exists, to be 
observable immediately after the introduction of N 02 
at low temperatures and not to see it appear at higher 
temperatures after a substantial amount of other reac­
tion products have already been formed. As to the 
structure of the nitroxide leading to the sextet, we 
cannot make any definite assignment. It may be, 
however, that it is something like

0
I H

C6H6— C— N— C— C6H5

c h 2 c h 2 

n o 2

which has only one 0 proton, (a, (3, and y refer only 
to the nitroxide here, i.e., a is bonded directly to N, 
/3 to the next C, etc.) The low value of an for the
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sextet (12.9 G) seems to be in agreement with the 
presence of the double bond adjacent to the nitroxide 
group in this structure. We used pentadeuterio- 
styrene in an attempt to resolve any 7-proton inter­
actions in the sextet. Some substructure was ob­
served, but unfortunately the resolution was insuf­
ficient for estimating the number of 7 protons involved. 
When using heptadeuteriostyrene, the sextet was also 
obtained. This proves only that the interaction with 
the a proton of styrene is observed in the sextet spec­
trum, which does not contradict the suggested struc­
ture.

In the reaction of N 0 2 with a-methylstyrene 
we observe the same spectrum as Bielski and Gebicki. 
No large interactions with a protons of the styrene are 
observed, since these are not present. The three lines 
of the spectrum show a badly resolved structure. This 
must be due to weak interactions with the phenyl 
hydrogens, the a (here a and ¡3 refer to the styrene,
i.e., a is bonded to the a carbon of styrene, /3 to the 
/3 carbon) methyl hydrogens, and the /3 hydrogens. 
When the solution containing the radical is cooled to 
77°K the spectrum in Figure 4 is observed. From this 
we derived the following hyperfine and g parameters: 
auN = 34.6 G, axN =  4.8 G, gn =  2.0023, gL = 2.0077. 
The assignments of a(| and g\\ are shown in Figure 4. 
ax and gL were calculated from: a^o = xh{o-\\ +  
2ax) and giao =  l/z(g\\ +  2g±). These values are
characteristic for nitroxides.34 We therefore assign 
this spectrum to the same type of nitroxide as found 
in the case of styrene. Spectra of the above kind we 
obtained with all of some twenty substituted styrenes 
investigated. We hope to publish a detailed account 
of this work in the near future.

We also investigated the spectra in the reaction of N 02 
with a large number of aliphatic olefins at temperatures 
from —60 up to 20° and with varying amounts of N 02. 
In all cases a superposition of several spectra was ob­
served, of which a triplet with aN = 12.5-15.0 G and 
Qiso  2.0054-65 was the most stable and by far the 
most intense species. The intensity of this spectrum 
was always much enhanced (up to 20 times) when we 
used a mixture of NO and N 02 instead of pure N 02. 
When N 02-free NO was used together with carefully 
deoxygenated styrenes, no paramagnetism was found. 
Bielski and Gebicki assign these spectra to ir com­
plexes of N 02 and olefins. We fail to see any evidence 
for this assignment. The remarkable increase in 
intensity when a mixture of NO and N 02 is used 
instead of pure N 02 is not expected for a 7r complex. 
Furthermore, a solvent dependence for aN would be 
expected but could not be found. The only observa­
tion of solvent dependence is reported by Schaafsma 
and Kommandeur for N 02 with limonene,5 but this 
could not be reproduced and must have been due to the 
use of impure limonene. Finally, when the solutions 
containing the radical were cooled down to 77°K we

found spectra similar to those of Figure 4. From 
these spectra we always found for an, ax , g\\, and i/x 
values which were characteristic for dialkyl nitroxides.

Bielski and Gebicki argue that w complexes would 
account for the cis-trans isomerization of olefins in the 
reaction with N 02. Such isomerization can, however, 
also take place in the generally accepted6 nitro-radical 
intermediate, by rotation along the C-C bond. Bielski 
and Gebicki object to the proposal of this nitro-radical 
intermediate because it is not observed in esr. How­
ever, it is quite possible that it is too short-lived for 
observation.

From these data we conclude that the spectra are 
due to nitroxides. Since unfortunately in almost all 
cases only the nitrogen hfs is observed, assignments 
concerning the exact structure of the nitroxides are 
much more difficult to make than in the case of the 
styrenes. Perhaps the use of partially deuterated 
olefins would be helpful in making such assignments.

Styrene, a-methylstyrene, and all olefins used were 
of the highest available commercial grades and were 
vacuum distilled twice before use. The deuterated 
styrenes were prepared according to well-established 
procedures and were vacuum distilled twice before 
use. In the case of styrene we checked out that it 
made no difference whether the stabilizer was present 
or not.

(3) N . E delstein , A . K w ok , and A . H. M ak i, J .  Chem. Phys., 41, 
179 (1964).
(4) J. A . M cR a e  and M . C . R . S ym ons, Nature, 210, 1259 (1966).
(5) T . J. Schaafsm a and J. K om m and eur, J .  Chem. Phys., 42 , 438 
(1965).
(6) H. Shechter, Rec. Chem. Progr., 25 , 55 (1964).
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Logarithmic Term in Conductivity Equation 
for Dilute Solutions of Strong Electrolytes

Sir: The well-known Fuoss-Onsager equation1'2 for 
extrapolation of conductivities of (1:1) electrolytes to 
infinite dilution is

A =  A0 — Sy/c +  Ec log c +  Jc

in which S gives the limiting law. The Ec log c term 
makes a small but significant contribution in the ac­
curate extrapolation to A0, when a plot of (A +  Sy/c — 
Ec log c) vs. c is applied, using an approximate value 
for A0. The form of E is (2?iA0 — E2), in which both 
Ei and E2 depend only upon solvent properties and 
temperature. Recently, Fernandez-Prini and Prue,3 
in a comparison of equations derived by Fuoss and by 
Pitts,4 state that both give the same value of E. This 
is certainly true for Ei, the dominant term, which is 
not surprising, since a common model is treated by 
closely similar mathematical methods. It is also true 
that E2 is the same in both cases, but it has in fact a 
completely different origin in the two theories.

Both derivations are based upon the Onsager con­
tinuity equation, for which the terminology of Fuoss 
and Accascina2 will be used. For conductance, with 
a static applied field, E, and the solution at rest, the 
continuity equation can be written

V2fji(r)i%i(ri,r) +  Vifij( —r)Vij(r2, — r) = 0

which, as V2 =  — Vi =  V and fji(r) =  fjj(—r), reduces 
to

Vfji(r) {vji(r!,r) -  V ij(r,,-r)} =  0

In this, Vji is the velocity of an i ion, situated at distance 
r2 from an arbitrary origin, in the vicinity of j ion, 
situated at ri, Vj;, r1; and r2 all being vector quantities. 
As indicated, vj; depends upon the position of the j ion 
at ri and the distance of the i ion from the j ion, r = 
r2 — iv Correspondingly, Vjj is the velocity of a j ion 
in the vicinity of an i ion. The dominant part of Vji 
is the velocity obtained from the product of its mobility, 
to,, and the total local force acting upon the i ion. The 
first approximation to this part alone is used in calculat­
ing the first approximation to the asymmetric poten­
tial, ipj'> about a j ion. The calculations involved 
are fully presented by Fuoss and Accascina2 and by 
Pitts4 for their respective theories and are not relevant 
to the present note. By using a second approxima­
tion to this part of Vp, both theories introduce a com­
plex group of exponential integrals into the second 
approximation to and, when these have been
expanded and reduced for use at small concentrations, 
both theories lead to the same logarithmic term, 
2?iA0c log c, for A.

In the second approximation, however, it is neces­
sary also to introduce an additional term into Vji,

namely, Vi(r2), the velocity of the fluid medium at the 
site of the i ion. Since the i ion has a finite size, this 
is really a fiction, and is taken as the fluid velocity 
which would exist at the center of the i ion if it were 
a point. In the Fuoss theory, this is assumed to be 
determined by the velocity field in the fluid which is 
created by motion of the j ion. If the fluid velocity 
at a distance r from this ion is denoted by Vj(r), then 
this can be evaluated and is put equal to V; (r2) . Solving 
for the effect of Vj(r) upon \p/, we find that further 
exponential integrals are introduced and expansion of 
these leads to the logarithmic term —E2c log c in A.

Pitts4 placed a completely different interpretation 
upon V;(r2) in that he has put it equal to the electro­
phoretic velocity produced at the site of the i ion by 
the action of the external field upon the whole ionic 
atmosphere about the i ion. The introduction of such 
a term is open to question, but, in any case, if it is 
used, it should be additional to the Vj(r) term used by 
Fuoss, and, most important for the present note, it 
does not lead to any exponential integrals and thus 
gives rise to no term in c log c.

On the other hand, in assessing the second approxima­
tion as it affects A, Pitts solved the hydrodynamic 
equation for the effect of the first approximation to the 
asymmetric distribution in the ionic atmosphere of the 
j ion upon its velocity. This introduces a term con­
taining exponential integrals and, as pointed out by 
Fernandez-Prini and Prue,3 these lead to the same 
contribution —E2c log c upon expansion. To clarify 
the difference in approach, if the relaxation correction 
to be applied field E is denoted by AE/E, and the 
electrophoretic correction to A for the unperturbed 
ionic atmosphere is A5, the Fuoss expression for A is

A  =  (Ao —  A e) ( l  +  A  E/E)

while the Pitts expression is

A  = A 0( l  T  A E/E) — A q — Aa/

Here, Ae' is the additional electrophoretic effect due to 
asymmetry and replaces Ae X AE/E.

In applying the Onsager continuity equation, the 
evaluation of Vi(r2) by Fuoss as equal to Vj(r) is more 
correct than that of Pitts, while the calculation of Ae' 
is more rigorous than Ae X AEfE. On this basis, if 
the value of E2 is left unchanged, E should really be 
given by (EiA0 — 2F2).

As an example, for a (1:1) electrolyte in water at 
25°, Ei = 0.5276 and E2 =  20.33, whence, for A0 = 
150, E =  38.48 instead of 58.81. The proportionate 
change in E varies considerably for other cases, e.g.,

(1) R . M . Fuoss, J. Amer. Chem. Soc., 81, 2659 (1959).
(2) R. M . Fuoss and F. Accascina, “ Electrolytic Conductance,” 
Interscience Publishers, New York, N. Y., 1959.
(3) R. Fernandez-Prini and J. E. Prue, Z. Physik. Chem. (Leipzig), 
228, 373 (1965).
(4) E. Pitts, Proc. Roy. Soc., A217, 43 (1953).
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it would be greater for lithium halides in water, due to 
the smaller values of A0 and much less for halogen acids 
in water, due to the very high values of A0. Since the 
Ec log c term is small, the effect of the extrapolation 
of (A +  S\/c — Ec log c) vs. c upon A0 is not serious; 
but the gradient of the line obtained, giving J, can be 
seriously affected. Since J depends upon the distance 
of closest approach between ions, a, and is used to 
calculate a, the significance of such calculations be­
comes open to question. Actually, the true relation­
ship between J and a presents a difficult problem. As 
pointed out by Fernandez-Prim and Prue,3 the Fuoss 
theory and the Pitts theory give different expressions, 
since they employ different terms in the continuity 
equation, as just discussed, different mathematical 
methods of approximation, and different boundary 
conditions. A further discussion of these differences 
appears in a recent paper by Pitts, et al,6 Still other 
expressions arise if a synthesis of the Fuoss and Pitts

theories is attempted, along the lines presented for the 
Ec log c term, blit a discussion of this requires a lengthy 
analysis which lies beyond the scope of this note.

The sole point it is desired to make here is that the 
Fuoss and Pitt theories need not be mutually exclusive, 
since they are based upon the same model. The fact 
that, as they stand, both yield the same values of E 
is accidental. On theoretical grounds, the contribu­
tions of both to E seem to be sound and, if this is 
accepted, the correct value of E is (£iA0 — 2Ei) 
instead of (E1A0 — E2) ■

(5) E. Pitts, B. E. Tabor, and J. Daly, Trans. Faraday Soc., 65, 
849 (1969).
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