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The Editors join with his former students and 

research associates in dedicating this issue of 

The Journal of Physical Chemistry to

George B. Kistiakowsky

on the occasion of his seventieth birthday year.

Hand in hand we come 
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Say you’re surprised?
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Say it’s just what you wanted? 

Because it’s yours—
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From the book WINNIE-THE-POOH by A. 
A. Milne. Copyright 1926 by E. P. Dutton 
& Co., Inc. Renewal copyright 1954 by A. 
A. Milne. Reprinted with permission of E. 
P. Dutton & Co., Inc., publishers.



G E O R G E  B O G D A N  K I S T I A K O W S K Y

11 is a privilege and a great pleasure as well to have been 
asked to write about George B. Kistiakowsky, Abbott and 
James Lawrence Professor of Chemistry at Harvard, Vice 
President of the National Academy of Sciences, former 
Special Assistant for Science and Technology to the President 
of the United States, and holder of many other titles. This 
pleasure comes not only from the distinction of his scientific 
accomplishments and the importance of his many public 
services, past, present, and future, but also from his out
standing qualities of character and leadership and his tre
mendous personality. The fund of stories about him is 
almost inexhaustible, as we all know, because he is courageous, 
adventurous, original, intuitive, witty, often extremely gay, 
always ready to enjoy life and to defend what he believes 
in. His presence enlivens any meeting and banishes dull
ness.

But a selection has to be made, and much as I should like 
to write about him as a unique, admired, and fascinating 
personality, my duty here is to give a brief sketch of his 
major scientific activities and some idea of how he is con
tributing to the relations of science with the larger public 
interests.

Kistiakowsky’s scientific career began in Berlin where, 
because of time taken out by several years of hair-raising 
adventures in the Russian revolution, he hurried his formal 
education—three years altogether for the bachelor’s and 
doctor’s degrees. He was a student of Bodenstein, who 
started him on his life-long interest in chemical kinetics 
and photochemistry. Although his research career has been 
marked by unusual versatility, the elucidation of the ele
mentary molecular steps and the nature of the intermediates 
involved in reactions have repained at the core of his studies.

In 1926 he joined forces with Hugh Taylor at Princeton. 
In that very active center of research in kinetics, he widened 
his interests to include much work on catalysis and adsorp
tion, besides several classical papers and a book on photo
chemistry. Very typically, with W. T. Richards, he engaged 
in a pioneer investigation of the use of ultrasonic dispersion 
as a tool for measuring fast reaction rates.

The next step careerwise was his appointment at Harvard 
in 1930, which marked the beginning of a period of teaching, 
research, and leadership at that institution which has lasted 
for 40 years so far.

Kinetics continued, but landmarks were made in other 
fields as well. Let us mention the study and analysis of 
the rotational fine structure of the ultraviolet spectrum 
of formaldehyde, carried out with G. H, Dieke of Johns 
Hopkins, a “first” which stood unrivaled for a long time. The 
program of precise heats of hydrogenation of unsaturated 
hydrocarbons was a bold, large-scale operation pushed 
through with great experimental skill and success, at just 
the critical time to contribute to the swirling discussions 
on the significance of resonance energies. Also timely were 
his development of other thermodynamic measurements— 
low-temperature and higher-temperature heat capacities and 
equilibrium constants for gases. These were crucial in settling 
the then very controversial question of the existence of 
substantial barriers to internal rotation about single bonds.

Kistiakowsky and his group developed the techniques 
and made the measurements on the heat capacity of ethane 
and on the heat of reaction and equilibrium constant for 
the hydrogenation of ethylene to ethane. They then pointed 
out that this information was incompatible with free internal 
rotation in ethane but could be made consistent if the internal 
rotation were hindered by a substantial potential barrier.

Kistiakowsky would be the first to piotest that these 
accomplishments were carried through in collaboration with 
very able students and postdoctoral fellows, and indeed 
the success and loyalty of his former associates testify to 
the attraction he has had for good students and postdoctoral, 
the wise choice of problems, and the skill and insight he 
has provided. They would all acknowledge the influence 
he has had not only on their scientific careers but on their 
whole lives. They remember fondly the pleasant and relaxed 
give and take of his daily coffee breaks, where his willingness 
to exchange views on all subjects—from science and politics 
to sports and practical jokes—was put to lively test and was 
much appreciated. During the era of the barrier problem, I 
had an especially good view of his method of working with 
students. He was really involved. Emotions were some
times high and sometimes very low, as days were marked 
by success or by setbacks. On the latter days, it was some
times wiser to take a long detour around the corridors to 
avoid contact, but then there would be the time when sleeves 
were rolled up, the difficulties analyzed and cured in person, 
sometimes with glass-blowing torch in hand. A small but 
typical example of his exceptional experimental skills: there
was a time when only he could make the delicate quartz 
spiral for a special type of pressure gauge, until he finally 
was able to teach a professional glass-blower how to do it. 
Thus besides providing the problems, the plan of action, 
the critical analysis, and interpretation of the data, his 
involvement in the research projects of his group often goes 
much further. His knowledge of machine shop and other 
techniques provide a classic illustration of the physical 
chemist’s need to be able to handle a vast range of skills 
from plumbing to advanced mathematics and subtle ther
modynamic reasoning—and to enjoy them all. It is a rare 
blend of intuition and analysis together with technical re
sourcefulness which permits Kistiakowsky to see new ex
perimental approaches and to follow them through to a 
successful conclusion.

World War II arrived and all this changed. President 
Conant of Harvard was one of the organizers of the National 
Defense Research Committee which mobilized civilian scien
tists to meet the desperate threat posed by the German and 
later Japanese tides of conquest. Kistiakowsky volun
teered and was assigned by Conant to work on explosives, a 
subject he knew only as the victim of a fair number of lab
oratory accidents. He very quickly found that American 
military science, in this as in most areas, was essentially 
nonexistent, that the establishment did not welcome academic 
assistance from amateurs, and that bureaucratic in-fighting 
over privileges and status often took precedence over patrio
tism. In one large area of explosives research not one single 
scientific report was turned up from the previous 20 years.
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German submarines were soon sinking American ships within 
sight of the American coasts with practically complete im
punity, opposed only by obsolete World War I weapons.

Kistiakowsky set up the Explosives Research Laboratory 
on the grounds of the Bureau of Mines near Pittsburgh; soon 
he became chief of the Explosives Division of the National 
Defense Research Committee. Under contracts from this 
organization, there were developed greatly improved methods 
for making explosives more powerful than TNT, new types 
of propellants, specialized explosives, shaped charges, etc. 
Also important, a great deal was learned about the theory 
of detonation and shock waves, the names of Kirkwood 
and von Neumann entering prominently here. In all this 
activity, Kistiakowsky’s leadership was extremely important. 
He made decisions, followed them up with vigor, entered 
into the frequently necessary combats with even, let us 
face it, a certain relish, and generally emerged victorious 
with a successful program, such as the conversion of the 
Navy to more powerful explosives. This surely had a part, 
along with the work of other civilian scientists in radar, 
operations analysis, underwater sound, etc., in finally turning 
the tide against the German submarine offensive, which at 
one time was sinking three ships a day and came within 
inches of isolating Britain. Later he was made head of the 
explosives division at Los Alamos and put to work the newly 
acquired basic knowledge on the design and construction 
of the atomic bomb.

On his return to Harvard, a double task faced him. One 
was to rehabilitate himself as a teacher and academic scientist; 
the other was to serve as Department Chairman during a 
critical period. He succeeded admirably at both. In re
search he began his program in the application of shock 
tubes to chemical problems. This applied war-time tech
niques to provide new and very powerful means of studying 
kinetic processes. The theory of shock and detonation waves 
permits tubes to be designed which can subject molecules 
to an almost instantaneous rise in temperature of thousands 
of degrees. Many processes were studied under these hitherto 
unobtainable conditions. An area where he and his group 
have made very valuable contributions is that of measure
ment techniques whereby the instantaneous density, pres
sure, temperature, and chemical composition in the exceedingly 
narrow shock front and reaction zone can be determined. He 
introduced, for example, the method of absorption of soft 
X-rays to measure density, and the time-of-flight mass 
spectrometer to measure composition. One by-product of 
the shock tube has been a definite discrimination among 
the several rival values proposed for the heat of dissociation 
of nitrogen. Another recent discovery is the importance 
of relatively stable conjugated ions, particularly cyclic C3H3+, 
in the mechanism of the oxidation of acetylene.

He also began several projects with mass spectrometers. 
One was a series of studies of the very complicated system 
of reactions in active nitrogen, the classic problem of the 
Lewis-Raleigh afterglow, on which he and his students 
have shed much light. The other main application of this 
type of tool was to the coupling of a time-of-flight mass 
spectrometer to a shock tube so that time scans could be 
made on reaction mixtures subjected to sudden intense 
heating.

An area in which he has made and continues to make 
landmark contributions is that of the kinetics of free radicals.

To mention a few high points: Gomer and Kistiakowsky 
made a classic study of the absolute rate of recombination 
of two methyl radicals, which has served as a basis for de
termining the rates of other radical reactions. He has 
initiated a whole series of studies of the behavior of methylene 
radicals, an initially most puzzling species because of the 
fact, at first unsuspected, that they can exist in either a 
singlet or a triplet state (as demonstrated by Herzberg). Vari
ous ways of preparing CH2, its addition to double bonds, 
insertion in CH bonds, addition to CO, etc., have been in
vestigated.

As evidence of the breadth of his interests, a series of 
careful studies on the kinetics of enzyme reactions should 
be mentioned. These showed, for example, that an enzyme 
could have more than one active site. Earlier, his program 
of precise thermal measurements had included the denatur- 
ation of a protein and an antibody-antigen reaction.

It is difficult to include everything of importance in this 
short survey, but there should not be omitted his very 
early entry into chemical applications of nuclear magnetic 
resonance spectroscopy with his student H. S. Gutowsky 
and collaborators Pake and Purcell.

Science was rolling along impressively in the Gibbs Lab
oratory when once more a national crisis demanded Kistia
kowsky’s time. Sputnik aroused a government which had 
almost completely excluded scientists from its councils. The 
dormant President’s Science Advisory Committee was up
graded under Killian, with Kistiakowsky as a member and 
ultimately full-time Science Advisor to President Eisenhower. 
The history of this operation is not yet completely in the 
public domain but many developments in the relationship 
of science and government were born in that era, which 
was also notable for the confidence the President then had 
in his Science advisor.

Harvard finally got Kistiakowsky back, but not yet all 
of his attention. He has remained in too much demand 
on questions of large public policy, at first on various govern
ment committees, then as Vice President of the National 
Academy of Sciences, in which his influence has strengthened 
greatly that body’s capacity for dealing with the interaction 
of science and the public interest. This work continues 
very actively today. For example, he has been closely 
identified with the formation of the Academy’s Committee 
on Science and Public Policy, under whose aegis a number 
of landmark reports have been issued, and he has also been 
active in the initiation and operation of the new Report 
Review Committee, which provides a review mechanism 
for the growing number and increasingly important body of 
Academy and Research Council reports. Both these in
novations have increased the impact and the responsibility 
of the Academy with respect to the relation of science to 
national affairs. Thus, the report, “Growth of World Popu
lation,” is an illustration of an important document sponsored 
by the Committee on Science and Public Policy which is 
believed to have been influential in guiding government 
policy toward the provision of assistance in population control 
to foreign countries.

In science, despite these time-consuming outside duties, 
he has continued to do work that makes its mark. Thus 
the several studies on the intersystem crossing of excited 
benzene at very low pressures produced controversies, much 
further work by others in both theory and experiment,
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A Comparison of RRK and RRKM Theories for Thermal Unimolecular Processes1
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It is shown that in prescribed temperature regions the Kassel integral of RRK theory gives values of k/k„ 
in good agreement with values computed from RRKM theory for a number of widely different thermal uni
molecular processes. The parameter s is uniquely defined as CVib(T)/R.

Introduction
The application of transition state theory to gas 

phase chemical kinetics, combined with rapidly in
creasing experiences with various types of chemical reac
tions, has progressed to the point where the activation 
parameters, and thus the rates, for many elementary 
chemical reactions can be estimated fairly accurately. 
This state of affairs is very useful to the chemist who 
may be trying to understand the mechanism of a chem
ical process consisting of many such elementary reac
tions.

Often some of these elementary processes are uni
molecular, or the reverse (i.e., radical combination), 
and as such can be pressure dependent. It is useful to 
be able to predict simply the degree of such dependence. 
This kind of prediction has often been made by using 
the Rice-Ramsperger-Kassel (R R K )2 3 4 theory incorpor
ating an estimated empirical parameter, s, the “ number 
of effective oscillators.”  Benson8 has suggested s =  
UVib/R.

Recent publications41’*5 * have claimed, based on the 
more accurate modification of RRK  theory by Marcus 
(RRKM ), that s was too complicated a function of the 
complexity of the species, the frequency pattern, and 
the temperature to be estimated in any simple way. 
It was suggested that only application of RRKM  theory 
is appropriate.

Lamenting both the fact that simple use of tables of 
the “ Kassel integral”  would not suffice to predict 
k/k„, and the necessity of using the costly (in both

time and money) procedure involved with use of 
RRK M  theory, it was decided to compare RRK M  and 
RRK  (s =  Cyib/R) for a number of different thermal 
unimolecular processes.

Table 1“

A
--------Param eter-----------

E s
M ode l

no.

H H H i
H H L 2
L H H 3
L H L 4
H L H 5
H L L 6
L L H 7
L L L 8

The definitions of H and L might be
Log A E s

H > 15.5 50 25
L < 13.5 20 15

(1) This work was supported in part by Contract NAS 7-472, with 
the National Aeronautics and Space Administration, Ames Research 
Center, Moffett Field, Calif.
(2) L. S. Kassel, “Kinetics of Homogeneous Gas Reactions,” Rein
hold, New York, N. Y„ 1932.
(3) S. W. Benson, “Thermochemical Kinetics," Wiley, New York, 
N. Y., 1968.
(4) (a) D. W. Placzek, B. S. Rabinovitch, G. Z. Whitten, and E.
Tschuikow-Roux, J. Chem. Phys., 43, 4071 (1965); (b) E. Tschni-
kow-Roux, J. Phys. Chem., 73, 3891 (1969).
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Experimental Section
Procedure, a. RRKM. The procedures of Rabin- 

ovitch and coworkers5 have been followed. The pro
gram, used with a CDC 6400 computer, was kindly 
supplied by Professor Rabinovitch. Moments of 
inertia products for reacting molecules and activated

1334

complexes were calculated with the use of a program 
kindly provided by Dr. L. H. Schärpen of Hewlett- 
Packard Corp. Frequency assignments for reacting 
molecules were taken from the literature where avail
able. Otherwise, frequencies were assigned by anal
ogy. Hindered rotors were treated as torsions. The

D. M. Golden, R. K. Solly, and S. W. Benson

Table II: Calculated Falloff Data (k/kJ,T)) for Models 1-8

1. HHH 
Ji-CiI I io — 2C2ÏÏ5 

log ka, = 18.2 -  81.7/0“

P b .-------------- k /kn iSOO)-------------- .
M c K ( s  =  7 ) d M

—fc/fc»(600)-----------•
K ( s  =  16) M

- fc /M 9 0 0 )—-------•
X (s  =  23) M

fc/fcco(1200)------
K ( s  =  2

103 1.0 0.55 1.0 ( - 1 )  0.97 9.9 ( - 1 )  9.4 8 . 7 ( - 1 )  8.1
101 1.0 0.078 9.9 ( - 1 )  7.0 7.9 ( - 1 )  5.5 3.5 ( - 1 )  2.9
10-1 1.0 0.0033 8.1 ( - 1 )  2.3 2.6 ( - 1 )  1.3 4 0 ( - 2 )  3.9
10-3 9.3 ( - 1 ) 8 0.0067 2.8 ( - 1 )  0.30 2.6 ( - 2 )  1.4 1.8 ( - 3 )  2.3
kco 3.4 X IO- 42 2 .,4 X 1 0 '12 2 . T0XT—l 1.9 X 103

p

IO3
101
10-1
IO“3
k„

2. HHL 
C2H6 -*  2CH3 

log = 18.3 — 90.6/0
------------- fc /M 3 0 0 )--------------------- . ----------- fc/fcoo(600)----------
M  K ( s  =  2) M  K U  =  7)

.---------- Ü /M 9 0 0 )---------- . .---------fc/fcoo(1200)----- --
M  K ( s  =  10) M  K ( s  =  13)

1.0
0.84
0.20

8.5 X IO"3
6.78 X

8.7 X 10-«
8.7 X 10“s
8.7 X 10~u
8.7 X 10->2 

10

9.1 ( - 1 )  1.1
3.3 ( - 1 )  0.051
2.1 ( -2 )  0.011
4.3 ( - 4 )  0.016 

2.36 X 10-'6

6.0 ( - 1 )  1.9
9.0 ( - 2 )  1.5
3.0 ( - 3 )  5.2 
4.7 ( - 5 )  1.1

2.19 X IO-“

2.9 ( - 1 )  1.4
2.2 ( - 2 )  t.O
5.2 ( - 4 )  3.4 
7.0 ( - 6 )  7.3

6.95 X 101

3. LHH
PhCO —► Ph • +  CO 

log = 14.6 -  28.6/0
P — k/kmm0)------------s ■fc/M 600) -k/kool900)......... . -fcAoo(1200)---------- ■

0 M K(s =  10) M K(s =  19) M K(s =  24) M K{s = 27)

IO3 1.0 0.96 9.7 ( - 1 ) 9.4 6.9 ( - 1) 9.4 2 9 ( - D  2.9
101 9.9 ( - 1 ) 5.4 5.4 ( - 1 ) 4.4 9.5 ( - 2 )  9.7 1.2 ( - 2) 1.3
IO“ 1 6.9 ( - 1 ) 0.89 6.5 ( - 2 ) 5.8 3.0 ( - 3 )  3.7 1.9 ( - 4 )  2.1
IO” 3 9.6 ( - 2 ) 0.39 2.0 ( - 3 ) 2.9 4.5 ( - 5 )  7.1 2.1 ( - 6 )  2.4
kco 5.6 X IO '7 1.4 X 10« 4. OXCO 2. CO X 0

4. LHL
c h 3n h n h 2 —  n h 3 +  c h 2= =NH

log koo =  13.2 -  53.9/0

M K(.S = 4) M X(s =  9) M K(s =  13) M K(s =  15)

IO3 1.0 0.87 1.0 0.99 1.0 0.99 9.8 ( - D  9.7
101 1.0 0.18 9.9 ( - 1 ) 8.0 9.0 ( - i )  7.6 6.4 ( - 1 )  5.5
i o - ‘ 9.8 ( - 1 ) 0.056 7.3 ( - 1 ) 2.2 3.2 ( - i )  2.0 9.9 ( - 2 )  8.2
10- 3 4.2 ( - 2 ) 0.0076 1.1 ( - 1 ) 0.16 2.0 ( - 2 )  1.6 3.4 ( - 3 )  4.1
kco 8.7 X IO“ 27 3 .5 X 10-7 1.2 2 .3 X 10s

5. HLH
tert-BuO (CII3)2CO +  CH3

log ka = 15.5 -  16.9/0
P

M
-fc/fcœ(300)--------

K ( s  =  1
IO3 8.0 ( - i )  4.6
101 1.5 ( - i )  0.49
10-» 3.3 ( - 3 )  1.8
10-3 3.4 ( - 5 )  3.5
k m 2 OtHX<N

■k/ka(600y
M K ( s  = 18) M

1.5 ( - 1 ) 1.5 1.5
4.4 ( - 3 ) 6.2 2.0
5.5 ( - 5 ) 12 2.1
5.6 ( - 7 ) 17 2.1

2.1 X 10» 2.

■ fc /M 900)----------  ,---------- fc/fcco(1200)
X(s = 23) M K ( s  = 2

( - 2 )  1.6 2.2 ( - 3 )  2.1
( - 4 )  2.3 2.3 ( - 5 )  2.1
( - 6 )  2.5 2.4 ( - 7 )  2.2
( - 8 )  2.6 2.4 ( - 9 )  2.2
Ì X 1011 2.,5 X 1012
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Table II (Continued)

6. HLL
CHaCO -*  CH3 +  CO 

log = 14.5 -  21.5/9

p .-----------k/k„ ( 300)----------- . -fc/*o»(0OO>--------- . ~k/km (900)----- -—• .--------1200)---------------- ,
M  K  (s =  2) M K(s = 6) M K ( s  = 8) M  K ( s  = 9)

10s 4.6 ( - 1 )  0.031 1.5 ( - D  1.1 5.1 ( - 2 )  6.1 1.9 ( - 2 )  2.5
101 1.2 ( - 2 )  0.0031 2.5 ( - 3 )  3.2 6.8 ( - 4 )  16 2.3 ( - 4 )  4.7
10-1 1.3 ( - 4 )  0.0031 2.5 ( - 5 )  5.0 6.8 ( - 6 )  24 2.3 ( - 6 )  6.1
10-3 1.3 ( - 6 )  0.0031 2.5 ( - 7 )  5.9 6.8 ( - 8 )  29 2.3 ( - 8 )  6.9
k <x> 8.3 X 10-2 4.2 X 10' 1.7 X 109 3.5 X 10“

7. LLH
n-hexyl —► sec-hexyl

log =  10.0 -  13.5/9

M  K ( s  = 12) M K ( s  =  25) M &/fcoo(33) M  K ( s  = 39)

10s 1.0 1.0 1.0 1.0 1.0 1.0 9.9 ( - 1 )  9.9
101 1.0 1.0 9.8 ( - D  9.7 8.3 ( - 1 )  8.2 5.4 ( - 1 )  5.4
10- 1 9.7 ( - 1 )  8.4 4.9 ( - D  4.7 9.1 ( - 2 )  9.2 1.7 ( - 2 )  1.7
10 -» 4.1 ( - 1 )  2.5 2.6 ( - 2 )  3.1 1.3 ( - 3 )  1.4 1.9 ( - 4 )  1.8
kco 1.3 1. 3 X 106 5.8 X 10« 3.8 X 107

8. LLL
cyclobutane -*■ butadiene
log kw = 12.8 -  32.1/9

M  A (s  = 4) M K ( s  = 11) M KU = 15) M  K ( s  = 18)

103 1.0 0.72 1.0 0.98 9.8 ( - 1 )  9.5 9.0 ( - 1 )  8.5
101 9.9 ( - 1 )  0.83 8.6 ( - 1 )  6.3 5.3 ( - D  4.2 2.4 ( - 1 )  2.0
10-1 61 ( - 2 )  0.19 2.0 ( - D  1.1 4.2 ( - 2 )  4.1 8.6 ( - 3 )  9.2
10-3 180 ( - 4 )  0.23 3.9 ( - 3 )  5.8 6.2 ( - 4 )  14 1.1 ( - 4 )  1.8
k„ 1.5 X 10-u 1.2 X 101 9.7 X 104 8.4 X 10«

“ At (T) =  900°K, units sec-1, 9 = 2.3 R T  kcal/mol. 1 Torr. c k / k a ( T )  as computed from RRKM theory. d k / k „ { T )  as com
puted from RRK theory (s =  CVib(T)/R). ’  ( — 1) signifies multiplication by 10-1 for entries in both columns M  and K.

frequencies of the activated complex were assigned by 
appropriate adjustments in those of the reacting species 
as described in the Appendix.

The total entropy of the reacting species was com
puted, and frequencies were assigned with an eye to
ward agreement with known values. The entropy of 
the activated complex was adjusted to yield known or 
expected A factors [log A =  log (ekTm/h) +  (AST+/
2.3 R) ]. Tm =  mean temperature in experiment.

b. RRK. A program for evaluating the Kassel 
integral for given values of B =  E/RT (E =  Arrhenius 
activation energy),6a D =  log (A/us) (os =  collision 
frequency), and s was obtained from Dr. G. Emanuel 
of the Aerospace Corp.6b This program was modified 
to accept exactly the same input data as the RRKM  
program (i.e., frequencies, moments of inertia, collision 
diameters, etc.), from which it computed values 
of B and D, as defined above, and s =  CVib/A. 
Thus, regardless of the reality of the models, thay are 
identical.

c. Test Species. In order to cover the widest possi
ble range of model systems, we envisaged the eight 
possibilities for high (H) and low (L) values of kinetic

parameters, shown in Table I. As will be seen, not all 
the models chosen are perfect examples of models 1-8, 
but, although it was not necessary, a preference for 
working with real reactions was expressed.

Results
Table II shows the results for eight prototype reac

tions at 300, 600, 900, and 1200°K, and at pressures of 
10a, 101, 10-1, and 10-3 Torr. (The values of n>, the 
collision frequency, vary slightly from model to model 
as a result of slight changes in mass and collision diam
eter.)

Discussion
The results in Table II show that the computed val

ues for k/k„ are very similar whether R R K  or RRKM

(5) B. S. Rabinovitch and D. W. Setser, Advan. Photochem., 3, 1
(1964).
(6) (a) The usual definition of B is Ea/RT where Eo is the activation 
energy of 0°K. We prefer to use the above definition since the 
value of the Kassel integral at infinite pressure is = Ae~B. If 
B is Ea/RT, then A cannot be the usual Arrhenius A factor defined 
as A >s k aje E IR T , but must be redefined as Aa = k<& e E <i/ R T . This use 
of A and Ea„ instead of Aa and Bo, makes insignificant differences in 
the values of k / k (b) G. Emanuel, Air Force Report No. SAMSO- 
TR-69-36, Aerospace Report No. TR-0200(4240-20)-5.
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Table III:“ Calculated Falloff Data \k/k„(T)} for Example from Ref 3

1. CHi CHS +  H (Model 2 of ref 3) 
M 2500) = 15.5 -  107.2/9

P ,  Torr — fc/MlOOO)----------- .---------- fc/fcm (1500)-------- -----------k / k c„(2500)-------— .---------- k / k œ( i 000)---------- .
M K ( s  =  5) M K ( s  =  8) M K (s  =  8) M  K ( s  =  9)

108 i 1 1 0.99 1 . 1 9.9 ( - 1 )  9.8
10« i 0.96 9.8 ( - 1 ) 9.2 8.6 ( - 1 )  8.3 5.6 ( - 1 )  5.3
10« 8.8 ( - D  4.2 6.3 ( - 1 ) 3.2 2.2 ( - 1 )  2.0 4.7 ( - 2 )  4.9
102 2.2 ( - 1 )  0.29 7.4 ( - 2 ) 2.0 1.0 T b 1.1 ( - 3 )  1.3

1 4.6 ( - 3 )  0.60 1.2 ( - 3 ) 0.41 1.3 ( - 4 )  2.3 1.2 ( — 5) 2.1
k m 1.7 X 10-* 8.7 X 10-1 1. 4 X 10« 4.8 X 109

2. CF3H - *  c f 2 +  HF (Model 2 of ref 3)
log fc„(1400) =  14.66 - ■ 71.99/9

P ,  Torr .------ - jfc /M 6 0 0 )-------- . -------- k/k , „(1000 )-------- •-------k / k a,(1400)——. «-------fc/fcco(1800)------ . ------- fc/fcoa(2200)—-—.
M K ( s  =  5) M K ( s  =  7) M K ( s  =  8) M  K ( s  =  8) M  K ( s  =  8)

108 1 1 i 1 1 1 1 1 1 1
10s 1 1 i 1 9.9 ( - 1) 9.8 9.5 ( - 1 )  9.4 8.9 ( - 1 )  8.6
10« 9.9 ( - -1) 8.0 8.7 ( - -1) 7.6 6.3 ( - 1) 5.9 4.1 ( - 1 )  3.5 2.5 ( - 1 )  2.0
102 6.7 ( - -1) 1.5 2.6 ( - -1) 1.5 8.9 ( - 2) 7.7 3.2 ( - 2 )  2.5 1.3 ( - 2 )  0.96
1 6.9 ( - -2) 0.52 1.2 (- -2) 0.72 2.6 ( - 3) 2.9 7.0 ( - 4 )  6.6 2.3 ( - 4 )  2.0

kco 4.1 X 10“ 12 8.9 X IQ-2 2.6 X 103 8.4 X 10« 3.4 X 107

“ Nomenclature identical with Table II.

theory is used, as long as the rate constant itself is in a 
measurable range. Thus, for values of k >  10~4 sec-1 
(k =  [(k/k„) X &«,]), the values of k/k„ computed 
by the two methods usually agree to within a factor of 
2 or 3. This is more than enough accuracy to justify 
use of RRK, particularly for predictive purposes. Con
versely, if one is using measurements of k in the falloff

region to obtain high-pressure Arrhenius parameters, an 
error of a factor of 2 or 3 will lead to an error of ca. 
1 kcal/mol in the activation energy for a process whose 
A factor is known.

The only exception in Table II is the value for acetyl 
at 300°K, where the value of s =  2 is probably the 
problem. This could lead to a generalization about

Table IV : Molecular Parameters Used

,----------------1. n■-Ciriio----------------% . ----- -------2. C,Ht----------------- ,----------------3. PhCO-----------------
M olecule Complex Molecule Complex Molecule Complex

Frequencies, cm“ 1, and 2950 (6) 2950 (6) 2974(2) 2960(6) 3060 (5) 3060 (5)
regeneracies 2870(4) 2870 (4) 2950(2) 1436 (6) 1700(1) 1950 (1)

1460 (6) 1460 (6) 2915(2) 95 (2) 1600 (3) 1600 (3)
1370 (3) 1370 (3) 1469(2) 66 (2) 1483(1) 1483 (1)
1280 (3) 1280 (3) 1460 (2) 1260(3) 1290 (2)
1170 (2) 1180 (1) 1388 (1) 1160 (2) 1160 (2)
1030(2) 1030(2) 1370 (1) 1035 (3) 1035 (3)
960 (2) 952(1) 1190 (2) 940(3) 940 (3)
820 (2) 803(1) 995 (1) 785 (3) 785 (3)
730 (1) 730(1) 822 (2) 655 (2) 655 (1)
431 (1) 109 (2) 260(1) 440 (3) 440 (3)
271 (1) 32 (2) 350 (2) 310 (1)
210 (2) 154(1) 175 (2)
102 (1) 80 (1) 80 (1)

IaI bI c (g cm2)3 X 1012» 2.01 X 10« 1.56 X 107 1.85 X 10« 3.28 X 10« 5.83 X 107 1.17 X 108
irliiig cm2) X 10«“ 9.16 X 102 2.92 3.00 X 101
TCO it 27 3 3
Sigma' 2 2 6 6 1 1
Collision diameter, A 6.0 5.0 6.0

“ Product of reduced moments of inertia for internal rotors (internal symmetry = “ foldness” of the rotor). b Product of internal 
isomers.
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values of s <  5 or 6, but the problem really does not 
arise that much in molecules of chemical interest at the 
usual pyrolysis temperatures. In several of the model 
cases presented here, the reverse reaction is susceptible 
to study under conditions where the unimolecular pro
cess is not. Data on these systems (i.e., CH3 +  CH3; 
C2H5 +  C2H6) show that the RRK M  formulation pre
dicts more closely the correct pressure dependence.7 
This in no way detracts from the simple notion pre
sented here, to wit: RRK  theory may be used to 
estimate pressure dependence of thermal unimolecular 
processes in the “ measurable”  range.

In ref 3 and 4 the authors have defined values of s 
in terms of the vibrational energy content, and they 
have shown that these values are generally lower than 
St, the value of s from a best fit of the Kassel integral. 
However, s may also be defined as GVib/R, and this 
value of s is close to Sk, so much so that it serves to 
make s a known input parameter. The fact that Cvm/ 
R, at the temperature T, is not the same as Evib/RT is 
not surprising for nonclassical oscillators.

It is not the intention here to prove by analytical 
means that Cvib/R is a better definition of s than 
Evib/RT. Clearly these are the same in the classical 
limit. Given that Cvib/R turns out to work better 
as a definition for the Kassel integral, one is tempted to 
offer as an explanation the fact that, whereas the energy 
is a measure of the average number of “ effective oscilla
tors”  from 0 to T°K, the heat capacity at T measures 
the number of oscillators at this temperature.

The examples of ref 3 have been recomputed here as

well. The RRK M  calculations agree fairly well with 
those tabulated therein; the small differences probably 
being due to the fact that the collision diameters used 
in this work are probably slightly different than those 
in ref 3.

Table III illustrates the fact that even in the cases 
originally used to substantiate the claim of complexity 
of s, the RRK method is adequate for predicting k/km 
as long as k >  10~4.

It is, therefore, concluded that use of RRK  theory 
through the readily available tabulated values of the 
Kassel integral615 is justified for thermally activated 
systems in most practical cases. The value of s =  
Cvib/R can be obtained from tabulated or estimated2 
heat capacities by subtracting the contribution of 
translation and rotation, viz.

Cp -  R =  Cv

Cvib =  C v ~  [(6//)R jtrans ~  [(V ^ lrot

_C vib  = Cp ~  4fl =  Cp ~  8 
S R ~ R ~ 2

It is certainly no harder to estimate A factors than to 
estimate the geometry and frequency assignment for 
the activated complex which is required by RRKM  
theory.

Appendix
Standard Parameters and Frequencies. The actual 

molecular structure parameters and frequencies used as 
input for the computations are shown in Table IV.

CHjNHNHr ieri-BuO----------* -----------6. CHaCO- ■7. n-hexyl- ,-------- 8. cyclobutene-
Molecule Complex M olecule Complex Molecule Complex Molecule Complex M olecule Complex

2980(6) 2980(6) 2900 (3) 2900 (3) 2940(7) 2920(12) 3080 (2) 3300 (6)
3300(2) 3293 (3) 2900 (3) 2900 (3) 1714(1) 1900(1) 2870(6) 2200 (1) 2950(4) 1320(12)
3000 (2) 2890(2) 1465(6) 1465(6) 1400 (3) 1400 (3) 1460(7) 1462 (7) 1566 (1) 660 (5)
2800 (2) 2250(2) 1350(4) 1350 (4) 1109 (1) 450 (2) 1360 (4) 1376 (2) 1430(2)
1500 (4) 1600(1) 1220 (2) 1220(2) 900 (2) 256(1) 1303 (3) 1270(8) 1250 (4)
1250 (3) 1350 (2) 1106(2) 1106(1) 512(1) 1250 (3) 1040 (3) 1090 (3)
1050 (3) 1140 (5) 1013 (3) 1013(2) 150(1) 1160 (2) 940(5) 986 (1)
850 (2) 821 (2) 919 (1) 919(1) 1040 (4) 890(2) 840 (4)
447(1) 700 (2) 748(1) 530 (2) 890 (3) 800(3) 640 (2)
315(1) 300(1) 450(3) 450(1) 760 (3) 575(2) 325(1)'
257(1) 350(2) 350(2) 474(1) 420 (2)

250 (3) 225 (2) 336 (2) 300 (2)
200 (2) 212 (2) 212 (1)

132 (2)
94(1)
61 (1)

.97 X 106 7.06 X 156 5.60 X 106 1.20 X 107 7.99 X 104 3.25 X 106 2.95 X 107 2.42 X 107 5.68 X 106 5.68 X 10s
5.15

3
3.34

3
0.5 0.5 3 1 1 1 1 1 2 2

4.0 5.0 5.0 6.0 4.0

rotation symmetry numbers. c Sigma = <r/n, where <r is the symmetry number for external rotation and n is the number of optical
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Some of these frequencies are averages from the careful 
vibrational assignment. Sources are: Model 1, n- 
C 4H 10 and complex (ref 8); Model 2, C2H6 and complex 
(ref 7); Model 3, PhCO and complex (ref 9); Model 4, 
CH 3N H N H 2 (ref 10) and the complex from this work 
using the four-center transition state of Benson (ref 2); 
Model 5, ferf-BuO this work, using ierf-BuOH as a 
model (ref 11) and complex (this work, reducing the 
four deformations destined to become external rota
tions of products to 50%, changing the C H 3 torsion to a 
free rotation and using the C-C stretch as the reaction 
coordinate.); Model 6, acetyl (this work, using acetal
dehyde as a model) (ref 12), and complex (this work, 
reducing the three deformations destined to become 
external rotations of products to 50%, changing the 
C H 3 torsion to a free rotation and using the C-C stretch 
as the reaction coordinate; Model 7, n-hexyl and com
plex were assigned in this work, the w-hexyl from simple

1338 L. L. Burton, S. Sherer, and E. R. VanA rtsdalen

modifications to the assignment for n-hexane (ref 13), 
and the complex using methyl-cyclopentane as a basis 
(ref 14) ; Model 8, cyclobutene and complex (ref 15).

(7) E. V. Waage and B. S. Ratinovitch, Int. J. Chem. Kinet., in press.
(8) G. Z. Whitten and B. S. Rabinovitch, J. Phys. Chem., 69, 4348
(1965) .
(9) R. K. Solly and S. W. Benson, J. Amer. Chem. Soc., in press.
(10) J. R. Durig, W. C. Harris, and D. W. Wertz, J. Chem. Phys., 
50, 1449 (1969).
(11) E. J. Beynon and J. J. McKetta, J. Phys. Chem., 67, 2761 
(1963).
(12) (a) J. C. Evans and H. J. Bernstein, Can. J. Chem., 34, 1083 
(1956); (b) K. S. Pitzer and W. Weltner, J. Amer. Chem. Soc., 71, 
2842 (1949).
(13) J. H. Schaehtsehneider and R. G. Snyder, Spectrochim. Acta, 
19, 117 (1963).
(14) D. W. Scott, W. T. Berg, and J. P. McCullough, J. Phys. 
Chem., 64, 906 (1960).
(15) C. S. Elliott and H. M. Frey, Trans. Faraday Soc., 62, 895
(1966) .

Proton Magnetic Resonance Spectra of Molten Alkali Metal Acetate 

Solutions of Polyhydric Alcohols and Phenols

by Louis L. Burton, S. Sherer, and E. R . V a n A rtsd a len *
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Molten sodium-cesium-rubidium acetate eutectic has been demonstrated to be a suitable fused salt solvent 
for study of solutions of polyhydric alcohols and phenols between 100 and 150°. Results of nmr investiga
tions are reported which demonstrate strong solute-solvent interaction in these solutions. A pronounced 
downfield shift of OH is interpreted as indicating hydrogen bonding and exchange. Aromatic diols and triols 
show stronger interaction than the polyhydric alcohols. Phloroglucinol in acetate melt between 130 and 
150° shows but a single, sharp peak somewhat downfield from the customary C-H peaks, indicating rapid 
exchange of all hydrogens.

Considerable research has been directed toward 
heterogeneous reactions in fused salts.1 While simple 
molten salts have advantageous properties, such as 
thermal stability, low vapor pressure, wide liquid 
ranges, and high conductivity, their use as solvents for 
homogeneous organic studies has been limited by their 
generally high melting points and frequently poor solu
bility characteristics. Several recent studies have 
investigated reactions of organic compounds in molten 
salt solvents, such as quaternary alkyl ammonium 
salts2,3 and alkali metal thiocyanates4 and acetates.5

Phenols, polyhydric alcohols, and some amino com
pounds were found to be soluble in molten alkali metal

acetates at 190 to 240°.6b Although molten alkali 
metal nitrates and thiocyanates have been reported to 
be neutral to phenolic indicators,4®'6 the phenols and

(1) W. Sundermeyer, Angew. Chem., Int. Ed. Engl., 4, 222 (1965).
(2) J. E. Gordon, J. Amer. Chem. Soc., 86, 4492 (1964).
(3) (a) J. E. Gordon, ibid., 87, 1499 (1965); (b) J. E. Gordon, ibid., 
87, 4347 (1965).
(4) (a) T. I. Crowell and P. Hillery, J. Org. Chem., 30, 1339 (1965) ; 
(b) P. Hillery, Ph.D. Thesis, University of Virginia, Charlottesville, 
Va., 1968; (e) K. Stewart, M.S. Thesis, University of Virginia, 
Charlottesville, Va., 1968.
(5) (a) L. L. Burton and T. I. Crowell, J. Amer. Chem. Soc., 90, 5940
(1968); (b) L. L. Burton, Ph.D. Thesis, University of Virginia,
Charlottesville, Va., 1968.
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several amino compounds dissociated in molten alkali 
metal acetates to give the color characteristic of their 
anions. Alcohols with «-hydrogens dehydrated to ole
fins. Pentaerythritol, 2-hydroxymethyl-2-methyl-l,3- 
propanediol, and 2,2,-dihydroxymethyl-l-butanol re
acted to give methanol, water, and unsaturated alde
hydes. Based in kinetic studies, a mechanism in
volving the alkoxide was proposed.5

A spectroscopic technique to study the solution di
rectly would have aided in investigating the solvated 
reagent, possible reaction intermediates, and the fused 
salt, itself. Although most spectroscopic methods re
quire special equipment or are even unsuitable for ap
plication to molten salt solutions,7 pmr spectra with the 
Varian A-60 have been reported of pentaerythritol in 
molten alkali metal thiocyanate at 130°4a and p-ni- 
trophenol in molten tetra-n-pentyl ammonium bromide 
at 107°.3b Therefore, it was decided to make a more 
detailed study of pmr spectra of a series of polyhy
droxy compounds in molten acetates with the expecta
tion that data so obtained would assist in interpreting 
reactions and structures of these solutions.

The low-melting sodium-cesium-rubidium acetate 
eutectic (30.5:55.5:14.0 mol % , m p95°)8was found to 
be suitable for pmr studies at 100 to 150° and unless 
otherwise specified is the acetate melt employed in 
studies described in this paper. Spectra were recorded 
of phenols and polyhydric alcohols in this fused salt and 
certain other solvents to investigate solvated species. 
Suitable high-temperature reference and lock signals 
were tested.

To avoid dehydration in the fused salts, alcohols 
without «-hydrogens were used exclusively; conse
quently there was no vicinal coupling for conformational 
analysis by the Karplus equation.

Experimental Section
Chemicals. Commercial phenols and polyhydric 

alcohols were obtained from Eastman Kodak Co. 
Purity was checked by melting point, cis- and trans-
2,2,4,4-tetramethyl-l,3-cyclobutanediol was obtained 
as a 1 +  1 mixture, and the isomers were separated as 
diformate esters or by acid cleavage of the trans iso
mer.9 Rubidium and cesium acetates (K & K, 99.9%) 
and sodium acetate (Baker Analyzed reagent) were 
oven-dried at 110-120° for 6 hr prior to preparation of 
the eutectic mixture, then stored in a desiccator until 
used. Pains were taken to prevent contamination by 
moisture in preparing solutions. Acetic acid-d4 and 
deuterium oxide from Mallinckrodt Nuclear Co., 
dimethyl sulfoxide-d6 from New England Nuclear Co., 
deuteriochloroform from Columbia Organic Chemicals, 
Inc., and spectral grade pyridine from Eastman 
Co. were used as solvents. Also acetic acid-di was 
used to prepare alkali metal acetate-d3 by exchange or 
reaction with sodium hydroxide.

Nuclear Magnetic Resonance Spectroscopy. Spectra

were run on a Varian HA-100 spectrometer with vari
able temperature probe. Temperature calibration was 
made by the chemical shift difference of the two peaks in 
neat ethylene glycol.10 Solutions were 15% by weight 
or, if solubility was less than 15%, a saturated solution 
was used.

Samples in fused salt were preheated before placing 
in the probe at 130 or 150° to ensure homogeneity and 
rapid thermal equilibration. The alkali metal acetate 
singlet was satisfactory both as a lock and reference for 
most solutes. When the solvent peak interfered with 
the solute spectrum, deuterated acetate salt and p- 
dichlorobenzene were used in a coaxial sample tube. 
Although this aromatic lock signal was advantageous 
for recording alkyl spectra, it gave a weaker signal than 
the alkali metal acetate or a coaxial sample tube with 
ethylene glycol. However, this technique does permit 
pmr studies to be made in aprotic molten salts at 100- 
150°.

Since little or no coupling was observed in the spectra 
of fused salt solutions, only a first-order analysis was 
required. For comparison with chemical shifts relative 
to TMS, an offset of 2.40 or 7.05 ppm was used with 
the alkali metal acetate and p-dichlorobenzene locks, 
respectively. (Relative to TMS in a coaxial sample 
tube the aqueous alkali metal acetate peak at 25° 
is 2.40 ppm downfield. Relative to the molten alkali 
metal acetate peak p-dichlorobenzene in a coaxial 
sample tube at 100-150° is 7.05 ppm downfield.)

Samples in other solvents were prepared in concen
trations similar to the fused salt solutions and run at 
27° with an internal capillary of TMS as lock and ref
erence, unless specified otherwise.

Results and Discussion
Chemical shifts of nmr spectra of several polyhydric 

alcohols in fused alkali metal acetate solution are shown 
in Table I. These shifts are comparable with values 
in other solvents, as may be seen from data for the same 
compounds in Table II which were obtained with a 
coaxial sample tube containing pure TMS as reference. 
Corrections have not been made for differences in 
volume magnetic susceptibility of the solvents,11 because 
data are not available for dimethyl sulfoxide or the 
fused salt.

(6) B. J. Brough, D. H. Kerridge, and M. Moseley, J. Chem. Soc. 
A, 1556 (1966).
(7) (a) J. K. Wilmshurst, J. Chem. Phys., 39, 2545 (1963); (b)
J. K. Wilmshurst, ibid., 39, 1779 (1963).
(8) G. C. Diogenov and G. S. Sergeva, Zh. Neorg. Khim., 9, 1499 
(1964); Chem. Abstr., 61, 5005b (1964).
(9) (a) H. R. Hasek, E. U. Elam, J. C. Martin, and R. G. Nations, 
J. Org. Chem., 26, 700 (1961); (b) R. H. Hasek, R. D. Clark, and 
J. H. Chaudet, ibid., 26, 3130 (1961).
(10) “Variable Temperature Accessory with V-6040 Controller,” 
Varian Publication Number 87-202-006, Palo Alto, Calif., pp 4-10.
(11) J. A. Pople, W. G. Schneider, and J. J. Bernstein, “High 
Resolution Nuclear Magnetic Resonance,” McGraw-Hill, New 
York, N. Y„ 1959, pp 80-82.
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Table I : Chemical Shift of Polyhydric Alcohols in Fused Alkali Metal Acetate at 130° Relative to 8 = 2.40 for Molten Acetate

---------- 5ch2 or----- --------------------- ,
Job SOH Jch3 SCH2 -  SCHi

Pentaerythritol 6.00 4.01
2-Amino-2-hydroxymethyl-l,3-propanediol 5.06 3.98
2-Hydroxymethyl-2-methyl-l,3-propanediol 5.85 3.99 1.41 2.58
2-Amino-2-methyl-1,3-propanediol 4.75 3.90 1.58 2.32
2,2-Dimethyl-l,3-propanediol 5.87 3.88 1.42 2.46
a>-2,2,4,4-Tetramethyl-l,3-cyclobutanediol 6.46 3.84 1.63, 1.53 2.21, 2.31

(13.5%)
inms-2,2,4,4-Tetramethyl-l,3-cyclobutanediol 5.91 4.03 1.59 2.44

(15.6%)

Table II : Chemical Shift of Polyhydric Alcohols at 27° Relative to 8 = 0.00 for Neat TMS in a Coaxial Sample Tube

SCHj — ScHj
----------- ö c h 2 or— or

Solute Solvent SOH SCH JCHa 5ch  — ScHa

Pentaerythritol d 2o 5.19 4.05
2-Amino-2-hydroxymethyl-l,3-propanediol d 2o 5.24 3.99
2-Hydroxymethyl-2-methyl-l,3-propanediol d 2o 5.24 3.96 1.34 2.62
2-Amino-2-methyl-l, 3-propanediol d 2o 5.22 3.90 1.49 2.41
2,2-Dimethyl-l,3-propanediol d 2o 5.20 3.82 1.35 2.47

DMSO 4.65 3.52 1.13 2.39
C5H5N 5.61 3.51 0.98 2.53
CD3COOD 10.04 3.53 0.96 2.57

m-2,2,4,4-Tetramethyl-l,3-cyclobutanediol d 2o 5.18 3.87 1.56, 1.45 2.31, 2.42
DMSO 4.82 3.50 1.35, 1.21 2.15, 2.29
C5H5N 5.68 3.44 1.22, 1.02 2.22, 2.42
CD3COOD 10.26 3.50 1.20, 1.12 2.30, 2.38

frans-2,2,4,4-Tetramethyl-l,3-cyclobutanediol d 2o 5.16 4.00 1.47 2.53
DMSO 4.86 3.69 1.30 2.39
CsHsN 5.65 3.65 1.12 2.53
CD3COOD 10.30 3.66 1.13 2.53

In a strict sense, comparison of spectra in different 
solvents can be made without corrections for volume 
magnetic susceptibility only if an internal reference has 
been used. Rather than add another solute, such as 
Tier’s salt (sodium 2,2-dimethyl-2-silapentane-5-sul- 
fonate) to each solution, the methyl peak in each poly
hydric alcohol is taken as reference for that solute and 
( S c h j  —  <5c h 3)  or (Sen — ¿>c h , )  is listed in Tables I and II. 
This comparison shows that the methylene and methine 
protons in each polyhydric alcohol exhibit comparable 
shifts in acetate melts and in aqueous solution as well 
as conventional organic solvents. Indeed, the methy
lene and methine proton shifts in D 20  and the acetate 
melt are almost identical in all cases studied. Thus, 
the hydrocarbon structure of the solvated species in the 
fused salt solution must not be distorted greatly by the 
strong electrostatic forces expected in the ionic melt.

The two methyl peaks observed for cfs-2,2,4,4-tetra- 
methyl-l,3-cyclobutanediol (but the single peak for its 
trans isomer) are in agreement with previous work9a 
although the authors did not specify the solvent.

A solution of acetic acid in the acetate melt showed 
a broad peak at about 5 = 8.2, well downfield from the

OH absorption by these polyhydric alcohols. How
ever, their OH peaks, with exception of the two amino 
derivatives are shifted significantly downfield in acetate 
melt compared with the corresponding compounds in 
the common solvents, heavy water and dimethyl sulf
oxide. Presumably this results from hydrogen bonding 
or rapid exchange with the solvent

CH3COO- +  ROH =  CH.COOH +  RO~

This is in agreement with earlier studies of weak acid 
indicators, such as 2,4-dinitroaniline, and the proposed 
mechanism for the trimethylolethane reaction at 
200°.6

Upheld shifts for hydrogen-bonded protons are caused 
by increased temperature;12 in fact, this shift in neat 
ethylene glycol is used routinely for temperature cali
bration of the Varian variable temperature controller.10 
We determined this shift for ethylene glycol in molten 
alkali metal acetate. This change is less pronounced in 
fused salt solution, although the peaks are more widely 
separated with the OH absorption farther downfield

(12) Reference 11, pp 98-100.
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in the fused salt, indicating solute-solvent interaction. 
The sample was a glass below 90° and some discolora
tion was observed at 150°; however, in the range 100- 
150° the change in chemical shift in Hertz between the 
methylene and hydroxyl peaks, A, was linear and is 
represented by

A = 234 +  0.76(150 -  T)

where the temperature, T, is in degrees Celsius and the 
average deviation of individual experimental points 
was less than 1 Hz. This is to be compared with

A =  37 +  0.99(150 -  T)

for neat ethylene glycol.10 Upheld shifts with increas
ing temperature also were observed for the other poly- 
hydric alcohols in fused alkali metal acetate. Com
parison of data for 2,2-dimethyl-1,3-propanediol in 
Tables I and III shows an upheld shift of the OH peak 
of about 0.5 Hz per degree between 130 and 150°.

Table III: Variation of Chemical Shift with Concentration 
of 2,2-Dimethyl-l,3-propanediol in Deuteriochloroform 
at 27° and Molten Alkali Metal Acetate at 130°

Solvent
wt %
solute äOH äCH2 äCHs

äOH -  
«CHs

Na, Rb, Cs/C2H30 2 1 7 .2 5 .8 9 3 .8 7 1 .4 1 4 .4 7
12.2 6 .0 5 3 .8 6 1 .4 1 4 .6 4
8.2 6 .1 5 3 .8 6 1 .4 0 4 .7 5

DCCh 21.0 4 .3 1 3 .4 1 0 .8 7 3 .4 4
1 4 .6 4 .1 5 3 .4 1 0 .8 7 3 .2 8
1 0 .5 3 .9 6 3 .4 2 0 .8 7 3 .0 9

The effect of concentration on the chemical shift has 
been used to study hydrogen-bonded protons.13 In 
an inert solvent decreased solute-solute intermolecular 
hydrogen bonding causes an upheld shift on dilution; 
for a donor solvent with solute-solvent hydrogen
bonding, a downheld shift occurs. Table III contains 
chemical shift data obtained for 2,2-dimethyl-l,3- 
propanediol at several concentrations in deuteriochloro
form at 27° and in fused alkali metal acetate at 130°, 
confirming that the polyhydric alcohol is hydrogen 
bonded with the alkali metal acetate solvent.

The external p-dichlorobenzene reference made 
possible pmr studies in aprotic molten salts with the 
HA-100. For comparison, the spectra of pentaeryth- 
ritol (15% by weight) in alkali metal acetate, nitrate, 
and thiocyanate at 130° are summarized in Table IV. 
The lithium-potassium nitrate (56:46 mol % , mp 
125°) and sodium-potassium thiocyanate (70:30 mol 
% , mp 123.5°) eutectics14 were used.18 Since magnetic 
susceptibility data are not available, corrections have 
not been made; however, the downheld shift of the 
methylene protons is probably caused by increased 
diamagnetic susceptibility and the upheld shift of the

Table IV : Chemical Shift of Pentaerythritol in 
Molten Alkali Metal Salt Eutectics at 130°

Solvent JOH Jc h 2

Na, Cs, R b/C 2H30 2 6.00 4.01
Na, K/SCN 4.62 4.81
Li, K/NO, 4.47 4.21

hydroxyl protons by decreased solute-solvent hydrogen 
bonding. The variation in observed chemical shift for 
pentaerythritol in these three low-melting salt solutions 
is greater than that observed for 2,2-dimethyl-l,3- 
propanediol in the common nmr solvents— chloroform, 
dimethyl sulfoxide, and water (Table I I ) .

Pmr spectra were obtained for solutions of hve ben- 
zenediols and -triols in molten acetate melts and chemi
cal shift data are presented in Table V. In all cases

Table V : Chemical Shift of Phenols in Fused Alkali Metal 
Acetate at 150° Relative to 5 = 2.40 for Molten Acetate

äOH s c h

Hydroquinone (1,4-benzenediol) 10.58 7.26
Resorcinol (1,3-benzenediol) 10.99 7.50®

6.99
6.87‘

Pyrocatecol (1,2-benzenediol) 11.30 7.38
7.14

Pyrogallol (1,2,3-benzenetriol) 
Phloroglucinol (1,3,5-benzene-

10.20 6.96

triol) One peak at 7.56

“ Triplet, coupling 8  Hz ( /4,5 = Js.s); assigned to Cs. 6 Dou-
blet, coupling 8 Hz; assigned to C4 and C6.

integrated areas under the peaks corresponded to the 
correct number of protons. Only in the case of resor
cinol was spin-spin coupling observed. Our assign
ments for ring protons of resorcinol in the fused eutectic 
appear to be in reasonable agreement with data in other 
solvents.16'17 It is interesting that with pyrocatecol 
we observed two peaks, apparently corresponding to 
the two protons each at positions 3, 6 and 4, 5, respec
tively, although they are more or less completely unre
solved in spectra reported elsewhere.16’18 Ring pro-

(13) Reference 11, Chapter 15.
(14) R. A. Bailey and G. J. Janz in “Chemistry of Non-Aqueous 
Solvents,” J. J. Lagowski, Ed., Academic Press, New York, N. Y., 
1966, p 293.
(15) Although we experienced no difficulty, great care should be 
exercised in using fused nitrates as solvents for organic compounds. 
Preliminary tests were always made with small quantities behind 
safety shields. In fact, in a small DTA test of pentaerythritol in 
the nitrate eutectic we detected no evidence of chemical reaction to 
well above 250°.
(16) J. C. Schug and J. C. Deck, J. Chem. Phys., 37, 2618 (1962).
(17) H. B. Evans, A. R. Tarpley, and J. H. Goldstein, J. Phys. 
Chem., 72, 2552 (1968).
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tons appear slightly farther downfield in the melt eutec
tic than in conventional solvents. Generally in other 
solvents the OH peak of phenols appears upheld from 
the ring proton peak or peaks. This is reversed in 
molten acetate solution and the far downfield shift of 
the hydroxyl proton bespeaks very strong hydrogen 
bonding and exchange between solute and solvent in 
these systems, confirming previous experiments with 
phenolic indicators such as alizarin.43'6 Although the 
reference signal was not specified, a similar downfield 
shift of 2 ppm has been reported for p-nitrophenol in 
molten quaternary ammonium bromide.3b If the 
solutions were not degassed, there was a tendency for 
some reaction to occur very slowly with resorcinol and 
more rapidly with pyrogallol which we attribute to 
oxygen. Under these conditions the OH peaks de
graded and tended to move upheld. The OH peaks 
were quite dependent on concentration, but ring proton 
peaks were almost independent of concentration.

The single peak exhibited by phloroglucinol is inter
preted as resulting from rapid equilibration of the type

1342

perhaps involving the anion and the relatively stable 
dianion.19 However, the pmr spectrum did not corre
spond to that of the dianion salt at room temperature.

The fused salt solution was bright red-orange, suggest
ing the presence of a highly conjugated or resonance- 
stabilized species.

The absence of observable spin-spin coupling in 
the cases of pyrocatecol and pyrogallol is intriguing. 
One previous report of pyrocatecol18 not only shows no 
coupling, but, as noted previously, merely a single 
sharp ring proton peak. We can only suggest that 
somewhat poorer resolution with these two compounds 
at 150° prevented our distinguishing coupling which, as 
shown by Schug and Deck,16 is not too obvious.

This study confirms the basic properties of molten 
alkali metal acetates toward weak organic acids previ
ously reported.53 In the polyhydric alcohol and phenol 
solutions studied the solvated species are hydrogen 
bonded with the solvent; however, no pronounced effect 
was detected of electrostatic forces from the fused salt 
solvent, assumed to be an ionic melt.

Work is in progress to obtain magnetic susceptibility 
(and density) data for correcting chemical shifts of 
molten salt solutions, and to explore pmr spectra in 
further detail for these and similar systems.
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(19) R. J. Highet and T. J. Batterham, J. Org. Chem., 29, 475 
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The vibration of larger molecules is characterized by the presence of hidden degeneracy. This degeneracy 
is associated with the presence of symmetry not contained in the point group M of the molecule and results 
from the existence of localization in the modes of vibration. The symmetry for a set of localized vibrations 
is described by a permutation group G and the selection rules, degeneracy of the frequencies, number of modes 
of a given type, transformation properties of the components of the dipole moment vector and polarizability 
tensor, etc., are obtained from it. An example of the application of the method is given.

Introduction
Investigations of the infrared and Raman spectra of 

polyatomic molecules for long have been characterized 
by the use of theoretical analysis of the molecular vibra
tions. The principles of vibrational analysis described 
in the popular works of Herzberg1 and Wilson, Decius, 
and Cross2 are in excellent accord with the experiment 
when applied to the spectra of moderate-sized mole
cules. In this scheme, the determination of the number 
and degeneracies of the vibrations and of the selection 
rules, the potential energy characterization and fre
quency computation, and the intensity treatments are 
all carried out with the aid of group theory using the 
group formed from the symmetry operations of the 
point group of the molecule. However, numerous dis
crepancies are found between the expectations of theory 
and the observations when this same scheme is applied 
to larger molecules. Experiment does not wait for 
theory; the methods of dealing with the spectra of such 
larger molecules are outlined in the works of Bellamy3 
and Rao.4 In this paper, the group theory and its 
base are extended to deal with the common types of 
observations for somewhat larger molecules.

Let us start by asking what characterizes a larger 
molecule from a smaller one. In a typical small mole
cule, the symmetry operations of the point group move 
atoms to equivalent atoms. As molecules become lar
ger, these same operations develop a new feature— 
they move the atoms from one functional group (CH3, 
CO, C6H6, N 0 2, etc.) to those of an equivalent group. 
Now, two kinds of transport phenomena are involved: 
the transportation of atom to atom within a functional 
group and the transportation of one functional group 
to another. These are different kinds of operations in 
the abstract sense. The applicability of both kinds of 
transport operations to a molecule is regarded here as a 
primary characteristic which may be possessed by a 
larger molecule.

It has been said, on occasion, that all atoms move in 
every vibration of a molecule. While this may be the 
case for small molecules, it certainly cannot be the

situation in larger ones. If it were true, group fre
quencies would not exist.6 Yet the existence of fre
quencies associated with the presence of functional 
groups in a molecule is the second dominant fact about 
the vibration of larger molecules.3'4

Theory
Hidden Degeneracy. The vibrational potential en

ergy for a molecule can be written in terms of the nor
mal coordinates as

V =  Z^iQi2 +  (1)
i  ka

where \t =  (2Trw() 2 is the square of the ith circular fre
quency and the first sum is over the nondegenerate 
coordinates. The second sum is over the degenerate 
coordinates — Qka being the ath normal coordinate cor
responding to the fcth frequency. The potential energy 
must be invariant to any symmetry operation R of the 
point group M  of the molecule. This requires that

R Q t  = ± Q i
(2)

R Q k a  =  ^ R a p Q k p(3
with the Rap being the elements of a unitary matrix. 
This is well known. But consider now the converse. 
Suppose one has a set of coordinates Q which reduce the 
vibrational potential energy to the form of eq 1 and 
transform like eq 2 under all the operations of some 
group M. It is further supposed that they reduce the 
kinetic energy to a sum of squares in the Q. One finds 
that the potential (and kinetic) energy is invariant to

(1) G. Herzberg, “Infrared and Raman Spectra,” Van Nostrand, 
Princeton, N. J., 1945.
(2) E. B. Wilson, Jr., J. Decius, and P. Cross, “Molecular Vibra
tions,” McGraw-Hill, New York, N. Y., 1955.
(3) L. J. Bellamy, “The Infrared Spectra of Complex Molecules,” 
Wiley, New York, N. Y., 1954.
(4) C. R. Rao, “Chemical Applications of Infrared Spectroscopy,” 
Academic Press, New York, N. Y., 1963.
(5) For an excellent discussion of the theoretical basis for group 
frequencies, see W. King and B. Crawford, Jr., J. Mol. Spectrosc., 5, 
421 (1960).
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the operations of M  not only when each X is unique, 
i.e., when \m ^  X„, but also, in fact, when Xm =  X„ for 
some of the X of eq 1. This means that there is no 
requirement that each frequency called for by the point 
group M  of the molecule be unique. It is an experi
mental fact, however, that Xm ^  \n for small molecules 
except in rare instances referred to as accidental degen
eracy.

To illustrate what occurs for larger molecules, let us 
suppose that the only symmetry element apparent in 
CH3CI were one plane of symmetry. Treating the 
molecule on the basis of the Cs group, instead of C3v, 
leads to normal coordinates which satisfy eq 1 and 2 
with nine \{. This would compare with the six Xj 
found experimentally and one would appear to have a 
case of “ accidental”  degeneracy. Of course, the 
missing degeneracy in the treatment under C„ is due to 
the symmetry present in CH3C1 but missing in the 
group Cs.

Finding fewer frequencies than predicted from the 
point group M  of the molecule is a common event with 
larger molecules. Its occurrence in this case, however, 
is no accident, but results from the fact that not all the 
symmetry present in the vibrations is displayed by M. 
A fundamental problem for larger molecules then is to 
locate the symmetry missing in M. And since the 
missing degeneracy for larger molecules is no accident, 
it seems preferable to use the term hidden degeneracy in 
place of accidental degeneracy.

Localization. The vibrational spectra of many larger 
molecules exhibit certain characteristic frequencies 
associated with the presence of functional groups.3'4 
These are characteristic since they occur at or near the 
same frequency irrespective of the molecule in which 
the group is present. This implies that the force con
stants associated with the bonds and angles of that 
structural unit make the dominant contribution to the 
potential energy of the vibration in question. It also 
implies that only the atoms of that structural unit 
undergo major displacements during the vibration, 
while the atoms in the remainder of the molecule move 
very little, if at all. Thus, vibrations of larger mole
cules tend to group themselves into specific types which 
are related to the deformation of the constituent struc
tural units of which the molecule is built.

It is seen that the existence of group frequencies im
plies the localization of motion in such vibrations. This 
localization involves an exclusion of some parts of the 
molecule from deformation in the vibration, but this is 
not the only kind of vibratory motion which involves 
exclusion. Suppose the motions in the vibrations of a 
functional group are confined to the atoms of that 
group. Then, since all vibrations of the molecule must 
be orthogonal, there must be other vibrations in which 
the functional group moves as a rigid unit. These are 
the “ framework”  vibrations. The point is that such 
framework vibrations also involve exclusions in an ab

stract sense since they do not involve the distortion of 
the functional group in question. Both kinds of exclu
sions enter the vibrational analysis in a similar way, 
and it is convenient to define localization to include 
both.

A vibration is said to be localized when the number of 
coordinates required for the description of its kinetic 
and potential energies is less than the number of coor
dinates required for the kinetic and potential energies 
describing all the vibrations of the molecule.

Let q be the set of coordinates which span the whole 
vibrational domain. In terms of them, the potential 
and kinetic energies are V(q) and T(q), respectively. 
Designate by the subset of the coordinates which 
participate in the zth group of localized vibrational 
modes. It follows from the definition that there are 
terms in V(q) and T($) which do not involve the qt. 
Such terms have no connection with and exert no in
fluence on the modes of vibration in the fth group, and 
consequently they can be ignored in treating it. Since 
only the truncated potential and kinetic energies

F ,„  -  (3)

Teff — T(q{)

are effective for this fth group of modes, localization is 
seen to be a basis for factoring the kinetic and potential 
energies of the molecule. The frequencies and normal 
coordinates for the modes of this group of localized 
vibrations may be obtained from the solution of the 
secular equation

|Veff -  T e{lE\ = 0 (4)

or from the computational equivalents designed for 
computer use. Here Veff and Teff are the matrices of 
the coefficients of the coordinates in V(qi) and T(qt). 
One, of course, would like to say something about the 
number of frequencies to be expected, the degeneracy 
of each frequency, selection rules, polarization of 
Raman lines, etc. These are not to be sought from 
the symmetry expressed by the point group M  of the 
molecule but, in fact, they are the consequences of the 
symmetry contained in the truncated potential and 
kinetic energies Ven and Te{{. But how is this latter 
symmetry to be expressed? One notes that a number 
of operations which -permute identical atoms involved 
in the fth group of localized vibrations leave its Vcii 
and Tea invariant. These operations form a group 
G, and it is this group G which provides the answers we 
seek for this group of modes. Since there is a separate 
Veff and Teff for each group of localized vibrations, 
there is a separate (and generally different) G for each 
such group.

Permutation Operations and Groups. In this sec
tion, we consider an example of a permutation opera
tion, how they arise for a molecule, and place G and M 
in perspective. The kinetic and potential energy ex
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pressions which contain the full quota of terms per
mitted by M, none of which are negligible, are very 
restrictive for a larger molecule. For a molecule with 
such energy expressions, all the vibrations would follow 
the full consequences of M; no group or framework 
modes would exist. As cross terms drop out of these 
expressions or become small enough to be treated as 
perturbations, V and T become more general. This 
increased generality leads to symmetry not present in 
the kinetic and potential energy expressions associated 
with M. For example, consider a methyl group in a 
molecule for which the point group M  is Ci. Suppose 
that the kinetic and potential energies were invariant 
under the operation am which carries only the atoms of 
the methyl group through a plane of symmetry localized 
in this group, all other atoms being unchanged. This 
represents symmetry in V and T that is not contained 
in M. It is symmetry which is pertinent to vibrations 
localized in the methyl group. The operation am 
is an element of the group G which leaves invariant 
Veff and Teti for the vibrations localized in this CH3 
moiety. It is worthwhile noting that while um is a per
mutation operation for the molecule it is not a covering 
operation of M.

In a larger molecule, a number of permutation opera
tions exist which exchange equivalent atoms. These 
operations form a group P. Now, P  has many sub
groups including M  and Ci. Not all operations of P  
will leave T and V invariant for a given molecule. 
Therefore, P  and some of its subgroups are not useful 
for treating the vibrations. The group G for a given 
group of localized modes of the molecule is that sub
group of P  which contains all the elements of P which 
leave the corresponding Ven and Te{i invariant.

Localized Modes from One Moiety. Vibrations tend 
to be localized in the functional groups of a larger mole
cule, e.g., OH, 0 = 0 ,  NH2, CH3, C6H5, etc., or in cou
pled functional groups of which the isopropyl and tert- 
butyl groups are examples. The former case is con
sidered in this section and the latter in the next one.6

To apply group theory to the vibrations of a given 
system, one classically asks the question, “ What group 
is to be associated with this system?”  For a small 
molecule, the answer to such a question is straightfor
ward—the point group corresponding to the molecular 
geometry. For a larger molecule, Veti and Teif not only 
depend upon the geometry of the moiety but also upon 
the nature of its immediate environment, and since 
these features may vary with the molecule of which the 
moiety is a part, there is no unique answer to the ques
tion put in that way. This does not mean that theory 
cannot be developed for larger molecules, but it does 
mean that its basic relation with experiment will differ 
from the classical one enjoyed by small molecules. 
The question which can be asked of theory for larger 
molecules is not that which is asked for smaller mole
cules. It is, “ What are the group theoretical conse

quences of a given Veil and Te(i for the moiety?’ ’ 
One may then compare the answers of theory for the 
several possible forms which Veti and Pcff may take for 
the moiety in the molecule with the experimental re
sults. The experiment is destined to serve as the arbi
ter between the several possibilities, and it is apparent 
that the experiment will naturally be concerned with 
the interaction of a moiety with its environment in the 
molecule.

Let us now inquire about the details of VKn and Teil. 
In a mode localized in a functional group of a real mole
cule, there will be some relatively small displacements 
of atoms outside the moiety. The energies of the 
molecule may be written as

V = E W  +  E  V'{qT,qr)
r r> r ' ^

T =  E W  +  E  r  <&,&.)
r r > r f

in a set of coordinates relevant to the distortion of the 
various moieties and to the displacements of the frame
work modes. Here V{qT) and T(qr) are the terms 
associated with the distortion of the rth moiety or 
framework and V' and T' are the interaction terms. 
The fcth coordinate which enters the subsets of eq 5 has 
the value

qk E s**-t* (b)
n

in the fth mode of vibration when the normal co
ordinate Qt =  1. Here xn is the displacement of the 
nth atom in this mode (when Qt =  1), the s kn are the 
vectors introduced by Wilson,2 and the sum is over all 
the atoms. The potential and kinetic energies gener
ated by this vibration localized in the with moiety 
(when Qi =  1) are

V = V(qm) +  Z 'V (qT) +  E  V'(qT,qrf
r r> r ' ^j^

T =  T(qm) +  Z 'T (qr) +  E  T'(qr,qT.)
r r>r'

where the primed sums are over all moieties and frame
works but the mth. Because of the localization, the 
leading term is dominant in each expression and the 
remaining terms are small or zero (many qk — 0). The 
effective kinetic and potential energies for this vibra
tion contains, in the subset qit just those coordinates 
which have not vanished in eq 7. They can be written 
as

V eff =  V{qm) +  V(qm,qr) = Vm +  Vr
(8)

Teff =  T(qm) +  T(qm,qr) = Tm +  Tr

where the dominant contribution to the energies in the 
vibration comes from the Vm and Tm terms in V and T 
and the remaining small contribution comes from that

(6) The word moiety is used in this paper to mean that part of the 
molecule in which one or more localized vibrations occur. It some
times includes several functional groups.
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part of the remainder of F and T which is contained in 
Vr and Tr. Of course, eq 8 apply just as well if there 
are several localized vibrations in the mth set. Then 
qm spans the dominant coordinates of all the several 
vibrations.

A given moiety is basically the same in each molecule 
of which it is a part. Therefore, Vm can be thought of 
as composed of two parts— an inherent part, F„, plus 
the terms Vs which represent the effect of the site. Of 
course, such a partition is arbitrary; we place in Vs, 
here, only that part of Vm which distorts the inherent 
symmetry of the moiety. The same partition is made 
for Tm.

The full consequences of symmetry in localized modes 
are to be obtained from Feff and Teis as given by eq 8. 
However, in practice, an excellent approximation can 
be obtained by truncating them to Vm and Tm and, in 
some cases, to Vn and Tn.

As an example, let us consider a single methyl group 
in a larger molecule. This moiety is inherently 
trigonal and the group G corresponding to Feff =  V„, 
Tea =  Tn is C\vm whose operations are the permuta
tions : Em, C (C3” ) 2, <rvim, a„3™. When the CH3
moiety is in a molecule where the site terms make a 
contribution to Veit and Tcu, the permutation group 
G will be Csm when there is one unique CH unit and 
Cim when each CH unit is unique.

Localized Modes from Coupled Functional Groups. 
Coupling between several functional groups produces 
vibrations in which the atoms of each functional group 
move in a significant manner.7 Equations 8 apply to 
this case also since the molecular moiety, m, by defini
tion, includes the groups which are coupled. Both 
the effective kinetic and potential energies can be 
written in the form

Feff =  X X  +  Vc (9)
g

where V0 is that portion of the potential energy which 
depends upon the relevant coordinates of the group g; 
the sum is over all coupled groups; and Vc is the 
potential energy coupling the groups. Vei{ can be 
written in this form exactly if the contributions from 
Vr are included in Vg and Vc. In practice, it is con
venient to drop from Vg and Vc those terms from Vr 
which have a small effect on the frequencies.

G is the group of permutation operations which leave 
Feff (and Tea) invariant, in the form given by eq 9. 
It is dependent upon Vc as well as upon the V Several 
special cases appear depending upon the nature of Vc. 
To develop these, one may introduce the coordinates 
qta which reduce V„ and T„ to the diagonal form. Then 
eq 9 becomes

Feff X  îgQig T  2 X  ^io.i'g' Q.igQi'g' (10)
g,i g>g' i,i'

The size of the terms in the second sum of this equation, 
and hence their contribution to a vibrational spectrum,

depends upon a number of factors. First in importance 
is the inherent tendency of the vibrations of a particular 
functional group to couple with those of another group. 
Of almost equal importance is the relative positions of 
the functional groups in the molecule and whether 
other atoms intervene, how many, their kind, etc. 
Several cases arise depending upon the size of the cou
pling terms in (10). A trivial case occurs when the 
coupling terms are vanishingly small. Then each 
functional group becomes a moiety in the sense that 
the word is used here (see footnote 6) and the considera
tions of the last section apply to each one. The other 
cases are dealt with separately below.

First Case. In the first case that we consider, the 
potential (and kinetic) energy takes the form

Feff =  X^i9fif2 +  2 X  X ^ f  iHitlig' (11)
g,i g>gr i

where it has been assumed further that all the functional 
groups of the moiety are equivalent. Equation 11 
may be obtained from (10) by dropping the terms in
volving X«/.8 Equation 11 obviously holds when all 
the \ti’ are vanishingly small. There is another impor
tant situation, in addition, where (11) applies. When 
the effects of the coupling terms may be treated by 
perturbation theory, eq 11 gives the vibrational fre
quencies through the first order.9 Then the X«/ terms 
make a second, or higher, order correction to the fre
quencies. Thus the results of this section are exact 
for the cases when \w = 0 and are correct through the 
first order when the \w terms may be treated by pertur
bation theory.

Let L be the group of local operations which leave 
the Va and Ts for a particular functional group invari
ant. Because the groups are identical, the operations 
of L also leave F„ and T„ for each group invariant when 
they are applied to it. We now show that the opera
tions of L, when applied to all the functional groups in 
turn, also leaves Vc and hence Feff invariant. Con
sider the term 'Kiiqigqig', where qtg transforms by a non
degenerate irreducible representation of L. Then q{„> 
transforms by the same irreducible representation and 
the product qigqig> is unchanged by the transformation. 
When the coordinate qag transforms by an irreducible 
representation of order greater than one

Lqag =  X X ^ « ,  (12)
p

where the LaP are the members of the irreducible 
representation, i.e., of the matrix which is the repre-

(7) When this is not true, the vibrations fall into the category of 
the previous section.
(8) Since the functional groups are equivalent, the identification of 
them by g and g‘ in the subscript of X is no longer relevant and hence 
is dropped.
(9) W. F. Edgell, Paper No. 16, Sixty-First Session, Iowa Academy 
of Science (Inorganic and Physical Chemistry Section), April 1949; 
see also W. F. Edgell and T. R. Reithof, J. Phys. Chern., 56, 326 
(1952).
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sentation. Such a coordinate enters Vc in (11) as part 
of the collection of terms

ââ tQaoQaO'
a

Under an operation of L, considered applied in turn 
to all groups, the above terms become

E E« ß,ß’

53 QßoQß'g'̂ l̂ aß-̂ aß' '̂ otâ jQ.aoQ.agß,ß’
since the sum over a in the second line is the Kronecker 
8f3f3> and the sum of the coordinate product over ¡3 is the 
same as the sum over a. Hence these terms of Vc also 
are unchanged by an operation of L. Thus, any opera
tion of L leaves Vc as well as each VQ unchanged and 
hence leaves Vett (and Te{i) invariant. The character 
of an operation of L should be emphasized. It is not 
an operation (like <rv) which is applied to all the atoms 
of m. Instead it is an operation for m which consists 
of applying the same local operation at each of the 
functional groups of which m is composed.

There is symmetry in V,.n (and Teii) associated with 
the permutation of the groups. Let 7* be an interchange 
operation which carries the functional group g to the 
group h. Its effect upon the coordinate qig is Ikqig =  qih. 
This same operation carries the group g’ to the group 
h' and Ikqig' =  qik>. Ik specifies how each functional 
group of the moiety is moved. We see that the opera
tion Ik transforms the collection of terms from Vc

E  QigQii'g>a'
into

k« E (Ikqig') (Ikqig') — ¡̂i Eg>g' h>h'
and we see that Ik leaves Vm  (and Tm ) unchanged. 
The interchange operations which leave Veff (and Te({) 
invariant for the moiety m form a group 7.

The following properties of the operations of L and 7 
are important.

1. All of the interchange operations of 7 which carry 
a given functional group into a specific second group 
also carry a given atom in the first group into the same 
atom of the second group. Thus each atom of a func
tional group finds one (and only one) atom in each of 
the other functional groups into which it is carried by 
the interchange operations. This condition is necessary 
to what follows and serves to define specifically what an 
interchange operation accomplishes.

2. An operation of the local group L carries atoms 
from one position to another within the same functional 
group; it never carries an atom from one functional 
group to one of another functional group. An opera
tion of L always leaves Feff (and Te{i) unchanged; it 
does not contain elements which change Vc and Tc 
while leaving V„ and T„ unchanged.

Note that the result of performing the operation I k 
followed by Lj also does not change Veu and Teff. 
This pair of operations is designated by L}Ik in the 
standard manner. The operations Lj and I k commute, 
i.e., L jlk =  I kL } . This follows from the fact that the 
exchanges that result from the two kinds of symmetry 
present in the problem have been separated, the one 
into the operations of L  and the other into those of 7. 
As a result of these two properties the symmetry group 
G for this case is the direct product group

G = L X I

These points may be illustrated by several examples. 
Consider two equivalent, coupled methyl groups at an 
angle to each other in a larger molecule such that a 
plane of reflection a1 carries the atoms of one CH3 
group into those of the other. The operations of 
the interchange group are the unity operation 7i =  Ei 
and the interchange 72 = a*. These form a permuta
tion group which is isomorphic to the point group Cs 
and which we designate by the symbol Cs*. For the 
particular spatial arrangement of the methyl groups 
and what it implies, it is most probable that the ef
fective energies would be invariant to the operations 
Li = E l and L2 =  a1 performed at each methyl group. 
L  is also isomorphic to the point group Cs and it is given 
the symbol Csl. The symmetry group for the localized 
vibrations in such a case would be G =  Csl X Cs*, which 
is isomorphic to the point group C\v. Suppose, how
ever, that the site of each methyl group did not destroy 
its inherent trigonal symmetry and that this was also 
maintained in the interaction between the groups. 
Then, the consequences of these conditions are found 
with 7/ =  C3vl and G =  CSvl X CsV 0

As a second illustration consider three equivalent, 
coupled methyl groups in a larger molecule the atoms 
of which are transformed into each other by the opera
tions of the point group C3v applied to these atoms 
alone. It will further be supposed that the operations 
of C3 v are not necessarily the elements of the point 
group M  of the molecule. The most natural site terms 
and coupling expected from such a conformation would 
lead to L  — Csl, I  =  C3v*, and G = Csl X Cs/. A word 
about the operations of C3v* is in order. The operations 
7i =  E*, 72 =  C3, Iz =  (Cs*)2 are straightforward and 
move CH3 groups in the same manner as the corre
sponding operations of C3v. The operations a,i, av2, 
and a j  are not like the operations avi, av2, and av3 of 
C3v. The interchange operation <rvi leaves all the 
atoms of methyl group 1 unchanged; it moves the 
atoms of methyl group 2 to those of methyl group 3 in 
the same way that C3* does; and it moves the atoms of 
methyl group 3 to those of methyl group 2 in the same

(10) Although this group is isomorphic to the point group D3h, it 
does not have the transformation properties for Mx, axx, etc., listed 
in the standard tables for Da*. The relevant transformation proper
ties for such quantities are considered in a later section of this paper.
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way that ((V )2 does. The operations a j  and oY  
transport atoms in a similar manner, differing only in 
which functional group the atoms are unchanged.

Other conditions are possible for three methyl groups 
in this conformation. When the site terms do not de
stroy the trigonal character of the methyl groups and 
this is maintained by the coupling terms, the group 
theoretical consequences are obtained through G = 
n i v  r  *W® A  A'3 ® •

Second Case. In this section, we again consider 
localized vibrations in a moiety consisting of several of 
the same functional groups which are coupled. How
ever, the case is now considered where the environment 
of all the functional groups is not the same. Since each 
functional group is inherently the same, each localized 
frequency which would occur for it, in the absence of 
coupling would be nearly degenerate to the correspond
ing frequency from each of the other groups. The 
effective energies are written in the form

Fetf = X + 2X X i ' (13)
Q,i Q>Qf i

for the second case. The group theoretical conse
quences apply to those cases where the energies take 
the form of eq 13 either because terms are missing in 
V and T or they are small enough to make the pertur
bation treatment effective in this form.

The results are similar to those for the first case in 
that the consequences of the permutation symmetry 
for the modes localized in such a moiety are expressed 
in the group

G = L X I

One recalls that the operations of L are restricted to 
those local operations which leave eq 13 invariant when 
applied at each functional group. What equivalence 
still remains between the functional groups in eq 13 
is expressed in terms of a group I  of interchange opera
tions.

An illustration will be found in the case of three 
coupled methyl groups in the same conformation as the 
previous example. It will be supposed, however, that 
now the environment of these groups is such that only 
two of the three are equivalent. The most natural 
expectation for L is GY and I  is now CY to give G =  
GY X GY- Note that the operation Y does nothing 
to the odd CH3 group while exchanging the two equiva
lent groups. The group theoretical consequences for 
the other possibilities for the three methyl groups which 
fall into this general category are to be obtained from 
< V  X CY and CV X C,*.

When none of the three methyl groups are equivalent, 
G may be C'Y X CY, Csl X GY, and GY X GY depending 
upon the form which eq 13 takes.

Third Case. Here the situation is considered where 
the coupling terms in eq 10 are too large to be treated 
by the perturbation procedure. Then eq 10 itself

must be used. It is invariant to the operations of the 
permutation group G =  Cm, where Cm is some point 
group suggested by the part of the molecule relevant to 
the localized motions and the mechanism of coupling. 
Cm is almost always a subgroup of the direct product 
group L X I  which would apply if eq 11 or 13 could be 
used. This means that while Cm itself is often not a 
direct product group, each of its operations are then 
expressible as an operation of L followed by one of I  
(or vice versa).

For the first illustration, consider the earlier case of 
two methyl groups. The geometry of these functional 
groups is expressed by CY“ , and if no other part of the 
larger molecule intrudes through the coupling mecha
nism, G = CY”  This is the same group as G =  L X I  
= CY X CY and the group theoretical consequences are 
the same whether eq 10 or 11 is used, i.e., whether the 
interaction terms are large or small.

We return to the case of the three equivalent, cou
pled methyl groups for the second example. When the 
coupling terms of eq 10 are too large to be treated by 
perturbation theory, a normal candidate for G is the 
group CY” . This is a subgroup of G =  C'Y X CY* and 
G =  CY X Civ*. The differences in the expectations 
between the former group and either of the two latter 
ones results from the differences in the effective kinetic 
and potential energies for the modes localized in this 
moiety. Which case occurs in nature for a specific 
molecule depends upon the nature of the interactions 
in that molecule.

Representations. In applying the results developed 
above, one will be concerned with how sets of coordi
nates, the set of dipole moment components, and the set 
of polarizability components transform under the 
operations of G. The matrix of the transformation of a 
set under an operation G{ is called the representation 
T(Gi). The properties and uses of these quantities in 
vibrational theory are well known for the 32 point 
groups.2 Some properties of the representations of the 
direct product group, which are of use to us, will be 
cited here briefly.

Every operation of the direct product group G =  
L X  I  is two-dimensional in nature. One part of it, 
the Lj, gives the prescription for how the atoms are to be 
transformed at a local functional group; the other part 
of it, the Ik, gives the prescription for how the atoms 
are to be moved from one functional group to another. 
Both levels of the bilevel operation are required to 
specify how the atoms at any group are transformed. 
Neither level does the work of the other. This is to 
be contrasted with the rotations, reflections, etc., of the 
point groups, where the operations are unilevel.

Consider now the effect of an operation Gt = LjIk 
of the group G =  L X I  upon one of the sets above. 
The representation of Gt generated by the basis set is

r((Y) = r(Lj) x  r (/*) (14)
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The matrix T (Lf) describes the transformation of that 
part of the basis set which belongs to a functional group 
(any one of the functional groups) under the operation 
Lj.n The matrix r(/* ) describes the permutation of 
the functional groups— each functional group being 
considered a single abstract entity. It can be shown 
that whenever the representations of L} and l k are 
irreducible, the direct product matrix is an irreducible 
representation of Gt.12 Thus

r (B)(G4) =  r (6)(L,) x  r (c)(/*) (15)

where a is the irreducible representation of Gt which 
arises from the b and c irreducible representations of 
Lj and I k, respectively. The elements of the direct 
product matrix are given by the elements of the com
ponent matrices through

r w ((?i)„ , .aw  = E r (6)(Lf)aa'T(c){Ik)mm' (16)
a.' ,mr

It follows at once that the characters obey

X« (G () = X<»(L,)* « ( /* )  (17)

and the orders of the three groups are related by h{G) = 
h(L)h(I).

We proceed now to develop a useful way to write 
the standard decomposition formula for a reducible 
representation of Gt. In terms of the usual group 
theoretical meaning

T(Gt) =  i y o)r (o)(G4) (18)
a

with

n(o) =  ~ Z x ( . G i)xw (Gi) (19)
h\(j) i

Using eq 16 and the order relation, it is readily seen 
that

n(o) = (20)

with

n(b) = V7j\ E x  (L )̂ x (i>) (Lj) h(L) j

n(c) = ,̂ r;Ex(U)x<c)(L)
(21)

It will be convenient to introduce the symbol S(c) for 
V(c)(Ik), where S(c) stands for the usual letter designa
tion (A ', Biu, etc.) of the irreducible representations, 
and s(h) for T<h)(Lj), where s(6) stands for the usual 
letter designations (o', biu, etc.), the lower case being 
used to distinguish the local from the interchange 
representations. Expression 18 can be written through 
eq 14 with

Y{Lj) =  E « Ws(6)i>
Y(Ik) =  J2n(c)S(c)

(22)

to give

T(Gt) = Z n ia)sib)SM (23)
b,c

Here slb)S(cj stands for T(b)(Ij) X  T(c)(Ik). The use of 
the symbol s(b)S(c) for the ath irreducible representation 
of G has the advantage that it exposes at once both its 
local and interchange symmetry behavior. Further, it is 
more convenient to form eq 23 from 22 through the use 
of (14) than to work through the properties of the 
group G.

Distribution of Frequencies among Symmetry Types 
and Frequency Degeneracy. When the group G is iso
morphic to a standard point group, the distribution of 
frequencies among the symmetry types is accomplished 
by well-known methods.2 It often happens that there 
are several equivalent moieties present in the molecule. 
Then, this part of the frequency spectrum looks just 
like that of the single moiety but the degeneracy of each 
frequency is now that of the frequency for the single 
moiety multiplied by the number of the equivalent 
moieties.

Now consider the moiety which consists of several 
functional groups where the G is isomorphic to a stan
dard point group. Every operation of G which does not 
move a particular functional group to another is also 
a symmetry operation for that functional group. The 
character of the localized vibrations (in G) for the oper
ation Gt is given by

x(.Gt) =  n ^ n ^ i G t )  (24)
y

where x y)(Gi) is the character of the operation G t for 
the y irreducible representation of the local group, n(y) 
is the number of localized vibrations of symmetry type 
7 which occur in one functional group, and ns is the 
number of functional groups of the moiety which are 
not moved by G4. The standard reduction formula for 
a reducible representation gives the frequency distri
bution. As an example, consider the CH3 stretching 
frequencies of the three equivalent, coupled methyl 
groups of the earlier illustration where G  was C3vm. 
Suppose further that Vg and Tg for each methyl group 
is invariant to the operations of C3J. There are two 
symmetry operations of C3vm which are also symmetry 
operations of C3vl, namely E m and <jvm. There is one 
CH3 stretching frequency of local symmetry type ax 
and one of type e in the vibration of a single CH3 group. 
Therefore, n(oi) =  n(e) =  1, x^ (E m) = =
1, x} e)(E m) =  2, X (e\<rvm) = 0 and with ng being 3 and 1 
for E m and arm, respectively, one obtains X (E m) = 9 
and x(<7vm) =  1. Reduction on (J:u,m shows the distri
bution: 2 A 1  -j- A 2 -)- 3E.

(11) More properly, it describes the transformation in the abstract 
functional group which represents all the functional groups in the 
moiety.
(12) M. Tinkham, “Group Theory and Quantum Mechanics,” 
McGraw-Hill, New York, N. Y., 1964, Chapter 3.
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This procedure is also useful for correlation purposes 
to relate vibrations in G with those in the local func
tional group. In such a usage eq 24 reduces to x(GU) = 
noX(y\G<).

Let us now take up the case where G =  L X I. The 
best way to compute the frequency distribution expected 
in the spectrum for such a case is with eq 23 as out
lined in the previous section. The quantities n'o) and 
n(c) for use in eq 22 are calculated with eq 21. The 
character x(Jk) is simply the number of functional 
groups unmoved by the interchange operation Ik. 
The problem of obtaining the x { D , )  is just the standard 
problem of obtaining2 the character of the vibrations 
of a small molecule— in this case the functional group. 
To illustrate the procedure, consider the case of the 
three equivalent, coupled methyl groups where G =  
Cs X  C3v\ The character tables for the relevant 
groups are given in Table I.

Table I

L I

c. E l <T Csf E* 2 Cs

a' l 1 A t 1 1 1
a" l - 1 A 2 1 1 ~1
x(CH3) 3 1 E 2 - 1 0
s(Ch 3) 3 1 3(CHS) 3 0 1
r(CH3) 2 0
i(CH3) 1 - 1

The upper portion of each table gives the character 
of the irreducible representations of L and I. Since 
these permutation groups are isomorphic to point 
groups, these characters are obtainable from the stan
dard point group tables. The characters in the lower 
portion of the tables are those of the reducible repre
sentations needed to compute the frequency distribu
tion for each type of CH3 vibration. The line labeled 
v(CHs) in the table for L gives the character of the 
representation whose basis is the three CH stretching 
coordinates of the methyl group and, as is well known,2 
this is simply the number of these coordinates unchanged 
by the operation. The characters for the deforma
tion (8), rocking (r), and torsion (t) vibrations of the 
methyl group are also listed. The characters in the 
table for the interchange group I  are just those for the 
appropriate permutation group of three objects— 
namely the methyl groups. The numbers entered in the 
last line of I  are obtained in the following way. The 
three methyl groups form the basis of a reducible repre
sentation of the operations of this group, and, as pointed 
out above, these characters are simply the number of 
methyl groups not shifted by the interchange opera
tion.

The computation of the frequency distribution will 
be illustrated for the stretching vibrations of the

methyl group. Reduction of r(CH3) on L by eq 21 
gives the distribution formula (eq 22)

T(L) =  2 a' +  a"

and reduction of the representation for the collection of 
three methyl groups on the interchange group I  by 
eq 21 gives the distribution formula (eq 22)

T(I) =  A1 +  E

The distribution of the stretching vibrations of the 
three methyl groups over the different symmetry types 
of vibration for the group G = L X I  is given by eq 18. 
Combining the above two component distribution ex
pressions by eq 14 gives the stretching vibration dis
tribution for the group G in its most useful form 
(eq 23)

r(G) =  (2 o ' +  a")(A i +  E)

— 2a'Ai -f- 2arE -j- a"Ai -f- a"E

There are two different frequencies of the a'Ai type, 
two different frequencies of the a'E type, one of the 
a"A\ type, and one of the a"E  type. A vibration of 
the a'Ai type is symmetrical to reflection through the 
plane at each functional group (from a') and is sym
metrical to all interchanges of the methyl groups (from 
A \); a vibration of type a" A\ changes sign upon reflec
tion thru the plane at each methyl group (from a") 
and is symmetrical to all interchanges of the groups 
(from Ai), etc. Thus we see that the distribution ex
pression in this form, i.e., in the form of eq 23, exposes 
cleanly both the symmetry of the vibration at the local 
functional group level and its symmetry under inter
change of the functional groups— a natural way of 
describing the vibration.

In the same way, Y{G) can be obtained for each of the 
other kinds of vibrations of the methyl groups with 
the results

8(C H 3) : 2a'Ai -)- 2a'E -j- a"Ai T  a"E  

r ( C H 3): a'Ai +  a'E +  a"Ax +  a"E  

<(CH ,): a " A i+ a " E

Equation 15 shows that the dimension of the a irre
ducible representation of G formed from the b and c 
irreducible representations of L and I  is just the product 
of the dimension of b and c. Since the dimension of an 
irreducible representation is just the degeneracy of a 
vibrational frequency of that symmetry type, one 
obtains

d(0) = d^dM (25)

It follows from this equation that the degeneracies of 
the frequencies of type a'Ah a"A h a'E, and a"E  are 
1, 1,2, and 2, respectively.

Normal Coordinates and Atomic Displacements. The 
purpose of this section is to point out the necessary rela-
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tions which exist between G, on the one hand, and the 
form of the normal coordinates and the atom displace
ments, on the other. Since a G is uniquely associated 
with a Veff and Tea, these are relations between the 
form which the coordinates and the displacements take 
and the form which Vett and Tei( has. Let us start 
by considering a moiety made up of several equivalent, 
coupled groups, and further, let qis be the zth “ normal 
coordinate” of the grth set which reduces Vg and Tt to 
diagonal form. The displacement vector for the nth 
atom moved by the coordinates of this functional 
group is

Qng ~~ ĵ̂ ng.iQic (26)
i

where %nt,t is the displacement of the nth atom in the 
fifth set when qig =  1 and all other coordinates, both in 
this and the other sets are zero.13

Consider now the case where G =  L X 7. It can be 
shown that the normal coordinates for this case can be 
written as

Q m a  ^ jU m o Q a O  (27)
a

where the qat govern the displacements through the 
relation

Qng — ■/lag (28)

The coordinate qag is the ath coordinate associated with 
the gth functional group. The qag specify the displace
ments of the atoms of the fifth functional group, and the 
displacements for each functional group are combined, 
in and out-of-phase, through the relationship of eq 27, 
to form the displacements in the fundamental mode of 
vibration. Note that the qag determine the displace
ment of the atoms of the fifth functional group only. 
This combining of certain basic displacements in each 
functional group to give the displacements of the funda
mental is a consequence of the fact that G is a direct 
product group.

Of course, these coordinates show symmetry proper
ties. The qag for a single functional group form the 
basis of a completely reduced representation of L. 
This means that each operation of L converts qag into 
a combination of the qag of the same group as given by 
eq 12, where the Lafj are the elements of the irreducible 
representations of L. The Qma form the basis of a 
completely reduced representation of the group 7. 
The effect of an operation of 7 upon Qma is given by

IQma = Y.Imm'Qm'a (29)
m'

where the Imm> are the elements of the irreducible 
representations of 7. The effect of the terms in Vc is 
to mix the qia as follows

qaa =  (30)
i

Each qtB transforms as an irreducible representation of
L.u Only those qie which transform by the same row 
of the same irreducible representation as does qag are 
mixed by (30).

The converse of the proposition of this paragraph is 
also true. That is, if each normal coordinate can be 
written as a linear combination over the functional 
groups (eq 27) of coordinates qag, each of which speaks 
only of the displacements of atoms in its functional 
group (eq 28), it is required that G = L X 7 and 7 eff 
and Te{i take the form of eq 11.

Note the form of eq 27. The coefficients Uma are 
governed by the interchange group 7, and these coef
ficients do not depend explicitly upon a. Of course, 
normal coordinates of the with symmetry type under 7 
cannot be formed from some of the a because they have 
the wrong symmetry type under L. Which m and a 
can go together is specified by the distribution expres
sion, eq 23.

The above considerations provide the recipe for 
forming symmetry coordinates. Let Rmi be the sym
metry coordinate for G of type s(6)$ (m> which is formed 
from the 7th local coordinate for each functional group, 
i.e., from the rig. The coordinate rig is a symmetry 
coordinate under L of symmetry type “b”  for the fifth 
functional group. Then, in analogy with eq 27, one 
writes

Rmi — ^2Umirig (27',
a

where the Um„ are determined by the normalizing 
condition and the fact that Rmi transforms under an 
operation 7 of the interchange group by

7R m i  ̂Jm m 'Ryr, (29')

In using eq 29' to determine the Umg, note that ri0 
transforms under the operation 7 as Ir1g = rih where 
h is the functional group into which the fifth functional 
group is carried by 7. The formation of the riQ from the 
internal coordinates of the functional group follows the 
standard methods.2 We take as an illustration the 
formation of symmetry coordinates from the CH 
stretching coordinates t for the three coupled methyl 
groups in the case where G =  C,1 X Civ\ Let hi, hi, hi, 
be the three CH coordinates for methyl group 1, h:, 
<22, <32 the coordinates for methyl group 2, and <13, <23, <33 
the coordinates for methyl group 3. The coordinate 
associated with the unique CH in each methyl group is 
<11, <12, and <13. These coordinates may be combined in 
the usual manner to give the symmetry coordinates 
under L at each methyl group. The result is

(13) The coordinates qie and will sometimes move several atoms 
in common (by small amounts). These atoms “link” the functional 
groups together and are common to each of the sets.
(14) If L is not the same as the group which leaves Vg and T0 in
variant, it is a subgroup of that group. As a result, it is always 
possible to choose the so that they reduce L as well as the group 
for Vg and Tg.
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fn =  in

7*21 ~ (¿21 +  ¿3l) /2

7*31 — (¿21 — ¿3l) /  2 11

7*12 =  ¿12

7*2 2  =  (¿22 +  ¿3 2 ) / 2  ^

7*13 =  ¿13

7*2 3  =  ( ¿ 2 3  +  ¿3 3 ) / 2  ^

7*32 — (¿22 — ¿32)/2  ^

7*33 = (¿23 ~  ¿33)/2

and the symmetry coordinates for 6' are readily formed. 
Thus

a'Ai

En =  (t*h  +  ri2 +  7*13)/3  /2 

E12 =  (7*21 +  7*2 2  +  7*2 3 ) / 3  /2

a"A 1

E23 — (?*31 +  7*32 +  7*33)73 /!

a"E

E33 — (7*32 — T33)/2/2 

E33' = (2r3i — r32 — 7*33)76 ^

In the computational practice of this laboratory, we 
most often form our symmetry coordinates under G from 
the “ normal”  coordinates for the functional groups, i.e., 
from the qlg of eq 26, rather than from the internal 
symmetry coordinates rig. Equation 27' is used with 
qig in placfe of rig. Thus the symmetry coordinates for 
the CH stretching vibrations in the case of the three 
coupled methyl groups are given by the Rmi given 
above in which each ri0 is replaced by the correspond
ing qig. For example

E h  =  ( q n  +  312 +  3 i3 ) / 3  l l

Here 312 is the symmetric (oq) CH3 stretching “ normal”  
coordinate from the set which diagonalizes Vg and Tg 
from methyl group 2.

Let us now take up the case where G =  Cm. Again, 
the normal coordinates can be written as

Qma =  Y,Umgqagm (31)
0

where m indexes the irreducible representation of Cm 
to which it belongs. The qagm, in this case, depend 
upon the m as well as a and g. The atom displacement 
vectors are determined by qagm through the expression

Qns =  £  £  tns,am̂ 2um lUmg'qag™ (32)
m amin g'

When a specific qagm is nonzero while all the others are 
zero, atoms in all functional groups move. This results 
from the fact that Vc and Tc mixes the qig in a different 
way for each irreducible representation of Cm, i.e.

3 «r  =  £  Baimqit (33)
i m i n

The converse of the proposition of this paragraph is also 
true. If the atom motions in the vibrations are gov
erned by eq 31 and 32, then the best G is Cm and eq 10 
must be used for 7 eff and Tefi instead of (11).

Of course, the same considerations apply if not all the 
coupled groups are equivalent. Whenever G =  Cm, 
either for the moiety with a single functional group or 
when it is more complex, the standard results2 for 
normal coordinates apply.

Factoring the Secular Equation. When localization 
occurs, certain terms drop out of the potential and the 
kinetic energies. In computing the frequencies of vi
bration in such a case, one has two choices: to work
directly with the truncated T and V matrices or to 
calculate a reduced G matrix from the elements of the 
full G matrix for use with the truncated V. The former 
is simpler, especially in this day of digital computers, 
and this is the form our frequency and force constant 
calculations have taken for some time. If one chooses 
a set of coordinates R{ appropriate for the description 
of the modes of vibration, the displacement of the nth 
atom may be written

&n zL W: ¡E1
1

The elements of the matrix for twice the kinetic energy 
are

Tij ^£tnn*Cni' (34)
n

The potential energy is expressed in terms of internal 
coordinates as

27  = £ fc srrs7>
Q ,r

The elements of the matrix for twice the potential 
energy in terms of the Rt coordinates are

V  ij qft qj ( 3 5 )
q , r

where the rQi are given by

Tqi
n

and the sJn are the “ s”  vectors introduced by Wilson.2 
In our computer program the (truncated) T and V 
matrices are reduced to diagonal form by an iterative 
procedure. If the starting JciT do not reproduce the 
observed frequencies, the force constants can be cor
rected by an iterative procedure which may be con
strained by weighted least-squares methods.

The T and V matrices for a localized mode calculation 
would look like

m c c'
c i
c'
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Here m is the block corresponding to the coordinates 
dealing with the vibratory motion localized in the 
moiety, l is the block for the vibratory motion which 
distorts the parts of the molecule by which the moiety 
is “ linked”  with the rest of the molecule, and c and c' 
are coupling blocks whose elements are small when 
localization occurs. How much of V and T is to be 
included in l depends upon the size of the coupling 
terms and the accuracy requirements for the calcula
tion. The calculations for the modes localized in the 
moiety are made with the blocks to, l, and c, and only 
these need be computed. They are the Veu and T,,n 
referred to elsewhere. Thus, the localized modes are 
factored.

Besides giving results for the localized modes, these 
calculations also yield “ frequencies”  and “ normal” 
coordinates for the nonlocalized or 1-type motions. 
While such “ frequencies”  are irrelevant, the coordinates 
give an accurate description of the small amount of 
distortion of the moiety which enters the framework 
vibrations and they are useful as starting coordinates 
for such calculations. If one is interested in the vibra
tions of the molecule not localized in the moiety, in
cluding the framework modes, one may compute them 
from the truncated parts of V and T corresponding to 
the lower right-hand part of the above diagram, i.e., 
from

F
and as indicated, one should use the starting coordi
nates described above for the l block to obtain highest 
accuracy.

The factoring procedure just outlined neglects the 
elements of c'. These must be small or localization does 
not occur. If needed, their contribution may be 
added by perturbation methods. Of course, if all 
modes are needed and the molecule is relatively small, 
one may make the calculations with the full T and V.

Suppose now that there are several coupled, equiva
lent groups in the molecule. Blocks in T and V like 
that described above for a moiety can be made for 
each functional group. The linking units for a group 
are not to include the elements of another group but 
some parts of T and V may be common to the l block 
for each group. The diagonalization of the block made 
up of to, l, and c for a single group produces the qig for 
the vibratory motions localized in that group. These 
same vibratory motions occur for each of the functional 
groups. The qt„ for the localized motions of a group 
may include small motions of the linking atoms. Some 
of these atoms may be moved by the qig of each group, 
and their total motion is then obtained by summing 
over all groups.

Using the qtg for the localized motions, V and T take 
the form

shown here for three localized vibratory motions in two 
coupled groups. Each diagonal block corresponds to 
each group (Vg, T„) and is itself a diagonal submatrix. 
The coupling terms in the c block (Vc, Tc) take the 
form

T  •/ /
n

V  •/ #v IQ,I Q ^ L / ^ q r ^ q , i g ^ r , i ' g ‘
q,r

The Vefi and Teti referred to elsewhere are obtained by 
truncating V and T to the terms shown in the above 
diagrams. Diagonalization of Feff and Tett gives the 
frequencies and modes for the coupled system. It 
often occurs in practice that the group motions divide 
into types (e.g., stretching and deformation) which are 
well separated in frequency. When this happens, the 
blocking of the T and V matrices may be made sepa
rately for each of such types of group motion. Note 
that the nature of the coupling (and hence G) may be 
different for each type of motion.

Eigenfunctions. The eigenfunction for a localized 
mode of vibration takes the usual form

= N v e x p ( -z 2/2)H ,(z)

z = coQ/tih (37)

where N v is the normalizing constant, Hv is the rth 
Hermite polynomial, Q is the normal coordinate, and w 
is the circular frequency of vibration.2 We cite the 
equation here for completeness and to note that for 
equivalent coupled functional groups to which eq 37 
applies, to within the differences associated with the 
problems of convergence in the quantum mechanical 
perturbation theory, eq 37 is the same as the eigen
function arrived at by considering the coupling as a 
quantum perturbation. This is interesting because it 
suggests that coupling between functional groups can 
be considered as a vibrational exciton interaction.

Selection Rules for Infrared Spectra. The eigenfunc
tion \f/v which defines the vibrational state of the mole
cule is given by the product of the $ which specify the 
state of excitation of each of the modes of vibration. 
The transition from the state whose function is i/v' 
to the state whose function is \pV' can occur if one or 
more of the integrals

(Ma)vV. =  (a =  X, Y, Z) (38)

are different from zero. Here a refers to the compo
nents of the dipole moment in a molecule-fixed axis sys
tem. We consider the excitation of modes localized 
in the moiety. For any kind of molecule, only that 
part of the M a which arises from the deformation of 
the molecule during vibration contributes to the value

The Journal of Physical Chemistry, Vol. 75, No. 10, 1971



1354 W alter F. Edgell

of the integrals of (38). In the same way, only that 
part of the M a which comes from the molecular distor
tion arising in the modes localized in the moiety contrib
ute to the intensity of such vibrations. Just as for 
T and V, the coordinates which do not take part in the 
localized modes are set to zero in the M a for the evalua
tion of the intensities of these modes. As a result, the 
integration over the configuration space of the non- 
localized modes may be performed at once. The result 
can be written in the form of eq 38 if we understand 
the tv to consist of the <j> for the modes localized in the 
moiety. Symmetry requires that certain of these inte
grals be zero.

Some preliminary considerations are in order. The 
eigenfunctions tv which correspond to a degenerate 
state can always be formed (by linear combination) 
in such a way that they form the basis of completely 
reduced representations of G. This is automatically 
true for tv of a nondegenerate state. A complication, 
however, arises for the M a when G =  L X  J. Some 
of the operations of such a G do not correspond to 
“ proper”  or “ improper”  rotations performed on the 
moiety atoms. These operations, while they change an 
Ma, do not convert it into a linear combination of the 
M a and so the usual method of establishing selection 
rules cannot be used. However, a modification of it 
does establish useful rules.

In such a case, some of the operations of G do corre
spond to “ proper”  or “ improper” rotations; they form a 
subgroup of G which will be designated by Gs. An 
operation of Gs converts Ma into a linear combination of 
all the Ma, and the axes may be oriented so that the 
Ma form the basis of completely reduced representa
tions of Gs- The ipv which transform as irreducible 
representations of G whose dimension is one also trans
forms as irreducible representations of Gs of dimension 
one. The tv which form the basis of an irreducible 
representation of G whose dimension is greater than 
one also form the basis of a representation of this same 
operation in Gs, but this representation may be reduci
ble in Gs- In that event, it is always possible to form 
new ipv' by taking linear combinations of the degenerate 
tv such that the tv are a basis of a completely reduced 
representation of the operation in Gs- This represen
tation is, at the same time, an irreducible representation 
of the operation in G. Therefore, the tv are eigen
functions for the set of vibrational states degenerate to 
each other which reduce the representations on G and 
Gs, simultaneously. We shall assume below that the 
state eigenfunctions have been chosen to have this 
character.

Consider first a transition from the ground state v" 
to an excited state v' . Let R be an operation in the 
GgOiG. Then

R h "  =  tv"
RMa = Z R c^ M f, (39)

0
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Rtv'a' =  HR a'i0'0)tv'p'
0'

where Rap(i) and Râ 'U) are the components of the ith 
and jth  irreducible representations of the operation R 
on Gs. Such an operation will leave the integral of 
eq 38 unchanged. Thus

{.Ma\ w y  =  E (  ftvp'M ^v"  dr

but this is true of each of the operations in Gs, of which 
there are hs in number. Consequently

(Ma)vWy , =  E  E  Râ R a'0 ',J)) Sh'0 'M,tv" dr
US' R

in Gs

The sum in the parenthesis is zero, by the great ortho
gonality theorem, unless i =  j, a  = a1, and ¡3 =  (3'.

This means that the transition from the ground state 
to the v' states defined above is forbidden in the in
frared spectrum unless some eigenfunction tv'* trans
forms by the same row of the same irreducible repre
sentation in Gs as a component Ma of the dipole mo
ment.

The transition v" to v' between any two such states 
is forbidden in the infrared spectrum unless the species 
in Gs of one or more components Ma is found among 
the species in Gs of TW) X r (t), where TW) and refer 
to the species in Gs of the eigenfunctions corresponding 
to v' and v", respectively.

These rules can be extended to apply to all kinds of 
moieties by including the cases where G = Gs.

The above rules are reasonably definitive unless the 
subgroup Gs contains substantially fewer operations 
than G. However, there is another approach which 
does not suffer from such a debility and which has the 
additional advantage that it is particularly useful in a 
quantitative treatment of the intensities. The X  
component of the dipole moment is given by eq 40 
where en is the effective charge on the nth atom whose 
X  coordinate is X „.2

Mx =  H enXn (40)

This sum can also be achieved by summing over the 
atoms of the group g and over the groups to give15

Mx  =  HmoX moX =  HtnXn (41)
Q nof g

The vector moment M  is

M  =  H a aM a (a  =  X ,  F ,  Z)
a

= Em „
g

(42)

(15) When the qag of the several groups in the moiety move a linking 
atom in common, the en for that atom is divided equally among the 
groups. Although the above sum includes strictly all the groups 
(and framework pieces) of the molecule, only those groups which are 
part of the moiety contribute to the integrals below and (41) is 
considered limited to these in the expressions below.
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While can be written with the molecule-fixed X, Y, 
and Z components as in eq 41, it is more useful to pro
ject upon x, y, z axes suitably fixed in each group. 
Then

m„ = (43)
a

The orientation of the axis system in each group is 
chosen so that the mga reduces the group L of the local 
operations. The requirement that the integrals of (38) 
be nonzero is the same as requiring that the vector

(M),.v.,." =  X X , f4>v'aM  J/v"At
a

=  JVtfvMi^y/dr (44)

S'Pv'a'M,ga4/v"dT
Q a

be nonzero.
Now consider a transition from the ground state v" 

to an excited degenerate state v'a' in which modes 
localized in the moiety are excited. The vector of (44) 
is unchanged when the operation IkLj of the group G 
= L X I  is applied to its components. The eigen
function i/va' transforms under L} by an irreducible 
representation of L. Then

Lji/V" =  4>v»

LjWXga "y 
b

L jtv'a> = Y,La'b'm v̂'b'b'
where Laiw and La>bY'< are the components of the gth 
and rth irreducible representations of Lr  With these

(M ),v y , = X X  a, X  LabmLaVv  X
g a b,br

f(h tv ’bd(IkWllb)(Ik\l'v4  dr

but this same expression holds for each of the Lj 
operations in L, of which there are ht. It follows that

(M )„vy- = X X  a, X  ( h r 1 X  W*>La.bX A  x
Q a b,b' \ 3 /

f(Ik'l'v'b’) (hmBb) HWv-)dr

One can form an interchange dipole component by

Mnt =  (45)
Q

which transforms under I k as does the normal coordinate 

Qnb = L̂/GngQbg
17

Since

I I’Sibg dbh) Ik'W'Qb btlgg

where the operation I k takes the gth group into the 
/ith group. Then

h h "  = tv"

hfctv'b1 !X^n'rX Xu'm'

IkMnb ~ Tjhrnn'^Mmf,
m

where and l nmw are components of the sth and
rth irreducible representations of I k. The eigenfunc
tion ipv'b' also is part of the basis set which transforms 
as the J(s) irreducible representation of the operation 
Ik; it transforms by the n'th row of I w. With these 
our vector becomes

(M W ,.*  =
X X X  u gn- %  x  X  ( V 1 X  Laĥ L a,bx X  x

7i g  a  b , b f m , m ' \  j  /

( h r 1 X  W * » / « . « )  dr (46)

when the sum is made over the ht identical quantities 
from each of the operations of the interchange group 
I. This vector is zero unless q =  r, s =  t, and a =  a', 
n = n', and b =  b‘‘, m = m'.

This means that a transition from the ground state 
to a state i/ya in which only modes localized in the 
moiety are excited, and whose species in s<a)$ w , is 
forbidden in the infrared spectrum unless the species 
sm is the same as the one of the components mga of the 
local dipole moment and provided this mga generates a 
nonzero interchange dipole moment Mna whose inter
change species is the same as that for \iva> namely
5 » .

The transition between any two such states v" and 
v1 is forbidden in the infrared spectrum unless one of 
the species of r*'"* X r (t,,) such as s(a)Sin) contains the 
same local symmetry species s(a) as one of the compo
nents of the local dipole moment mga and provided it 
generates a nonzero interchange dipole moment M na of 
interchange symmetry species Sm .

It would be helpful to clarify what is meant by a 
nonzero interchange moment. If one substitutes 
mga obtained from the inverse of (45) into (42), one 
obtains for the dipole moment

M = X D B0M m
KO (47)

Hna gn XH„„a„
g g

since U is generally an orthogonal matrix. The inter
moment Mna is said to be zero when the vector D„„ 
vanishes.

The above selection rules were obtained from transi
tions between states of the molecule which involve 
changes in excitation only of the modes localized in the 
moiety. The same results apply to transitions in
volving only changes in modes localized in the frame
work or in another moiety. But what of transitions 
between states involving changes in the excitation of 
two modes each of which is localized in a separate 
moiety, or in a moiety and in the framework? When 
there are two separate moieties in a molecule, the dipole 
moment can be written as
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M  =  Mi T  -)- MT (48)

where there are no atoms common to moieties 1 and 2 
or the remnant.

It is a consequence of (48) that all transitions are 
forbidden in the infrared spectrum which involve a 
simultaneous change in the state of excitation of modes 
in two separate moieties as long as the effective charge 
of the atoms in one moiety does not depend upon the 
displacements of the atoms in the second— a condition 
not inconsistent with the assumption of localization.

The same statement can be made about transitions 
involving the simultaneous change in the state of exci
tation of framework and moiety modes. This depends 
upon the fact that framework modes involve the trans
lation and/or rotation of the moiety and assumes that 
the effective charges of the atoms of the moiety do not 
change with displacement.

The first selection rule can be expected to be rather 
well followed in spectra except when the two moieties 
are quite close in space. The second rule is less well 
founded and will probably be breached more in prac
tice. Further, these two rules are compromised when 
localization is not exact. Yet it follows that combina
tion bands involving the simultaneous excitation of a 
localized and a nonlocalized mode for the moiety 
should be infrequent and weak.

Selection Rules for Raman Spectra. In obtaining 
selection rules for the Raman effect, it is useful to 
write the polarizability tensor «  in dyadic form rather 
than as a matrix.

d = Haxx  +  (ij +  ji )o-xy +  • • •

=
a

but the components aa of the tensor frequently do not 
transform as the irreducible representations of the 
group even for small molecules and it is necessary to 
form linear combinations of them to obtain this prop
erty. Forming such combinations

=
a

one can write

ft ==  ̂yC m. Ctm.
m

Cftl y 'j&Cam 
a

but the same complication enters here as with the di
pole moment. Only the operations of G =  L X /  
which form the subgroup Gs transform the am into 
linear combinations of the am.

It follows by the same procedure used for the in
frared rules that the transition from the ground state 
to the state i/vm in which only modes localized in the 
moiety are excited is forbidden in the Raman spectra 
unless the species of t/ym in Gs is the same as that of one 
of the components am of the polarizability tensor.

The transition v" to v' between any two such states is 
forbidden in the Raman spectra unless the species in 
Gs of one or more of the components am of the polariza
bility tensor is found among the species in Gs of X
p(v')

In analogy with the dipole moment one writes

d = E a , (49)
Q

It is convenient to use an axis system oriented to the 
functional group in expressing and to form the 
linear combinations amg which transform by the ir
reducible representations of L. Forming the inter
change polarizability components

i :u n

which transform like the normal coordinate Qnm under 
the operations of I, one has

tt /  )CnmAnw. (59)
n , m

and A nm is said to be zero if cnm vanishes.
Then a transition from the ground state to a state 

i/Vm in which only modes localized in the moiety are 
excited, and whose species is s(m)S(n), is forbidden in 
the Raman spectrum unless the species s(m) is the same 
as one of the components ceme of the local polarizability 
tensor and provided this component amg generates a 
nonzero interchange component A nm of species Sm.

The same comments about simultaneous excitation 
of localized modes in separate moieties or in a moiety 
and the framework made above for the infrared spec
trum also apply to the Raman effect.

The sum of the diagonal elements of the polarizability 
tensor is not changed by the operations of G and hence 
it transforms as the completely symmetric irreducible 
representation. Therefore, only the completely sym
metric species of G can give rise to polarized Raman 
lines.
An Example

As an example of the application of the theory for the 
vibration of larger molecules outlined in the above sec
tions, we consider the localized modes arising from three 
equivalent methyl groups in the spatial conformation 
cited above; i.e., the atoms of the methyl groups are 
exchanged by the operations of the point group C3v. 
The point group M  of the molecule is irrelevant. It 
might be any one of the 32 point groups, and we shall 
suppose it to be M  = C). The vibrational spectrum 
of these localized modes is not determined alone by the 
details of the spatial arrangement of these three groups 
but is fundamentally influenced by the nature of the 
interaction of the methyl groups with each other and 
with their environment in the molecule at hand— all of 
which is expressed by the Feff and Teu for these localized 
modes in the particular molecule of concern. We shall 
not try to cover all of the possibilities here but will con
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sider several of the more likely cases to be encountered 
in practice as well as those which illustrate interesting 
points.

First Case. In this section, let us consider a molecule 
in which the three methyl groups are far enough re
moved from one another, or otherwise “ insulated,” so 
that the vibratory motions in the methyl groups do not 
couple with each other. Further, we consider a mole
cule in which the environment of each methyl group in 
the molecule does not disturb its inherent trigonal 
character. Then, each methyl group is a moiety in the 
sense of the word used here and G =  Civm. The lo
calized vibrations may be of type ah a2, or e of C3vm. 
Since there are three identical methyl moieties in the 
molecule, the degeneracy of these three kinds of fre
quencies are 3, 3, and 6, respectively. The properties 
of modes of vibration of these types are summarized in 
Table II. The transformation properties of the com
ponents of the dipole moment and polarizability tensor 
for modes localized in a CH3 moiety are obtainable 
from the well-known C3v point group table and are listed 
in columns 3 and 4 of Table II. Here x, y, and 
z refer to components along the usual axis system for a 
CH3 group. It follows from these two columns that 
only vibrations of type ai or e are active in the infrared 
or Raman spectra. The ax vibrations give rise to 
polarized Raman bands (see column 5). The fre
quency distribution is given in the last column. The 
symbols v, S, r, and t stand for stretching, angle deforma
tion, rocking, and torsion motions in the CH3 group. 
To illustrate the use of this table, note that there are 
two CH3 stretching frequencies in the spectrum, one of 
Oi type and one of e type. Both of these frequencies 
may appear in the Raman and in the infrared spectrum. 
The ai Raman band is polarized; the e band is de
polarized. The former is threefold degenerate; the 
latter is sixfold degenerate.

Table II: (CH3)3

c,vma d M Oi p Freqs
a i 3 Mz a i z z ,  ( a t x x  +  O t y y) V v, 8
Cte 3 t
e 6 {MX, My) ( o i x x  O ty v i  O t x y ) d v, 8

{ o i y z j  O tx z ) r

a m = c h 3.

Second Case. In the last section, we considered the 
case where the effective potential energy was just Vn, 
the inherent potential energy for the methyl group. 
In this section, we take up the case where Fetf is made 
up of Vn plus Vs. We consider specifically the case 
where the site effect at each methyl group results in the 
force resisting the distortion of one CH being different 
from that for the other two, which are equal. No

coupling terms between the localized modes of the 
three CH3 groups are present in Ve(( and Te!t for this 
molecule. Here also each methyl group is a moiety 
and G = Csm. The localized vibrations are of sym
metry type a' or a", for which the properties listed in 
Table III are readily obtained. Now we see that 
three stretching frequencies may appear in both the 
infrared and Raman spectra, each of which is threefold 
degenerate. Two of the three Raman bands are po
larized.

Table III: (CH3)3

C,”  ° d M Oi p Freqs
o ' 3 Mx, Mz O ix x j  O ty y ,  OLzz) O ix y V 2p, 25, r
o "  3 My O i x y ,  OCyz d V, 5, t, r

“ m = CH3.

Third Case. Let us turn now to a molecule in which 
motions of the three equivalent methyl groups are 
coupled. Consider specifically a molecule in which 
both site and coupling terms contribute such that G = 
Csl X C*,*. We have seen above that the localized modes 
for this case may be of symmetry type a'Ax, a"Ai, a’E, 
or a"E  with degeneracies 1, 1, 2, and 2, respectively. 
All the operations of G do not correspond to exchanges 
of the atoms of these three functional groups which may 
be classified as “ proper” or “ improper”  rotations. Let 
us see exactly how this arises in this case. To deter
mine to which atom a particular atom of the moiety is 
carried by the operation Gt = Ljlk, one performs the 
transport within the functional group prescribed by the 
operation L} followed by that resulting from the trans
port of the functional group contained in the prescrip
tion Ik. The transport given by the prescription Lj and 
Ik is carried out for each atom of the moiety. The 
operations of G for this case are: E lE\ E'Cz*, £ '!(C'3i)2,
E W ,  E W ,  <rlE i, ° lC i ,  A C ,* )* , »'«m 1, * W ,
and al<j&. The operation A TV accomplishes the same 
atom transport that is obtained by rotation by 120° 
about the threefold axis of the (CH3)3 moiety, and we 
can write ElCii = C™. Thus ElCsi is a “ proper” rota
tion. The operation <rlavi ,  when applied to an atom of 
methyl group 1, provides the transport within the func
tional group prescribed by a1 and this is followed by the 
transport specified by the interchange operation av\, 
which leaves atoms of this group alone. When olovi is 
applied to an atom of methyl group 2, it provides the 
transport within methyl group 2 specified by a1. This 
is followed by the transport specified by the interchange 
operation avi which carries the atoms of methyl group 2 
to those of methyl group 3 in the same way that the atoms 
are moved between these two methyl groups by the inter
change operation CV. (See the discussion of L and I
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Table IV : (CHaV*

C ,1 X c v d M n ■A-nm

a’Ai 1 mz, mx O ix x j  & y v )  OCzz) CLxz

a"Ai 1
a'E 2 mz, mt OCxX} O Lyy) & Z 2) OLxz

a"E 2 my OCyX) OLyz

“  G , = C3f"; m = (CH3)3.

M (C„„m) P Freqs

Mz «221 «21 +  aw P 2v} 28, r
V, d, r, t

Mx, My f  (axx ayy, «xy)\ d 2 c, 25, r
Mx, My \(«l/2> « 22) / d v, S, r, t

operations above.) Applying <tlov\ to an atom of 
methyl group 3 accomplishes the transport within this 
methyl group specified by a1 and is followed by the 
transport from methyl group 3 to methyl group 2 speci
fied by <rti , i.e., in the same way the atoms are moved by 
(Cs)2. The transport of atoms accomplished by alav\ 
is seen to be the same as that obtained by reflection 
thru the “ plane of symmetry”  of the (CH3)3 moiety, 
i.e., alcrvi = avim. It is an “ improper” rotation. Con
sider the operation alEi. It accomplishes the transport 
of atoms in methyl group 1 specified by a1, the trans
ports in methyl group 2 specified by a1, and the trans
ports at methyl group 3 specified by a1. This is neither 
a “ proper” or an “ improper” rotation. An examina
tion of the operations of G will readily show that the 
subgroup consisting of the “ proper” and “ improper” 
rotations is Gs =  C3vm, where the moiety m is (CH3)3. 
As pointed out in earlier sections, some selection rules in 
this kind of case may be obtained by finding the trans
formation properties of the components of the moiety 
dipole moment and moiety polarizability tensor under 
Gs- Using the correspondence between each symmetry 
type of G and one of Gs, one obtains the results listed 
in columns 5 and 6 in Table IV. All vibrations but 
those of symmetry type a"Ai are allowed in both the 
infrared and Raman spectra. How good are these se
lection rules? Like all selection rules, the verbot is 
good but the allowed is not always found.

As outlined in earlier sections, selection rules can also 
be obtained by examining the transformation properties 
of the interchange dipole moment components and of 
the interchange polarizability tensor components, which 
are formed from the functional group contributions by 
eq 45 and 49. The formation of the interchange com
ponents is a straightforward matter. For example, the 
functional group dipole moment components Mgb trans
form under the operations of L like symmetry types of 
this group. The mgb form the basis of a representation 
of the interchange group I. Reduction of this represen
tation on I  by standard methods gives the interchange 
components M nb. Any of the methods of reduction 
well known for their use in forming symmetry coordi
nates may be used. The interchange polarizability 
tensor components can be formed the same way.

Some examples will be given. Following the sub
script nomenclature of eq 43 and 45, the dipole moment 
components of methyl group 1 in the appropriate axis

system (x, y, z) of methyl group 1 are mlz, mlv, and 
mu, while polarizability tensor components include 
axxi, ani, a„i, etc. Standard methods give

Mnb
a'A:

Mu = (mu +  m2z +  mi2)/ 3‘/s 
Mlx =  (mix +  m2x +  m3x)/ 31/2

a'E:
Mu = (m2z -  m3z)/ 2Vi 
M'u = (2mu -  mu -  m3z)/61/2 

etc.

n m

a'A:
A Uz — («221 +  «222 +  «223)/3  
A 2xx («zzl T  «zz2 +  «22:3)/3

a'E:
A 222 = («222 — «223)/2  ^
A'uz = (2«Z2l — «zz2 — «223)/6 /2

etc.

The fact that an interchange dipole moment com
ponent of symmetry a'A\ can be formed from the mz 
components of the three methyl groups, i.e., Mu, is 
indicated in the M n column of Table IV by placing the 
symbol mz in the a'A1 row. The entries listed in the 
Mn and Anm columns were obtained in this way.

One can also form the following linear combinations 
of symmetry type a"A\

Mr = (mlz +  mu +  m3z)/Z'h

A rl ( OtXyl +  OiXy2 +  etxyl) /3

A t2 («7/21 “T «1/22 “i" «|/23) /  3

The first interchange component Mr appears in the 
expression for the dipole moment vector given by eq 47 
as the scalar coefficient of the vector

Dr = (ji +  j 2 +  j 3)/3  h

The interchange components A ri and Ar2 appear in the 
expression for the polarizability dyadic given by eq 50 
as the coefficients of the dyadics

c,l = (iljl +  jlil +  h h  V  J2*2 +  3̂j3 +  jsi3)/3  /2

Cr2 = (jiki +  k]ji +  j 2k2 +  k2j2 +  jsk3 +  k3j3)/3  n
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Table V: (CH3)3 

Civ1 X cv  d Mn Anm M (C ivm) à ( C ,vm) p Freqs

ciiAi 1 mz OizZ) OLXX +  Oiyy Mz *X-zz) XX "I- Qtyy V V, S
aiAi 1 t
A,E 2 mz OLzZy OCXX “I- Oiyy Mx, Mr (aîï ' ayyy axy) d V, 8

a<iE 2 Mx, Mr
(ayt, axt)

(“ xx — ayyt azy) t

eAi 2 mx, rnv \ {oixx Oiyy, Q!a;y)\ Mz
(otyz) axz)

ẐZ) tXXX H“ Oiyy d V, a, r
eE 4 mx, rriy <Xxz) j Mx, My (axz (Xyyi axy) d V, 5, r

“ G, = II£»o

(CH,),.
(«»» axz)

In these expressions, i1; ji, ki are unit vectors in the 
x, y, and z directions of the axis system fixed in methyl 
group 1; i2, j2, k2 are the unit vectors for methyl group
2. The z axis has been taken as the trigonal axis of the 
methyl group in each case. The x axis lies in the plane 
of symmetry of each methyl group, pointing away from 
the C3 axis of the (CH3)3 moiety. The y axis is chosen 
to make each methyl group axis system right-handed. 
It is apparent by inspection that the vector D r is zero. 
While less obvious, the dyadics crt and cr2 are also zero, 
as can be shown by expressing the above vectors in a 
common axis system. The combinations M „ A rl, and 
A t2 are redundant interchange components since they 
contribute nothing to the dipole moment or polariza
bility dyadic. Only the nonzero interchange com
ponents have been entered in columns 3 and 4 of 
Table IV.

According to the selection rules derived in the above 
sections, a fundamental frequency of a given symmetry 
type may appear in the infrared spectrum when there 
is an interchange component Mnh of that symmetry 
type, i.e., an entry in the Mn column for that symmetry 
type, and it may appear in the Raman spectrum when 
this is an entry in the A column for that symmetry 
type. It can be seen at once from Table IV that both 
methods of obtaining selection rules give the same 
results in this instance.

The frequency distribution of the methyl group 
modes in such a molecule was obtained in an earlier 
section and is collected in the last column of Table IV. 
It is seen that six stretching frequencies occur, five of

which are allowed in both infrared and Raman spectra. 
Two of these give polarized Raman bands (column 7).

Fourth Case. In this section, we consider the case 
where G = C3cl X CV, which is interesting from a 
group theory point of view. It corresponds physically 
to the methyl group existing in a molecule where the 
site effects do not destroy the trigonal character of each 
CH3 (F s = 0) and coupling exists as required by this
G. Then the expectations for the localized modes are 
contained in Table V.

Note the interesting point that selection rules under 
the subgroup Gs =  C3™ does not require the a%E moles 
to be inactive in the infrared and Raman spectra. This 
is because C3„m anticipates mixing between all its E- 
type motions. However, G = C%vl X C3vl does not 
permit the a<¡E-type motion to mix with the other 
motions of G which are also E under Gs =  C3vm. The 
a ji  motions do not generate the dipole moment nor a 
polarizability change at the local level and hence these 
modes are inactive in the Raman and infrared spectra 
for this case.

Other Applications. The methods employed herein 
have application in other areas. For example, we 
have already applied them to vibrations in crystalline 
materials.

Acknowledgment. The work reported here has de
veloped in stages in the course of projects supported by 
the National Science Foundation, the Advanced Re
search Projects Agency, and the Atomic Energy Com
mission. The author is grateful for the support of 
these agencies.

The Journal of Physical Chemistry, Vol. 75, No. 10, 1971



1360 Ilyas Absar and John R . Van W azer

An A b  In it io  LCAO-MO-SCF Study of the Phosphoryl Fluoride Molecule, OPF3

by Ilyas Absar and J o h n  R . V an  W a zer*

Department of Chemistry, Vanderbilt University, Nashville, Tennessee 37203 (Received December 31, 1970) 
Publication costs borne completely by The Journal of Physical Chemistry

Ab initio LCAO-MO-SCF calculations have been carried out on the phosphoryl fluoride molecule, 0P F 3, 
using a Gaussian basis set consisting of eight s and four p atom-optimized exponents (with and without an 
added d exponent) to describe the phosphorus, with five s and two p atom-optimized exponents to describe 
the oxygen as well as each of the three fluorine atoms. In addition, a CNDO calculation has also been done 
for this molecule, and the resulting orbital energies have been compared to the ab initio values. The effect 
of allowing d character in this molecule is examined in detail. Three-dimensional electron-density plots are 
presented for the valence orbitals in a plane containing the phosphorus, the oxygen, and one of the fluorine 
atoms.

I. Introduction
The electronic structure of phosphoryl fluoride,1 

OPF3, is particularly interesting in that both the 
fluorine and oxygen atoms are highly electronegative 
with respect to the phosphorus and both have un
shared pairs of electrons which may feed into the un
occupied d orbitals of the phosphorus so as to prevent 
unduly large charge differences between the phosphorus 
and either the oxygen or the fluorine atoms. A pre
liminary ab initio study2 of px-d ,  bonding in the hypo
thetical molecule phosphine oxide, OPH3, has shown 
that, upon adding phosphorus d atomic orbitals to the 
(sp) wave function, there is a clearly observable transfer 
of charge from the lone-pair region of the oxygen to the 
P -0  bonding region. The main purpose of the study 
described herein is to discover whether or not a similar 
transfer occurs from the oxygen to the phosphorus as 
well as from the fluorine to the phosphorus when d char
acter is allowed in the description of the phosphoryl 
fluoride molecule. It is also of interest to see whether 
or not p„-dT feedback is clearly recognizable in the 
Hartree-Fock representation of this molecule and 
whether it is confined to specific delocalized molecular 
orbitals for the P -0  bond and for the P -F  bond.

II. Calculational Details
The ab initio LCAO-MO-SCF calculations using un

contracted Gaussian orbitals were carried out with the 
program MOSES,3 which is part of a package of com
puter programs for quantum-mechanical calculations 
put together in our group (primarily by Dr. J. H. Letcher 
and H. Marsmann). With the (841/52/52) basis set,4 
which was the larger of the two used to describe the OPF3 
molecule, a linear combination of 70 atomic orbitals is 
employed to delineate the 25 filled molecular orbitals, 
thus necessitating the calculation of nearly 3 X 106 two- 
electron integrals and nearly 2 X 103 one-electron 
integrals.

When d orbitals are employed with the version of

MOSES we use, they are couched in terms of dl2, d„2, 
dZ2, dxv, dI2, and d„2. When these are converted to the 
usual spherical-harmonic representation involving five d 
orbitals, a 3s orbital which exhibits the same exponent 
as those used for the d’s also results. This means that 
this 3s orbital should also be included in the atomic 
basis set when binding-energy calculations are carried 
out with the use of d functions.

The exponents for the phosphorus atom in the (84) 
Gaussian basis set were obtained in our laboratory 
from an atom-optimizing program6 and were found to be 
the following: 5941.5, 920.30, 221.51, 68.164, 23.685, 
5.1733, 1.9202, and 0.2141 for the s type; and 48.818, 
10.6798, 2.7458 and 0.2478 for the p type. In the 
calculation involving d character on the phosphorus, the 
d exponent was chosen to be 0.36 from the results of 
optimization in the phosphine6 and phosphine oxide2 
molecules. The energy for the phosphorus atom in the 
(84) basis set was found to be —340.0926 au, whereas 
addition of the 3s orbital having an exponent of 0.36 
lowered this energy to —340.1000 au. The exponents 
and energies for the oxygen and fluorine atoms were 
taken from the literature.7-8
(1) A brief report of a Slater minimum-basis set SCF study of this 
molecule has been given by I. H. Hillier and V. R. Saunders, Chem. 
Comm., 1183 (1970).
(2) H. Marsmann, L. C. D. Groenweghe, L. J. Sehaad, and J. R. 
Van Wazer, J. Amer. Chem. Soc., 92, 6107 (1970).
(3) L. M. Sachs and M. Geller, Int. J. Quant. Chem., IS, 445 (1967).
(4) The notation (dbc/ef/gh) corresponds to the assignment a Is, 
b 2p, c 3d atom-optimized Gaussian type orbital-exponents to the 
phosphorus, e Is and /  2p to each of the three identical fluorine 
atoms, g Is and h 2p to the oxygen atom. For the phosphorus 
atom alone, the notation is (ab), or (abc) when d orbitals are em
ployed.
(5) B. Roos, C. Salez, A. Veillard, and E. Clementi, “A General 
Program for Calculation of Atomic SCF Orbitals by the Expansion 
Method,” IBM Research Laboratory, San Jose, Calif.
(6) J.-B. Robert, H. Marsmann, L. J. Sehaad, and J. R. Van Wazer, 
submitted for publication.
(7) D. R. Whitman and C. J. Hornback, J. Chem. Phys., 51, 398 
(1969).
(8) C. J. Hornback, Ph.D. Thesis, Case Institute of Technology, 
Cleveland, Ohio, 1967.
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The CNDO (complete neglect of differential overlap) 
program* 9 was obtained from the Quantum Chemistry 
Program Exchange. Planar electron-density maps 
were calculated by one program10 and these were con
verted to a three-dimensional representation by an
other.11

In accord with the literature,12 the C3v geometry of 
the OPF3 molecule was chosen to correspond to a P -0  
distance of 1.45 A and a P -F  distance of 1.52 A, with 
the FPF angle equal to 102°30'.

III. Results and Discussion
In a recent study13 of the polarizing effects14 of d 

orbitals, it was shown that the total energy of silane 
was lowered by only 0.032 au when two reasonably 
selected d exponents were added to a contracted (129/ 
51) Gaussian basis set (to give a total energy close to 
the Hartree-Fock limit) as compared with a lowering of 
0.095 au when a molecularly optimized d function was 
added to a Slater minimum-basis set. We interpret 
these findings in terms of the d function, which was 
added to the minimum Slater set, partially serving in 
the place of an s or p function badly needed to give a 
proper description of the molecule. In our study of 
phosphine oxide,2 where a very small Gaussian basis 
set was employed to describe the phosphorus, the effect 
of adding a molecularly optimized d function to convert 
a (73/52/2) to a (731/52/2) basis set was contrasted to 
the effect of adding another atom-optimized p function 
on the phosphorus to give a (74/52/2) basis set. Al
though the energy lowering on adding the p orbital was 
1.67 au, as compared with 0.20 au for adding the d, the 
larger change was seen to be due mainly to improving 
the description of the phosphorus inner orbitals (pri
marily the Is and three 2p), whereas the d addition led 
to considerably larger changes in the energies and cal
culated electronic populations of the valence orbitals 
(particularly the outermost one). Because of the 
fact that the added p and d orbitals played such dif
ferent roles in a very small, unbalanced basis-set descrip
tion of phosphine oxide, we believe that interpretation 
of d-orbital participation given herein for a larger, 
better-balanced Gaussian basis set ought to lead to a 
reasonably meaningful picture.

The total energies calculated for phosphoryl fluoride 
in the (84/52/52) and (841/52/52) basis sets are pre
sented in Table I along with the respective binding 
energies which have not been corrected for extra-corre
lation energy. The relatively large difference between 
the total energy in the two Gaussian basis sets reflects 
the fact that these basis sets are small and that (as will 
be shown later) the d character allowed to the phospho
rus acts not only in polarizing14 the p orbitals but is also 
fundamentally involved in bonding.

The values of the uncorrected binding energies de
rived from the ab initio calculations exhibit the correct 
sign for a stable compound but are very small, much

Table I : Energies Calculated for Phosphoryl Fluoride, OPFs
-------- ab initio Gaussian------- . CNDO

Energies (82/52/52) (821/52/52) (with d)
Total, au -710.0193 -710.5867
Binding,“ eV -1 .9 9 -1 .2 5 -14.40

(experimental5
21.1 eV)

Orbital, eV
lai (P ls) -2185.9 -2182.5
le (F ls)0 -720 .3 -7 2 2 .0
2ai (F ls) -720 .3 -7 2 2 .0
3a! (O ls) -560 .5 -561 .8
4ai (P 2s) -213 .9 -210 .3
5at (P 2p) -1 5 5 .0 -151 .4
2e (P2p) -155 .0 -151 .4
6a! -4 7 .2 -4 6 .9 -4 7 .5
3e -4 5 .1 -4 3 .7 -4 6 .8
7 -3 6 .9 -3 6 .0 -3 9 .7
8ai -2 3 .1 -2 3 .1 -2 5 .4
4e -1 9 .9 -2 0 .0 -2 4 .7
9ai -1 8 .6 -1 9 .0 -2 4 .6
5e -1 6 .6 -1 7 .8 -2 3 .5
6e -1 6 .0 -1 6 .6 -2 1 .6
la2 -1 6 .0 -1 6 .0 -2 0 .8

10ai -1 3 .0 -1 3 .7 -1 8 .4
7e -1 1 .3 -1 1 .7 -1 8 .4

lla x (virtual) +  8.3 +  9.7 -1 .1

“ The value of the (uncorrected) binding energy was obtained 
by simply subtracting the sum of the calculated total energies 
of the constituent atoms from that of the molecule, using the 
same basis sets in the atomic and molecular calculations. b From 
AH° = —476 kcal/mol [D. D. Wagman, W. H. Evans, V. B. 
Parker, I. Halow, S. M. Bailey, R. H. Schum, Nat. Bur. Stand. 
(U. S.) Tech. Note, No. 270-3 (1968)] at 0°K for the formation 
of OPF3(g) from the ground-state gaseous atoms, the binding 
energy was calculated using a correction of 9.1 kcal/mol for 
the zero-point energy [H. S. Gutowsky and A. D. Liehr, J. 
Chem. Phys., 20, 1652 (1952)]. '  There is a degenerate pair of
orbitals for each e symmetry.

smaller than the experimental value. This low value 
is probably attributable to the fact that there are three 
covalently bonded fluorine atoms in the molecule. For 
the NF3 molecule,15 the uncorrected binding energy is 
positive, but this is converted to the appropriate value 
when the molecular extra-correlation energy16 is added.

(9) P. A. Dobosh, Program c i n d o , Program 142 of the Quantum 
Chemistry Program Exchange, Chemistry Department, Room 204, 
Indiana University, Bloomington, Ind.
(10) W. E. Palke, an electron-density program modified by T. H. 
Dunning at the California Institute of Technology and later im
proved by H. Marsmann.
(11) D. L. Nelson, “Perspective Plotting of Two Dimensional As
says—p l o t3 d ,”  a computer program for a digital plotter, University 
of Maryland, Department of Physics and Astronomy, College Park, 
Md.
(12) Q. Williams, J. Sheridan, and W. Gordy, J. Chem. Phys., 20, 
164 (1952).
(13) S. Rothenberg, R. H. Young, and H. F. Schaefer, J. Amer. 
Chem. Soc., 92, 3243 (1970).
(14) C. A. Coulson, Nature, 221, 1106 (1969).
(15) M. L. Unland, J. H. Letcher, and J. R. Van Wazer, J. Chem.
Phys., 50, 3214 (1969).
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Even at the Hartree-Fock limit, the F2 molecule is 
seen also to exhibit a positive binding energy, with 
stabilization of the molecule being closely accounted 
for by pair correlations.* 16 For the semiempirical 
CNDO calculations,17 the uncorrected binding energy 
is much larger than the values obtained from the ab 
initio computations. This difference must surely be 
attributable to the approximations involved in avoiding 
evaluation of the integrals rather than to differences 
between the basis sets used (a minimum Slater plus a 
single fivefold set of Slater d atomic orbitals on the phos
phorus for the CNDO).

Inspection of the orbital energies shows that inclu
sion of the d atomic orbitals in the ab initio calculations 
has an appreciable effect on the inner-shell molecular 
orbitals, raising the energy of the orbital corresponding 
to the phosphorus “ Is”  by 3.4 eV while lowering the 
fluorine and oxygen “ Is” orbital energies by 1.7 and
1.3 eV, respectively. Similarly, the energies of the 
phosphorus “ 2s”  and “ 2p”  electrons are each raised by
3.6 eV. We can interpret these results in terms of the 
idea developed in the study of photoelectron spec
troscopy18'19 that, when electrons are withdrawn from a 
given atom, the inner-orbital binding energies increase 
(so that the respective orbital energies should decrease) 
by about the same amount for each of the inner-shell 
orbitals of that atom. Application of this rule to the 
calculated results given above indicates that, upon 
allowing d character to the phosphorus, the fluorine 
and oxygen atoms lose electrons and the phosphorus 
gains electrons. Note that the CNDO optimization 
does not involve the inner-shell orbitals.

For the valence-shell molecular orbitals, the ab initio 
calculations show essentially no change in the energies 
of the four orbitals 8ai, the 4e pair, and la2 upon allow
ing d character to the phosphorus. The valence orbi
tals having the higher energies {i.e. 10a1; 6e, 5e, and 
9ai) are stabilized by allowing d character, whereas 
the other orbitals, except for the four which were not 
affected appreciably, are destabilized. The orbital 
energies calculated from the CNDO approximation 
are consistently large, with the difference between them 
and the comparable ab initio calculation in which a d 
orbital is involved [i.e., the (841/52/52) basis set] 
being greatest for the orbitals of lesser stability. In
deed for the pair of 7e molecular orbitals {i.e., those re
lated to the first ionization energy of the molecule), the 
absolute numerical value obtained from the CNDO 
calculation is nearly twice as large as that from the 
ab initio computations. Another interesting result 
of this particular CNDO calculation is that the first 
virtual {i.e., unfilled) orbital is computed to be slightly 
stable. These results again emphasize the fac~ that 
numerical values of energies of the valence-shell filled 
orbitals as well as those of the virtual orbitals are usu
ally poor if they are based20 on the CNDO approxima
tion.

The calculated dipole moments and the atomic 
charges, obtained by subtracting the gross population 
for each atom (as obtained from a Mulliken population 
analysis21) from its atomic number, are shown in Table
II. The dipole moment from the CNDO calculation

Table II : Calculated Dipole Moment and Atomic 
Changes for Phosphoryl Fluoride, OPFs

✓---- ab initio Gaussian-----•
Property (82/52/52) (841/52/52)

Dipole moment, D 2.05 2.00
(experimental 
1.77 D)

Atomic Charges (Electrons)
OnP +1.616 +0.628
OnO -0 .658  -0 .344
On each F — 0.320 — 0.095

Total Overlap Populations (Electrons) 
P -0  0.67 1.34
P-F (per bond) 0.37 0.67

was the farthest from the experimental value with the 
ab initio calculation including d atomic orbitals being 
the closest. In accord with the prediction made from 
the changes in inner-orbital energies, it is seen that, 
upon allowing d character, the calculated positive 
charge on the phosphorus atom is decreased by nearly a 
full electron whereas the negative charge on the oxygen 
and the fluorine is simultaneously decreased by nearly 
y 3 and y 4 of an electron, respectively. In all three 
calculations, it is clear that the oxygen is assigned a 
more negative charge than each of the fluorine atoms. 
Furthermore, the CNDO and (841/52/52) calculations, 
both of which realistically include d orbitals, are in 
agreement in assigning a formal charge of around +0.7 
electron to the phosphorus atom and around —0.1 to 
— 0.2 electron to each fluorine atom. Since fluorine is 
the most electronegative of all elements, the higher 
negative charge on oxygen as compared with fluorine in 
the phosphoryl fluoride molecule as calculated without 
phosphorus d character must be attributable to the

(16) C. Hollister and O. Sinanoglu, J. Amer. Chem. Soc., 88, 13 
(1966). Also see G. Das and A. C. Wahl, Phys. Rev. Lett., 24, 440 
(1970) for a related treatment.
(17) J. A. Pople, D. P. Santry, and G. A. Segal, J. Chem. Phys., 43, 
S129 (1965).
(18) K. Siegbahn, et a l . , “ESCA—Atomic, Molecular and Solid 
State Structure Studied by Means of Electron Spectroscopy,” Alm- 
quist and Wiksels, Boktryckeri, Uppsala, 1967; also see “ESCA 
Applied to Free Molecules,” North-Holland Publishing Co., Amster
dam, 1959.
(19) R. Nordberg, H. Brecht, R. G. Albridge, A. Fahlman, and 
J. R. Van Wazer, Inorg. Chem., 9, 2469 (1970).
(20) M. L. Unland, J. H. Letcher, I. Absar, and J. R. Van Wazer, 
J. Chem. Soc. London, in press.
(21) R. S. Mulliken, J. Chem. Phys., 23, 1833, 1841, 2338, 2343 
(1955).

CNDO
(with d)

2.29

+  0.826 
-0 .2 7 7  
-0 .1 8 3
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Figure 1. Electron-density maps for the plane passing through 
the oxygen, the phosphorus, and one of the fluorine atoms of 
phosphoryl fluoride, OPF3. The basal plane of these plots 
shows the molecular geometry in the F -P -0  plane, with the 
electron density in this plane being shown vertically to this 
plane. (A) Total electron density for the (841/52/52) basis 
set and (B) an eleetron-density-difference map for the (841/ 
52/52) minus the (84/52/52) basis set. The electron density 
(vertical scale) in (B) is magnified five times over that in (A).

dative (coordinate-covalent) bonding between the 
oxygen and the phosphorus. Furthermore, since the 
drop in negative charge due to allowing d character is 
large for the oxygen as well as for each of the fluorine 
atoms, electronic feedback from the unshared pairs to 
the bond with phosphorus is indicated for both fluorine 
and oxygen. This conclusion is supported by the 
approximate doubling of the substantial P -0  and P-F 
overlap populations upon allowing d character to the 
phosphorus.

In Figure 1A, a relief map of the electron density of 
the phosphoryl fluoride molecule is shown for the plane 
passing through the phosphorus, the oxygen, and one 
of the three fluorine atoms. In the representations 
given in Figures 1 and 2, the electron density at any 
point on the plane is plotted perpendicular to that 
point. The unshared pairs of electrons around the 
fluorine and oxygen atoms are readily apparent in 
Figure 1A. This plot corresponds to the (841/52/52) 
basis set, and when d character is forbidden to the phos
phorus [i.e., for the (84/52/52) basis set], the resulting 
plot has the same general appearance. However, the 
relatively subtle differences in the electron density 
brought about by allowing d character to the phospho

rus can be seen from a difference map such as the one 
shown as Figure IB, in which the vertically plotted 
electron-density differences are magnified fivefold as 
compared to the electron densities of Figure 1A.

From Figure IB, as well as from similar plots made 
for different viewing angles, it is apparent that addition 
of d character to the phosphorus causes a concentration 
of electronic charge in the neighborhood of each of the 
nuclei. In addition, a ring of charge is removed from 
around the oxygen and each of the fluorine atoms. 
These rings of charge deletion, the centers of which lie 
on the respective bond axis, represent the transfer of 
charge corresponding to unshared pairs on the oxygen 
and fluorine atoms to other parts of the molecule. 
These are predominantly the regions near the nuclei 
mentioned above, as well as a ring of increased charge 
around the phosphorus atom. This ring is a wobbly 
shaped (with a threefold axis) annulus, as indicated by 
the two mammilar humps on either side of the phos
phorus atom in Figure IB. Without question, the 
charge transfer from the oxygen to the phosphorus can 
be interpreted as pT-d„ bonding. However, for the 
charge transfer from the fluorine to the phosphorus, the 
placement of the humps on either side of the phosphorus 
is such that it appears that some of the electrons taken 
from the fluorine lone-pair region by allowing d char
acter on the phosphorus would have to be considered in 
terms of an increase in P -F  <r as well as P -F  -w character. 
It should be noted that the terms u and w used in this 
discussion refer "o the charge-density maxima lying 
along the respective bond axis for the a bond or on 
either side of the bond axis for the w bond. Of course, 
the usual precise mathematical definition of a and w 
applies only to planar molecules.

A population analysis for the 16 valence-shell molec
ular orbitals is given in Table III. These values should 
be compared with the electron-density plots shown for 
these orbitals (with d character being allowed) in Figure
2. Most of these delocalized Hartree-Fock orbitals 
are dominated by one or two bonding functions as de
fined in the classical valence-bond sense. These domi
nant contributions are listed in the second column of 
Table II.

Note that the electronic populations of orbitals, 
6ai, 7ai, 4e, 6e, and la2 are not greatly affected by 
allowing d character on the phosphorus. However, in 
the pair of 3e orbitals, there is some increase in the 
overlap of each P -F  bond along with a transfer of a 
total of about 0.2 electron from the three fluorine 
atoms to the phosphorus. The most notable change in 
molecular orbital 8ax upon allowing d character to the 
phosphorus is an increase in the overlap of each P-F 
bond from nothing to about 0.3 electron. For orbital 
9ai, there is also a small increase in P-F overlap accom
panied by a transfer of a small amount of charge from 
the fluorine to the phosphorus. Upon allowing d char
acter to the phosphorus atom, the pair of 5e orbitals is
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Table III: Electronic Populations21 of the Valence Orbitals“

Dominant -Overlap population---- ---------> -----Gross population-
Orbital contribution P-O Each P-F p 0 Each F

6ai P-P (T 0.01 0.15 0.39 0.01 0.53
0.01 0.16 0.46 0.01 0.51

3e6 F lp, P-F <r 0.00 0.24 (0.24)c 0.50 0.00 1.17 (1.17)
0.00 0.16 (0.16) 0.34 0.00 1.21 (1.21)

7ai P -0  a, 0  lp 0.59 0.00 0.50 1.45 0.02
0.54 -0 .0 1 0.44 I .49 0.02

8a, P-F a, 0  lp -0 .0 1 0.34 0.47 0.11 0.47
- 0.04 0.00 0.63 0.12 O.45

4e P-F -0 .0 4 0.15 (0.06) 0.84 0.06 1.03(0.69)
-0 .0 8 0.13(0.09) 0.96 0.12 0.98(0.33)

9ai P-F T,d F lp -0 .0 4 0.10 0.35 0.17 0.49
-0 .3 1 0.08 0.30 0.17 0.48

5e F lp, P-F O- 0.02 0.16 0.40 0.04 1.19(0.65)
0.00 0.00 0.00 0.02 1.33(0.70)

6e F Ip 0.02 0.06(0.05) 0.18 0.04 1.26 (1.01)
0.00 O.OO(-O.Ol) 0.00 0.00 1.33(1.08)

la2 F lp 0.00 0.00 0.00 0.00 0.67
0.00 0.00 0.00 0.00 0.67

10ai 0  lp, F lp 0.05 -0 .0 1 0.20 1.44 0.12
0.07 -0 .0 3 0 . 1 4 1.35 0.17

7e P -0  7T, 0  lp 0.66 1 O o Cn T O o rf*. 0.56 3.00 0.14 (0.12)
F lp 0.34 -0 .1 1  (-0 .0 9 ) 0.32 3.32 0.15(0.11)

“ The values in regular type correspond to the (841/52/52) basis set, whereas the values in italics correspond to the (84/52/52) basis. 
Hence the italicized numbers give the respective numbers of electrons when d character is disallowed. b The charges in electron units 
shown for each set of e orbitals correspond to the sum of the constituent pairs of ai and a2 orbitals. c Values are given in parentheses 
for the ai orbital of each e pair (when the charge is unequally distributed between the ai and a2 orbitals) for the fluorine atom appear
ing in the electron-density plots of the figures. d See text for this usage of the “ w”  notation.

seen to evidence P -F  overlap accompanied by an in
crease of the charge on the phosphorus from zero to 
about 0.4 electron, with this increase in charge having 
come from the three fluorine atoms. The same situa
tion holds for the pair of 6e orbitals, but to a lesser ex
tent. The effect on orbital 10ai is also small, corres
ponding to charge transfer from the fluorines to both 
the oxygen and the phosphorus. In the case of the 
pair of 7e orbitals, there is an appreciable increase in 
the P -0  overlap accompanied by the transfer of about 
0.3 electron from the oxygen to the phosphorus.

From inspection of the data given in Tables I and 
III as well as Figure 2, it is clear that P -0  w bonding is 
associated with the orbital of least negative energy 
whereas the electronic feedback from the fluorine atoms 
to the phosphorus upon allowing d character to the 
latter shows up in orbitals which are considerably more 
stable (8ai, 5e, and 3e). Likewise, as expected, the 
orbitals associated with the fluorine lone-pair character 
are somewhat more stable than those associated with 
the oxygen lone pair, with both of these being less 
stable than the orbital which accounts for much of the 
P -0  a bonding. Further, in spite of the fact that the 
P -F  a bonding is delocalized among a number of orbi
tals, this bond appears to involve more energy per bond 
than does the P -0  <r bond.

From the geometries shown in Figure 2, only molec
ular orbital 9ai is seen to have at all the proper shape to

correspond to a P-F w bond. However, upon allowing 
d character to the phosphorus, there was only a small 
increase in the P -F  overlap population for this orbital. 
The orbital (8a!), which shows the greatest increase in 
P -F  overlap on allowing d character to the phosphorus, 
clearly involves P -F  a bonding as can be seen from 
Figure 2. These results on the various individual orbi
tals are, of course, consistent with the overall electron- 
density-difference map of Figure IB which shows that 
the ring of charge increase lying around the phosphorus 
atom appears to pretty much block the P -F  bond axis.

In Figure 2, molecular orbitals 6a! and 3e in the case 
of the fluorine atom and orbitals 7ai, 8ai, and 9ax for the 
oxygen clearly exhibit a central spike of charge sur
rounded by a ring of charge. This observed charge 
geometry is clearly a distortion of the 2s atomic orbi
tals22 of these atoms. Likewise, the split electron- 
density maxima (8ai, 4e, 9ai, 5e, 6e, and 7e for the 
fluorine and 4e, 10ai, and 7e for the oxygen) represent 
distortions of the 2p orbitals of these atoms.22 Figure 2 
shows for the phosphorus central maxima surrounded 
by two more or less annular rings of charge (with the 
outer ring being very flat and diffuse) in orbitals 6ai 
and 8ai. These represent distortions of the 3s atomic 
orbital of phosphorus.20 Likewise, the split central

(22) W. T. Bordass and J. W. Linnett, J. Chem. Educ., 47, 672 
(1970).
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Figure 2. Electron-density maps of the valence orbitals of phosphoryl fluoride, OPF3, in the (841/52/52) basis set as observed in 
the plane determined by the oxygen, the phosphorus, and one of the fluorine atoms. The electron-density scale 
is the same as that used in part A of Figure 1.

hump surrounded on either side by flat diffuse humps, 
as seen in orbitals 3e, 7e, and particularly 4e are similar 
to a 3p phosphorus atomic orbital.22 As was pointed 
out in a previous paper,23 electron-density plots, such as 
shown in Figure 2, clearly relate the shape of the molec
ular orbitals of the main contributing atomic orbitals 
of the respective atoms, and this occurs in even as com
plex a molecular structure as OPF3.
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Energy Transfer in Thermal Isocyanide Isomerization. 

Noble Gases in the Ethyl Isocyanide System1

by S. P. Pavlou and B. S. Rabinovitch*
Department of Chemistry, University of Washington, Seattle, Washington 98105 {Received November 12, 1970) 

Publication costs assisted by the National Science Foundation

Relative collisional activation-deactivation efficiencies of added inert bath gases for the thermal unimolecular 
isomerization of ethyl isocyanide have been measured in the lower region of falloff just above the second-order 
regime at 231°. The effect of He, Ne, Ar, Kr, and Xe on the rate of isomerization was studied at 231° and 
at total pressures between 7 X 10-3 and 1 X 10-1 Torr; j30(<») increases monotonically from 0.27 to 0.44 
with increase of atomic weight. The behavior of the experimental efficiencies as a function of the degree of 
falloff (reaction order) and of the dilution of substrate by bath gas is illustrated. Their relation to the pre
dicted behavior given by calculations based on a stochastic model is discussed. The average energy (AE )  
removed from the substrate by the bath molecules per down-transition was evaluated. The effect of struc
tural and internal parameter changes of the substrate molecule on the process of intermolecular energy ex
change is examined in the light of the data obtained in earlier work with the simpler CHSNC homolog.

Introduction

Gas phase thermal unimolecular reactions, especially 
at low pressures, provide a simple and convenient tech
nique for the study of some aspects of intermolecular 
energy transfer by molecules at high levels of vibra
tional excitation. In the second-order region the rate 
of reaction is the rate of activation by collision, and 
studies in this nonequilibrium region are uniquely ad
vantageous.2-4

For reasons discussed previously,3'4 the detailed 
documentation of a specific reaction system and the 
systematic investigation of the parameters affecting 
the energy-transfer process is a desideratum for success
ful exploitation of this technique. The thermal uni
molecular isomerization of isocyanides to nitriles was 
chosen to provide such a system.

To this time, the methyl isocyanide system has been 
studied in some detail. The behavior of a large number 
of bath gases has been investigated.3 4 The tempera
ture dependence of the relative collisional efficiency of 
inert bath gas is also under investigation.6 Dilution 
effects6 and relative cross sections of inert gases7 have 
also been examined. In order to further our under
standing of the nature of collisional transition probabil
ities, the experimental work on bath gas behavior is here 
extended to the next homolog, the thermal isomeriza
tion of C2H5NC to C2H5 CN. This substrate has been 
investigated previously in some detail by Maloney and 
Rabinovitch.8 It is one of the advantages of thermal 
unimolecular reaction systems that the magnitude of 
(E +)0 tends to follow classical statistical behavior and is 
only weakly dependent on substrate complexity.9 
Thus the pragmatic operational test of bath molecule 
activation-deactivation efficiency is virtually invariant

for a homologous substrate series in which E0 is also 
nearly invariant, as is the case for isocyanides.8 Thus 
the structure of the substrate molecule is significantly 
changed, but the low-pressure reaction parameters are 
scarcely altered (Table I); an internally consistent 
reaction series is obtained for a given deactivator, and 
the effects of the internal parameter changes, i.e., vibra
tion frequency pattern, internal rotation, low-fre
quency bending modes, and total number of vibrational 
modes, on the transition probabilities can be evaluated.

Our initial study in this system is of the effect of 
noble gases on the isomerization of C2H5NC. This 
paper presents a detailed description of the experimental 
relative collisional efficiencies and their behavior as a 
function of dilution and region of falloff.

Experimental Section

Materials. Ethyl isocyanide was prepared by Ma-

(1) (a) This work was supported by the National Science Founda
tion; (b) abstracted in part from the Ph.D. thesis of S. P. Pavlou, 
University of Washington, Seattle, Wash., 1970.
(2) M . Volpe and H. S. Johnston, J. Amer. Chem. Soc., 78, 3903 
(1956).
(3) F. J. Fletcher, B. S. Rabinovitch, K. W. Watkins, and D. J. 
Locker, J. Phys. Chem., 70, 2823 (1966).
(4) S. C. Chan, B. S. Rabinovitch, J. T . Bryant, L. D . Spicer, T. 
Fujimoto, Y . N. Lin, and S. P. Pavlou, ibid., 74, 3160 (1970).
(5) S. C. Chan, J. T. Bryant, and B. S. Rabinovitch, ibid., 74, 2055 
(1970).
(6) Y. N. Lin and B. S. Rabinovitch, ibid., 72, 1726 (1968).
(7) Y. N. Lin, S. C. Chan, and B. S. Rabinovitch, ibid., 72, 1932 
(1968); S. C. Chan, J. T. Bryant, L. D. Spicer, and B. S. Rabino- 
viteh, ibid., 74, 2058 (1970).
(8) K . M . Maloney and B. S. Rabinovitch, ibid., 73, 1652 (1969) 
(M R).
(9) D. W. Placzek, B. S. Rabinovitch, G. Z. Whitten, and E. Tschui- 
kow-Roux, J. Chem. Phys., 43, 4071 (1965).
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Table I : Reaction Parameters for the 
CH3NC and C2H6NC Systems8

CHSNC C¡HtNC

Ara, sec-1 1013'6 IO13-8
E 0, kcal mol-1 37.9 37.6
( E +)p=o, kcal moD1 1.22 1.37
(.E +)p=01, kcal mol-1 2.49 4.50
n“ 4.6 6.1
sb 3.3 4.5

Observed Slater n  value. b Observed Kassel s value.

loney8 and was purified by gas chromatography. Anal
ysis revealed no detectable impurities.

Helium, neon, argon, krypton, and xenon were as
sayed reagent grade gases from Air Reduction Co. 
These gases were used without further purification.

Apparatus and Procedure. Rate determinations 
were made in a static system. The reaction vessel was 
a 229-1. Pyrex sphere heated in a stirred air furnace. 
Pumping of the reaction vessel was by an 8-1. sec-1 
Hughes YP-8R ion pump and a cryogenic molecular 
sieve sorption pump. After baking above 400°, a 
pumped-down pressure before each run at 231° of 
<10-6 mm was obtained, as monitored by a cold 
cathode ion gauge and by a thermopile gauge which read 
down to 10~6 mm.

The furnace temperature was controlled by a propor
tional controller and was measured by using eight cali
brated chromel-alumel thermocouples placed in good 
thermal contact with various points of the reaction 
vessel. During a run the temperature was constant to 
± 0 .3 °; the agreement between all thermocouple read
ings was ±0.2°. A standard temperature of 231° was 
used; occasionally, over the history of the work, the 
vessel temperature differed a little from that value.

Runs with seasoned and unseasoned vessels were per
formed and no difference in rate determinations was ob
served; seasoning between runs was therefore unnec
essary except in cases where air had been admitted into 
the reactor. No detectable outgassing of the reaction 
vessel was observed on the thermopile gauge when the 
background pressure was monitored over time inter
vals corresponding to actual reaction times.

A conventional glass vacuum apparatus was used for 
gas handling, storage, and pressure measurements. 
Pumping was by an oil diffusion pump and mechanical 
forepump. Mercury vapor was excluded from the gas 
handling system and reaction vessel. Amounts of sub
strate and inert gas were measured in standard volumes 
with a glass null-point Bourdon gauge.

A reaction mixture of C2H5NC containing ~ 6 %  
CH3CN as an internal analytical standard was used for 
kinetic runs. Because of the small initial pressure 
(~ 3  X 10-4 mm) of C2H6NC used (2.0 X lO"6 mol),

the whole sample was removed for analysis. Isomeriza
tion was carried to between 10 and 40% reaction.

Kinetic runs were ended by pumping the mixture 
through a high-conductance trap maintained at —196°.

Analysis. Unreacted C2H6NC was quantitatively re
moved by passage of the sample through a AgCN col
umn. All gas chromatographic analyses were performed 
on a Hewlett-Packard F & M Model 700 chromatograph 
equipped with a dual flame ionization detector, a 
Model 5771A electrometer, and a Honeywell Electronik 
19 recorder. A 12-ft, 5%  tricresyl phosphate on 60- 
80 mesh, acid-washed Chromosorb G column was used 
for analyses. Calibrations of the column were made 
with standard mixtures of C2H5CN-CH3CN before and 
after each series of analyses. Reproducibility was 
achieved to within ±  1%.

Results
Rate constants for the isomerization were calculated 

by using both an :‘absolute”  and an “ internal standard” 
basis. Since in most cases reasonable reproducibility 
between internal and absolute values was achieved, an 
average value was taken. When isocyanide interfer
ence with the acetonitrile peak occurred due to inadver
tent saturation of the AgCN column with isocyanide, 
only absolute values were used.

Corrections to the Data. a. Temperature Correction. 
All rate data were brought to a standard temperature of 
231.0° with use of the energy of activation for pure 
C2 H5NC8  at a reaction order equal to that for the inert 
gas kinetic run.

b. Dead Space. This amounted to 1.4% and no 
correction was necessary, especially since relative inert 
gas efficiency is desired.

c. Pump-out Time. At the conclusion of a run the 
pressure drop in the reaction vessel was observed as a 
function of time. Time correction for removal of the 
sample varied from 1 to 10%, depending on the total 
pressure, the inert gas used and the run time; it was 
determined quite accurately from plots of pressure vs. 
pumping time measured for each gas.

d. Heterogeneity. Increase of the rate due to wall 
effects occurs at pressures below 4 X  10~3 mm (w = 
6 X 104 sec-1) in the C2H5NC system.8 It was found

Table II: Some Calculated and Pragmatic
Heterogeneity Functions

P, 6J,
mm sec-1 ( f f i ) f (H(EY) +

2 X IO“4 3.2 X IO3 0.21 0.74
5 X IO"4 8.0 X IO3 0.13 0.58
1.5 X IO"3 2.4 X IO4 0.04 0.33
2.5 X IO-3 4.0 X IO4 0.02 0.20
6.4 X IO“2 1.0 X IO6 0.001 0.05

From ref 8.
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by M R8 that the correction for simple heterogeneity, 
i.e., simple wall activation collisions, was not sufficient 
to account for the observed rate at lower pressures. 
Some surface catalysis appears to occur. Table II 
shows values for the simple wall activation correction 
function (H (E) ')  at a givenh omogeneous collision rate 
« , as given by MR, and the pragmatic deviation at vari
ous collision rates, defined similarly as

[(H(E)') +  x] = Afc//ctot; Aft =  hot -  /chom

where khom is the homogeneous rate constant that 
would prevail in the absence of any wall effects; hot 
is the observed rate constant having homogeneous and 
wall activation contributions, plus some additional 
wall-catalysis component x- The experimental data 
for the noble gas series show pragmatically (Figure 1) 
that deviation from the theoretical falloff curves is com
parable with that of the pure substrate in the same 
range of falloff, i.e., between k/k„ values of 0.032 and 
0.011. Relative collisional efficiencies were calculated 
from rate data obtained over the homogeneous region of 
falloff and extending into a region, k/k„ (i 0.02, 
where only nominal deviation due to heterogeneity 
occurred. The data below this region were not used for 
determinations of efficiencies but solely for comparative 
and diagnostic purposes.

Interrelation of Relative Collisional Efficiencies, ¡3. 
A detailed discussion of several alternative definitions of 
relative collisional efficiency quantities in thermal uni- 
molecular systems has been given previously.10 Since 
these ideas are central to our work and to the discussion 
that follows, we will briefly review and summarize some 
aspects of this subject.

The notation flffD) employed in this paper is the 
same as that given by T R .10 The subscript w indicates 
in terms of the collision rate—whether °° , 0, or inter
mediate falloff, co— the region of behavior of ft/fc„; 
the parenthetic quantity D refers to the degree of dilu
tion of the substrate by heat bath inert gas, co(M)/ 
co(A).

Collisional efficiencies may be classified as “ differ
ential”  or “ integral”  quantities. The need for recog
nizing and defining these arises from both experimental 
custom and necessity.

a. Differential. At finite dilution, the relative 
efficiency equals the ratio of the increments of total 
specific collision rate of the parent, due either to addi
tion of more substrate, Aw (A), or of inert gas, Aw(M), 
required to produce a given increment in the specific 
reaction rate, Ak; the meaning of this quantity is clear
est when these increments are small so that the dilution 
is low.11 Thus

0„(D) =  Aw(A)/Aw(M); Aft (A) =  Aft(M) (1) 

A related differential quantity may also be defined as

P'uOD) =  Aft(M)/Aft(A); Aco(A) =  Aw(M) ( ! ')

Figure 1. Plots of k/ka vs. a  for C2H6NC a- 504°K: C2H6NC, 
O; He, •; Ne, □; Ar, A; Kr, X ; Xe, A; (1) RRKM 
300(400) strong collider model;8 (2) 710 cm“1 P model; (3)635 
cm"1 P model; (4 ) 545 cm"1 EXP; and (5) 495 cm-1 EXP.
The x-dashed curve represents the predicted dilution path for 
the 495 cm"1 EXP model; the dash-dotted line shows the 
predicted behavior after the correction for 
heterogeneity is applied.

The designations A and M which represent parent and 
inert gas signify strong collider and v/eak collider bath 
gas, respectively; of course, not all bath gases are weak 
colliders, but all noble gases are such, here.

b. Integral. At high dilution of parent in inert gas 
mixtures, in other than the low-pressure second-order 
region, it is more suitable to use an efficiency ratio 
which refers to total specific rates, i.e., to an “ integral” 
quantity expressed as

U D ) =  w(A)/w (Mix); ft (A) =  ft (Mix) (2)

or as

p'ffiD) = ft (Mix)/ft (A); «(A ) = «(M ix) (2')

where Mix refers to the inert gas mixture of specified 
dilution.

The relative collisional efficiencies are functions of the 
order of reaction, <f>[ = 1 +  d(ln fc)/d(ln «)], of the 
dilution of substrate, D, and of the strength of collision 
which was specified by TR in terms of the reduced pa
rameter E', characteristic of the bath molecule for a 
given model of collisional transition probabilities; E' =  
(AiE)/{E+), where (AE) is the average energy removed 
per deactivating collision by the bath molecule and

(10) D. C. Tardy and B. S. Rabinovitch, J. Chem. Phys., 48, 1282 
(1968) (TR).
(11) This definition of differential efficiencies reflects the conven
tional experimental practice of adding a finite and variable amount 
of bath gas to the pure substrate to give a final mixture of dilution 
D. This corresponds to averaging over the whole dilution range 
covered by the increment. A more exact definition would involve 
infinitesimal increments of substrate or of bath gas to an initial mix
ture of dilution D, but this quantity cannot be measured in practice 
with any precision. The fundamental significance of differential 
quantities becomes more obscure in studies above the second-order 
region.
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Figure 2. Calculated plots of <f> vs. k/ka for (1) n  = 4.6 and 
(2) n =  6.1, based on the Slater function l n(0).

Figure 3. Calculated plots of f3'u (D ), and ft,(D), — ------- , vs.
for CiHiNC, 504°K, 385 cm-1 SL; curves 1, 2, 3, 4, 

and 5 correspond to D  =  200, 50, 10, 3, and 1, respectively.

(E+) is the thermodynamic equilibrium value of the 
average active energy possessed by the reacting mole
cules above the critical threshold, E0. A correlation of 
order with k/k„ for methyl and ethyl isocyanide (for 
which Slater’s n is 4.6 and 6.1, respectively) is given in 
Figure 2.

The limiting values of all the quantities and their 
general trend as a function of falloff region and dilution 
is given in Table III. The numerical magnitudes of the 
various ft quantities are illustrated in terms of a typical 
weak collider for which E' = 0.75 {{EE) =  1.03, {E +) 
=  1.37 kcal mol-1) in Figures 3-5. A maximum spread 
between /S'*, and and between /3'w and occurs at 
high values of 4>. All quantities converge to the same 
value in the second-order region at D =  °° . 
passes through a minimum value at intermediate dilu
tion for all values of 4>, while increases continuously 
as D -*■ 0; /3'w passes through a minimum value at 
intermediate dilution if k/ka is less than 0.05 for D 
= 0; behaves similarly to /3a; however, its magnitude 
at low dilution is less than do.- Three-dimensional 
plots of j9'„ and $u vs. both D and the reference value 
of Jfc/Jfc. for the pure substrate (Figure 5) show these 
qualitative relationships more clearly: two surfaces

Figure 4. Calculated plots of ft/(Z)),------ , and &,(£>),-----------,
vs. D  for various values of (k/ka)init■ For C2H5NC, 504°K, 385 
cm-1 SL; solid lines refer to the primed quantities and dashed 
lines correspond to unprimed quantities; sets 1, 2 and 3 
correspond to the calculated behavior for (k/ka)¡nit values of 
0.0025, 0.025, and 0.5, respectively. Set 1 corresponds to the 
low pressure limit and the behavior for ft( D ) , . . .  and ft'(D), 
X X X ,  is also displayed.

Figure 5. Calculated three-dimensional plots for j}'u (D ),
■----------, and ------ , vs. (k/ka )init and D, for C2H5NC;
504°K, 385 cm-1 SL; the dashed and solid surfaces depict the 
behavior of the ¡3' and ¿3 quantities, respectively. The 
horizontal curves lie on various dilution planes slicing the two 
surfaces along all values of k / k a , while the curves on vertical 
planes span values of the efficiencies for all dilutions on various 
intersecting k / ka  planes.

span all regions of D, from 0 to «>, and all regions of 
falloff; both surfaces converge at low values of k/k„ for 
all values of D, converge on unity for D = 0, at all 
values of k/ka, and diverge at high values of k/k„ 
for all D >  0.

For a stronger collider, similar behavior is predicted. 
However, the surfaces are shallower and closer to a 
plane at a value of unity.

Noble Gas Falloff Data. The measured rate con-
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Table III: Relationships of Relative Collisional Efficiencies at Various Regions of Falloff and Dilution

Dilution Second order Falloff First order6'“

0 j5'o(0) = ¡5,(0) = 1 3 '. (0 )  = &,(()) = l P'S O )  = 3 -(0 )  = 1
/s'„(0) = /3o(0)“ 0 '»(O ) = M 0 )  < /Jo(0) j8 '„(0) = P S 0 )  <  P S 0 )

D P'a(D) =  ¡So(D) <  1 P ' S D )  >  P S D ) *  l\ P 'S D )  = P ' S D )  >  P S D )  =
P'o(D) = M D )  <  |80(0) P ' S D )  >  P S D )  \[ P S D )  <  P S D ) ,  P S 0 )

00 jS 'o ( -)  = /3o(“ ) = /S'o(°°) P ' S 00) >  P S 00) j |8'oo(°°) = P ' S  00 ) = 1 > PS
= f t (  ® ) <  0o(O) P ' S m ) >  P S m ) 1‘ = P S  °°) < P S D ) ,  P S 00)

“ Magnitude less than unity, in general, and may be obtained from quasiuniversal curves given by TR and depend only on E '  for a 
particular collisional transition probability model. b a  —*• fc/fc„ —*■ 1. “ This region is not experimentally useful. d P ' S D i )  >
18'a (D j )  >  Q <  p'u (Dk) .. . . <  P 'S D « , )  and 8 j D i )  >  P J D j ) ___> P S D  S ’, where i < j <  k, and Q is a minimum value. The same
trend is observed for ¡3' and p quantities; see Figure 2.

stants are summarized in the Table IV. Curves of log 
k/k„, vs. log a) are given in Figure 1 for the pure sub
strate and for substrate-noble gas mixtures of increasing 
dilution. In practice, it was not convenient to work 
either at a constant or near-infinite dilution: to work
at constant dilution would have meant restricting ex
periments to a value of D significantly lower than infi
nite, while to work near infinite dilution would have 
meant restricting rate data to a k/k„ range which was 
higher in falloff. The experiments represent a compro
mise. The smallest value of substrate pressure was 
chosen ( ~  3 X 10-4 mm) such that accurate analysis 
could be performed, while the smallest amount of bath 
gas added was dictated by the heterogeneity artifact 
described earlier and by the requirement that ¿(Mix) 
should be sufficiently increased so that good accuracy 
was possible. Thus, various amounts of inert gases 
were added to a constant amount of substrate such that 
D varied on a collision basis from approximately 20 to 
260, depending somewhat on the gas. The lower range 
of dilution corresponds neither to an infinite value nor 
to effectively constant dilution. The experimental 
expediency thus forced on us constituted in part a mod
est study of the variation of p quantities with dilution.

The collision rates, a>, may be related to pressure, and 
the “ integral”  efficiencies may be expressed as

PSD) =  w(A)/co(Mix) =
P ( A ) / [ P ( A , D )  +  P ( M , D ) p „ * ] ;

k(A) = ¿(Mix) (3)

here ¿(Mix) is the specific rate constant for the mixture 
of dilution D; P(A,D) is the pressure of A in the mix
ture of dilution D, etc.; =  (maa/ pam) '/2, ps =  (sam/  
saa)2, where p is the reduced mass of the collision 
partners, and saa and Sam are equivalent hard-sphere 
diameters; values of intermolecular potential param
eters are given in Table V .12 Also

p'SD) =  ¿(M ix)/¿(A );

P(A )  = P(A,D) +  P ( M , D ) P„ Ps (3 ')

For the case D =  oo, then P (M ,co) PmPs »  P(A,oo), 
and
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P S °° )  =  lim PS D )  =  P(A)/P(M,oo)P(iPs;
Z>— OO

k(A) =  k{ M) (4)

P ' S 00) =  lim P 'S D )  =  k (M )/ k (A ) ;
D-+ oo

P ( A) =  P (M ,c°)P„Ps (40

Expressions 4 and 4' correspond directly to relations 2 
and 2', respectively. Relative efficiencies on a pres- 
sure-to-pressure basis, PSD) and P'S.D), and on a re
duced mass-corrected basis, PSD) and P'SD), can be 
obtained from (3) and (30, or from (4) and (40, by 
deleting the factors ps and pMps, respectively. When 
the dilution, D, is large (Z) ~  100 is for all practical 
purposes an infinite value), then for a narrow range of 
dilution for a weak collider (200 >  D >  50, in these 
studies), and a narrow range of falloff (0.03 <  ¿ / ¿ ro <  
0.07, in these studies), the dependence of the p quan
tities on D and 4> is small and they can be averaged for 
all data points in this range.

Discussion
Correlation with Stochastic Calculations. The theo

retical dependence of P,„ and p'a on D for He, Ne, Ar, 
Kr, and Xe is illustrated in Figure 6, as based on various 
models for the transition probability distribution func
tion. The measured values of P'SD) for a given bath 
gas are greater than PSD) in agreement with the theo
retical prediction for a given collisional model.

For He and Ne, the best fit was obtained for values 
of the average size of down jumps, (AE), of 495 and 
545 cm-1 (~1 .5  kcal mol-1), respectively, based on an 
exponential (EXP) model, which has been shown to be 
the correct qualitative form for the transition probabili
ties for low values of (AE1).4-7 For the heavier mem
bers of the noble gas series, the efficiencies are inter
mediate between strong and weak colliders, i.e., p ~  
0.4-0.5. Then (AE) is larger and the data are better 
fitted by a Poisson (P) model10 and values of (AE) =  
635, 710, and 710 cm-1 (~ 2  kcal mol-1), respectively.

(12) (a) J. O. Hirschfelder, C. F. Curtiss, and R. B. Bird, “ Molecular 
Theory of Gases and Liquids,”  Wiley, New York, N. Y ., 1954; (b) 
R . A. Svehla, NASA Technical Report, R-132, 1962, p 36.
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Table IV : Summary of Rate Data

Da
U,°

106 sec-1
P(Mix), 
10 "2 mm

fc( Mix),6 
10“6 sec-1 ß'p(D) ßp(D) ß'a(D ) ßu(D)

18 1.00 0.765
Helium 

1.73 ±  (0.02)e 0.30 0.18 0.36 0.23
30 1.47 1.14 2.61 ±  (0.02) 0.35 0.22 0.40 0.27
31 1.49 1.16 2.39 0.32 0.19 0.37 0.24
42 2.06 1.62 2.82 ±  (0.01) 0.29 0.17 0.34 0.21
69 3.00 2.38 3.60 ±  (0.00) 0.28 0.17 0.33 0.20
72 3.54 2.81 4.23 0.29 0.18 0.34 0.22
96 4.58 3.65 5.06 ±  (0.08) 0.29 0.18 0.34 0.22

125 4.77 3.81 4.94 ±  (0.03) 0.27 0.16 0.32 0.20
138 6.75 5.40 6.46 0.29 0.17 0.33 0.21
174 8.71 6.97 7.65 ±  (0.09) 0.29 0.17 0.33 0.21
196 10.17 8.15 8.08 ±  (0.08) 0.27 0.16 0.31 0.19

15 0.706 0.915
Neon

1.88 ±  (0.02) 0.29 0.17 0.47 0.34
24 1.11 1.45 1.84 ±  (0.00) 0.20 0.11 0.34 0.21
27 1.27 1.67 2.16 0.22 0.12 0.36 0.23
42 1.94 2.57 2.98 ±  (0.05) 0.22 0.12 0.37 0.24
65 3.17 4.22 4.32 ±  (0.11) 0.22 0.12 0.38 0.26

103 4.89 6.39 5.18 ±  (0.09) 0.20 0.10 0.34 0.22
176 6.96 9.31 7.02 ±  (0.05) 0.22 0.11 0.35 0.23

48 1.98 2.41
Argon 

3.38 ±  (0.05) 0.26 0.15 0.41 0.28
73 2.78 2.88 4.22 ±  (0.00) 0.28 0.18 0.45 0.33
42 2.79 3.40 4.69 ±  (0.06) 0.28 0.17 0.45 0.32
92 3.08 3.74 5.26 0.30 0.19 0.45 0.35
89 3.56 4.33 5.90 ±  (0.13) 0.30 0.19 0.47 0.35
90 4.43 5.39 6.32 ±  (0.09) 0.28 0.17 0.43 0.31

101 4.98 6.04 6.88 0.28 0.17 0.43 0.32
158 6.57 8.01 9.23 ±  (0.27) 0.32 0.19 0.48 0.36
258 10.25 10.60 10.88 ±  (0.04) 0.31 0.18 0.47 0.34

25 1.18 1.51
Krypton 

3.04 ±  (0.02) 0.33 0.20 0.54 0.41
53 2.44 3.15 5.18 ±  (0.37) 0.34 0.21 0.54 0.39
45 2.60 3.34 5.69 ±  (0.34) 0.34 0.23 0.57 0.42
61 3.50 4.51 6.38 ±  (0.14) 0.32 0.20 0.52 0.40

145 7.53 9.77 10.61 ±  (0.17) 0.32 0.19 0.50 0.38

18 0.72 0.909
Xenon

2.02 ±  (0.17) 0.32 0.19 0.49 0.35
30 1.72 2.08 3.82 ±  (0.05) 0.33 0.21 0.53 0.39
50 2.66 3.25 5.03 ±  (0.15) 0.31 0.18 0.47 0.34
54 2.77 3.37 5.17 ±  (0.05) 0.31 0.19 0.49 0.37
73 3.52 4.31 6.74 ±  (0.57) 0.29 0.17 0.44 0.33
80 3.82 4.66 5.84 0.37 0.26 0.50 0.39
93 4.56 5.58 7.51 ±  (0.04) 0.33 0.21 0.50 0.39

120 5.83 7.15 8.98 ±  (0.14) 0.33 0.20 0.51 0.39
123 6.39 7.82 10.37 ±  (0.23) 0.36 0.23 0.55 0.44

“ Dilution, D, is on a collision basis, where a  = w(A,D )  +  w (M ,D )  =  1.59 X 107P(A,D) +  1.97 X 1 0 6[ s a m 2/ V a m ' //i ] . P ( M , D ) ;  the 
average value of P ( A , D ) was 3.2 (±0.2) X 10~4 mm. b k<*> =  1.56 X 10-3 sec-1. c Average deviation of absolute and internal standard 
values from mean.

A summary of the average jump sizes (AE), and related 
probabilities, ( p ) ,  for the different models used is given 
in Table VI.

For values of D <  50, the data depart from the infinite 
dilution curve. The situation is illustrated in particu
lar in Figure 1 for the weakest collider He. The experi
mental points are in agreement with calculations based

on the stochastic model that fits the data at D =  °° 
and lie along the S-shaped dashed curve that connects 
the pure substrate curve (initial value of k / k „  =

1.65 X 10-3) and the infinite dilution curve. Ne is also 
expected to lie close to this curve.

The effect of heterogeneity below D =  100 was intro
duced into the dilution mixture calculations at each
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Table V : Various Parameters for C2H5NC and Noble Gases

Molecule Â <r,a

t/k,a
°K ' am*

"AH,"
A

«am/^
"K * )« ' max sam! f .

C2H5NC 5.00 400 27.5 5.00 400 1.65 41.25 1.00 1.00
He 2.58 10.2 3.7 3.79 64 0.85 12.20 0.30 2.72
Ne 2.79 36 14.8 3.90 120 0.96 14.56 0.35 1.37
Ar 3.42 124 23.2 4.21 223 1.13 20.03 0.49 1.09
Kr 3.61 190 33.2 4.30 276 1.22 22.52 0.55 0.91
Xe 4.06 229 38.8 4.53 303 1.26 25.77 0.63 0.84

All values same as in ref 4 except for C2H5NC from ref 8. 6Mam = M kM m/-Ma + Mm. c “Am = (<rA + <rM)/2. d eAM / tt —

[(«A/*/fc)(«M/*)]1/!- ' ima* ^  0 only for C2H 5NC, for which y  = 3.93 D (A. L. McClellan, “Tables of Experimental Dipole Moments,” 
W. H. Freeman, San Francisco, Calif., 1963) and Sma31 = 1.12 [L. Monchick and E. A. Mason, J. Chem. Phys., 35, 1676 (1961)].

Figure 6. Experimental plots of O, and fto(D), C, vs. D
for: (a) He, 497 cm“1 EXP; (b) Ne, 547 cm'1 EXP; (c) Ar,
633 cm-1 P; (d) Kr, 710 cm-1 P; and (e) Xe, 710 cm-1 P.
The solid curves correspond to the theoretical behavior, 
including a heterogeneity correction. The theoretical curves, 
without correction, are shown by dashed lines.

Table VI: Energy Jump Sizes and Related 
Probabilities in the C2H5NC System

Gas Model E 'a
( Ai?) down,4 

cm "1
<AA)Up,i'

cm-1 (p)down

He EXP 1.04 495 240 0.67
Ne EXP 1.14 545 250 0.68
Ar P 1.32 635 440 0.75
Kr P 1.48 710 490 0.77
Xe P 1.48 710 490 0.77

a E '  =  (AE )/ {E + ) ,  where ( E +) = 480 cm“1 for C2H6NC at 
504°K. 6 All values of (AE )  were calculated for the infinite
dilution curve for each gas.

effective pressure by weighting the strong-collision 
probability matrix, PA, by a collision fraction which in
cludes the heterogeneity function, (H(E)') +  x; he., the 
expression of TR for the transition probability matrix 
corresponding to the mixture of strong and weak col
liders, Pm!x, is

Pmix = [(co(A) +  (H (E )')  +  x)A»t]PA +  [a>(M)/«t]PM

where wt =  co(A) +  w(M) +  (H(E)') +  x and PM is 
the particular weak-collision matrix. The calcula
tions on this basis are given by the solid lines in Figure 
6 and the agreement with experiment is quite satis
factory.

Comparison with the CH$NC System. The collisional 
efficiency of the noble gases in the thermal isomerization 
of methyl isocyanide was reported for infinite dilution 
in the second-order region4 where all /? quantities have 
the same value (Table III). Since the experimental 
data for C2H5NC refer to a 0 range of 1.81-1.91, extrap
olation of the present high dilution integral quantities, 

and j3u(°o), to their second-order limit, doC00), 
is necessary for direct comparison of the two systems. 
The extrapolation was made for each bath gas with use 
of the theoretical model that fits the data.

The do(°°) values for all noble gases in the CH3NC 
and C2H5NC systems are gathered in Table VII. The

Table VII: Summary Values of /3o( 03) for the Noble Gases in
the CH3NC and C2H5NC Systems at 504°K

---------- CüHsNC----- ----- ---------- -, CHïNC,
3'w(a>) £«(«>) fc(Mix)/fcooa 0o(c°) Po(°°)b

He 0.33 0.21 0.037 0.27 0.27
Ne 0.36 0.24 0.035 0.30 0.31
Ar 0.45 0.33 0.040 0.39 0.31
Kr 0.53 0.40 0.045 0.46 0.27
Xe 0.50 0.38 0.046 0.44 0.26

“ Average value of fc(Mix)/fc„ over the range for which j3'„(Z>) 
and pu(S)  were averaged. b Data of ref 4 at 553.7°K corrected 
to 504 °K according to the measured temperature dependence of 
/30( ) for He (ref 5) (all noble gases have near-equal efficiencies
for CH3NC).
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latter values are close to the mean of /3'a( <x> ) and /3„( c° ), 
as is predicted for the present region of 4>. The efficien
cies of He and Ne are very similar for both systems. 
Those of Ar, Kr, and Xe are distinctly higher in the 
C2H5NC system; Kr and Xe have equivalent efficiencies 
and the maximum (or plateau) observed for CH3NC 
around Ar is shifted to Kr for the C2H5NC homolog. 
Several factors influence the observed alterations in 
efficiencies and suggest some difficulties in making a 
'priori predictions.

1 . Size (Complexity) of the Substrate Molecule. The 
equal or enhanced efficiencies for C2H5NC relative to 
those for CH3NC are unexpected if one considers only 
the complexity of the two substrate molecules; C2H5NC 
is a larger heat reservoir than CH3NC and energy re
moval by heat bath atoms should be less efficient if a 
quasistatistical energy accommodation process is in
volved on collision, as has been proposed.13

2. Conservation of Angular Momentum Restrictions. 
As was also pointed out by LR,13a conservation of angu
lar momentum restrictions influence profoundly the 
efficiency of energy transfer. Qualitative considera
tion may be made here of the relative magnitudes of the 
moments of inertia (Table VIII) that enter into the

Table VIII: Some Values of Moments of Inertia 
for the Noble Gas Systems in amu A2

CHjNC C2H5NC
I k 3.2 12.6
I B 50.3 97.8
Jo 50.3 110.4
1A + 11.6 14.6
I b + 31.7 110.5

o + 40.0 117.0
He 33 346
Ne 155 172

I C Ar 343 395
Kr 523 605
Xe 690 860

0 7 l  =  Ma m (& 2) -  b The values of b used here are those of LR.

contributions to the total angular momentum M  from 
rotational angular momentum J of the isocyanide 
molecule (IB, Ic) and from orbital angular momentum 
L due to relative translation of the collision partners 
(Iif). The more disparate these moments, the less 
effective is their coupling via the collision complex and 
the fewer are the possibilities for composing their sum 
so as to conserve the total, M  = J +  L, after collision 
and energy transfer.

For He and C2H5NC, these restrictions are expected 
to be more severe than in the CH3NC case since the dis
parity between moments is larger in the former case, 
and He would again be expected to be less efficient for 
C2H5NC. However, for Ne, Ar, Kr, and Xe the reverse

is expected (Table VIII) since their related moment of 
inertia values are more comparable with the I  values of 
C2H5NC. Indeed, excepting Ne, the /Sol00) values in 
Table VII for the heavier bath gases are in accord with 
this expectation.

8 . Effective Number of Transition Modes of the 
Collision Complex. One further consideration will as
sist in rationalizing the high /Sol00) value for He in the 
ethyl case. Previously,13“ the molecule figure axis ro
tation was treated as an ineffective heat sink (i.e., 
there is a large centrifugal effect) for transfer of internal 
energy from CH3NC. There is a fourfold change be
tween I a and 7a+ (Table VIII), and this treatment ac
corded with an earlier successful RRKM  treatment13'0 
of CH3NC isomerization, according to which vibra
tional energy is not efficiently removed via this degree of 
freedom; this restriction is removed for C2H5NC8 for 
which I a ~  Ia+■ Thus LR treated energy transfer 
from CH3NC into two transition modes only and 
excluded the methyl torsion of the collision complex 
(which correlates with the methyl isocyanide figure 
axis rotation) as inactive; the appropriate number 
becomes three for C2H5NC, with concomitant increase 
in energy-transfer efficiency as compared with the 
CH3NC case.

Thus the observed behavior of inert bath gas effi
ciencies for C2H5N C is plausibly, although by no means 
rigorously, explained. A slightly low relative value for 
Ne may be only apparent inasmuch as the measured Ne 
value of CH3NC appears to be a little high and may 
itself contain some error.

Figure 7 summarizes the relative collisional efficien
cies of the noble gases for the two isocyanide homologs 
and for a number of other unimolecular systems.

The trend observed for C2H5NC appears similar to 
that for N20 5.14 The data for the latter system were

Figure 7. Plots of relative collisional efficiencies of noble gases 
/3-quantities vs. boiling point for various unimolecular systems: 
CH3NC, 504 °K, •; C2H6NC, 504°K, □; N20 6, 223°K, O; 
NOoCl, 546°K, A; sfc-C4H9, 300°K, X  ; 
cyclobutanone, 296°K, ▲.

(13) (a) Y. N. Lin and B. S. Rabinovitch, J. Phys. Chem., 74, 3151 
(1970) (LR); (b) F. W. Schneider and B. S. Rabinovitch, J. Amer. 
Chem. Soc., 84, 4215 (1962).
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obtained in the second-order region but the dilutions 
used were between 1 and 40 (on a pressure-to-pressure 
basis) and the efficiencies correspond to values of fi„(D) 
rather than of doC“  )■ In the case of Ar, I) varied from
2.5 to 6 over a k/k„ range from 0.0025 to 0.004. With 
use of the quasiuniversal plots of TR  for /3o(°°) vs. E ', 
a reduced-energy parameter, together with the curves 
given by TR  for /3o(°°) as a function of D at various 
values of E' (E 1 = 0.15 for Ar at 250), the values re
ported by Wilson and Johnston may be lowered by 
~ 2 0 %  when brought to infinite dilution. Similar cor
rections apply to the other members of the noble gas 
series; however, the basic trend reported14 would not 
change significantly.

For N 0 2C1, the fi quantities presented in Figure 7 
correspond to extrapolated fio(m) values derived10 from 
the original data.2 The increase of efficiency with mass 
is more prominent throughout the series and there is no 
maximum or plateau between He and Xe.

In the sec-butyl radical16 system, the behavior of the 
noble gases is qualitatively similar to that of the C 2H 5-  
NC system.

In the cyclobutanone system,16 the efficiency values 
for He and Ne are very low and their disparity with the 
values for Ar, Kr, and Xe is excessively large. The 
heat capacities for cyclobutanone and C2H6NC are 
similar but the excess energy above the reaction thresh
old in the former system is much larger (E+ ~  45 kcal

mol-1. We believe that interpretation of this system 
is premature.

A fuller interpretation of the behavior in these sys
tems is by no means simple. Comparison with the 
C2H5NC system involves various counterbalancing 
factors: (1) one of these is temperature, which gov
erns the magnitude of the thermal criterion energy, 
Eth, described by LR; collisional efficiency tends to in
crease at lower temperatures as Eth decreases; (2) a 
second is the excess energy, E +, which governs the 
operational definition of collisional deactivation effi
ciency and whose increase has been demonstrated10 to 
cause decrease of fi; (3) the heat capacity of the sub
strate molecule whose increase causes decrease of fi;
(4) finally, rotational coupling and angular momentum 
conservation restrictions which vary from case to case.
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A complete grid of kinetic and thermodynamic quantities, characterizing rate and equilibrium processes for 
the reaction of a-chymotrypsin with A-acetyl-mtryptophan ethyl ester as a function of pH, temperature, 
substrate, and ethanol concentrations are presented. Analysis of the data on the basis of a catenary chain 
mechanism revealed the following: k$, the first-order rate constant for acylation, exhibited a bell-shaped 
pH-rate profile, implicating two ionizing groups; fc_2 was pH independent beyond pH 8.0 in the higher tem
perature range but showed deviations from this behavior at lower temperatures; k 3, the deacylation rate con
stant, shows dependence on one group with pK  ~ 7  and is pH independent beyond 8.0 at all temperatures 
studied. At and above 25°, Ka(k~i/ki) is nearly pH independent up to a pH of 8.5 and rises steeply beyond 
that point. A protein transition which has been reported in an earlier paper manifests itself at pH 7.5 and
8.0 but not below or above these pH values. A R T  and A S T  for the rate constants and AH °  and A S ° for the 
metastable intermediates compensate each other with a Te «  290°K. These observations and their implica
tions are discussed in detail.

Introduction1

In a previous paper2 we presented a study of the 
rate parameters for the a-chymotryptic hydrolysis of 
iV-acetyl-L-tryptophan ethyl ester (ATEE) as a func
tion of temperature and concentration of first product, 
ethanol, at a fixed pH of 8.0 where the catalytic process 
was shown to be nearly pH independent.8'4 Analysis 
of the data on the basis of a simple catenary chain 
mechanism proved to be adequate. In addition to pro
viding conventional thermodynamic information, the 
study demonstrated the catalytic importance of the 
substate transition (At,H2 AfH2) 2 previously reported 
by Kim6 in fluorescence studies of the protein and de
tected by Martin6 and Kaplan and Laidler7 in the 
chymotryptic hydrolysis of several other substrates. 
Recently, Berezin, et al.,s reported data on the tempera
ture dependence of inhibitor binding to a-chymotrypsin 
which indicate the participation of this substate transi
tion in this process also. Of more general interest was 
the finding that the major “ metastable”  intermediates, 
ES, the enzyme substrate noncovalent complex, EA, 
the acyl enzyme compound formed from the A-acetyl- 
L-tryptophan moiety of the substrate (the second prod
uct P2 is iV-acetyl-L-tryptophan) gave enthalpies and 
entropies of formation relative to separated reactants 
which are fit, within error, by the linear “ compensation” 
relationship, eq 1, established by Yapel and Lumry for 
the binding of substrate-analog inhibitors.9 The con-

A Ht° =  7 +  TaASt° (1)

stants 7 and Tc in eq 1 thus appear to be characteristic 
of the enzyme and not of the substrates or substrate- 
analog inhibitors. The value of the parameter, T c, 
which we call the “ compensation temperature”  is near 
285° K, which is that found in a number of linear en
thalpy-entropy compensation processes of small mole
cules in water. As is discussed elsewhere,10 this pattern 
of behavior now appears to be a universal characteristic 
of liquid water so that eq 1 suggests a direct participa
tion of water in the reactions of a-CT. It is thus neces
sary to expand the initial kinetic study and we present 
in this paper the values of kinetic and thermodynamic 
quantities characterizing rate processes and equilibria 
for the reaction of a-CT with ATEE at a variety of pH 
values both above and below 8.0.

(1) T h is  is paper num ber L B C  61. P lease request reprint b y  num ber. 
T h is  w ork  w as su pported  by  U n ited  States P u b lic  H ea lth  S ervice 
through  N ational Institu tes o f  H ea lth  G ran t N o . 2 R 0 1 -A M -0 5 8 5 3  
and b y  N ation a l Science  F ou n d a tion  throu gh  G ran t N o . G B  7896.
(2) S. R a jen d er, M . H an , and R . L um ry , J. Amer. Chem. Soc., 92, 
1378 (1970).
(3) M . L . B ender and F . J. K e z d y , ibid., 86, 3704 (1964).
(4) M . L . B ender, F . J. K e z d y , and C. R . G unter, ibid., 86, 3697, 
3714 (1964).
(5) Y .  D . K im  and R . L um ry , ibid., 93, 1003 (1971).
(6) C . M artin , personal com m un ica tion .
(7) H . K a p la n  and K . J. L aid ler, Can. J. Chem., 45 , 547 (1967).
(8) I. V . B erezin, A . V . L evash ov , and K . M artin ek , Eur. J. Bio- 
chem., 16, 472 (1 970 ); FEES (Fed. Eur. Biochem. Soc.) Lett., 7, 20 
(1970).
(9) R . L u m ry  and R . B ilton en  in  “ S tructure and S ta b ility  o f  B io log i
cal M a crom olecu les ,”  S. T im asheff and G . F asm an, E d ., M arcel 
D ekker, N ew  Y o rk , N . Y ., 1969, C hapter 2.
(10) R . L u m ry  and S. R a jen d er, Biopolymers, 9 , 1125 (1970).
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Table I : The Phenomenological Rate Constants a0, ap, ft, and 0 P as Functions of pH at Six Temperatures, 
in the Hydrolysis of JV-Acetyl-n-tryptophan Ethyl Ester by a-C T  in 0.2 M  KC1

---------------------------------------------------------------------------------------------------------- pH-----------------------------------------------------------------
5 .5 6.0 6 .5 7 .0 7 .5 8.0 8 .5 9 .0 9 .5 10.0

T  =  5°

ft, sec-1 1.2 3.0 6.2 9.0 12.0 12.0 12.0 12.0 12.5
AF**, kcal/mol 16.13 15.63 15.23 15.02 14.86 14.86 14.86 14.86 14.84
iSp, sec-1 6.5 16.0 33.0 48.0 60.0 61.0 58.0 45.0 30.0
A F **, kcal/mol 15.20 14.70 14.30 14.10 13.97 13.96 13.99 14.13 14.36
ao  X 10~6, m~l sec-1 0.40 1.60 3.50 4.20 5.03 4.80 3.80 1.50 0.40
AF*ao, kcal/mol 10.38 9.62 9.18 9.08 9.00 9.01 9.14 9.65 10.38
a p X 10~6, TO-1 sec-1 0.40 1.00 2.80 4.40 4.80 4.90 4.70 2.50 0.90
AF*„p, kcal/mol 10.38 9.87 9.31 9.06 9.00 9.00 9.02 9.37 9.87

OLOIIEi

fin, sec'1 1.2 3.0 7.0 13.0 18.0 15.0 24.0 24.0 25.0 24.0
AF **, kcal/mol 16.74 16.21 15.73 15.37 15.19 15.00 15.02 15.02 15.00 15.02
0 P, sec-1 8.5 16.0 35.0 60.0 76.0 102.0 102.0 98.0 80.0 50.0
A F **, kcal/mol 15.62 15.25 14.81 14.50 14.36 14.19 14.19 14.22 14.33 14.60
ao X 10-B, m ~ l sec-1 0.31 0.50 2.20 3.60 4.00 4.90 4.60 3.50 1.30 0.30
AF*ao, kcal/mol 10.92 10.65 9.80 9.52 9.46 9.34 9.38 9.53 10.10 10.94
ap X 10-B, m_1 sec-1 0.30 0.60 1.50 3.10 4.70 4.60 4.70 4.20 2.00 0.70
AF*aB, kcal/mol 10.94 10.54 10.02 9.60 9.37 9.36 9.37 9.43 9.86 10.46

T  =  25°

ft, sec-1 3.0 6.3 15.0 30.0 37.0 47.0 47.0 47.0 47.0 46.0
AF**, kcal/mol 16.80 16.36 15.85 15.44 15.31 15.17 15.17 15.17 15.17 15.18
/3P, sec-1 17.0 30.0 70.0 110.0 130.0 170.0 172.0 170.0 130.0 50.0
A F **, kcal/mol 15.77 15.44 14.93 14.67 14.57 14.40 14.40 14.41 14.57 14.78
ao X 10-5, to- 1 sec-1 0.50 0.68 2.70 3.80 4.20 4.70 4.40 3.00 1.20 0.25
AF*ai), kcal/mol 11.04 10.86 10.04 9.84 9.78 9.73 9.75 9.98 10.52 11.45
ap X 10 _B, m-1 sec-1 0.50 0.85 2.00 3.50 4.50 4.50 4.60 4.00 1.80 0.50
AF kcal/mol 11.04 10.73 10.22 9.89 9.74 9.74 9.73 9.81 10.35 11.04

*5 II CO Cm o

ft, sec-1 7.2 14.0 28.0 60.0 65.0 78.0 79.0 80.0 80.0 80.0
AF**, kcal/mol 16.84 16.43 16.01 15.54 15.49 15.39 15.37 15.37 15.37 15.37
jSp, sec-1 35.0 55.0 110.0 165.0 210.0 250.0 248.0 240.0 200.0 130.0
A F **, kcal/mol 15.87 15.59 15.17 14.92 14.77 14.67 14.67 14.69 14.80 15.07
ao X 10-6, m_1 sec-1 0.70 0.85 3.10 4.00 4.40 4.71 4.40 2.70 1.10 0.20
AF*ao, kcal/mol 11.22 11.00 10.31 10.15 10.09 9.98 10.09 10.39 10.94 11.98
ap X 10—5, to- 1 sec-1 0.80 1.15 2.50 3.80 4.80 5.00 4.60 3.60 1.40 0.30
AF*ap, kcal/mol 11.14 10.91 10.44 10.18 10.04 9.95 10.07 10.23 10.79 11.74

OTjHII

0o, sec-1 16.5 25.0 50.0 100.0 100.0 115.0 109.0 115.0 110.0
AF**, kcal/mol 16.72 16.45 16.02 15.59 15.59 15.50 15.53 15.50 15.53
/3P, sec-1 65.0 85.0 160.0 230.0 280.0 330.0 327.0 320.0 280.0
AF**,, kcal/mol 15.86 15.69 15.29 15.07 14.94 14.84 14.85 14.86 14.94
ao X 10~6, m _1 sec-1 0.90 1.00 3.80 4.30 4.80 5.30 4.10 2.80 0.95
AF *„„, kcal/mol 11.33 11.26 10.43 10.35 10.28 10.22 10.38 10.62 11.30
ap X 10_B, m ~ x sec-1 1.10 1.50 3.00 4.10 5.30 5.50 4.10 3.50 1.20
AF*«P, kcal/mol 11.21 11.01 10.58 10.38 10.22 10.19 10.38 10.48 11.15

T  = 50°

ft, sec-1 31.0 50.0 85.0 165.0 160.0 178.0 179.0 182.0
AF**, kcal/mol 16.76 16.45 16.11 15.68 15.70 15.64 15.63 15.62
j8p, sec-1 100.0 150.0 250.0 335.0 380.0 480.0 476.0 420.0
AF **, kcal/mol 16.00 15.74 15.42 15.23 15.15 15.00 15.00 15.08
ao X 10—s, to- 1 sec-1 1.15 1.15 4.30 4.50 5.80 5.90 4.00 2.60
AF*ao, kcal/mol 11.48 11.48 10.63 10.60 10.44 10.42 10.68 10.96
ap X 10-6, to- 1 sec-1 1.40 1.80 3.70 4.50 6.40 6.30 3.80 3.30
AF*„P, kcal/mol 11.35 11.19 10.73 10.60 10.38 10.39 10.71 10.80
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Results
At all temperatures and pH values used in this study, 

the velocity of the hydrolysis of ATEE by a-CT obeyed 
the rate law given in eq 2 and the reaction has been

-dS/dT  =  v = -------- ---------® ----------------  (2)

oco +  aP[Pi]o do +  dp[Pi]o

shown2 to follow the conventional catenary chain 
mechanism given in eq 3

h i h i  k z  k i

E +  S ES ^  EA +  P4 EP2H ^
k -  i k -  2 fc-3 k - i

fcs
E +  P2H ^  E +  P2-  +  H+ (3)

k -  5

The fitting parameters for the rate data are a0,ap, I30, 
and dP- The standard states chosen were unit activity 
for water and 1 M for ethanol and the substrate ATEE. 
Numerical values for the phenomenological rate con
stants a0, oip, do, and dP are given in Table I as functions 
of pH at six different temperatures, along with the cor
responding free energies of activation. As shown previ
ously,2 the phenomenological rate parameters are re
lated to the elementary step rate constants in the follow
ing way

«0 = [1/fci +  (4)

ap = [fc_1fc_2/fcifc2A:3 +  k-ik-ik-i/kihhki]-' (5)

do = [l/fe  T  1 /kz T  1/ki -f- k-^/kgki]~l (6)

dP =  ty—zk-z/kikzki -(- fc_2/fc2fc3] —1 (7)

These complex constants can be converted to single- 
step constants with no ambiguity and small errors, 
perhaps no greater than a factor of 2 (and thus negligi
ble in the thermodynamic parameters with respect to 
random and fitting errors) on the basis of two assump
tions which are reasonably well supported by data from 
the literature. The procedure we have adopted is 
exemplified by the use of the values of the phenomeno
logical parameters for pH 8 and 7: Ks is obtained 
from a ratio of dP/ « P without any assumptions as 5 X 
10-4 M at pH 8.0. Then the value of a0 establishes 
lower bounds on fci and fc2 as 5 X 10s M -1 sec-1 and 200 
sec-1, respectively, at 35°. However, Gutfreund and 
Sturtevant11'12 estimate a lower bound for fcj for a sub
strate benzoyl-L-tyrosine ethyl ester (which is similar to 
ATEE) as 2 X 106 A/“ 1 sec-1 which establishes an up
per bound for fc2 of 300 sec“ 1. The formation rate 
constant for proflavine-CT complex can be evaluated 
from accurate measurements of the corresponding 
equilibrium constant13-16 and the dissociation rate 
constant14-16 as 5 X 106 M~l sec-1. Bender, et al. , 16 

have assumed that K s is a true equilibrium constant and 
Himoe and Hess,14 using transient rate data and an 
analysis which requires that K a be very nearly a true

equilibrium constant, have obtained excellent agreement 
with our value for K e for ATEE at pH 6. These com
ments suggest that fc_x »  fc2 in which case kx might be 
at least one order of magnitude larger than 106 M ~l 
sec-1. We have chosen to assume fc_i »  fc2 realizing 
that this will introduce a small variable error in the fc2 
values obtained from a0 and Ks. However, the error 
introduced even at 50° is unlikely to be as large as a 
factor of 2 unless the activation energy for ki is very 
small. Hence at the worst, the error introduced into 
the values of the thermodynamic changes is no greater 
than our random and fitting errors. Additional justi
fication for our assumption will appear in the Discussion 
section.

The second approximation, fc4 >  fc_3, appears to be 
equivalent to the first approximation although we have 
only binding and competitive inhibition studies of N- 
acetyl-L-tryptophanate on which to base it but, of 
course, ATEE and the free acid form of JV-acetyl-L- 
tryptophan might be expected to be very similar in 
their association rate constant behavior.

These two approximations are sufficient to convert 
the phenomenological constants to values for A Ea, 
fc2, fc_2, and fc3 which are as precise as our experimental 
precision in AH and AS requires. However, to allow 
more precise use of the phenomenological parameters 
when better fcidata become available, we have listed their 
values in Table I. The corresponding enthalpies and 
entropies are given in Table II. (See also Table III.)

Values for fc_3fc_4/fc4 can be determined using aP and 
the two assumptions that AG° «  AH° «  0 for the over
all reaction S +  H20  «-» Pi +  P2H and /c4 »  fc_3. Re
cently, the value of AH° has been determined (see 
Appendix) as 0.8 ±  0.5 kcal/mol;17 the other assump
tion based onr ef 18-20 is correct to ±1.0  kcal/mol for 
AG°. As will be shown, the value of fc_3 and thence 
k_z/ki = A ep,h and fc_4/fc4 can be estimated on a very 
tentative basis by invoking the idea of symmetry about 
the acylenzyme intermediate in the reaction scheme 
which we find in the G, H, and S profiles of the total

(11) H. Gutfreund and J. M . Sturtevant, Proc. Nat. Acad. Sci., 
V. S„ 42, 719 (1956).
(12) H. Gutfreund, Discuss. Faraday Soc., 15, 167 (1955).
(13) S. A. Bernhand, B. F. Lee, and Z. H. Tashjian, J. Mol. Biol., 
18, 405 (1966).
(14) A. Himoe and G. P. Hess, Biochem. Biophys. Res. Commun., 23, 
234 (1966).
(15) S. A. Bernhard and H. Gutfreund, Proc. Nat. Acad. Sci.,
V. S„ 53, 1238 (1965).
(16) B. Zerner and M . L. Bender, J. Amer. Chem. Soc., 86, 3669 
(1964).
(17) See Appendix for a recent calorimetric value for the enthalpy 
of hydrolysis of iV-acetyl-L-tryptophan ethyl ester to the protonated 
acid.
(18) G. S. Parks and H. S. Huffman, “ The Free Energies of Some 
Organic Compounds,“  The Chemical Catalog, Reinhold, New York, 
N. Y., 1932.
(19) F. H. Carpenter, J. Amer. Chem. Soc., 82, 1111 (1960).
(20) T. C. Bruice and S. J. Bencovic, “ Bioorganie Mechanisms,”
W. A. Benjamin, New York, N. Y., 1966.
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Table II: Some of the Calculated Single-Step Rate Constants in the Hydrolysis of
ATEE in 0.2 M  KC1 by a-CT, at Various pH Values and Temperatures

pH
5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0

T  = 25°

K ,  X 104, M 3.40 3.53 3.50 3.41 2.89 3.78 3.74 4.25 8.10 18.0
A F ° k s, kcal/mol 4.73 4.71 4.71 4.78 4.83 4.66 4.67 4.60 4.22 3.74
AF°ft,/ao, kcal/mol 5.76 5.50 5.81 5.60 5.53 5.44 5.42 5.19 4.65 3.73
k<i, sec-1 17.0 24.0 94.5 119.3 122.4 177.7 174.6 127.5 97.2 45.0
AF ^ k n  kcal/mol 15.76 15.57 14.76 14.62 14.60 14.42 14.43 14.58 14.74 15.19
fc_2, m--1 sec-1 3.0 5.4 20.3 32.5 34.8 49.1 45.0 35.2 35.1 23.0
AF ^ k - n  kcal/mol 16.79 16.45 15.67 15.39 15.35 15.04 15.19 15.34 15.34 15.59

T  = 35°

K e X 104, M 4.40 4.78 4.40 4.34 4.38 5.00 5.40 6.86 14.30 43.3
AF ° k s, kcal/mol 4.73 4.68 4.73 4.74 4.73 4.72 4.60 4.46 4.01 3.33
A F ° ß0/ao, kcal/mol 5.62 5.43 5.70 5.39 5.49 5.41 5.28 4.98 4.43 3.39
ht, sec-1 30.8 40.63 136.4 173.6 192.7 235.0 237.6 185.2 157.3 86.6
AF ^ kt,  kcal/mol 15.95 15.78 15.04 14.89 14.83 14.71 14.70 14.85 15.09 15.32
fc_2, m ~ 1 sec-1 7.1 10.3 34.7 63.1 59.6 73.3 75.7 61.7 62.9 53.3
AF ^ k - n  kcal/mol 16.86 16.62 15.86 15.51 15.54 15.41 15.40 15.52 15.51 15.61

Table III: Free Energies, Enthalpies, and Entropies of Activation of the Phenomenological Rate Constants 
at 25° and Different pH Values for ATEE in 0.2 M  KC1 (Hydrolysis by CT)

----------- AP=k, kcal/mol------ ---------A kcal/mol—---------------- - -------AS ^ ,  kcal/mol-------
pH ao « P /So f t . ao ap /So f t . ao ap /So ß p

5.5 11.22 11.14 16.84 15.87 5.7 6.0 16.5 14.5 17
(5.52)

17
(5.14)

1
(0.34)

4
(1.30)

6.0 11.00 10.91 16.43 15.59 3.5 5.2 15.1 14.0 24
(7.50)

19
(5.81)

4
(1.3)

5
(1.59)

6.5 10.31 10.44 16.01 15.17 2.3 3.8 14.5 13.3 26
(8.01)

22
(6.64)

5
(1.51)

6
(1.67)

7.0 10.15 10.18 15.54 14.92 1.0 2.0 13.3 11.5 30
(9.15)

27
(8.18)

7
(2.24)

11
(3.42)

7.5 10.09 10.04 15.49 14.71 0 0 12.6 9.6 33
(10.09)

33
(10.04)

10
(3.09)

17
(5.11)

8.0 9.98 9.95 15.39 14.67 -1.1 -1.3 12.4 8.6 36
(11.08)

37
(11.25)

10
(2.99)

20
(6.07)

8.5 10.09 10.07 15.37 14.67 -1.5 -1.5 12.6 8.8 38
(11.59)

38
(11.57)

9
(2.77)

19
(5.87)

9.0 10.38 10.23 15.37 14.69 -1 .0 -1 .0 12.4 9.0 37
(11.39)

36
(11.23)

10
(2.97)

18
(5.69)

9.5 10.94 10.79 15.37 14.80 -1.5 -1 .6 12.3 9.7 37
(11.44)

37
(11.39)

10
(3.07)

17
(5.10)

10.0 11.98 11.74 15.37 15.07 -1.2 -1.3 12.3 10.3 39 38 10 16 
(12.18) (12.04) (3.07) (4.77) 
Quantities in parentheses are 

T A S *  values at 308°K (350°)

reaction at all pH values below 8.5. (See Figure 9 or 
the previous paper for examples.) This assumption is 
probably somewhat safer than it appears on first ex
posure. We have therefore calculated the quantities 
for k_3 and EP2H to demonstrate that symmetry in the 
reaction mechanism does indeed appear. It should be 
noted, however, that the latter quantities are highly 
uncertain relative to those appropriate to the other 
single-step rate constants and their ratios. We have

presented them to emphasize the probable existence of 
symmetry which appears to be required by the sequence 
of chemical events.

pH Dependence of the Single-Step Rate Constants. 
The single-step rate constants or ratios of such con
stants thus obtained from the phenomenological rate 
constants along with their respective free energies of 
activation at two temperatures are given in Table II. 
Logarithmic plots of the rate constants vs. pH are
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Figure 1. Log k 2 vs. pH at different temperatures for the 
hydrolysis of JV-Ac-i t̂ryptophan ethyl ester 
by a-CT, 0.2 M  KC1.

pH

Figure 2. Log k3 vs. pH at six temperatures.

shown in Figures 1-4. /c2, the first-order rate con
stant for acylation,3 exhibited a bell-shaped pH-rate 
profile, implicating two ionizing groups in the lower 
temperature region. At higher temperatures, how
ever, the A^-pH plots showed marked deviation from 
unit slope and some curvature in the low pH region 
indicating other ionizing groups or other processes 
that influence catalysis. In kinetic studies in the

Figure 3. Log k3 vs. pH at six temperatures.

pH
Figure 4. Log K s{k-i/ki) vs. pH at six temperatures.

low pH region, Stewart and coworkers21'22 reported 
the appearance of an ionizing group with a pK  ~  4 
which they believed to be a carboxyl group.

fc_2, the off-acylation rate constant, is pH dependent 
up to a pH of about 8 and in the higher temperature 
range remains nearly pH independent beyond that 
point. At lower temperatures, fc_2 drops slowly with

(21) J. A. Stewart, H. S. Lee, and J. B. Dobson, J. Amer. Chem. 
Soc., 85, 1537 (1965).
(22) J. A. Stewart and J. B. Dobson, Biochemistry, 4, 1086 (1965).
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pH above 8.5. Like fc2 at higher temperatures, it also 
shows deviation from unit slope and a curvature in the 
pH-rate plots. At all temperatures, k3, the deacylation 
rate constant, shows a sigmoid curve, characteristic of 
one ionizing group. At 25° and above, Ka = fc_i/fci 
is nearly pH independent up to a pH of about 8.5 and 
shows a steep rise beyond that point. Since there is no 
leveling off observed in the equilibrium constant up to a 
pH of 10.0, it is impossible to estimate the pK  of the 
ionizing group involved in this process with any degree 
of confidence. At temperatures below 25°, the A E-pH 
plot also shows some curvature implicating at least one 
ionizing group in the lower pH region. This suggests 
that the nature of the ionizing group (s) at lower tem
peratures is not the same in the free enzyme and the 
enzyme-substrate complex and therefore that the 
effects do not exactly cancel each other to leave Ks 
independent of pH. Disregarding for the time being, 
the implications of the enthalpy-entropy compensation 
behavior, on the basis of the conventional analysis of 
pH dependence, the minimum elaboration of the scheme 
given in eq 1 which is required to account for the pH 
dependence is that of eq 8

EH2S +  S ^  EHoS ^=4 EH2A ^  EH2P2

" 4  * 4  " 4  x 4
EH +  S ^  EHS ^  EHA ^  EHP2 ^

* 4  * 4  * 4  * 4
E +  S ^  ES ^  EA ^  EP2

E +  P2H ^  E +  P2-  +  H+ (8)

The manner in which these prototropic equilibria are 
depicted does not imply that each step involves only 
one proton ionization. They are ionization processes 
and may involve one or more protons. Other analyses 
are the same as presented before.2

Temperature Dependence of the Phenomenological 
Rate Constants. Arrhenius plots for the phenomeno
logical parameters a0, ap, do, and dP at two pH values are 
shown in Figures 5-8 and a plot of free energy vs. reac
tion coordinate at 35° for four representative pH values 
is shown in Figure 9. (It should be borne in mind that 
a0, aP, do, and dP are complex constants and there is no 
a priori reason to expect Arrhenius plots for these pa
rameters to be linear at all temperatures and pH values.) 
It is obvious from Figure 9 that the near symmetry of 
the reaction about the acyl-enzyme intermediate is pre
served at all temperatures and pH values studied, in
dicating the general validity of our reaction scheme. 
Exact symmetry appears to be an accidental conse
quence of the relative nucleophilicities of water and 
ethanol and our choice of standard states.

The deacylation parameters do and dP show, within 
error, linear Arrhenius patterns suggesting that these 
steps have no large heat capacities of activation, no 
change in the dominant step, nor does the substate

Figure 5. Arrhenius plots for a„, ap, 0„, and /Jp at two 
representative pH values for the chymotryptic hydrolysis 
of ATEE (pH 6.0).

transition AbH2 <-» AfH2 manifest itself in these pro
cesses. On the other hand, Arrhenius plots for both 
a0 and ap show small but distinct curvature at pH 8.0, 
as reported earlier,2 and also at pH 7.5. Below pH
7.5, the apparent activation enthalpies are positive. 
Above pH 8.5, the slopes become positive, so that the 
apparent enthalpies of activation are negative. We 
have previously interpreted this change to be a conse
quence of a transition between two substates AbH2 and 
AfH2 of a-CT. The midpoint of the transition is near 
25°. AbH2 is the lower pH-lower temperature form 
and AfH2 is the higher pH form at higher temperatures. 
Both substates are catalytically active.

Plots of AF*, A / /+, and AS* vs. pH for a0 and ap 
are shown in Figures 10 and 11, along with the corre
sponding quantities for do and dP> all at 25°. At this 
temperature, the free energies of activation change very
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Figure 7. For details see Figure 5. (pH 7.5)

'3.0 3.1 32 3.3 34 3.5 3.6
-^xIO3 deg-1

Figure 8. For details see Figure 5 (pH 7.5).

Figure 9. Free energy vs. reaction coordinate for the 
hydrolysis of ATEE at four pH values, at 35°: 0.2 
M  KC1 (pH 5.5, 7.0, 8. 0, 9.0).

little with pH, whereas the enthalpies and entropies of 
activation change appreciably but compensate each 
other such that the free energies do not reflect these 
fairly large changes. The temperature dependence of 
the elementary-step rate constants and the implications

Figure 10. Free energies, enthalpies, and entropies of 
activation of a a, ap, and /3P in the 
hydrolysis by CT of ATEE.

of the compensation pattern exhibited will be discussed 
in a subsequent paper.

Discussion
The AtH2 <-» AfHi Transition. The Arrhenius plots 

for ao and ap show marked curvature at pH 7.5 and
8.0 but not at the ether pH values. There is no reason 
at the moment to doubt that the curvature is due to the 
AbH2 to AfH2 transition detected in other catalytic and 
inhibitor-binding studies and roughly characterized by 
Kim and Lumry.6 The latter authors found the transi
tion to be temperature dependent but could detect no 
pH dependence. It is not possible with the precision 
possible in most enzyme rate studies to obtain reliable 
estimates of the enthalpy and entropy change in the 
process from the indirect information provided by Ar
rhenius plots but the real or apparent sharpness of the 
slope changes thus far attributable to this transition 
suggest large enthalpy and entropy changes. The 
direct fluorescence studies of Kim and Lumry were 
somewhat more suitable for this purpose but though 
they gave the rough values, 48 kcal in AH and 160 eu 
in AS, the true values could be half or double these 
values. The maximum in the effect observed by these 
authors was near pH 8 and the characteristics, i.e..
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t a s ’
kcol
mole

pH

Figure 11. For details see Figure 10.

two-state nature and negligible heat-capacity change, 
led these authors to suggest that the process is a “ subtle 
conformation change.”  However, it will be shown in 
the subsequent paper that the process may involve 
only protein solvation. It is currently of considerable 
interest in relation to the enthalpy-entropy compensa
tion pattern found with chymotrypsin and some other 
proteins.

By fitting the Arrhenius plots of a0 and ap with two 
straight lines the activation energies above and below 
the transition temperature range can be estimated. 
Starting from values of 6 kcal/mol at pH 5.5 the acti
vation enthalpies decrease to about 0 kcal/mol at pH
8.0 and 8.5 and become increasingly negative with 
additional increase in pH. This behavior suggests that 
a-CT is almost entirely in the AbH2 form below pH 7.5 
and almost entirely in the AfH2 form above pH 8.5. 
The enzyme is catalytically active in both substates.

Since curvature is not detected in the Arrhenius 
plots for the 0O and /3P parameters, it is possible to de
lineate the elementary steps which manifest the transi
tion. The dominant term in a0 is fc_i/fcifc2; in ap it is
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k^k /̂kjc^h; in /30 it is l/k2 +  1 //c3 and k_2/k2k3 in /3P, so 
that by a process of elimination, we find that only 
fc_i/fci is sensitive to the transition; i.e., the quantitative 
substrate-binding properties of the two species are dif
ferent. There are, of course, several elementary steps 
between E +  S and ES which are neither detectable 
nor separable in our study and since, as noted earlier, 
Ks is pH independent up to 8.5 at temperatures above 
25° but below 25° shows a weak pH dependence in the 
lower pH region, it is possible that there is a change of 
dominance in K s as a result of pH change.

Formal Analysis of the pH Dependence. Subject to 
the assumptions made in our analysis, the acylation 
steps fc2 and fc_3 and the deacylation steps fc3 and fc_2 all 
show dependence on acid groups with pK  values <~7 
at 25°. The near constancy of the pA a values within 
a range of 0.2 pH unit suggests that the same kind 
of acid group is involved. On the basis of information 
available from X-ray diffraction experiments, the for
mal symmetry of the reaction scheme, and the chemical 
evidence for an acyl enzyme intermediate, it is reason
able to deduce that this is the imidazolium group of 
His 57, an assignment which has been made several 
times in the literature.3-7'23'24 Yapel26'26 has estimated 
the protolysis, hydrolysis, and direct transfer equilib
rium constants for the transfer of protons from the two 
acid groups of a-CT with pX a values of about 7 to freely 
dissolved indicator molecules in solution. Within 
the errors of the analysis, the two groups are not only 
quantitatively identical but his rate and equilibrium 
constants agree within factors of two or three with 
those for free imidazole. It is thus reasonable to iden
tify the two acid groups of a-CT studied by Yapel 
as the imidazolium groups of His 40 and His 57. Only 
the group assignable to His 57 participates in inhibitor
binding reactions of substrate-analog inhibitors and our 
results are consistent with the involvement of this 
group and not that of His 40 in the catalytic process. 
On this assumption, the deprotonated form of His 57 
is a necessary partner in the activated complexes for 
acylation and deacylation since it enters fc2, fc_2, fc3, and 
perhaps fc_3 in the same way. If the enthalpy and 
entropy of activation were the same for k2 and fc_2, 
the formation process for EA would be independent of 
this group under all conditions. However, there are 
small differences in the thermodynamic changes so that 
a weak dependence of the EA-formation process on this 
group can be detected. The simplicity of this be
havior suggests that His 57 functions as a simple base

(23) D. E. Koshland, Jr., D. H. Strumeyer. and W. J. Ray, Jr., 
Brookhaven Symp. Biol., 15, 101 (1962).
(24) M. L. Bender and F. J. Kezdy, Annu. Rev. Biochem., 34, 49 
(1965).
(25) A. Yapel and R. Lumry, J. Amer. Chem. Soc., submitted for 
publication.
(26) A. Yapel, Ph.D. Thesis, University of Minnesota, Minneapolis, 
Minn., 1967.
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catalyst in the acylation and deacylation processes 
and has no other apparent function in the catalytic 
mechanism. We shall see below that the apparent 
simplicity may be misleading.

The pairs of activation enthalpies AH *k , and 
AH *k>, AH *it and AH *k_, by the present analysis 
are 12.0 and 12.4 kcal/mol and 10.0 and 11.2 kcal/mol, 
respectively, at pH 8.0. (Table III.) Although the 
similarity within these pairs is somewhat accidental, as 
already mentioned, it is also consistent with the simi
larity within pairs of the apparent enthalpies and en
tropies of ionization of this acid group as estimated 
from the temperature dependence of the apparent pK a 
values corresponding to the rate constants k2, fc_8, 
k-i, and fcs. (pK & values are obtained from the corre
sponding log k vs. pH plots by the method of Laidler, 
fitting the curves to a slope of n =  1.) The AH°ion 
values are 5.0, 5.4, 4.4, and 4.1 kcal/mol, respectively; 
the AS0 iOI1 values are given in Table IV.

Table IV : Free Energies, Enthalpies, and Entropies of 
Ionization of the pK  ~ 7  Ionizing Group Calculated from 
the Temperature Dependence of the Single-Step 
Rate Constants

> o AH°,
AS°,

Gibbs,
kcal mol 1 kcal mol“ 1 mol-1

ki, 1. to- 2 sec-1 1.34 5 .0 12
kz, sec-1 1.57 4 .1 8
k - 2, 1. to-1 sec-1 1 .6 8 4 .4 9
fc-3, sec-1 1.46 5 .4 13

Blow, et od.,27'28 have suggested that the carboxylate 
group of Asp 102 facilitates the basic role of the im- 
idazolium group of His 57 by a “ charge-relay”  mecha
nism as shown in eq 9a. A passive mechanism of this 
type would not appear to be effective for the following 
reasons. Although mechanisms of this kind can convey 
to any group in the chain the basicity of the most basic 
member of the chain or the acidity of the most acidic 
member of the chain, for base catalysis to be effective 
by this transfer mechanism, the group participating 
directly in the catalytic process must be less basic than 
some other member of the chain. Otherwise the chain 
is irrelevant. The requirements for this type of trans
fer do not seem to be met by a passive “ charge-relay” 
system. If the environment of the Asp 102 carbox
ylate group does not shift the pKk of this group above 
that of the imidazolium group, eq 9a is adequate, in 
which case the negative charge on the carboxylate 
group should increase the pAa of the imidazolium group 
(the effect is the net result of the stabilization of the 
positive charge on the imidazolium group and the weak
ening of the ion-dipole interaction between carboxylate 
C—O and imidazolium N -H ). As a consequence, the

OH Ser

C = 0 . . . .  H— N ^ N — H O — >►

H

O - Ser

C—O. . . . H—hf N— H Ó -

H

0 ~  Ser

C— 0 . .. H—N _ N . .. H— 0  (9a)
/

substrate

OH Ser

0 = 0 .  .. H—N ^ N —H 0  — ►

H

OH
/  I I

C = 0 . . . .  H— N _ N . . . .  H— 0 —Ser (9b)

imidazolium group becomes a slightly stronger base. 
It does not gain this base strength by proton migration. 
Alternatively, if the environment pushes the carboxyl 
pA a above that of the imidazolium group, it cannot in
crease the basicity of the imidazole group (eq 9b). 
The experimental pAa values are higher by about 0.5 
pK  unit than those of imidazole itself or the imidazole 
groups of model histidine compounds. This small 
shift is consistent with an effective pK & for the Asp 
102 carboxylic acid group well below 7. Hence our 
data which show that a group with p ifa of 7 enters and 
leaves the activated complexes as a reasonably normal 
imidazole group suggest that the charge-relay system 
does not play an important role in the hydrolysis of 
small esters and amides. The latter conclusion may 
be misleading. If changes in the conformation and 
solvent near the Asp carboxylate group occur as a 
consequence of some other step in the overall mecha
nism, the local dielectric constant can be greatly re
duced and the carboxylate group will become a strong 
base, so that the steps envisioned by Blow, et al, will 
take place. This set of transient changes, “ a dynamic 
charge-relay system” functioning roughly as a paper 
stapler involves no change in the protonation and thus 
no dependence on hydrogen-ion activity. As a result, 
our experiments cannot provide any direct measure
ment of the increase in basicity of the imidazole group 
in the activated complexes. The dynamic mechanism

(27) D. M . Blow, J. J. Birktoft, and B. S. Hartley, Nature, 221, 337 
(1969).
(28) D. M . Blow, Biochem. J., 112, 261 (1969).
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as opposed to the passive one offers an attractive ex
planation for the enhanced catalytic effectiveness of 
the carboxylate-imidazole-hydroxyl grouping. Long- 
chain substrates bound in close proximity to the Asp 
102 carboxylate group might produce the required 
change in local electrostatic situation but even for 
small substrates there are attractive possibilities. 
For example, the aggregate of our data discussed else
where9'10 are consistent with a mechanism in which the 
B chain “ cap”  of the chymotrypsin molecule is com
pressed down onto the C chain “ anvil” in a process trig
gered by side-chain binding. This “ rack” process could 
force the functional groups into the activated complex 
conformation and produce the required transient in
crease in basicity at the same time. Even without the 
“ charge-relay”  feature, i.e., without proton transfer, 
the enforced cooperation of charge with charge and with 
conformation and solvent provides a wide range of 
mechanisms for interconversion of mechanical and 
electronic energy, the adjustment of the acidity or 
basicity of functional groups, and the transmission of 
free energy from one point to another. Because 
charged groups must generally be situated near the 
surface of proteins where the dielectric constant tends 
to be the highest, such mechanisms should tend to in
volve residues near protein surfaces. As a consequence, 
rearrangements of subunits in multisubunit protein 
assemblies would be particularly effective as a means 
for changing the balance positions of the “ charge- 
relay”  system. In this sense, conformationally de
pendent processes of proteins may be more a surface 
than a bulk phenomenon.

The Acid Group. There is some evidence for the 
participation of a group with a pK  value below 5.5. 
Stewart, et al,,21'22 found a pH dependence at lower pH 
values and attributed it to a carboxylic group. At 
temperatures above 35°, our fc2-pH  plot (Figure 1) 
shows a well developed inflection in the vicinity of pH
5.5. This behavior is also found in a fc_2-pH  profile 
(Figure 3) and since these two constants have only the 
on-acylation activated complex in common, the pH 
dependence must be that of this activated complex. 
k3 shows only the acid titration behavior to be expected 
for a single acid group with pK  near 7.

pH Dependence in the Alkaline Region. No clear 
picture of the behavior of the ATEE +  a-CT system in 
the alkaline pH region emerges from our data. Of the 
individual rate constants, only k2 is strongly influenced 
by an acid group with a pKa of about 8.8 at 25°. Our 
data appear to be consistent with a loss of ability of the 
enzyme to participate in the acylation step (for which 
k2 is the rate constant) when the group is deprotonated, 
but they do not have sufficient accuracy above pH 9.5 to 
establish firmly the quantitative characteristics of the 
pH behavior in this region.

The dissociation equilibrium constant for the enzyme- 
substrate complex, Ks, within the relatively large errors

at alkaline pH values, shows about the same pH de
pendence as fc2_1. It is independent of pH up to about
8.5 above 25° and then rises rapidly as the pH is in
creased beyond this point. Since fc2 and K s have in 
common only the equilibrium species ES, these obser
vations indicate that the pH dependence is that of ES. 
At temperatures below 25°, Ks shows a well-defined 
inflection due to ionizing groups in the neutral pH 
region. Since this behavior does not appear in fc2, and 
k2 and Ks have a common starting point in ES, this 
group must be in the free enzyme and it appears in the 
fci step. The ionizing properties of this group must be 
similar in the free enzyme and the enzyme-substrate 
complex at temperatures above 25° but below this 
temperature, the cancellation of the effects in fci and 
fc_i are not exact. However, as will be shown in the 
following paper, the enthalpy and entropy changes in 
the formation of ES, EA, and EP2H are all pH depen
dent in quantitatively similar ways, so that the situation 
is more complicated than the analyses of this paper indi
cate.

fc_2 may have a weak pH dependence on a group with 
an apparent pKa greater than 9. k» is free of pH de
pendence in this region and so is fc_3 insofar as we can 
determine with our set of assumptions.29 Oppenheimer 
et afc,30a and McConn, et al.,'Xlh have presented evidence 
in support of their claim that the ionizing group on the 
alkaline pH side is the a-ammonium group of lieu 16 
which according to X-ray diffraction pictures27'28 is 
buried in an ion pair with the carboxylate group of Asp 
194. This assignment is consistent with the results of 
solvent perturbation studies by Kaplan and Laidler7 
which they interpreted to mean that the acid group is a 
cation, but it is by no means certain that the effects of 
alterations in solvent composition can be interpreted in 
such simple terms.

Marini and Martin,31 whose work suggests a much 
more complicated story, and more recently Bender and 
coworkers32'33 have questioned the assignment of Op
penheimer, et al,,30a and at the present time the matter 
is in dispute. The behavior of a-CT in the alkaline pH 
region has been studied by several workers34-37 and

(29) In calculating k-z and AG°, AH°, A*S° for EP2H, we made use 
of the reaction symmetry about the acyl-enzyme intermediate and 
the nearly identical values of A(?+  for ao and <*p and those for /So 
and /3P. The thermodynamic parameters may be in error by about 
1  kcal in AG°, 2 kcal in AH°, and 6 - 8  eu in AS°, and k -3 by a factor 
of 2 or 3. These values are computed only to demonstrate chemical 
consistency.
(30) (a) H. L. Oppenheimer, B. Labouesse, and G. P. Hess, J. Biol. 
Chem., 241, 2720 (1966); (b) J. McConn, E. Ku, C. Odell, G. Czer- 
linski, and G. P. Hess, Science, 161, 274 (1968).
(31) M. Marini, personal communication.
(32) F. C. Wedler and M. L. Bender, J. Amer. Chem. Soc., 91, 3894 
(1969).
(33) P. Valenzuela and M. L. Bender, Biochemistry, 9, 2440 (1970).
(34) J. R. Garel and B. Labouesse, J. Mol. Biol., 47, 41 (1970).
(35) C. H. Johnson and C. R. Knowles, Biochem. J., 103, 428 
(1967).
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although they all find a pH dependence which can be 
assigned to the a-ammonium group of lieu 16, a great 
deal of interpretation is necessary in order to reconcile 
the variation in pK& values observed and the differences 
in pH behavior between a- and 5-chymotrypsin with 
the normal pKa value of an «-ammonium group in 
model compounds. Part of the variation in apparent 
pKa values is probably experimental. Part of it may be 
due to the use of different substrates and different 
solvent composition and part may be due to the large 
temperature dependence of the ionization process. In 
addition, Kim and Lumry6’38 have found evidence for the 
existence of two acid groups with pKa values above 8.

Validity of the Interpretation. The analyses given in 
this paper are restricted to free-energy changes and 
follow a conventional approach. Only at pH 8 where 
the hydrolysis is nearly pH independent do the Ar
rhenius and van’t Hoff plots give simple behavior. 
Within the last few years, it has become reasonably 
certain that there is a previously hidden but nonetheless 
ubiquitous property of liquid water which can play a 
direct role in protein reactions.10 This process is re
vealed by the linear relationship between enthalpy and 
entropy changes given as eq 1. Because the slope 
parameter, Tc in this equation, is near 285°K, experi
ments carried out at temperatures near this value yield 
free-energy changes in which the enthalpy contributions 
from the water process are nearly compensated by en
tropy changes. As a result, in studies carried out at 
one temperature, the water process is nearly hidden. 
Studies of temperature dependencies are essential if pH 
dependencies are to be correctly interpreted. Simi
larly, variations in solvent composition produced by 
adding organic cosolvents produce quantitative changes 
in the water process which must be taken into considera
tion in solvent-perturbation studies such as those of 
Kaplan and Laidler.7 In the following paper of the 
series, we begin the much more difficult analysis of the 
pH dependencies of the various enthalpy and entropy 
changes in the chymotryptic hydrolysis of ATEE.

Experimental Section
Materials. «-Chymotrypsin, three times crystal

lized, was a Worthington product and was further puri
fied by the method of Yapel, et al.Vi Active site con
centration was estimated by several methods as de
scribed earlier.2 Total protein concentration was 
measured spectrophotometrieally using an extinction 
coefficient of 50,000 at 280 nm, and a molecular weight 
of 25,000 for «-CT.

A-Acetyl-L-tryptophan ethyl ester was purchased 
from either Mann or Cycla Chemical Corp. and was 
used without further purification since both products 
gave identical results. Ethanol was a Fisher product, 
95% USP grade.

Methods. The pH-stat assembly and the method of 
measuring initial velocities have been described.2 The

system was continuously flushed with C 02-free water 
saturated nitrogen in order to eliminate C 02 interfer
ence in more than one way.2 Alcohol solutions were 
made up by volume at 25°. Corrections were not made 
for small electrode errors in pH measurements in alcohol 
solutions, as mentioned earlier. Treatment of data 
was exactly the same as described in an earlier paper.2 
Initial velocities were calculated by means of a com
puter program, fitting the time-progress curves to a 
higher order polynomial in P. Any errors due to pro
gressive dénaturation of the enzyme particularly at high 
pH values and any product inhibition are eliminated by 
this procedure. Systematic errors in the operation 
were minimized by randomizing preparation of enzyme 
and substrate stock solutions, concentration of enzyme 
and substrate used in each experiment, and the order of 
determining concentration dependence of initial veloci
ties or time-progress curves. At pH values above 9.5, 
small corrections had to be made for spontaneous hy
drolysis of the ester at temperatures below 35°. At 
temperatures above 40°, this correction was fairly large 
so that these values were not used in computing kinetic 
and thermodynamic parameters at high pH values and 
high temperatures.

Acknowledgment. We are indebted to Dr. F. Schaub 
of the LKB Instrument Company for making the flow 
microcalorimeter available to us. One of us (S. R.) 
wishes to express her gratitude to Professor Rex Lov- 
rien, Department of Biochemistry, University of Min
nesota, for making available the batch calorimeter used 
in these experiments. Our thanks are also due to Dr. 
Ingemar Wadsô, Thermochemical Laboratories, Lund, 
Sweden, for very helpful comments and suggestions.

Appendix
A Calorimetric Determination of the Heat of Hydrolysis 

of N-Acetyl-c-Tryptophan Ethyl Ester at pH 8.0. In 
computing some of the thermodynamic parameters 
from kinetic measurements,2 we assumed, on the basis 
of available data,4'43-48 that AG° «  AH° =  AS° «  0 
for the overall reaction, ester <-> unionized acid. In 
order to estimate the errors introduced by these assump
tions, we have determined the AH° for the hydrolysis 
by direct calorimetry, using a locally built, constant-

(36) P. Valenzuela and M. L. Bender, Proc. Nat. Acad. Sri., U. S., 
63, 1214 (1969).
(37) M. L. Bender and F. C. Wedler, J. Amer. Chem. Soc., 89, 3052 
(1967).
(38) Y . D. Kim, Ph.D. Thesis, University of Minnesota, Minne
apolis, Minn., 1967.
(39) A. Yapel, M . Han, R. Lumry, A. Rosenberg, and D. F. Shiao, 
J. Amer. Chem. Soc., 88, 2573 (1966).
(40) R. Lovrien and W . Anderson, Arch. Biochem. Biophys., 139, 
140 (1969).
(41) J. M . Sturtevant in “ Experimental Thermochemistry,”  H. 
A. Skinner, Ed. .Interscience, New York, N. Y ., 1962.
(42) R. Bates and G. Pinching, J. Res. Nat. Bur. Stand., 42, 419 
(1949).
(43) L. Nelander, Acta. Chem. Scand., 18, 973 (1964).
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temperature, Wadso-type “ heat burst”  twin micro
calorimeter system.40 One calorimeter contains the 
reaction vessel and the other the reference vessel. 
During the course of a reaction, the two calorimeters are 
maintained at a constant temperature by electrical 
heating so that the heat absorbed or evolved in a reac
tion is directly proportional to the area under the 
voltage-time displacement curve. Materials were the 
same as those used in kinetic measurements. The 
ester solution for calorimetric measurements was buff
ered in 0.05 M total phosphate. The ester was hy
drolyzed enzymically with a-chymotrypsin at 25°, 
pH 7.5 at an ionic strength of 0.1 with KC1. Enzyme 
concentrations were chosen such that the reaction 
went to completion in less than 5 min so that thermal 
equilibrium in the calorimetric cells could be achieved 
in about 30 min or less, an optimum condition for 
the operation o: the apparatus. In a typical experi
ment, 4 ml of a 4 X 10"3 M solution of the ester and 2 
ml of a 4 X  10"6 M solution of a-chymotrypsin were 
fed into the two compartments of the reaction cell 
while the reference cell held 4 ml of the same ester solu
tion and 2 ml of double-distilled water. This procedure 
automatically corrects for the heat of dilution of the 
ester, although in separate experiments the dilution 
heats proved to be immeasurably small. The mea
sured heat is the total enthalpy of the reaction plus 
contributions from the ionization of the acid product 
and buffer components. The heat of ionization of N- 
acetyl-L-tryptophan was measured by calorimetric 
titration while that for phosphate was obtained from the 
literature.41" 43 The reactions involved are thus

O
^  a-CT

R— C—O—R ' +  H20  — >

O
/

R— C—O - +  H+ +  R'OH(aq)

H+ +  HPCV" — >■ H2P 04"(aq)

At the pH of the experiment, the product acid is totally 
ionized. For the reaction given, then, the standard 
heat of hydrolysis, AHh° is computed from the follow
ing expression

Aflh° =  A/Tobsd — A //i — AH 2 — AH3 — A //4

in which Aff0bsd is the experimental heat of the total 
reaction, AHi is the heat of dilution of the reactants, 
AH2 is the heat of ionization of acid products, AH3 

is the heat of protonation of the buffer components, and 
A Hi is the heat of dilution of ethanol, one of the prod
ucts of the reaction. The standard states used were 
unit activity for water, 1 M for the ester and the corre
sponding acid, and 1 M EtOH (all in unit-activity wa
ter). AHobsd was —1.4 kcal/mol; AH/ was negligible 
and was also compensated in the experimental design; 
AH2 was measured to be —1.0 kcal/mol; AHS for phos
phate buffer was taken from the literature as —1.2 kcal/ 
mol. AHi was found to be very small relative to ex
perimental errors and was neglected. Under the condi
tions of the experiment, no autolysis, irreversible de- 
naturation, or aggregation of the enzyme occurred nor 
were any unaccounted for heat effects observed. 
Therefore, the heat of hydrolysis of ATEE to the un
ionized acid form is

AHh° = -1 .4  -  ( -0 .1 )  -  ( -1 .2 )  =

0.8 ±  0.5 kcal/mol of the ester

Errors reported are average deviations in four experi
mental runs. Using free energy values reported by 
Bender, et ah,4 the thermodynamic changes for the 
hydrolysis of iV-acetyl-L-tryptophan ethyl ester to 
ethanol and free acid at 1 M  standard state at pH 7.5, 
25° and an ionic strength of 0.1 are thus

AG° =  1.0 kcal/mol;

AH0 =  0.8 kcal/mol; AS° =  — 1 eu

Errors in entropy change have not been estimated since 
errors in free energy are not given.

In two separate experiments, using an LKB Model 
10700 Wadso-type microflow calorimeter, we deter
mined the same heat of hydrolysis of ATEE in tris- 
HC1 buffer. Due to uncertainties in the large heat of 
ionization of the buffer acid under varying solvent con
ditions, the value obtained, +1.6 ±  1.0, is not highly 
reliable although it is in reasonable agreement with the 
batch-calorimeter value.
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Studies of the Chymotrypsinogen Family of Proteins. XVI. 

Enthalpy-Entropy Compensation Phenomenon of a-Chymotrypsin 

and the Temperature of Minimum Sensitivity1

by R u f u s  L u m r y *  and Shyamala Rajender
Laboratory for Biophysical Chemistry, Department of Chemistry, University of 
Minnesota, Minneapolis, Minnesota 564-55 (Received February 23, 1971)

Publication costs assisted by the National Institutes of Health and the National Science Foundation

The pH and temperature dependencies of the rate constants and rate-constant ratios for the elementary steps 
in the a-chymotryptic (CT) hydrolysis of iV-acetyl-L-tryptophan ethyl ester (ATEE) demonstrate a considerably 
greater complexity of mechanism than has been suggested heretofore by free-energy data and by force-fitting of the 
phenomenological parameters to conventionally assumed forms. The involvement of an imidazole group is rela
tively obvious only in the hydrolysis rate process for the acyl-enzyme, EA. Otherwise even below pH 8, several 
acid groups participate to spread the pH dependence over many pH units. All of the elementary steps are 
marked by a relationship between enthalpy and entropy changes which is usually linear with linearity coef
ficients, T 0, roughly in the range from 280 to 300° K. The entropy change tends to compensate the enthalpy 
change and the quantitative relationship between them suggests a common basis for this phenomenon regard
less of the elementary steps or species involved. In addition, since tiiis same enthalpy-entropy compensation 
pattern is found in examples of many types of small-solute processes in water and has been attributed to the 
properties of water itself, our results suggest a direct participation of water in the enzymic process. Some 
other protein reactions have already been found to manifest the same behavior. In the (CT +  ATEE) system 
compensation behavior enters the reaction primarily through the free enzyme and the activated complex for 
EA formation. Because the free-energy changes in the elementary steps can be operationally divided into 
contributions from part processes demonstrating compensation behavior and part processes comprising the 
remaining factors in the reactions, it is possible to extract a “compensation-free” free-energy profile for 
the total process. With this profile it is found that most of the pH dependence disappears. Furthermore the 
available data for other ester substrates of CT suggest that the specificity of the enzyme with respect to sub
strate side chain also is minimized in the sense that the “compensation-free” free-energy profile is quantitatively 
very similar for all substrates of a common family. This suggestion is consistent with a similar minimization 
of the ability of the enzyme to discriminate among competitive inhibitors at T  =  T c. Although this minimiza
tion of specificity is probably not a common characteristic of protein reactions in general, the concept of a 
“temperature of minimum sensitivity” is necessary for systems of CT plus ester substrates or competitive 
inhibitors and includes sensitivity toward pH variation as well. The temperature of minimum sensitivity is 
equal to T 0. Substrate specificity is directly related to the compensation phenomenon but the high catalytic 
efficiency of a-CT is independent of the phenomenon and as a consequence the remarkable pattern of enthalpy 
and entropy changes along the reaction pathway is associated primarily or entirely with specificity rather than 
high catalytic efficiency. This situation excludes for chymotrypsin several popular mechanisms proposed 
for enzymic catalysis. Of equal importance, it suggests a certain futility in attempts to elucidate the mech
anisms of protein processes from free-energy data alone. Enthalpy and entropy information appears to be 
essential for an understanding of the complexities of such reactions.

Introduction
In previous papers23'b we reported rate data for the 

chymotryptic hydrolysis of ATEE at different tempera
tures and pH values. In analyzing the data, we found 
a linear relationship between the enthalpies and en
tropies of activation for the activated complexes as 
well as for the enthalpies and entropies of formation of 
the metastable intermediates. The slope values, Tc, 
in the “ compensation relation,”  eq 1, were all near

AHb =  7 +  TcASh (1)

285°K. In 1952-1953, Yaslow and Doherty3,4 ob

served  th a t  su b strate -sim ilar  in h ib itors su ch  as N- 
A c -L -ty ro s in e  m a n ifest a lin ear rela tion sh ip  b etw een  
th e  v a lu e s o f th e to ta l s tan d a rd  en th alp ies  o f b in d in g

(1) This is paper No. 71 from this laboratory. Please request 
reprints by number. This work was supported by United States Public 
Health Service through National Institutes of Health Grant No. 
5R01-AM05853 and by National Science Foundation through Grant 
No. GB 7896.
(2) (a) S. Rajender, M. Han, and R. Lumry, J. Amer. Chem. Soc., 
92, 1378 (1970); (b) S. Rajender, R. Lumry, and M . Han, J. Phys. 
Chem., 75, 1375 (1971).
(3) D. G. Doherty and F. Vaslow, J. Amer. Chem. Soc., 74, 931 
(1952).
(4) F. Vaslow and D. G. Doherty, ibid., 75, 928 (1953).
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(Afla° +  A//b°) and the total standard entropies of 
binding (A<S'a° +  AiS'b°) produced by varying pH. Ya- 
pel and Lumry5'6 in extending these studies found that 
on varying pH this relationship was maintained at a 
high level of precision over large ranges of enthalpies 
and entropies of binding for indole, hydrocinnamate 
ion, and iV-acetyl-L-tryptophan. For each of these 
inhibitors as well as IV-acetyl-D-tryptophan the pH 
dependence of the total free energy of binding disap
pears at the Tc value appropriate to a given inhibitor. 
Furthermore, although these authors also found small 
differences in the “ compensation temperature,”  Tc, 
with different substrate-analog inhibitors, to a good 
approximation, the quantitative differences in the 
standard free energies of binding among different in
hibitors were very small when the experimental tem
perature was near 280°K. That is, at this temperature 
the components of the total enthalpy and entropy 
changes responsible for the linear relationship of eq 1, 
i.e., A//b° and A$b°, nearly cancel each other in eq 3 to 
leave the standard free-energy changes in the binding 
processes essentially invariant with inhibitors truc- 
ture.

A H° =  AF.° +  M h°  = AHa° +  y +  TcASb° (2a)

AS° =  ASa° +  ASh° (2b)

AG° =  AHa° -  TASS +  AHh° -  TASS (3),

This situation becomes more obvious if eq 1 is inserted 
into eq 2a and 3 to give eq 2a' and 6. Not only are the

AH° = y +  AHS -  TcA(Sa° +  TCAS° (2a') 

AG° =  AHb -  TASS +  +  AHb° ( l  -  (6)

Tc values very nearly the same for the several inhibitors 
studied but AG°(T =  T„) is identical for these inhibi
tors. We may thus speak of a temperature of minimum 
specificity or, more generally, minimum sensitivity, of 
about 280°K. For the sake of generality we shall use 
only the more general term, temperature of minimum 
sensitivity, e.g., for CT, minimum sensitivity to inhibitor 
and substrate structure and minimum sensitivity of 
inhibitor binding to changes in pH. Minimum sensi
tivity behavior of both kinds has been reported for 
some other proteins (see Discussion) and may have 
broad implications since the phenomenon of linear 
enthalpy-entropy compensation with Tc values near 
280° appears to be a ubiquitous consequence of the 
properties of liquid water.7 It thus becomes of interest 
to extend the studies of enthalpy-entropy compensation 
behavior found in inhibitor-binding processes to a 
typical catalytic process of a-chymotrypsin. In this 
paper we present those data which complete the grid 
of dependencies of the chymotryptic hydrolysis of 
ATEE on temperature, pH, substrate and alcohol 
concentrations, and begin to explore the different ways

in which data from the complete study appear to mani
fest linear enthalpy-entropy relationships.

Results
Enthalpy and Entropy Changes for Single-Step Rate or 

Equilibrium Constants. In previous publications we 
have presented values for the phenomenological rate 
parameters ao, ap, do, and /3P and the associated enthalpy 
and entropy changes obtained from analysis of steady- 
state rate data for the hydrolysis of ATEE according 
to eq 4 which has been found to be accurate for all 
experimental values of pH, temperature, and concen
tration of first product, ethanol.

_  d5 = ___________ E[S]
df _____ 1_____, 1 (4)

«0 +  i*p[Pl]o 0̂ +  dp[Pl]0

S = ATEE 
Pi =  Ethanol

This equation is that for a catenary chain mechanism 
shown in eq 5 and has been repeatedly found to be

k i  k i  kz

H20  +  E +  S ^  ES EA +  H20  +  Pi
k - i k - 2 k - 3

k i

EP2H +  H20  +  Pi E +  P2H +  P4 (5)
k - i

appropriate for the chymotryptic hydrolysis of “ good’ 
ester and amide substrates. As discussed in previous 
papers, since k-1 is several-fold greater than fc2 and by 
analogy Zc4 is equally large with respect to fc-3, the errors 
in converting the phenomenological parameters into 
single-step rate constants are at the most less than a 
factor of 2 even at the highest experimental tempera
tures. Even a factor of 2 is within the errors in cal
culating the enthalpy and entropy changes correspond
ing to the constants R es =  k~i/h: R ea =  k-Jc-t/ 
kik2, ki, k—2, and fc3. Since the overall thermodynamic 
changes for the process S +  H20  = I\ +  P2H are known 
or can be estimated within small errors it is also possible 
to estimate fc-3fc-4/fc4. Examination of the resulting 
values suggests that the reaction is symmetrical about 
the acyl-enzyme intermediate EA at all but our highest 
and lowest pH values. Bender, et al.,8,? first demon
strated this symmetrical behavior at pH 8.10 It is 
possible to estimate k-% and fc-4/fc4 on the assumption of 
symmetry but we shall not do so in this report since the 
symmetry begins to look illusory when we compare 
k~ 2  and fc3 and it is possible that important elementary

(5) A. Yapel and R. Lumry, J. Amer. Chem. Soc., submitted for 
publication.
(6) A. Yapel, Ph.D. Thesis, University of Minnesota, Minneapolis, 
Minn., 1967.
(7) R. Lumry and S. Rajender, Biopolymers, 9, 1125 (1970).
(8) M. L. Bender and F. J. Kezdy, J. Amer. Chem. Soc., 86, 3704 
(1964).
(9) M. L. Bender, F. J. Kezdy, and C. R. Gunter, ibid., 86, 3714 
(1964).
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Figures 1-3. Compensation plots for the single-step rate 
constants fc, k-3, and k3 in the a-chymotryptic hydrolysis of 
ATEE. Numbers in parentheses indicate the pH. Note that 
AH^ and A S ^  values change above pH 8.5 only for fe and 
k-2 but not for for jfc3.

steps in the true mechanism are represented inade
quately as single steps in the mechanism of eq 5.

Enthalpy and entropy changes for the other param
eters are shown in Figures 1-4 which are “ compensa
tion plots”  of AH vs. AS. Numerical values of AH 
and AS are also condensed in Table I. They form a 
comprehensive and perhaps unique collection of such 
information for a single-enzyme-substrate system.

Analysis of Thermodynamic Parameters for Compensa
tion Behavior. Exner has criticized11'12 the conven
tional method of obtaining these thermodynamic quan
tities, i.e., the enthalpy change from a van’t Hoff or 
Arrhenius plot and the entropy change from a single 
free-energy change and the enthalpy change. On the 
other hand, the plotting procedure he proposes over
emphasizes experimental errors though it is certainly a 
more desirable way of manipulating the data. The 
best compromise appears to involve determination of 
AH by properly weighted least-squares analysis of a 
conventional van’t Hoff or Arrhenius plot and the 
entropy change by an equally reliable statistical analy
sis of plots of T In K vs. T or T In Ic/T vs. T for equilib
rium or rate parameters.13 Transforming weights, 
often large and frequently neglected, are of course 
necessary when fitting data to any linear form.14 This 
procedure, when applied to our phenomenological rate

-i-------1____ i_____i_____i____ i_____i_40 36 32 28 24 20 16
- A S *  gibbs/mole

Figure 4. A H *  vs. AiS  ̂plot for the complex rate constant 
k -s k - t/ k t  in the a-chymotryptic hydrolysis of ATEE.
Different pH values are indicated in parentheses.

constants assuming negligible heat capacity changes 
gives, in general, good linear relationships between 
AH and AS. Although the propagation of errors in 
the computation of single-step rate constants increases 
the values of the estimated standard deviations and 
standard errors for these constants, the general trend 
of the corresponding AH-AS plots and the self-con
sistency observed in terms of the ordering of the AH- 
AS points along the compensation line establishes the 
existence of the compensation behavior16’16 (although 
not always its linear characteristic) as being a conse
quence of the properties of the system rather than due 
to errors of measurement.

As can be seen in Figures 1-4, the variation in the 
positions along the compensation line of the AH-AS 
points with changes in pH, in all cases except k3, demon
strates qualitatively the same pattern: a monotonic 
decrease to some characteristic pH near 8 followed by

(10) Here as in the previous papers the species ES, EA, and EP2H 
are defined by the Hartley-Kilby mechanism, eq 5, and although we 
will follow common practice in assuming that they are first major 
Michaelis-Menten complex (no covalent bonding), acyl-enzyme 
species (covalent bone to protein), and major Michaelis-Menten 
complex for enzyme and second product, P2H, respectively, much 
remains to be done to provide correct and detailed descriptions of the 
metastable intermediates and the rate-limiting steps fa and fa by 
which they interconvert. It is possible, for example, that ES is a 
tetrahedral carbon species and it is also possible that the mechanism 
and the important intermediates differ greatly from one type of a 
substrate to another. Hence many of the conclusions drawn with 
respect to ATEE may not carry over directly to amide, peptide or 
poor ester substrates, e.g., ethylcinnamate.
(11) O. Exner, Nature, 201, 488 (1964).
(12) O. Exner, Collect. Czech. Chem. Commun., 29, 1094 (1964).
(13) This procedure was first proposed to us by J. F. Brandts as an 
improvement over those discussed by Lumry and Rajender7 and 
does make maximum use of the data without introducing correlations 
in pairs of AH  and AS values due to experimental errors. None of 
these procedures, however, properly takes into account curvature in 
van’t Hoff and Arrhenius plots due to any significant heat capacity 
changes. However, by the use of two methods of analysis it is 
possible to show errors. See footnote to Table I.
(14) G. Johansen and R. Lumry, C. R. Trav. Lab. Carlsberg, 32, (13) 
185 (1961).
(15) J. E. Leffler, Nature, 205, 1101 (1965).
(16) J. E. Leffler, J. Org. Chem., 31, 533 (1966).
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Table I : Free Energies, Enthalpies, and Entropies of Activation at Different pH Values for the Single-Step Rate Constants fe, 2,
and fc3, and the Complex Constant k s k ^ / k t  in the a-Chymotryptic Hydrolysis of ATEE.“ Free Energies and Entropies are 
Calculated for 25°

J-------------------------------------------------------------------PH------------------------------------------------------------------
5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0

AFfc,*, kcal/m ol 15.76 15.36 14.76 14.62 14.60 14.42 14.43 14.58 14.74 15.19
AH k ^ 1, kca l/m ol 14.0 12.0 11 .0 10.0 9 .0 9 .0 8 .0 9 .0 10.0 11.0
ASfc2T, G ib b s / - 6 - 1 1 - 1 3 - 1 6 - 1 9 - 1 8 - 2 2 - 1 9 - 1 7 - 1 3

mol

A F k_ ± 16.79 16.32 15.67 15.39 15.35 15.04 15.19 15.34 15.64 15.59
A H k _ ,* 16.0 14.0 13.0 12.8 12.5 13.0 10.5 11.0 12.0 14.0
A S k _ * - 3 - 8 - 9 - 9 - 1 0 - 7 - 1 6 - 1 5 - 1 1 - 5

pH 5.5 6.0 6.5 7.0 7.5 8.0 8.6 9.0 9.5 10.0

A Fk„± 16.80 16.38 15.83 15.48 15.40 15.21 15.21 15.19 15.20 15.20
A H k ± 16.5 15.0 14.0 13.0 12.5 12.0 12.3 11.8 12.1 12.0
ASk3* - 1 - 5 - 6 - 8 - 1 0 - 1 1 - 1 0 - 1 1 - 1 0 - 1 1

AFk- 3k- i/ki T 10.14 9.91 9.44 9 .18 9 .04 8.95 9.07 9 .23 9 .79 10.74
kcal/m ol

AHk_,k_ J k ,* , 5 .2 4 .4 3 .0 1.2 - 0 . 8 - 2 . 1 - 2 . 3 - 1 . 8 - 1 . 4 - 1 . 1
kca l/m ol

zk-i/ki*, - 1 6 - 1 8 - 2 1 - 2 6 - 3 0 - 3 6 - 3 7 - 3 6 - 3 6 - 3 9
G ibbs/m ol

“ All thermodynamic parameters have been obtained by a computerized, weighted least-squares analysis of the rate data, as men
tioned in the preceding papers. AS  values in particular were obtained by two different methods of analysis, one by the conventional 
way of getting the difference between AF  and AH and the other by fitting the rate data to equations of the form T  In K  vs. T  or T  In 
k/T  vs. T  for equilibrium and rate data, respectively. AS values obtained by the two methods agreed within 2 entropy units, in the 
pH region from 5.5 to 9.0 for all the different rate constants. This agreement indicates that the heat capacities of activation and 
other sources of error (incorrect analysis, systematic errors) for these parameters are too small to be detected at our level of precision. 
At pH values higher than 9, the difference between the two sets of AS values differed by about 3 or 4 eu, which could be due to experi
mental errors in this region as pointed out in the text. However, for K e s , the pH values for 7.5 and 8.0 the two sets of AS values 
differed by 4 to 5 eu. This is expected since the van’t Hoff plots for this parameter at pH 7.5 and 8.0 were nonlinear. We have at
tributed this to a protein substate transition Ab —*• At (see text and the preceding paper). In these cases the T  In X es vs. T  plots 
give average values of the entropy changes over the entire temperature range. Hence the AH and AS values reported for this equi
librium constant in Table I and also in compensation plots are those obtained for the lower temperature form of this enzyme from 
AH  and AF  and have been so designated. The choice does not affect the compensation plots nor the conclusions which have been 
drawn from the data since the nonlinearity of the van’t Hoff plots is that of a sharp break over a small temperature interval.

an abrupt change in direction of motion of the AH - 
A$ points and a monotonic increase beyond that point. 
The data at high pH values (above 9) are less precise 
due to autolysis of the enzyme and may also contain 
systematic errors associated with changes among sub
states of the protein, of which there are several in the 
higher pH r e g io n .17.1« The constant h  (Figure 3) 
appears to show only the lower pH segment of the 
compensation pattern. Detail in this pattern can be 
seen with an alternative compensation plot based on 
eq 3'. This type of plot emphasizes the sharpness of 
the “ turn-around”  behavior near pH 8 much more ef
fectively as can be seen in Figures 5a and b. Although 
the errors in the compensation plot of /c_2 are relatively 
large, there seems to be little doubt that the Tc values 
for the two linear segments of the plots for h  and 7c_2 
are different though not greatly so. The pattern is 
qualitatively identical with that observed by Beetle- 
stone and coworkers19“ 23 in ligand-binding reactions of

mammalian ferri hemoglobins using a variety of species 
and a variety of ligands with the shift from one seg
ment to the other taking place over a narrow pH inter
val (see Discussion).

The AF vs. AH plot for k3 shows no turn around be
havior as is also to be seen in Figure 3. Turn around 
behavior is perhaps suggested for /c-3/c-4/7c4 in Figure 4 
but is certainly not established by the data now avail-

(17) R. Lumry and R. Biltonen in “ Structure and Stability of 
Biological Macromolecules,”  Vol. II of “ Biological Macromolecules,”  
S. Timasheff and G. Fasman, Ed., Marcel Dekker, New York, N. Y., 
1969, p 65.
(18) Y . D. Kim and R. Lumry, J. Amer. Chen. Soc., in press.
(19) A. C. Anusiem, J. G. Beetlestone, and D. Irvine, J. Chem. Soc. 
A, 357 (1966).
(20) J. G. Beetlestone, D. H. Irvine, ibid., 951 (1968).
(21) A. C. Anusiem, J. G. Beetlestone, and D. H. Irvine, ibid., 960
(1968).
(22) J. G. Beetlestone and D. H. Irvine, ibid., 735 (1969).
(23) J. Beetlestone and D. Irvine, Proc. Roy. Soc., 277, 414 (1964).
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Figure 5. (a) AF *  vs. AH *  plot for fe, the on-acylation rate
constant, (b) AF ^ 1 vs. A p l o t  for fc-2, the off-acylation rate 
constant. This type of plot demonstrates “turn-around” 
behavior more clearly. Numbers in parentheses indicate pH 
values. Errors shown are one standard deviation on 
either side of mean.

able. The value of Tc is also considerably higher and 
the linearity of the fit somewhat less than convincing 
though the presence of compensation below pH 8.5 is 
unmistakable. It must also be remembered that in 
computing k-sk-i/ki, there is an error of ± 1  kcal 
introduced in AG° and AH° for the overall reaction 
so that the errors in the parameter itself can be as large 
as a factor of 7.

The compensation plots for the two “ metastable 
intermediates”  ES and EA (Figures 6 and 7) are very 
nearly identical, that for EA being displaced by about 
0.5 kcal vertically with respect to a single compensation 
line for ES. All these lines parallel within error the 
compensation line found by Yapel and Lumry6 for 
binding of the competitive inhibitor indole and are dis
placed from it by less than 1 kcal. It will be noticed 
that the AH-AS points for pH 7.5 do not follow the 
pattern of consistent change with pH manifested by 
the points for the other pH values. The inversion of 
order of the pH 7.5 and 8.0 points appears to be real 
and can be tentatively attributed to the substate transi
tion Ab <-» A f discussed in earlier papers2a’b •18 as will be 
explained below.

AS°^  e.u.

Figure 6. Compensation plot for the metastable intermediate 
ES. pH values are shown in parentheses.
Figure 7. Compensation plot for the acyl-enzyme intermediate 
EA at different pH values (shown in parentheses). 
“Turn-around” behavior can be seen but is not as obvious 
as in Figures 5a and b.

The data are uniformly consistent with the existence 
of enthalpy-entropy compensation behavior in all the 
single-step rate or equilibrium constants and in general 
suggest linear behavior possibly with a common basis 
since the Tc values all fall within a rather narrow tem
perature interval. It is now necessary to establish 
insofar as possible with the data available whether the 
compensation pattern is characteristic of the free 
enzyme, the metastable intermediates, the activated 
complexes, or some combination. As pH is varied, 
the points for ES and EA move in phase along their 
compensation plots. That is, the ratio of their changes 
in AH°, (AAH°Kes/AAH°kea), and AS°, (AAS°Kes/ 
AAS° k ¥j A )  are constant. The AH-AS points fc-r 
EA move twice as much for the same change in pH 
as do the ES points but the ordering of the points for 
the two relative to each other remains unchanged. 
This observation suggests that the pH dependence of 
the compensation pattern lies primarily in the free 
enzyme. This possibility is not vitiated by the solu
bility characteristics of the free substrate or their pH 
dependence. Rajender and Lumry24 have studied the 
standard enthalpy and entropy of transfer of ATEE

(24) S. Rajender and R. Lumry, 160th National Meeting of the 
American Chemical Society, Los Angeles, Calif., March 1971.
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from several weakly polar organic solvent mixtures and 
octanol to water. This transfer process shows small 
negative enthalpy changes and the entropy changes are 
large and negative as is consistent with the standard 
pattern of hydrophobic solvation. Insofar as the 
transfer process simulates substrate binding (vide infra) 
or binding of ATEE to chymotrypsin we would expect 
positive enthalpy and entropy contributions from the 
desolvation of the substrate, that is, from the “ hydro- 
phobic binding”  of the substrate to the enzyme, if that 
were the predominant process in ES formation etc. 
However, an inspection of the thermodynamic quanti
ties for the formation of the two metastable inter
mediates demonstrates that these “ hydrophobic” 
contributions are heavily overbalanced by the negative 
contributions from some other part process in the for
mation of ES, EA, and EP2H so that the overall en
thalpies and entropies of formation of these complexes 
are negative. Furthermore, the hydrophobic bonding 
contributions to enthalpy and entropy change should 
be pH independent in which case they should not dem
onstrate compensation behavior with pH variation and 
would be expected to appear in the contribution from 
the compensation-free part process (cf. eq 9).

Substates of a-CT and Related Information of Potential 
Importance. Studies of CT by optical rotation meth
ods25-27 show at lower salt concentrations a continuous 
production of the catalyt.ically active species Ab and 
Af from the inactive species Aa over the pH range from 
about 3 to 8.5 where an extremum occurs. At higher 
pH values the catalytically active species are converted 
reversibly into inactive substate species. It has been 
shown using fluorescence that there are a number of sub
states at higher pH values.18 The conversion of Aa 
as measured by ORD is strongly dependent on salt 
concentrations. At low salt concentrations the con
version occurs over at least 5 pH units and thus is a 
complicated consequence of multiple ionization pro
cesses. The total molar rotation change at 202 nm is 
about 106 deg and is closely related to substrate and 
inhibitor binding. However, at the higher salt con
centrations used in our work the conversion of Aa 
as studied by Parker25'26 and by Hess and their respec
tive coworkers27'28 appears to be a simple first-order 
process with an apparent pA a between 2.5 and 3. The 
latter observations suggest that the fraction of CT in 
substate Aa in our experiments was always very small. 
Nevertheless there is a considerable similarity between 
the ORD pattern obtained as a function of pH at low 
salt concentrations and the pH dependence of the en
thalpies and entropies of formation of the intermediates 
ES and EA shown in Figure 8a and b and the AH *  and 

values for k2 and fc-2 though not k3 (see Figures 
9-11). The points in these figures were calculated 
from the phenomenological parameters with consider
able care in error estimation and there is no reason at 
the present time to simplify the curves. It is thus

Figure 8. Plots of AH °  and T a S °  as a function of pH 
for the metastable intermediates ES and EA in the 
a-chymotryptic hydrolysis of ATEE. EP2 follows 
the same pattern.

necessary to accept the possibility that the pH de
pendence is as complicated as shown in these figures 
and also to retain an open mind about the proportions 
of the various substates of CT which were present in 
our experiments at different pH values. As already 
mentioned2“’*5 there are two catalytically active sub
states, A b and A f, in equilibrium between pH 7  and 9 
so that some unusual pH dependence is to be expected 
in this region. Other substates may account for the 
peculiarities of the curves at higher pH values.

Additional Analysis through pH Dependence. As 
shown in Figures 6 and 7 the enthalpies and entropies 
of formation of EA and ES tend to compensate each 
other when pH is varied and compensation is linear at 
least at pH 8 and below. The pH dependence of AH° 
and AS° for the formation of ES and EA from E +  
S shows that these intermediates cannot be formed 
unless some set of acid groups is converted to base 
form. The pH dependence is that of the free enzyme 
E since the changes in AH° for ES and EA shown in 
Figure 8a and b are very similar in form even though 
the changes are considerably larger for EA than for ES.

It is noteworthy that the involvement of these acid 
groups which prevent formation of ES and EA can

(25) H. Parker, Ph.D. Thesis, University of Minnesota, Minneapolis, 
Minn., 1967.
(26) H. Parker and R. Lumry, J. Amer. Chem. Soc., 85, 483 (1963).
(27) B. Havsteen and G. P. Hess, ibid., 85, 791 (1963).
(28) G. P. Hess, Brookhaven Symp. Quant. Biol., 22, 1 (1968); H. L. 
Oppenheimer, B. Labouesse, and G. P. Hess, J. Biol. Chem., 241, 
2720 (1966).
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Figures 9-11. A H  vs. pH for the single-step rate constants fe, 
k - 2, and fc3. Errors shown are one standard deviation.

and apparently has escaped detection because the 
previous experiments were carried out at temperatures 
at which compensation is nearly exact relative to ex
perimental errors. As a result, the free energies were 
insensitive to pH variation. The presence of compen
sation has produced the same type of omission in inhib
itor-bonding studies as will be discussed below.

The arguments just given indicate that a major part 
of the compensation behavior demonstrated below 
pH 8 in the formation of ES and EA is attributable to 
the pH dependence of the free enzyme E.

The free enzyme is not a participant in the /c2 or k:i 
processes so that the compensation behavior shown by 
k2, 2, and k3 is controlled either by an intrinisic de
pendence of these constants on some or all of the same 
acid groups or different acid groups must be involved. 
It has been repeatedly reported that Fmax for good 
ester substrates of CT observed under the condition

of zero Pi concentration has a pH dependence char
acteristic of an imidazolium group. Since Fmax for 
ATEE under these circumstances is dominated by h, 
our determination of fc3 should show this behavior and, 
as shown in Figure 11, this is the case at least over most 
of the experimental pH range. The failure of the 
system to approach a low pH plateau at pH 5.5 may 
be a result of experimental errors, failure of our analysis 
of the /So parameter, or a real effect. We have shown 
in the previous paper2b that our phenomenological 
parameters suggest the existence of an additional acid 
group which begins to appear in some of the parameters 
around pH 6.

The problem presented by Figures 9 and 10 is more 
serious. If our assignment of the peculiar pattern of 
Figures 8a and b primarily to E is correct, the patterns 
shown in Figures 9 and 10 although quite similar must 
be attributed to ES *  and although the ionization of an 
imidazolium group can be part of the observed com
plexity, it is certainly only one group considerably over
shadowed by other effects of pH. Furthermore, the 
patterns for fc_2 and fc3 are quite different, showing that 
the process is less symmetric than was previously sug
gested. In the preceding paper we analyzed only the 
phenomenological parameters as functions of pH and 
temperature and, following customary procedures, 
forced the fitting to conventional titration curves and 
conventional straight-line Arrhenius plots. Of course 
this procedure produced a relatively simple and con
ventional description of the reaction. In this paper 
we have converted the phenomenological parameters to 
close estimates of the single-step constants and ratios 
for many constant temperatures and have then ana
lyzed the temperature dependence of each resulting 
rate or equilibrium constant. The temperature and 
particularly the pH dependence of the computed con
stants are notably different than the previous force-fit 
values. This is to be expected for the more complex 
phenomenological parameters but the model used for 
force fitting was clearly inadequate. Even if our mech
anism is still incomplete due to the substate complexity 
of the protein or because we have not provided enough 
steps in the catenary chain to approximate the true 
situation, the pH dependence of the enthalpy change 
associated with none of the computed constants except 
perhaps fc3 is simple. Those for AHkJ  and A 
resemble each other closely and are also similar to 
those for AH°ke$ and &H°kEa but the former appear 
to reflect the behavior of ES* and the latter primarily 
the behavior of E.

Analysis of Compensation Behavior for k3. If A AT*,* 
varies as a result of the deprotonation of a single im
idazolium group, the existence of linear compensation 
for hi may be trivial insofar as it is an immediate conse
quence of the shift in equilibrium populations of proton- 
ated and deprotonated forms of this group. If the 
ionization process is labeled d with standard enthalpy
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and entropy of ionization AHd° and ASd°, and the 
formation of the activated complex from the deproton- 
ated species, either ES or EA, is labeled c with AHC* 
and AiS0*, the observed enthalpy of activation is given 
by eq 7a and the corresponding entropy by eq 7b. The 
fraction of protonated ES or EA is /. Eliminating /  
yields the linear compensation expression, eq 8, and 
defines Tc as the ratio AHda / ASd° . The latter ratio is 
about 295°K. This value is not a reasonable value for 
imidazole or small imidazole compounds (AHd° ~  
8 kcal/mol, A$d° «  —2 eu/mol if pKa = 6) but 
may be correct for this protein-bound imidazole group. 
The ratio can be only weakly dependent on temper
ature if linear compensation is to be observed over a 
significant temperature range.

AH* = AH * +  fAHd° (7a)

AS* =  A S*  +  fASd0 (7b)

AH* = A H * - (8)

Application of a similar argument to the processes 
E +  S <-> ES, E +  S EA, ES <-> ES* and EA 
ES* is complicated by the participation of more than 
one acid group. When more than two species of E, 
ES, etc. have to be taken into account, the linear form 
of eq 8 can be preserved only by rare accident unless the 
groups ionized cooperatively so that there are effec
tively only two forms of each of these species. The 
acid groups responsible for the variation of enthalpy 
and entropy changes associated with K ES, R ea, kz, and

2 remain to be accounted for and assigned. It is 
probable that this cannot be done reliably without data 
of considerably higher precision, a formidable experi
mental undertaking, but experiments of other types 
calculated to reveal inadequacies in our assumed mecha
nism and errors in the conversion of the phenomeno
logical parameters into rate constants are also necessary. 
Such improvements are unlikely to simplify the picture 
but they will make it possible to describe in more detail 
the underlying complexity demonstrated by our find
ings.

The ionizing groups responsible for the upper pH 
part of the compensation pattern may be related to the 
ion pair seen in X-ray diffraction models. Consider
able evidence29-31 has been presented particularly for
5-CT32-34 to suggest that the pH dependence of the 
phenomenological parameter K m obtained at zero Pi 
concentration and which for ATEE +  a-CT is equal to 
(k- iks/k̂ ki) is due to the disruption of the ILE 16 a- 
ammonium and ASP 194 carboxylate with an effective 
pR a value near 9.35 -  37 However, according to Martin 
and Marini32 there are reasons to doubt this interpreta
tion. Kim and Lumry18 have shown that there are 
two rather than one acid groups involved in the several 
substate transitions of free a-CT in the alkaline region

and little can be gained by attempting to make as
signments of the acid groups involved in compensation 
behavior. Much work remains to be done in these 
several areas.

Discussion
The presence of compensation phenomena greatly 

complicates the analysis of equilibrium and kinetics 
data and their interpretation. Conventional kinetics 
studies do not afford any means for separating the 
experimental enthalpy and entropy changes into con
tributions from the part processes manifesting com
pensation behavior and those that do not. In short, 
total enthalpy and entropy changes cannot be used to 
give reliable chemical information until ways are de
vised to separate them into part contributions from 
the various processes that make up the overall reaction. 
Rate and equilibrium data obtained at temperatures 
near Tc can often be misleading as a result of a mini
mization of the free-energy change due to the compen
sation part process as we have already shown.

Source of Compensation Behavior. Despite the 
ubiquitous appearance of similar enthalpy-entropy 
compensation behavior in the a-CT +  ATEE system, 
it is not necessary to conclude that all manifestations of 
this behavior are due to a single common source. There 
are several possible sources. Electrostatic theories 
usually predict a roughly linear relationship between 
enthalpy change and entropy change with change in 
charge number and distribution and with some varia
tions in solvent composition. King38 has discussed 
these matters and calculates a value for the ratio AH/ 
AS in water systems to be about 80°K although he 
notes that it is usually found in experiment to be near 
room temperature. Beetlestone and Irvine23 have 
considered the behavior of AH°/AS° for the human 
ferri hemoglobins A, S, and C at constant pH. AH° 
and AS° are predicted to be linearly related on strictly 
electrostatic grounds if the dielectric constant of the 
medium and its partial derivative with respect to tem
perature are constant. Their estimated T0 for the 
charged groups of the proteins on this basis is about

(29) D. M . Blow, J. Birktoft, and B. S. Hartley, Nature, 221, 337
(1969).
(30) T. A. Steitz, R . Henderson, and D. M. Blow, J. Mol. Biol., 46, 
337 (1969).
(31) D. M. Blow, Biochem. J., 112, 261 (1969).
(32) C. Martin and M. Marini, Eur. J. Biochem., in press.
(33) P. Valenzuela and M . L. Bender, Biochemistry, 9, 2440 (1970).
(34) F. C. Wedler and M. L. Bender, J. Amer. Chem. Soc., 91, 3894 
(1969).
(35) A. Y . Moon, J. M. Sturtevant, and G. P. Hess, J. Biol. Chem., 
240, 4204 (1965).
(36) D. Karibian, C. Laurent, J. Labouesse, and B. Labouesse, 
Eur. J. Biochem., 5, 260 (1968).
(37) J. Garel and B. Labouesse, J. Mol. Biol., 47, 41 (1970).
(38) E. J. King, “ Acid-Base Equilibria,”  "T  le International En
cyclopedia of Physical Chemistry and Chemical Physics,”  Topic 15, 
“ Equilibrium Properties of Electrolyte Solutions," Vol. 4, Pergamon 
Press, New York, N. Y ., 1965.
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335°K. However, these authors, in subsequent stud
ies20’21 found that electrostatic arguments are inade
quate to account for the behavior of their ferri hemo
globin systems with changes in pH, particularly in the 
region of the isoelectric point. A more complete 
electrostatic theory may ultimately provide better 
consistency and as matters now stand a strictly elec
trostatic basis for compensation behavior cannot be 
ruled out for the a-CT-ATEE system.

Turning now to the protein, it is reasonable to expect 
that changes in the protein conformation, whether they 
are outright changes in the amount of folding, simpler 
expansion-contraction processes, or many small atom 
displacements, can produce enthalpy and entropy 
changes of the same sign which furthermore might 
provide a linear relationship between these two quanti
ties if the changes are sufficiently small.

Finally, the accumulation of examples of small-solute 
as well as protein processes in water solutions which 
manifest a linear enthalpy-entropy compensation 
pattern and appear to be attributable to liquid water 
itself7 introduces the strong possibility that liquid 
water is responsible for some or all of the compensation 
behavior observed with our system. We shall exam
ine these alternatives in greater detail to see if one or a 
combination of these can account for the observed be
havior.

Among the compensation patterns demonstrated 
by our system, the simplest appears to be that asso
ciated with the formation of the activated complex for 
deacylation of the protein by the acid moiety of the 
substrate, k3, in the pH region below 8. This pattern is 
roughly consistent with the ionization of the imidazol- 
ium group of HIS 57 and thus appears to be a conse
quence of electrostatic considerations involving only 
this group and its environment. However, eq 8 which 
describes this situation may be more complex than it 
appears. It has been found in many studies of the 
ionization of congener or homologous families of weak 
organic acids39-42 that the electronic contributions to 
the total AH° and AS° are quantitatively in accord 
with variations in the appropriate Hammett and Taft 
tr and a* parameters. The nonelectronic contributions, 
attributed primarily to variations in solvation with 
substitution of the parent member of a series, yield an 
expression of the form (c/. eq 1, et seq.)

Atfsol° = y +  TcASso1° (9)
with small values for y and T0 values near 285 °K. It 
has been proposed elsewhere7 that this linear relation
ship is due to changes in solvation water at some dis
tance from the acid and its ion products. Thus if eq 8 
is applicable for the ATEE-CT system, the fact that 
(Affd°/ASd°) in the equation is found near 285°K may 
be coincidental or it may also be due to participation of 
the same property of liquid water apparently respon
sible for compensation behavior in the weak-acid sys

tems. If it is the latter, some or all of the compensa
tion behavior observed with the ATEE-CT system, 
although certainly dependent on changes in the state of 
ionization of a few acid groups which play a central role 
in the catalytic scheme and on other properties of the 
system, also must be in some way connected with the 
properties of liquid water itself. Subsequent sections 
of the discussion will be found to support this possibil
ity.

The compensation patterns which are observed with 
k- 2, fc2, and Kvs and perhaps with K ka and (fc—3/c—4/fc4) 
exhibit turn-around behavior at about pH 8.5. The 
sharpness of the turn-around point as clearly seen in 
Figures 5a and b suggests a higher than first-order de
pendence on hydrogen-ion activity. As will be dis
cussed, the turn-around behavior observed by Beetle- 
stone, et aL,19-23 in ligand binding to ferrihemoglobins 
is completed over a fraction of a pH unit so that a num
ber of protons must be involved in the compensation 
behavior studied by these workers. More precise 
determination of the turn-around pH, called “ char
acteristic pH” by Beetlestone, et al., is made difficult 
by the occurrence of the At, -*■ At transition. Turn
around behavior may be a direct consequence of this 
transition if substate Ab predominates at pH 8.0 and 
below and substate At is the predominant species at 
pH 8.5 and above. That is, the lower pH segment of 
the compensation behavior may be attributable to Ab 
and the higher-pH segment to Af. However, the rela
tionship of these substates to each other and to the sub
states found at still higher pH values by Kim and Lum- 
ry17,13 and by Yapel6 argue against this relatively simple 
assignment and further discussion is not useful until 
the transitions among the various substates are better 
understood and their relationship to the elementary 
steps of the catalytic process better established.

The Loss of Specificity. Although there are clear 
indications that a few ionizable groups of CT play 
specific roles in most and perhaps all of the compensa
tion patterns observed with the ATEE +  CT system, 
there has also accumulated evidence that other factors 
are involved. Thus far in this report the similarity of 
the values of T,. for the different compensation patterns 
and the fact that these values lie close together in the 
range in which Tc values for linear enthalpy-entropy 
compensation behavior in small-solute systems in 
highly aqueous solvents are almost universally found 
are the major indications that compensation behavior 
in our system may be closely related to the more general 
water-based phenomenon already mentioned. We 
shall not discuss this possibility in any more detail but

(39) D. I. G. Ives and P. D. Marsden, J. Chem. Soc., 649 (1965).
(40) W. G. O’Hara and L. G. Hepler, / .  Phys. Chem., 65, 2107 
(1961).
(41) R. M. Izatt, D. Eatough, and J. Christensen, ibid., 72, 2720 
(1968).
(42) J. Konicek and I. Wadso, Acta Chem. Scartd., in press.
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it is necessary to.present evidence from CT studies and 
from studies of other proteins to illustrate the possible 
significance and the utility of compensation behavior in 
protein study. For this undertaking it is useful to 
introduce a new concept which we call the “ temperature 
of minimum sensitivity.”  By this we mean that there 
exists for protein systems a small range of experimental 
temperatures in which the sensitivity, as measured by 
rate constants, ratios of rate constants, or their corre
sponding free energy changes, with respect to one or 
more important variables of the system is minimal. 
The term sensitivity can often be used very broadly 
and the temperatures of minimum sensitivity for the 
protein systems for which the values are available are 
very similar. Sensitivity may mean the ability of an 
enzyme to make quantitative selections in binding and 
bond-rearrangement steps among members of a related 
family of substrates, or it may mean the ability of a 
protein to distinguish among inhibitors, e.g., the ability 
of ferrihemoglobin, chymotrypsin, acetylcholinester
ase, etc. to make quantitative distinctions among lig
ands or substrate-analog inhibitors. Alternatively the 
term may be applied to the response of the kinetics or 
equilibrium constants to salt concentration and type 
or to pH. And finally we shall also apply it to the 
quantitative differences in a given type of process when 
a particular protein with the same physiological func
tion is isolated from a number of different organisms.

Other Examples of a Temperature of Minimum Sensi
tivity. The possible existence of a temperature of 
minimum sensitivity with respect to inhibitor structure 
is implicit in the studies of Belleau, et al.,43-46 on ace
tylcholinesterase and with respect to inhibitor binding 
as well as enzyme behavior in the discussions of Likh
tenshtein46'47 on linear compensation. The concept is 
clearly demonstrated in Yapel’s studies of inhibition of 
CT using indole, A-acetyl-L- and D-tryptophan, and 
hydrocinnamate ion.6-6 This set of studies is important 
for three reasons. The first of these is the demonstra
tion that precisely linear compensation lines for the 
standard enthalpies and entropies of binding are pro
duced by pH variation and that the changes produced 
in both quantities by pH variation can be quite large;
e.g., over the pH range 7-8 for iV-acetyl-L-tryptophan 
AH° varies by 17 kcal and AS0 by 63 eu. Calorimetric 
studies of the binding of these inhibitors to CT at a 
constant pH of 7.8 by Shiao and Sturtevant48 and by 
Shiao49 produced somewhat smaller values of AH° and 
AS°, possibly as a result of complications introduced by 
the need to correct for aggregation of the protein, but 
they confirm the existence of linear compensation be
havior with a Tc in the 278-300° range. Yapel’s 
compensation lines obtained by pH variation for his 
inhibitors except indole are nearly superimposable with 
an average Tc value of 270°K. His indole line is 
equally precise and has the same intercept at AS° =  0 
but has a significantly different slope, Tc = 285°K.

Hence the second conclusion from Yapel’s work is that 
apart from these small quantitative differences in Tc 
which are not yet understood, a single compensation 
line is roughly adequate for all his inhibitors at all the 
pH values he examined. As a consequence, if the 
experimental temperature is near 280°K the variations 
in the standard free energies of binding for different 
inhibitors are very small despite the large changes in 
AH° and AS° obtained under these experimental condi
tions. Thus there exists a temperature of minimum 
sensitivity for CT with respect to the affinity for inhibi
tors at least those studied by Yapel5'6 and by Shiao.48'49 
Furthermore, this temperature of minimum sensitivity 
is independent of experimental pH. In other words, 
the specificity with respect to the pH dependence is also 
minimized at the same temperature.

The temperature of minimum sensitivity is, of course, 
equal to the compensation temperature but is a con
ceptual rather than an experimental quantity, an ob
servation which should be kept in mind during the re
mainder of this discussion.

Belleau and Lavoie43 -  45 have shown that in the 
binding of about 30 ligands of the tétraméthylammo
nium ion series to acetylcholinesterase, the free energy 
of binding is constant within 0.5 kcal, whereas the 
enthalpies and entropies of binding undergo large 
fluctuations which compensate each other with a Tc 
«  288° K.

The most fully developed experimental demonstra
tions of the temperature of minimum sensitivity are 
those of Beetlestone and Irvine and their collabora
tors.19-23’50'51 Their observations in studies of ligand
binding by ferrihemoglobins are represented below.

1. The standard enthalpies and entropies of binding 
of the ligands F - , CN- , N3_ , SH- , and methylamine 
are pH dependent so as to yield linear compensation 
patterns with turn-around behavior (“ characteristic 
pH behavior” ) very similar to that demonstrated in 
the present study. The Tc values are nearly the same 
for the different ligands and fall in the range found with 
all the CT systems. At sufficiently high concentrations 
of salt, the descending and ascending segments of the 
compensation line have the same Te value for a given 
ligand. Thus with respect to pH variation there is a

(43) B. Belleau and J. Lavoie, Can. J. Chem., 46, 1397 (1968).
(44) B. Belleau, Ann. N. Y. Acad. Sci., 144, 705 (1967).
(45) B. Belleau and V. DiTullio, J. Amer. Chem. Soc., 92, 6320
(1970).
(46) G. I. Likhtenshtein, Biofizika, 11, 23 (1966).
(47) G. I. Likhtenshtein, “ Water in Biological Systems,”  I. Kayu- 
shin, Ed., Consultants Bureau, New York, N. Y ., 1969.
(48) D. D-F. Shiao and J. M . Sturtevant, Biochemistry, 8, 4910 
(1969).
(49) D. D-F. Shiao, ibid., 9, 1083 (1970).
(50) A. C. Anusiem, J. A. Beetlestone, and D. H. Irvine, J. Chem. 
Soc. A, 1337 (1968).
(51) J. E. Bailey, J. A. Beetlestone, D. H. Irvine, and A. Ogunmola, 
ibid., 749 .(1970),
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tem perature o f minimum sensitivity which is very  nearly 
the same, about 290°K , for all the ligands studied.

2. The dependence o f the therm odynam ic quanti
ties on sodium  chloride concentration at fixed pH  
values has been investigated for the binding of hydroxyl 
ion to  heme iron. Exam ination o f their data shows 
that the same com pensation line is obtained at constant 
pH  with varying salt concentration as is obtained at 
constant salt concentration with varying pH . The T0 
value is about 290°K . There is thus a temperature of 
minimum sensitivity with respect to  variation in sodium 
chloride concentration.

3. T he binding o f hydroxyl ion  to  the ferric iron 
ion o f ferrim ethem oglobin ( “ alkaline m ethem oglobin 
form ation” ) has associated with it variations in AH° 
of about 10 k ca l/m ol o f heme for the 30 ferrihem o- 
globin species investigated, yet the AH°-AS° values 
fall with good  precision on a single com pensation line 
with at Tc value of 300°K . R ecently, the binding of F _ , 
methylamine, N 3_ , C N ~, and SH ~ has also been stud
ied as a function o f species variation of ferri hem oglobin. 
A ll yield linear com pensation behavior with very similar 
T c values. Thus there exists a tem perature of mini
mum sensitivity w ith respect to  species variation. In  
this connection their data show that all or nearly all 
charged groups o f these proteins play a quantitative 
role in com pensation behavior. Substitution of even 
a single group at a considerable distance from  the heme 
iron group, e.g., from  glutam ic acid in hum an H b A, 
to valine in H b  C and to lysine in H b S, produces large 
changes in AH° and AS° though the changes in AG° 
are negligible if the experimental temperature is near 
To.

In  contrast to the situation encountered in inhibitor 
binding b y  C T, the com pensation lines for C N ~, F _ , 
Ns~, and S C N -  obtained b y  pH  variation are not 
superimposable but rather lie very nearly parallel. 
The AH° intercepts are all different so that there does 
not exist a tem perature o f minimum sensitivity with 
respect to the binding o f ligands. This difference in 
minimum sensitivity behavior is perhaps not surprising. 
W e can explore the situation b y  following Hepler and 
Ives and their respective coworkers.39-41 W e divide 
the total binding process into part processes using the 
simple device introduced at the end of the Results 
section. Af7a° is due to desolvation o f C T  substrate, 
ligand, or C T  inhibitor plus the electronic features of 
the total binding process not associated with the source 
o f compensation behavior. AHh° is contributed b y  
the part process responsible for com pensation be
havior. So also for AtSa° and ASb°- Then if AHb° =  
7  +  T0ASb°, b y  elimination of AHb° and AtSb° from  
eq 2a and b, eq 10 results.

AH° =  (7  +  A£Ta° -  TcASa°) +  T,AS° (10)

The ordinate intercepts of the com pensation lines, 
(7 +  A ff,°  — T,,A<Sa0), should vary strongly with

ligand in the ferrihem oglobin studies as indeed they 
do. On the other hand, the intercept variation need 
not be very large for the inhibitors studied b y  Y apel6>6 
and Shiao .48’49 I f  the w ater-to-octanol transfer process 
is an appropriate m odel for the “ hydrophobic-bonding”  
part o f the enzym e-substrate or enzym e-inhibitor 
com bination, partitioning studies24 show that the con
tribution to AH° from  this transfer process is small so 
that variations with inhibitors and substrates are too 
small to  be detected within our errors. The entropy 
changes are also small since the positive entropy o f 
transfer from  water to octanol (a unitary quantity) 
must be offset almost com pletely b y  the negative 
cratic entropy change and the entropy reduction due 
to restrictions on rotational and side-chain m otion re
sulting from  the union. Furtherm ore, additional en
th alpy-en tropy com pensation with respect to solu
bility in water is to be expected am ong substrates and 
inhibitors and this will tend to  reduce the variations 
in AH °  — T 0ASa° - Apparently the remaining aspects 
o f the part-processes we have labeled a, whatever 
they may be, do not vary much from  inhibitor to  inhibi
tor in Y  apel’s group.

Since we have no models to estimate the contribution 
from  water molecules displaced from  the protein  bind
ing regions into bulk water, it is not possible to ratio
nalize this situation but the fact is that the variations 
in the ordinate intercepts are very small for the C T  
systems which have been studied.

Possible Existence of a Temperature of Minimum 
Sensitivity in Chymotryptic Catalysis. The small varia
tion in ordinate intercept with variation in inhibitors 
for C T  seems to show up in substrates as well. In  
Figure 12 are plotted  the enthalpy and entropy changes 
corresponding to  K m for several substrates as well as 
the activation enthalpies and entropies corresponding 
to  the maximum velocity  Vm. T he data, collected 
from  the literature, are very spotty. I f  the mecha
nism of chym otryptic catalysis is the same for all 
these substrates in the sense that the significant 
metastable intermediates and the activated complexes 
occur at the same positions along the total reaction 
coordinate, then the com pensation lines shown in this 
figure are reasonable and should also be found to  be 
appropriate for other C T  substrates still to  be studied 
provided they belong to this same class. Some of the 
data were obtained in relatively high alcohol concen
trations and since alcohols are not only cosolvents but 
also act as nucleophiles in the deacylation process, 
there is considerable uncertainty in adding them  to  the 
collection. Nevertheless, both  K m and Vm data are fit 
reasonably well by  single lines in Figure 12 and the 
lines have Tc values in the range established by  the 
other studies. Hence the figure does suggest that there 
is a tem perature of minimum sensitivity with respect 
to  substrate differentiation within a given substrate 
fam ily.
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Figure 12. Compensation plot for Km and V m for the 
hydrolysis by a-CT of iV-acetylphenylalanine methyl ester (1). 
(2) D-l-keto-3-carbomethoxytetrahydroisoquinoline and (3) 
D-methyl-3,4-dihydroisocoumarin-3-carboxylate at pH 7.8, 10% 
acetonitrile (data from Cohen, et al.61 K m and fcoat values for 
ATEE hydrolysis at pH 8.0 from the present study (4) are 
shown to fall on the same compensation line as also k„at for 
ATEE (5) (from Bender, et a l.*>9), IV-benzoylphenylalanine 
ethyl ester (6) and iV-benzoyltyrosine ethyl ester. (7) (from 
Laidler “Chemical Kinetics of Enzyme Action,” Oxford 
University Press, London, 1956, Chapter 9).

Lum ry and B iltonen17 have shown that the activa
tion  enthalpies and entropies obtained b y  Cane82 for 
the deacylation o f the acyl-enzym es (acetyl-, pro- 
pionyl-, butyryl-, valeryl-, and caproyl-) dem onstrate 
com pensation behavior within the errors so that C T  
appears to have a temperature o f minimum specificity 
with respect to the deacylation rate process for this 
series of com pounds. R üterjans83 finds a linear com 
pensation pattern with T 0 o f 290° K  in the binding of 
inhibitors to ribonucléase A  and T , and the data of 
H am m es and coworkers84’85 as well as those recently 
obtained by  B iltonen and coworkers86 on  ribonucléase 
A  support this finding. Hence ribonucléase A  and 
perhaps ribonucléase T  appear to have a tem perature of 
m inimum specificity with respect to inhibitor binding.

The Compensation-Free Reaction Profile for Chymo- 
trypsin. The results obtained b y  a variety o f workers 
show that in the binding o f inhibitors b y  a-C-T the 
hydrophobic-bonding contributions to  enthalpy and 
entropy change are dom inated by  the negative contri
butions from  a second part process of the total. The 
latter process which demonstrates com pensation be
havior has already been discussed here and else
where .6'7’21 The most that can be said about it at this 
tim e is that it involves the protein and may involve, 
in an equally im portant way, liquid water. Cohen 
and coworkers87 have discussed this m atter in terms of 
solvation o f substrate with emphasis on hydrophobic 
bonding, as have Canady and coworkers.68’89 W e have 
shown that these arguments are quite irrelevant insofar

as transfer reactions in which a substrate or inhibitor is 
transferred from  water to a polar organic solvent give 
enthalpy and entropies of transfer which are small rela
tive to  those found in inhibitor binding to C T  system s, 
and, indeed, have the wrong sign. T he arguments of 
Cohen and coworkers m ay take on new significance if it 
can be shown that displacement of water from  the 
binding region of C T , as proposed b y  Bernhard ,60 in
volves several water molecules and varies w ith sub
strate and inhibitor. The X -ra y  diffraction evidence 
shows that a few  water molecules must be displaced .29-31 
The enthalpy change in this displacem ent m ay be nega
tive due to some im provem ent in hydrogen bonding but 
is probably small. The entropy change attributable to  
these molecules must be roughly equal to  that in the 
melting of ice, i.e., about + 5  eu per m ole o f water, the 
change being in the wrong direction to  be identified 
with the part process which manifests com pensation 
and dominates the enthalpy and entropy changes in the 
binding processes.

T he specificity of a -chym otrypsin  with respect to  
substrate side chains, inhibitors, and pH  has been 
shown to be directly related to the part processes o f the 
individual elementary steps which introduce com pen
sation behavior. It  has been necessary to  introduce 
a phenom enological coordinate in describing the reac
tions of C T  which takes into account these part pro
cesses. This coordinate was originally called the 
“ functional conform ation coordinate” 62’64 but w ith  the 
rapid developm ent of evidence suggesting the partici
pation of liquid water, the term  appears increasingly 
inappropriate although much remains to be done to 
establish the actual participation o f liquid water. E x
cept for new examples and the fact that there is now 
considerable agreement am ong water specialists that 
pure liquid water and many highly aqueous solutions 
do  manifest “ tw o-state”  behavior, which is im portant 
because the linear enthalpy-entropy com pensation 
pattern with T c near 285°K  is an im m ediate conse
quence of this behavior, the subject is adequately cov 
ered b y  Lum ry and R ajender7 elsewhere. In  any 
event, the “ com pensation coordinate”  is now phenom 
enologically identifiable with the com pensation line 
and thus with the concept of a temperature of m inim um

(52) W . C ane, P h .D . Thesis, U n iversity  o f  M in n esota , M in n eap olis , 
M in n ., 1967.
(53) H . R tlterjans, personal com m u n ica tion .
(54) G . H am m es and P . R . S ch im m el, J. A m er . Chem . Soc., 87, 
4665 (1965 ).
(55) T . C . F ren ch  and G . H am m es, ibid., 87 , 4569 (1965 ).
(56) R . B iltonen , personal com m u n ica tion .
(57) S. C ohen , V . V aidya, and R . Schultz, P roc. N at. A ca d . Sci. U . S., 
66, 249 (1970).
(58) C . C u p p ett  and W . C an ady , J. B iol. Chem., 245, 1069 (1970).
(59) G . R o y e r  and W . C an ady , A rch . B iochem . B iop h ys., 124, 530 
(1968).
(60) S. A . B ernh ard  and  G . L . R ossi, in  “ S tructura l C h em istry  and  
M olecu la r B io lo g y ,”  A . R ich  and N . D a v id scn , E d ., F reem an  C o ., 
San F rancisco , C alif., 1968, p p  110-113.
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sensitivity. T he existence o f a tem perature o f mini
m um sensitivity with respect to  the effects of side-chain 
variation on ES and E A  is reasonably certain. The 
more com m on situation is likely to  be that exemplified 
b y  ligand-binding to  the ferri hem oglobins, i.e., each 
ligand has its own com pensation line based on pH  and 
salt variation but the lines themselves are displaced 
along the ordinate due to  variations in (AHa — Te- 
AiSa). W ith enzym e systems, com pensation in rate 
processes such as ES -*• E S *  and E A  — E A *  due to 
side-chain variation m ay be found to  be a more general 
phenom enon. W ith  C T , side-chain specificity occurs 
in both  kinds of elem entary steps, i.e., those of sec
ondary bonding not thought to  include prim ary-bond 
rearrangements and the rate processes for processes 
thought to  include bon d  rearrangement. W e have 
seen that this kind o f sensitivity as well as pH  depen
dence can be minimized or eliminated by  working at ex
perimental tem peratures equal to the Tc values. Oper
ationally it is necessary to  use some suitable com pro
mise temperature since the T0 values vary slightly 
from  step to step but we can eliminate sensitivity in a 
form al fashion from  the free-energy profile of the A T - 
E E -C T  reaction b y  plotting the values of the ordinate 
intercepts for each of the steps o f the total process. 
W here the com pensation lines at higher pH  values 
above the turn-around point have significantly different 
intercept values than those below  pH  8 , we have used 
the lower pH  intercepts. The result, Figure 13, is 
essentially a com pensation-free description o f the 
A T E E -C T  process since all part-processes contributing 
com pensation behavior have been eliminated. As 
already m entioned, the data shown in Figure 12 sug
gest that Figure 13 will prove to be quantitatively 
nearly identical w ith similar diagrams constructed for 
other ester substrates o f C T . W e believe Figure 13 
represents a conceptual developm ent o f considerable 
potential im portance in the study of some enzyme 
mechanisms.

Implications of the Compensation-Free Reaction Profile 
for Chymotryptic Catalysis. The figure has several 
interesting im plications o f which undoubtedly the 
most im portant is that the high efficiency of C T  in 
A T E E  hydrolysis is in no obvious way related to  side- 
chain specificity. T he introduction o f side-chain 
specificity effects or pH  effects, b y  carrying out the 
reaction at tem peratures well rem oved from  the Tc 
values, increases or decreases rate constants and equi
librium  constants b y  factors which m ay at m ost achieve 
no more than a few  orders of magnitude even at pH  
extremes with large tem perature deviations. These 
changes are relatively small and it is clear that the ef
ficiency o f C T  in the k%, fc -2, fc3, and k -s steps, which 
are believed to be those of bond  rearrangement, is 
due in m ajor part to factors which are not related to 
pH  or side-chain sensitivity. One exception is, o f 
course, stereospecificity but this is, in effect, a special

Figure 13. “Specificity-free” free-energy profile for the 
hydrolysis of ATEE by a-CT. Free-energy values are obtained 
from A H  intercept values at AS = 0 of the compensation plots 
for the several steps. Experimental conditions have 
been described.

situation since the details of the “ conform ational 
coordinate”  and the mechanism are different for the 
D-enantiomorph of A T E E . Another special case is 
provided by  substrates and acylating groups such as 
p-nitrophenyl acetate which have side chains that are 
too small to  engage the protein “ conform ation coor
dinate.”  This case has been discussed elsewhere.17’61

Figure 12 suggests that small activation energies and 
large negative activation enthalpies for the acylation 
and deacylation activated com plexes (see free-energy 
profile, Figures 4 and 5 in ref 1), which are very ab
norm al relative to m odel studies of basic ester catalysis 
b y  im idazole groups, may be deceptive as a clue to the 
mechanism responsible for the high catalytic efficiency 
o f the enzym ic processes. The values o f these quanti
ties vary with pH  indicating that at least part o f the 
negative enthalpy and entropy contributions responsi
ble for the abnormal values are due to the com pensation 
part processes. It is possible that nearly all o f the 
negative enthalpy and entropy contributions from  the 
protein-w ater part of the system  are from  the com pen
sation part process rather than the com pensation-free 
part process. U nfortunately, it is not yet possible to 
separate total enthalpy or entropy changes into contri
butions from  the tw o kinds o f part processes and we 
are forced tc work with free-energy changes only.

Figure 13 is not im m ediately consistent w ith  the 
simple rack proposal due to  Lum ry62-64 and detailed by  
Jencks .66 In  its simplest form  according to this pro-

(61) L . F a ller and J, M . S tu rtevant, J . B io l. Chem ., 241, 4825 
(1966).
(62) R . L u m ry  and  H . E yrin g , J . P h y s . Chem ., 58, 110 (1954 ).
(63) H . E yrin g , R . L u m ry , and  J . D . S pikes in  “ M ech a n ism  o f 
E n zym e  A c t io n ,”  M c E lr o y  and G lass, E d ., Johns H op k in s  Press, 
B altim ore , M d ., 1954.
(64) R . L u m ry , E nzym es, 1, 157 (1959 ).

The Journal of Physical Chemistry, Vol. 76, No. 10, 1971



1400 R xjfus Lumry and Shyamala R ajender

posal, the substrate is bound in a distorted form . Some 
of the free energy released by  the favorable features of 
the enzym e-substrate union is diverted to  increase the 
free energy of the reactant states ES a n d /or  E A  relative 
to the free energies of the activated com plexes E S 1*1 
and E A * . It  can be seen in Figure 13 that both  ES 
and E A  have about the same free energy o f form ation 
at Tc as has been found for the com pounds of C T  with 
the inhibitors indole, hydrocinnam ate ion and N- 
acetyl-L-tryptophan at T 0 (which is about —4 k ca l/ 
m ol) .66 These com parisons m ay prove deceptive but 
they do not indicate any remarkable increase in free 
energy o f ES and E A  due to  this type of rack mecha
nism. T he diagram does not, in fact, reveal any obv i
ous way in which free energy released in ES form ation 
can be used to  accelerate the acylation and deacylation 
rates. R elative to  the separated reactants and thus 
relative to  a small-molecule model the catalytic effi
ciency is seen to be due to the stabilization o f the me
tastable intermediates rather than a destabilization. 
The reduction o f the “ on-acylation”  and “ off-acylation”  
free energy barriers is probably also im portant but the 
free energies of form ation of the corresponding acti
vated com plexes from  the metastable interm ediates 
are not much lower than would be expected  for base 
or nucleophile catalyzed hydrolyses in small models. 
How ever, conclusions such as these are based on chem i
cal descriptions o f ES, E A , and the activated com plexes 
which are still im perfect despite the excellent founda
tion  established by  Bender and coworkers in particular. 
In  fact, these same deductions can be made using the 
free-energy diagram for A T E E  published by  Bender, 
et al.,8’9 despite the fact that the latter was com puted 
for 25° rather than for the appropriate Tc values. 
H ow ever, it is worth reiterating that Figure 13 is con
ceptually very different. W hatever the special tricks 
nature has developed to produce the catalytic accelera
tion  of electron (i.e., bond) rearrangement steps in C T  
systems, our study shows that they can be clearly di
vorced from  those aspects o f the protein function 
responsible for specificity in the selection o f substrates. 
Bond-rearrangement steps do show quantitative varia
tion with substrate side chain in a related fam ily of 
substrates but only at tem peratures different from  Tc 
and the quantitative effect is small relative to  the effect 
o f the fundam ental catalytic mechanism whatever it 
m ay be. Figure 13 is the free-energy description o f this 
fundam ental mechanism and its understanding provides 
one goal in the study of enzym ic mechanisms, substrate 
specificity being the other. Thus we have started this 
discussion, which summarizes the results o f our steady- 
state studies of the A T E E -C T  system , with a reason
ably simple explanation based on a few  acid groups of 
the protein. This explanation was superficially satis
fying in the fram ework of m ost studies o f enzym ic 
mechanisms and it was sufficient to show that entropy 
and enthalpy changes must be measured in systems

which manifest enthalpy-entropy com pensation be
havior if im portant details of m echanism are not to  be 
hidden. The near constancy of the Te values found in 
the A T E E -C T  system  com pared with those found in 
other small solute and protein reactions and the ubiqui
tous occurrence o f com pensation phenom ena suggested 
that the simple explanation was incorrect although 
certain key acid groups undoubtedly play a central 
role in the com plex mechanism responsible for com pen
sation. Com parisons of the catalytic data w ith  the 
inhibitor-binding data dem onstrated a close relation
ship which could not be explained on the basis o f sim ple 
ionization processes and these com parisons were made 
more impressive b y  reference to other protein  system s 
in which com pensation behavior has been found to 
involve charged groups but only as one part of a com 
plex phenom enon. T he observation that the ubiqui
tous com pensation line can be generated at constant pH  
by varying inhibitors in the case o f C T  and the abun
dance o f examples showing that linear en th a lpy-en tropy  
com pensation is a norm al characteristic o f reactions in 
water solution forced  us to examine com pensation in 
the A T E E -C T  system  as a potential m em ber o f this 
large group. This exam ination led to  a clean separa
tion between fundam ental electron-rearrangem ent pro
cesses responsible for the speed o f catalysis and the 
mechanism responsible for specificity characteristics. 
I t  seems quite possible that these tw o aspects o f ch ym o- 
tryptic catalysis are independent at least to  the first 
order of approxim ation and that they developed m ore 
or less independently in evolution.

T he discussion of the new approach presented here is 
of necessity brief. T he reader is referred to  a paper on 
com pensation b y  Lum ry and R ajender7 and a discus
sion of chym otryptic catalysis given b y  L um ry and 
B iltonen17 for the am plification necessary to  appreciate 
the phenom enological sim plicity of the entropy-enthalpy 
com pensation behavior. It  is to  be noted that the 
phenom enological parameters have provided  a rather 
inaccurate description of the mechanism  o f ch ym otryp 
tic catalysis if the single-step rate and equilibrium

(65) W . P . Jenck s in “ C ata lysis  in  C h em istry  and  E n z y m o lo g y ,”  
M cG ra w -H ill, N ew  Y o rk , N . Y . ,  1969, C h a p ter  9  and earlier refer
ences therein .

(66) A s is d iscussed  elsew here [R . L u m ry , A dvan. Chem . P h y s ., 21 , 
567  (1 9 7 1 )], com p arison s  o f in h ib itor -en zym e  co m p o u n d s  w ith  
m eta sta b le  in term ed ia tes  in  th e  ca ta ly tic  p rocess  w h ich  h a v e  th e  
sam e ch em ica l co m p osit ion  (e.g ., iV -a ce ty l-L -try p top h an  co m b in e d  
w ith  C T  as an in h ib itor  and  the in term ed ia te  E P 2H ) is  n o t  safe. 
A lth o u g h  th e  standard  free energies o f  fo rm a tio n  o f  th e  la tte r  pa ir 
as can  b est b e  estim ated  are n o t  v e ry  d ifferent, th e  sta n d a rd  en 
thalpies  and  en trop ies  o f  fo rm a tion  sim ilarly  estim ated  are q u ite  d if
feren t. In  a d d ition , the  rates o f  fo rm a tio n  an d  d issocia tion  o f 
en zym e-in h ib itor  com p lexes  m a y  b e  m an y  orders o f  m agn itu d e  
s low er th a n  for  th e  m etastab le  in term ed ia te  o f  th e  sam e co m p o s it io n  
as is the  case fo r  th is pa ir . T h e  d ifferences in  b eh a v ior  are o ften  
n o t  seen ex cep t  w hen  en thalp ies and  entrop ies  are m easu red . T h e  
idea  d oes  n o t  appear to  h a ve  been  recogn ized  p re v io u s ly  a lth ou gh  
there  is no  a p riori  reason w h y  it  sh ou ld  n o t  b e  o f  general a p p lica b ility . 
I t  renders d u b iou s  th e  co m m o n  tech n iq u e  o f s tu d y in g  eq u ilib riu m  
b in d in g  b etw een  substrates o r  p rod u cts  and  en zym es as a sou rce  o f  
in form a tion  a b o u t the m etastab le  in term edia tes  in  a co m p le te  and  
reactin g  e n zy m e-su b stra te  system .
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constants evaluated in this report are correct. Single- 
step constants and their associated enthalpy or entropy 
changes provide a minimum basis on which to analyze 
enzym ic mechanism although these quantitative param
eters must be supplem ented b y  precise X -ray-diffrac
tion  inform ation before the undertaking can be com 
pleted. Just how much use studies of the mechanisms 
of small molecule “ m odels”  will prove to be remains to 
be established. Judging from  the inform ation avail
able in this series of papers from  our laboratory and the 
remarkably large num ber of structural differences which 
exist between chym otrypsinogen and a -C T  the mecha
nism of chym otryptic catalysis is at least one order of 
magnitude more com plex than most current literature 
on the subject assumes. A  certain degree o f sym m etry 
in the reaction about the acyl-enzym e species E A  is 
found in this more refined analysis but it is probable 
that there are distinct differences between the acti
vated com plex for E A  form ation and that for its hy
drolysis which will require breaking down of what we 
have written as a single elementary step ES E A  
into at least tw o steps. A  recent publication b y  Rossi 
and Bernhard67 shows that the k3 step as we have 
written it m ay include at least tw o true elementary 
steps. This m odification does not in any way invali
date the analysis we have given.

It  should also be borne in mind that a -C T  is not the 
stable form  of the enzym e in the pH  region o f this 
study .68 T he stable form  is 7 -C T , w hich is above pH  
5, but the interconversion of the tw o conform ers is so 
slow that it is unlikely to have occurred in our experi
ments as a source of com plication in our results.17’69

The im portance of entropy in protein processes is 
emphasized b y  the results we have obtained. The

conventional application of absolute rate theory usually 
positions the im portant activated complexes at saddle- 
points on the potential energy surface. In  protein reac
tions the role o f entropy is often equal in im portance to 
that of enthalpy so that the activated complexes must 
be correctly established b y  saddle-points on the free- 
energy surface at any given temperature. It will be 
noted that in the reaction we have studied the free 
energies of activation are dom inated by  the entropy 
behavior.

M ore or less as a result o f a process of elimination, 
Lum ry and R ajender7 have been forced to  the tentative 
conclusion that the interaction between protein confor
mation and water responsible for enthalpy-entropy 
compensation behavior is a m anifestation o f expansion 
and contraction o f the protein. I f  this proves to be the 
correct interpretation, proteins held tightly together in 
insoluble or soluble particulate systems, e.g., the m ito- 
chondrian or hem oglobin, can be linked for free-energy 
exchange b y  the same type o f expansions and contrac
tions which are responsible for com pensation behavior 
in freely dissolved single-subunit proteins.
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A pattern recognition method is applied to high-resolution nmr data for the purpose of detecting the presence 
of various molecular structural features. Pattern vectors, derived from calculated nmr spectral frequencies 
and intensities, comprise the training set used to calculate weight vectors for classification. The spectra are 
preprocessed with the autocorrelation function to remove the translational frequency variance produced by 
chemical shift variations from spectrum to spectrum. Truncation of the autocorrelation function, necessary 
to keep the pattern dimension relatively small, is possible because of a redundancy in the information. Weight 
vectors for ethyl, w-propyl, and isopropyl groups were trained by a regression procedure and tested on unknown
spectra (not in the training set).

Spectral interpretation can be the m ost tedious and 
time consuming step in a spectroscopic experiment. 
Y et, if this arduous task is not properly done, valuable 
inform ation m ay be lost. T he analysis o f a spectrum is 
usually accom plished via determination o f intermediate 
parameters (i.e., chemical shifts and coupling constants 
in the case of nmr) which are then related to structural 
a n d /or  elemental information. In  order to free the 
chemist from  this labor, a more direct path leading from  
spectral data to structural a n d /or  elemental inform ation 
is very  desirable.

The transform ation o f N  pieces o f spectral inform a
tion into M  pieces of desired structural a n d /or  chemical 
inform ation can be thought of as mapping the experi
mental data in N  space into the derived features in M  
space (N 5S> M). For example, a digitized spectrum is 
actually a series of experiments resulting in the relative 
intensities measured at N  incremental units along some 
axis (time, frequency, mass, etc.). T he spectrum can 
be thought o f as a vector in A -dim ensional space. 
There is a variety o f ways of achieving such a mapping. 
Some of these ways actually correspond to an analysis 
of the spectrum on theoretical grounds (e.g., assign
m ent o f absorption frequencies in vibrational spectros
copy ) while others are strictly empirical methods that 
use some criterion, such as minimum variance, for the 
mapping. The objective o f m ost of these m ethods is 
the same: to reduce the large amount o f inform ation 
in the N  space to a com parable amount in the smaller 
M  space.

P robably the newest and most interesting approach 
to perform ing this task is the broad and incohesive 
discipline called pattern recognition. It  is rather diffi
cult to think o f pattern recognition as a discipline when 
in reality it consists of a number of algorithms that have 
been used to solve problem s from  m any diverse fields. 
Basically, it involves the analysis of unknown data by 
m athem atical models trained on known data. A l
though the largest amount o f published research is

found in the area of alphanumeric character recogni
tion, a few of the other applications include particle 
tracking in cloud, bubble, and spark chambers, finger
print analysis, speech analysis, weather prediction, 
medical diagnosis, and aerial and m icrophotographic 
processing. A n excellent review by  N agy evaluates 
m any of the algorithms used for pattern recognition 
and discusses several interesting applications . 1

M olecular structural inform ation has been obtained 
directly by  applying a computerized learning machine to 
digitized spectra from  mass spectrom etry ,2-5 infrared 
spectrom etry ,6 and a com bination of both .7 The suc
cessful results o f these studies and the work of others8 
indicate that spectral interpretation can be perform ed 
on an empirical basis by  a com puter without imparting 
the characteristics o f the spectroscopic m ethod or rules 
for determining molecular structure.

One o f the most useful tools for determining the m o
lecular structure of molecules is high resolution nuclear 
magnetic resonance (nmr). This paper will be con
cerned with proton magnetic resonance only, but the 
ideas developed should be transferable to the nmr 
spectra of other nuclei (such as 13C ) as well.

The block  diagram in Figure 1 shows the present 
m ethod and two proposed methods of determ ining 
molecule structural units from  nmr. Path 1 is the con-

(1) G . N a gy , P roc. IE E E ,  56, 836 (1968).
(2) P . C . Jure, B . R . K ow alsk i, and T .  L . Isenhour, A n a l. Chem .’  
4 1 , 21 (1969 ).
(3) P . C . Jure, B . R . K ow alsk i, T .  L . Isenhour, and C . N . R e ille y , 
ib id ., 4 1 , 690 (1969).
(4) B . R . K ow alsk i, P . C . Jure, T . L . Isenhour, and  C . N . R eilley , 
ib id ., 4 1 , 695 (1969 ).
(5) P . C . Jure, B . R . K ow alsk i, T . L . Isenhour, and  C . N . R eilley , 
ib id ., su bm itted  for  p u b lica tion .
(6) B . R . K ow alsk i, P . C . Jura, T .  L . Isenhour, and C . N . R eilley , 
ib id ., 4 1 , 1945 (1969 ).
(7) P . C . Jura, B . R . K ow alsk i, T .  L . Isenhour, and C . N . R e illey , 
ib id ., 4 1 , 1949 (1969 ).
(8) L . R . C raw ford  and J. D . M orrison , ibid., 41 , 994 (1969 ).
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Figure 1. Schematic procedure for nmr data acquisition 
and processing.

ventional m ethod that has been yielding im portant in
form ation for m any years. The manual scan produces 
an analog spectrum which shows the relative intensities 
o f the various proton groups as a function o f frequency 
(usually measured with respect to some standard such as 
the T M S  line). A n experienced spectroscopist can 
analyze the analog spectrum for nmr parameters (chem
ical shifts and spin-spin  coupling constants) for the 
various nuclei present. This analysis is relatively easy 
when the spectrum is close to first order and contains no 
overlapping multiplets. W hen either or both  of these 
conditions are not met, the analysis is best done with 
the aid o f a com puter9 and can be tedious and time 
consuming to say the least. Specialized experiments 
(e.g., double resonance) can be performed, provided the 
necessary equipm ent is available. The fact is that all of 
the inform ation is present in the analog spectrum (un
less it is first order) and most o f these experiments serve 
only to sim plify the spectrum  so that it can be analyzed 
more readily.

Path no. 2 shows the m ethod o f nmr data analysis 
that is proposed and partially tested in this paper. A  
sample is analyzed b y  having a com puter or other de
vice first collect a spectrum  in digitized form . A fter 
preprocessing to convert the spectrum to a pattern 
vector, it is analyzed by  pattern recognition techniques. 
Chem ically meaningful inform ation or structural pa
rameters can be produced without ever determining a 
chemical shift or a coupling constant explicitly.

Path no. 3 is a proposed m ethod that is closely re
lated to that o f path no. 2. A n elaboration of this pro
posed method will be made in the last section.

The Pattern Recognition Method. A  prim ary ob jec
tive of pattern recognition is to develop a mathematical 
pattern classifier that can be trained on a set o f known 
patterns (training set) and used to classify other new, 
unknown patterns. For spectrom etric applications, 
this translates into using knowledge obtained from  
known spectra to analyze unknown spectra. This 
larger objective can be broken dow n into smaller ob 
jectives each presenting problem s o f a different nature. 
These subobjectives are: form ation o f pattern vectors, 
selection o f a classification algorithm, training, and 
finally, testing and application. These topics and their 
accom panying problem s will be discussed individually

in this paper with a definite slant towards an application 
to nmr spectrom etry.

Pattern vector form ation can be the most form idable 
problem  in any application o f pattern recognition. It 
is sometimes called preprocessing and can be defined as: 
given an amount o f inform ation on a large num ber of 
samples, what is the best possible vector representation 
o f this inform ation with respect to the algorithm 
chosen? In  the case o f nmr spectral analysis, the in
form ation is the digitized, continuous wave (cw ) spec
trum measured at a constant resolution and referenced 
to a constant frequency. Each such spectrum is called 
a spectrum vector. The samples are the actual chem
ical com pounds that were used to obtain the spectrum 
vectors. The specific problem  in the application o f 
pattern recognition to nmr is: given a number o f spec
trum vectors representing digitized nmr spectra, what 
must be done to form  pattern vectors so that an optimal 
amount of the inform ation present in the spectra can be 
used by  the pattern classifier to obtain structural in
form ation? In  many cases, the unprocessed data (e.g., 
normalized mass spectra in the case of mass spectrom 
etry) are adequate and no further pretreatm ent is 
necessary. Unfortunately, this is not the case in nmr 
as will be discussed in the next section.

Another objective in a pattern recognition applica
tion is the selection of a pattern classification algorithm. 
The algorithm includes a training m ethod and a classi
fication scheme. There are several powerful algorithms 
to choose from 1 and new m ethods along with im prove
ments on existing methods are being introduced at a 
rapid rate. Spectroscopic applications however, be
cause of the large amount of data that can be collected, 
impose certain constraints on the selection of an al
gorithm. For example, it may be necessary and prac
tical to digitize hundreds o f nmr spectra in order to ob 
tain satisfactory performance for a given analysis. For 
high-resolution spectra, the digitization procedure could 
produce as many as 10,000 intensities for each spectrum 
vector. This, o f course, means that millions o f num
bers must be processed. I f  the algorithm is mathe
matically com plicated, the application can be quite 
costly. Due to the large amount o f data and the com 
plexity of the pretreatm ent necessary for the applica
tions in this study, a simple pattern classifier (linear dis
criminant function1'10'11 and a relatively fast training 
algorithm (regression analysis) 12 were used. It  must 
be emphasized that the linear discriminant function is 
an extremely powerful pattern classifier and was chosen

(9) J. W . E m sley, J . F eeney , and  L . H . Sutcliffe , “ P rogress in  N uclear 
M a g n e tic  R eson an ce  S p e c tro sco p y ,”  V o l. 1, P ergam on  Press, N ew  
Y o rk , N . Y . ,  1966.
(10) N . J. N ilsson , “ L earn ing M a ch in es,”  M cG ra w -H ill, N ew  Y ork , 
N . Y . ,  1965.
(11) G . S . S ebestyen , “ D e c is io n -M a k in g  P rocesses in  P attern  
R e co g n it io n ,”  M acm illan , N ew  Y o rk , N . Y . ,  1962.
(12) A . R a ls ton  and H . W ilf, “ M a th em atica l M e th o d s  fo r  D ig ita l 
C om p u ters ,”  W iley , N ew  Y o rk , N . Y . ,  1966.
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over possibly more powerful ones not only for econom ic 
reasons but also because it served as a vehicle to help 
solve the more serious problem  o f form ing useable pat
tern vectors from  the nmr spectrum vectors. The 
linear pattern classifier uses the dot product o f the input 
pattern vector (y) and a trained weight vector (w) to 
produce a scalar output (s) as

s =  w-y +  c (1)

where c is a scalar constant and is determined, along 
with w, during the training procedure. I f  s is a positive 
num ber for a particular y, we say that the classifier has 
generated an affirmative output. I f  s is negative or 
zero, the output is negative.

Training consists of selecting a set of known pattern 
vectors called the training set and using a training 
algorithm to calculate a corresponding weight vector. 
The weight vector consists of one parameter (adjustable 
weighting factor) for each dimension o f the training 
patterns. (It  will henceforth be assumed that the con
stant in eq 1 is part of the pattern classifier and there
fore part of the weight vector. In  reality, it is cal
culated along with the weight vector by  augmenting the 
pattern vectors, thereby increasing the pattern space by 
one dimension.) As an example of training, it may be 
desired to calculate a weight vector that can be used by 
the pattern classifier to determine whether or not a com 
pound (represented here by  its pattern vector) contains 
an isopropyl group. The procedure would be first to 
select a number o f representative com pounds from  the 
tw o groups (he., those containing and those not con
taining isopropyl groups). Then, the spectra obtained 
from  these com pounds are used to form  the training set 
of pattern vectors. The training algorithm calculates 
a weight vector that can be used by  the pattern classi
fier to determine whether or not unknown com pounds 
contain the isopropyl group. A  properly chosen 
training set could be used to train m any weight vectors, 
each determining a different functional part of the m ole
cule. Together, these weight vectors would aid im
mensely in the automatic com puter interpretation o f 
spectroscopic data.

There are a number of training algorithms that could 
be used to obtain a weight vector. Early applications 
to spectroscopic data analysis used a feedback al
gorithm 2'3 and the method of least squares.4 In  the 
feedback m ethod a training pattern is presented to the 
classifier containing an arbitrarily initiated weight 
vector and the response is checked against the correct 
answer. I f  it is the desired response (a correct deter
mination of the presence or absence of the sought for 
structural unit in the m olecule), no action is taken and 
the next pattern is presented. I f  an incorrect response 
is given, the weight vector is adjusted (a fraction of the 
training pattern is added or subtracted) to produce the 
correct response. This is continued in a cyclic process 
with the hope that all o f the training set patterns can be

classified correctly. The feedback m ethod is an ac
ceptable training procedure provided that the size o f the 
training set is not too large. A t this point it should be 
mentioned that a particular weight vector is not unique 
and many factors must be considered in a discussion of 
the “ best”  weight vector for a specific determination. 
This discussion is beyond the scope of this paper.

The feedback algorithm can be expected to produce a 
weight vector rapidly, provided that the entire training 
set resides in the core m em ory of the com puter. As the 
training set gets larger and overflows onto peripheral 
storage devices (he., drum, disk, tape) the advantage o f 
this m ethod disappears. E ven  when the data are 
stored on a high-speed drum, and accessed using true 
random accessing methods (calculation o f a hardware 
address) the calculations can be prohibitively costly. 
This is mainly due to the multiple accessing required for 
com plete training. M ost practical applications o f pat
tern recognition to spectroscopy will probably require 
training sets of spectral vectors exceeding core storage 
limits of most computers. The data used in this study, 
for example, required more than a quarter o f a million 
words of storage and were, therefore, stored perma
nently on a drum (Univac 1108 Fastrand). For this 
reason, it is desirable to use an algorithm that requires 
reading the training set only once, processing it one pat
tern at a time as it is brought into the core from  a pe
ripheral device. One method that satisfies this require
ment is multiple regression analysis. 12 The m ethod 
starts by setting up the normal equations from  the 
system o f linear equations (one equation for every pat
tern in the training set) using eq 1. The desired re
sponses^) are input as + 1  for a positive pattern (repre
senting a com pound containing the sought-for-struc- 
ture) and — 1 for a negative pattern. The Gaussian 
elimination m ethod is used to solve the normal equa
tions.

Stepwise regression, used to calculate the weight 
vector for this study, makes use o f intermediate re
gression equations and allows a one-at-a-tim e addition 
or rem oval of parameters to the solution. The param 
eter that is added at any step is the one that will re
duce the standard error by  the greatest amount. Pa
rameters are rem oved from  the equations if the rem oval 
will not increase the standard error by  more than a 
specified amount. This procedure can be stopped at 
any time or it may be allowed to use all o f the available 
parameters for the solution (the latter case corresponds 
to the com plete multiple regression analysis). This 
procedure permits a careful examination o f the im por
tance and interrelation of the parameters. In  the pres
ent study the procedure was stopped when the addition 
o f a parameter did not lower the standard deviation by  
more than a specified amount proportional to the ratio 
of the error in the parameter to the absolute value o f the 
parameter.

The final step in the developm ent of a pattern recog-
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nition method is testing the weight vectors. This 
sim ply amounts to obtaining pattern vectors that are 
not present in the training set, presenting them to the 
pattern classifier, and checking the responses. The 
test vectors must represent typical patterns that might 
be expected to turn up in a practical application. If 
perform ance is not adequate, assuming that all o f the 
other problem s have been solved, the training set should 
be enlarged.

Problems in Pattern Formation from Nmr Spectra. 
The first experiments in this study attem pted direct 
applications o f pattern recognition to normalized spec
trum vectors. Three hundred cw proton spectra (60 
M H z) from  0 to 500 Hz relative to T M S  were digitized 
manually at 2.5-H z intervals to give pattern vectors of 
200 dimensions each. This is an obvious starting point 
in a study o f this type because it represents the min
imum amount of preprocessing. The results of these 
experiments showed that it was possible to derive a 
weight vector that perform ed well on the training set 
but gave results on test patterns that were only slightly 
better than random.

The key to understanding the results of these early 
experiments is found in the nature of the representation 
of the inform ation in an nmr spectrum. Usually the 
spectrum is analyzed in terms of chemical shifts and 
coupling constants. The positions of the multiplets on 
the frequency axis give inform ation as to the types of 
protons in the com pound. The detailed fine structure 
within a multiplet provides inform ation about the lo
cations of other nuclei in the molecule. Figure 2 shows 
tw o calculated ethyl spectra with the same line width 
(0.5 H z) and the same coupling constant (7.0 H z). 
Their spectra are similar because o f the obvious pattern 
o f two very similar multiplets. I t  is obvious to the eye 
that the spectra represent ethyl groups even though 
there are rather large differences in the corresponding 
chemical shifts. The eye ignores the translational 
differences and minor differences in fine structure and 
easily identifies each pattern as consisting o f a triplet 
and a quartet. The large translational differences 
make a direct application o f pattern recognition to such 
cw  nmr spectra unfeasible. The mathem atical model 
used b y  the pattern classifier cannot tolerate large 
translational shifts in the patterns. This is not to say 
that chemical shifts are unim portant in the analysis of 
an nmr spectrum. T hey are, indeed, o f paramount im
portance. However, they must be present in the pat
tern vector in a different representation. In  other 
words, a transform ation o f the data (preprocessing) is 
necessary in order to map the translational inform ation 
into a translationally invariant form  while preserving the 
im portant m ultiplicity information. These transla
tional shifts in a spectrum are ordinarily produced by  
two different effects. The first effect is a solvent shift. 
Although it is a relatively small problem , molecules can 
absorb energy at different frequencies depending on the

1
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1 1
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Figure 2. Calculated nmr spectra of ethyl groups with different 
chemical shifts.

solvent used. O f greater im portance are the frequency 
shifts produced by structural differences. The large 
shifts in the two spectra in Figure 2 could arise only 
because of the different environments of the groups. 
These shifts represent im portant inform ation and, even 
though the spectral data must be transform ed so as to 
make pattern recognition possible, the chemical shift 
inform ation must be preserved.

Another problem  that plagues an application to nmr 
(and actually to any kind o f high resolution spectros
copy) is the sheer size of the spectrum vectors (i.e., 
volum e of inform ation contained, much o f which is 
redundant). Consider the digital recording o f a cw 
60-M H z nmr spectrum over the region 0-500  Hz. If 
the instrument resolution is 0.5 Hz and a reasonable 
representation of line shape is necessary, about 10 
readings should be recorded per 0.5-Hz increment. 
This amounts to a spectrum vector containing 10,000 
values. In  other words, the weight vector will need
10,000 parameters to separate the pattern vectors that, 
geometrically represented, are in a 10,000-dimensional 
hyperspace. Aside from  the large am ount of com puter 
time necessary to calculate a weight vector (assuming 
such a calculation is possible) there exists an even larger 
problem . From  an elementary knowledge of the theory 
of linear algebra, it is clear that perfect training results 
are guaranteed with a training set containing <  10,000 
patterns. There is serious doubt, however, that the 
resulting weight vector would perform  acceptably on
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unknown patterns. For this reason, having more pat
terns than parameters is desirable, but unfortunately 
not practical with spectrum vectors o f so many dimen
sions.

Derivation of Pattern Vectors by Autocorrelation. 
There are essentially tw o kinds o f resolution in a digi
tized nmr spectrum. First there is the “ instrumental 
resolution”  usually defined by  the full width at half
height o f a single resonance line and this is found by  
direct measurement o f the plotted  cw  spectrum. It  is 
essentially a measure of the ability of the instrument to 
identify two closely spaced lines. The second resolu
tion or the “ digital resolution”  (R) is the calibrated size 
of the stepping increment on the frequency axis during 
digitization. I t  is a measure of the faithfulness with 
which the digital spectrum represents the analog spec
trum. Considerable inform ation could be lost if digital 
data are obtained at intervals o f only 1 Hz from  an 
instrument capable o f a resolution o f 0.2 Hz. Con
versely, an R o f 0.001 Hz is in excess o f the amount 
necessary to record a spectrum from  an instrument with 
a 0.5-H z resolution. It  should be clear that R is an 
im portant quantity in any com puter application and 
should be chosen carefully. This digital resolution is of 
particular im portance to the transform ation used by  
this study to  eliminate the translational difficulties dis
cussed in the last section. This transform ation consists 
o f autocorrelating the digitized nmr spectrum vector. 
The autocorrelation function A  (a:) o f a continuous func
tion F ( / )  is defined18 as

A (z) =  f  F (f)F (f +  * )d /  (2)

where x in this case can take on any desired value. 
F ( / )  is the cw nmr spectrum which is a function of 
frequency ( /)  and F ( /  +  x) is the spectrum offset by  
x. The discrete form  of this definition is

A (nR) =  E F ( / ) F ( /  +  nR), n =  0, 1, 2 , . . .  (3)
f

where R is the digital resolution discussed above. 
K eeping n positive produces only half o f this symm etric 
function. Autocorrelation has an interesting effect 
on a digital function F ( /)  that is m ost easily dem on
strated by  a simple example. The top part o f Figure 3 
is a simplified A B  stick spectrum. It is im portant to 
remem ber that although such multiplets can be found 
alm ost anywhere on the frequency axis, there is a very 
definite internal structure which is essentially constant 
and independent of the distance from  a reference. The 
lower part of Figure 3 shows the positive part of the 
autocorrelation function for this A B  spectrum. The 
most im portant point in this figure is the fact that auto
correlating the A B  pattern will produce exactly the 
same pattern no matter where the center o f gravity of 
the A B  spectrum is found on the frequency axis. The 
values o f the autocorrelation function can be readily
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Figure 3. AB stick spectrum (a) and its autocorrelation 
function (b).

found from  definition 3 using the various values for 
nR (0, /3, a, a +  ft) where nonzero intensities exist. 
For example, for nR =  0, A  (nR) is sim ply the sum of 
the squares o f the peak intensities in the spectrum.

Calculation o f the autocorrelation o f a digitized spec
trum can be quite a costly process. The num ber of 
multiplications alone is approxim ately 1/iN ‘2 where N  is 
the size o f the spectrum. Fortunately, as will be ex
plained later in this section, only a small part o f the 
autocorrelation spectrum was needed for this study. 
H owever, where it is necessary to calculate the entire 
function, a faster procedure can be used. The pro
cedure consists o f taking the Fourier transform o f the 
spectrum in order to obtain the com plex waveform  
G  (t) where

G(<) =  /  F ( / ) e - i2̂ d /  (4)

Next, G (t) is multiplied by  its com plex conjugate to 
form  the power function | G (i)|2 o f the waveform. 
The power function is then inverse transform ed as in
(5) below  to obtain the autocorrelation function. 
Thus, the autocorrelation function actually requires

A  ( /)  f \ f =  F(j)e~iiirftdf\V 2,ri/di (5)

fewer mathem atical operations and consequently less 
com puter time than a straightforward autocorrelation 
procedure.

The autocorrelation function provides a better pat
tern vector than does the original nmr spectrum  vector. 
This is essentially due to the rem oval o f translational 
variance from  the data. A  certain amount of inform a
tion (phase) is indeed lost during the transform and this

(13) R. Bracewell, “The Fourier Transform and Its Applications,”
McGraw-Hill, New York, N. Y., 1965.
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Figure 4. AB stick spectrum plus a single reference line (a) and its autocorrelation function (b).

is consistent with the fact that the autocorrelation 
function does not have an inverse. A  few observations 
are in order before proceeding. (1) The value of A(nR) 
at n =  0  is used to normalize A  (nR) at n =  1, 2 , . . .  
This makes A  (nR) o f equivalent spectra recorded at dif
ferent instrument gains the same. (2 ) The dimension 
o f the pattern vector obtained is only one less than the 
original spectrum  vector. (3) Line shape inform ation 
is preserved.

The use o f the total autocorrelation function does 
not solve the problem  of vectors with a large num ber of 
dimensions. Observation no. 2 above states that the 
dim ensionality is not significantly reduced. The inter
esting point, however, is that there is a certain redun
dancy o f inform ation that can be eliminated from  the 
autocorrelation function. This is not the case for sim
ple examples such as the one in Figure 3. H ow ever, it 
becom es clearer b y  examining a spectrum  with a large 
difference in chemical shifts betw een two multiplets. 
Figure 4 shows the A B  spectrum exactly as in Figure 3 
with the addition of a single line with unit intensity at a 
distance y  from  the origin. The broken axis is meant 
to show that this singlet is a large distance from  the 
multiplet (7  »  2 a  +  |8). The effect of the additional 
peak on the autocorrelation function is most interesting. 
The lower part (nR near 0) o f the autocorrelation func
tion is identical to that of Figure 3 while the upper part 
(nR near 7 ) is an exact reproduction of the original

spectrum. U nfortunately, this upper part suffers 
from  the same translational problem s as found in the 
original spectrum.. This suggests using only the lower 
part of the autocorrelation function as a pattern vector. 
The problem  of too large a pattern vector would thereby 
be solved. In practice, a 500-Hz spectrum  is auto- 
correlated and only the lowest 25-H z portion is used for 
pattern form ation. The 25-H z range was chosen as a 
com prom ise between tw o conflicting factors. The 
first factor was the necessity for keeping the pattern 
vector dimension below  250. Since the regression 
analysis program operates on the correlation matrix 
stored in core m em ory, the above lim it was set b y  core 
storage limits. The second factor was the desire to 
maintain high resolution by  setting the digital resolu
tion, R, equal to 0.1 Hz. A  larger or smaller value o f R 
could conceivably produce better results but with an 
instrument resolution o f 0.5 Hz (obtainable on most 
high resolution instruments) an A  of 0.1 Hz was deem ed 
necessary. These two limits allowed a range o f 25 Hz 
o f the autocorrelation function. This range actually 
contains a contribution from  every peak in m ost typical 
nmr spectra.

This truncated autocorrelation function would seem 
to contain only coupling constant and m ultiplicity 
inform ation but a closer examination shows that this is 
not necessarily so. Unless the spectrum is first order, 
some chemical shift inform ation is actually retained in
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the form  of deviations of peak intensities from  those 
observed in a first-order nmr spectrum. This represen
tation is best described b y  considering two possible 
extreme cases in nmr spectra. One extreme is a spec
trum that contains only widely spaced singlets. This 
condition  can occur when proton couplings are too small 
to be detectable. The autocorrelation function is 
clearly o f little value in this case. The other extreme 
is the pure first-order splitting patterns obtained when 
the chemical shift differences are much larger than the 
observable constants. Only m ultiplicity and coupling 
constant inform ation appears in the lower part of the 
autocorrelation function because all o f the differences 
in chem ical shifts are greater than 25 Hz. In between 
these tw o extremes, chemical shift inform ation appears 
as extra lines or as deviations in peak intensities which 
com e from  distorted multiplet intensities in the original 
spectrum.

A n example o f the com bined benefits is illustrated by 
com paring Figure 2 with Figure 5. For the application 
o f pattern recognition, it is clear that an intolerable 
distortion o f the pattern (actually in the form  of im
portant inform ation) is seen in Figure 2 going from  the 
top  spectrum to the bottom  one sim ply b y  changing 
the tw o chemical shifts. Figure 5 shows the lower por
tion (2.0-25.0 H z) of the normalized autocorrelation 
function for each spectrum of Figure 2. (The lowest
2.0 Hz is not shown and in actual practice is not used 
because it is redundant except for A (0 ).) T w o im por
tant features should be noted. (1) The translational 
differences between the two spectra are eliminated in 
the truncated autocorrelation functions. (2) The 
chemical shift inform ation is not lost but can be seen as 
differences in the shapes of the autocorrelation func
tions.

The tw o subjects discussed in the previous section 
were ( 1) translational difficulties and (2 ) the large size 
o f the spectrum vectors. Using the lower 2 .0-25.0 Hz 
o f the autocorrelation function as a pattern vector 
represents a significant step in solving these problem s 
as the experimental results will show.

Derivation of a Training Set. One im portant re
quirement of a training set for deriving weight vectors is 
that it must contain spectra from  a representative dis
tribution of com pounds of practical interest. For many 
applications it would be a rather time consuming and 
expensive task to obtain such a set. C om pounding 
this difficulty is the fact that, at this time, the authors 
know o f no collection o f high quality nmr spectra in a 
com puter-com patible form at (card, tape, etc.).

Until such time as a large number o f representative 
nmr spectra in digital form  have been collected experi
mentally, such spectra can readily be simulated by 
means o f any one o f a num ber of well known com puter 
program s .9 The stripped down noniterative part o f the 
Ferguson-M arquardt version of program  n m r i t 9 was in
corporated into a larger program, m r c a l c , used to calcu-
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Figure 5. Lower portion (2.0-2.5 Hz) of autocorrelation 
functions for calculated ethyl group nmr spectra of Figure 2.

late the training set for this study. Program  m r c a l c  

needs the same inform ation used by  n m r i t  but in the form  
of limits for the constants normally found in instrument 
run spectra. The program  can calculate a num ber o f 
spectra that will span the range of those norm ally 
found in an application. For example, in order to 
calculate representative spectra o f ethyl groups, the 
program would be given the follow ing inform ation:
(1) C H 8 chemical shifts that run between 50 and 150 
Hz at intervals of 50 Hz (all frequencies in this paper 
refer to spectra run on a 60-M H z instrum ent); (2) 
C H 2 chemical shifts that start at a few Hertz above the 
C H 3 shift and range to 275 Hz at intervals of 25 H z;
(3) the coupling constant between the tw o groups with 
possible values o f 7.0, 7.5, and 8.0 Hz.

Program  m r c a l c  proceeds to calculate a num ber o f 
stick spectra (63 in the case o f the ethyl group) that 
form  a good distribution o f the ethyl spectral patterns. 
The output from  m r c a l c  in this study consisted of 
punched cards containing the frequencies and intensi
ties o f the lines in the calculated spectrum. These 
cards form  the input to program  m r d a t a  which in turn 
calculates the pattern vectors. The first step in the 
pattern form ation process is autocorrelating the stick 
spectrum obtained from  m r c a l c . Since only 25 Hz 
is used in the pattern, the calculation was discontinued 
when nR =  25.0 (R — 0.1 H z). A pplying the auto
correlation function to the spectrum before the line 
shape is added amounts to a calculational savings o f 
several orders o f magnitude and has been justified b y
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experiment. A  Gaussian line shape is next added to 
each line in the autocorrelation function of the stick 
spectrum. The half-width required was determined 
experimentally. The 230 intensities at every 0.1 Hz 
from  2.1 Hz to 25.0 Hz becom e part o f the pattern. In  
order to introduce inform ation on absolute chemical 
shifts into the pattern vectors, five moments, calculated 
over five 100-Hz frequency intervals (0-100 Hz, 100- 
200 Hz, etc.) were also added to the pattern vectors. 
These five intervals were chosen because they were 
equal and they roughly corresponded to frequency inter
vals of chemical interest. The moments M  ( / i , /2) were 
calculated over the intervals / i  and / 2 by

h
E  I(nR)i(nR)

M (/ i, /2) =  ^ -----------------  (6)
E  f (nR)

n R  — f i

where the I  (nR) array contained the spectral intensities 
relating directly to the frequency array f (nR). The 
intensities were normalized to a constant while i{nR) 
ranged from  0.0 to 500.0 Hz. This gave a total pattern 
dimension of 235 with the augmentation to add the 
constant making a 236-dimensional pattern space. 
Table I  shows the actual structures and the number of 
spectra o f these structures that were used for training. 
The nine different structural groups generated 634 
patterns with each pattern having a total of 236 di
mensions.

Table I : Structures for Data Base

C H 8— CH j— 63 — C H ,— C H 2— 45
C H 3— C H < 63 CHs— C H = C H — 84
CHs— C H 2— C H 2— 63 — C H 2— C H = C H — 84
CHs— C H 2— C H < 64 > C H — C H = C H — 84
(C H + — C H — 84

A t first glance it would appear that a pattern would 
change drastically if any group were connected to an
other proton containing group instead o f to heteroatom s 
or carbons without protons. This is indeed the case in 
the original spectrum as addition o f a - C H -  to the chain 
would give rise to a new splitting pattern in the spec
trum. Fortunately, the lower part of the autocorrela
tion function which makes up the m ajority o f the pat
tern still retains the pattern structure. This is seen 
b y  comparing the two ethyl patterns in Figure 5 with 
the pattern calculated from  the spectrum of 1-nitropro- 
pane shown in Figure 6 . T hey are quite similar even 
though the ethyl group in the «.-propyl com pound under
goes splitting by  the second methylene. Figure 7 shows 
the pattern obtained b y  autocorrelating the spectrum 
of isopropyl cyanide which does not contain an ethyl 
group. The pattern is considerably different from  the 
others shown in Figures 5 and 6 . The most im portant

point demonstrated by  a comparison of these spectra is 
that the spectrum of the basic molecular group is trans
form ed to a pattern that dominates the autocorrelation 
function regardless o f its environm ent but that the en
vironm ental inform ation is still present to some extent. 
This makes the detection of the molecular group possi
ble and allows for future determination of its environ
ment.

Results and Discussion

Several weight vectors were calculated and tested 
during the course o f this study. The results were gen
erally excellent indicating the effectiveness o f the auto
correlation function for generating pattern vectors to 
describe spectral features in high-resolution nmr spec
tra. The weight vector trained to detect the presence 
o f the '/"¿-propyl group, for example, easily detected the 
presence o f the group in test spectra as long as the 
chemical shifts and coupling constants were within the 
limits used for calculating the training set. Table II 
shows the training results for four weight vectors. The 
first column indicates the structural group that the 
vector was trained to detect. The first ethyl vector 
was determined by  placing only the 63 ethyl pattern 
vectors in the positive category ( + 1.0 ) and the remain
ing 571 pattern vectors in the negative category ( — 1.0). 
The strategy behind this decision was that the spectral 
pattern o f an ethyl group is considerably different from  
an n-propyl spectral pattern. The relatively poor 
results obtained by  testing the vector (shown later) 
prom pted further investigation. Close examination 
of the numerical values found for the pattern vectors 
indicated that the characteristic ethyl structure was 
present in both the n-propyl and C H 3C H 2C H i pattern 
vectors. The second ethyl vector in the table was 
trained by defining ethyl, n-propyl, and C H 3C H 2C H i 
pattern vectors as members of the positive category. 
The two remaining vectors are self-explanatory. The 
second column contains the num ber of dimensions that 
were actually calculated b y  the stepwise regression 
procedure. For example, the first ethyl weight vector 
used only 41 dimensions out of the 236 available. Even 
with these small numbers of dimensions, each weight 
vector was able to correctly classify every pattern vec
tor in the training set. Being able to train a weight 
vector to classify 634 patterns using only 41 dimensions 
is indicative of a correct representation of the inform a
tion in the pattern vectors. The “ positive”  and “ nega
tive”  columns give the numerical accuracy for the 
classification of the training set into positive and nega
tive categories. The first number is the average o f all 
the responses after training (value o f s in eq 2 ) o f the 
members in that category. The number in parentheses 
is the standard deviation of this average for the cate
gory. The isopropyl weight vector is an ideal case in 
that the averages (0.94 and — 1.00) are close to the de
sired responses o f 1.0 and — 1.0 , respectively, and the
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Figure 6. Autocorrelation function obtained from the calculated nmr spectrum of 1-nitropropane at 60 MHz.

FREQUENCY (Hz)

Figure 7. Autocorrelation function (2.1-25.0 Hz) obtained from the calculated nmr spectrum of isopropyl cyanide (60 Hz).

Table II : Training Results for Four Weight Vectors“

No. of
param
eters

Weight vector used Positive Negative
(No. 1) CHsCFIz 41 0.60(0.44) -1 .04(0 .26)
(No. 2) CH3CH2- 41 1.30(0.34) -0 .8 3  (0.26)
c h 3c h 2c h 2- 44 0.84 (0.20) -0 .9 8  (0.18)
(CH+CH- 47 0.94 (0.18) -1 .0 0  (0.12)

“ 634 patterns in training set, 236 total dimensions available 
for each pattern vector.

standard deviations are small. A pplying a 95%  one
sided confidence limit on each of these results would 
allow positive responses down to 0.58 and negative

responses as large as —0.76. These distributions are 
far from  overlapping (giving rise to incorrect responses) 
at high confidence levels. Since the cases tested gave 
correct responses using the midpoint (0 .0 ) betw een the 
desired responses ( + 1.0 and — 1.0 ) as a decision surface, 
this value was used for all further tests.

O f considerably more interest than tabulating correct 
responses from  several test cases were the attem pts to 
use the trained weight vectors for classifications beyond 
reasonable limits. These studies provided valuable 
inform ation on the limits to which the weight vector 
could be used and still provide useful inform ation. 
This was done by  asking the weight vectors to classify 
test patterns significantly different from  any o f those in 
the training set. It  is difficult to imagine anything 
but random  results from  these weight vectors when used
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to classify molecular types other than the nine con
tained in the training set. Table I I I  shows the results 
o f applying the four weight vectors of Table II  to nine 
test cases. Incorrect responses (according to the train
ing definition) are in parentheses. The most im portant 
point to note is that none o f the test cases is in the 
training set. The first four test cases represent groups 
that are structurally the same as those contained in the 
training set. Correct responses are mandatory for

Table III: Application of Trained Weight 
Vectors to Unknown Test Cases

/----------------Responses for-

Test pattern
Ethÿl 
(No. 1>'V

Ethyl 
(No. 2) n-Propyl

Iso
propyl

CH3CH2Br Yes '"Yes No No
© c h 3c h 2c h 2n o 2 (Yes) Yes Yes No
© (CH3)2CHCN No No No Yes

c h 3c h 2c h < (Yes) Yes No No
© ®  +  © Yes Yes Yes No
© ®  +  © Yes Yes No Yes
© ©  +  © (Yes) Yes Yes (No)
© CH3CH2-  (10 Hz) Yes (No) No No
© CHaCHCHr- No No No (Yes)

these cases. The next three cases are 50 /50  mixtures 
of two of the first three. Since there were no mixtures 
in the training set, correct responses cannot be expected. 
They are, however, desirable from  the standpoint of 
practical routine applications. The next test case, 
CH3 CH2  (10 H z), is an ethyl group pattern calculated 
from  a spectrum with a difference of only 10 Hz between 
the chemical shifts o f the two groups. This is outside 
the limits used in calculating the training set and there
fore cannot be expected to produce the correct answer. 
This pattern and others like it could be added to the 
training set, however, to increase the useable range. 
The last test case is com pletely unlike any in the train
ing set.

The results o f the first ethyl weight vector were un
acceptable according to the definition of an ethyl group

used for training. As was m entioned earlier in this 
section, the autocorrelation pattern is actually con
tained in the n-propyl autocorrelation pattern and 
therefore the real problem  was a human error in defi
nition. E ven though the training procedure tried to 
force negative responses from  n-propyl groups and 
other CH3CH2  containing groups, the classification of 
the test vectors from  these groups produced positive 
responses. The second weight vector was trained by 
defining all CH3CH2  containing groups as having an 
ethyl group. The results are much im proved.

Several im provem ents are being considered that 
either obtain more inform ation from  the autocorrelation 
function, add data from  other analytical sources, or 
return to the original spectrum in order to perform  dif
ferent types of transformations. The greatest empha
sis, however, will be centered on further use o f the 
inform ation contained in the pattern vector derived 
from  the autocorrelation function. The beneficial 
inform ation representation as related to the pattern 
recognition application is enough justification for this 
emphasis but there is an added incentive stemming from  
the use o f proposed path no. 3 in Figure 1. For 
this approach to nmr analysis, the free induction 
decay waveform, G (f), o f a molecule could be analyzed 
by  pattern recognition to produce molecular structure 
information. A  direct application o f pattern recogni
tion to the pulsed nmr waveform  suffers from  a trans
lational problem  of the type discussed earlier. Fourier 
transform theory, however, supplies the solution. The 
autocorrelation function A  ( / )  can be obtained by  taking 
the Fourier transform of the square o f G  (t), which is 
now a real function o f time

A  ( / )  =  f  G2(t)ei2w/‘dt

There is no need to derive F (f)  unless chemical shift 
inform ation is required in form ing the pattern vector. 
Thus, it is seen that full utilization o f Fourier transform 
theory would allow a com puterized structure analysis 
in a pattern recognition to be perform ed on either of the 
tw o main forms of nmr spectra (cw  or pulsed).
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Chemistry of Barium Released at High Altitudes
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Release of barium vapor at high altitude provides a useful geophysical tool by forming a visible tracer for 
motions of ions and neutrals in the ionosphere. The excitation, ionization, and oxidation of atomic barium 
released in sunlight between 100 and 200 km altitude is examined in this paper. Observed spectral measure
ments of resonance Ba and Sr atoms, excited Ba atoms, Ba ions, and BaO molecules provide the basis for 
estimating relative importance of the several processes. Excitation of ground-state barium to excited meta
stable levels with a time constant of 1 sec is followed by photoionization with a time constant of 30 sec. Oxida
tion of the metastables has an altitude-dependent time constant, ranging from a fraction of a second at 100 
km to 40 sec at 200 km. Thus oxidation dominates over ionization at low altitudes and limits observations 
of ion clouds to altitudes above about 150 km.

Introduction

Chemical releases have been made into the earth’s 
upper atmosphere for geophysical measurements for 
about 15 years. Released metal atom  vapor reflects 
sunlight at its resonance radiation wavelengths, and 
can be photographed at twilight against the dark sky 
background. Injections o f 1 kg of vapor can create a 
trail 1 km in diam eter and 100 km long, the distortion 
and m otion of which permit atmospheric winds to be 
derived from  observations over a period of 100-1000  
sec.

The release of barium vapor is a m ethod of generating 
a high-density plasma in a sunlit upper atmosphere. 
B oth  neutral and ionized com ponents resulting from  
the release m ay be separately tracked at twilight by  
ground-based optics in the light of their visible spectral 
emissions. The use of these releases to determine 
electric and magnetic fields and the dynam ics o f the 
atmosphere at altitudes from  160 km  to several earth 
radii has been described in the literature . 1 The chem
istry of the released barium vapor at high altitudes 
(where interaction with sunlight is the only factor in 
the kinetics) has also been discussed elsewhere,2 but at 
altitudes below  200 km oxidation processes are also 
im portant. This paper will present recent data and 
interpretation concerning the com petition between 
ionization and oxidation found in some 40 releases 
made in the last 5 years at heights from  95 to 200 km. 
The discussion is based on the tim e history of observed 
spectral emissions o f four com ponents: barium  neu
tral, barium ion, barium oxide, and strontium  neutral. 
The structure and com position o f the upper atmosphere 
into which the barium vapor is released is defined by 
T able I .3,4 These values are subject to variations due 
to  diurnal, seasonal, and solar effects, but serve to indi
cate that electron densities of more than 106 cm “ 3 
would constitute a detectable perturbation of the iono

sphere, while a corresponding initial barium  density 
w ould be a minor constituent. In  fact electron densi
ties as high as 107 to  108 cm -3  have been achieved by 
the barium release technique.

Experimental Section
A  few kilograms of a mixture of copper oxide and 

barium metal (1 :1 .7  mole ratio) is carried in a vaporizer 
aboard a rocket to the desired release point. Ignition 
at altitude results in substantially com plete reaction 
within 30 msec to a 2500-3000°K  liquid phase mixture 
of Cu, BaO, and B a (and a small quantity o f B a vapor 
and outgassing products) at about 100 atm  pressure. A

1.7Ba(s) +  CuO(s) — Cu( l )  +  B aO (l) +  0.7Ba(l)

vent diaphragm is ruptured at 100 msec, and the entire 
canister contents are ejected (about 9 0%  in 200 msec 
after vent.)

The vented material consists principally o f barium 
vapor and liquid droplets of a mixture o f barium, bar
ium oxide, and copper (ground tests show that very 
little remains in the vaporizer). Barium  vaporizes 
from  the liquid droplets as the cloud of vapor and liquid 
m oves along the rocket trajectory and expands radi
ally, but cooling by  radiation and evaporation reduces 
the vaporization to a negligible rate within 100 msec 
after release. The total barium vapor yield  in  our 
releases, which ranged from  2 to  6 kg of initial chem ical 
mix, was between 7 and 10%  o f the original excess 
barium over a wide range of release altitudes and pay-

(1) G . H aerendel and R . Lust, Sci. A m er ., 219, 80 (1968).
(2) G . T . B est and N . W . R osen berg , “ S p ectroscop ic  S tudies o f  
B arium  R elease ,”  paper presented at I A G A  S ym posium , M a d rid , 
S ept 1969.
(3) IT. S. S tandard  A tm osphere  Supplem ents, U . S. G ov ern m en t 
P rin tin g  Office, W ashington , D . C ., 1966.
(4) C O S P A R  In ternational R eference  A tm osphere , N o rth  H ollan d , 
A m sterdam , 1965.
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Table I : Structure of Upper Atmosphere“

Altitude,
Tem 

perature, N ( N*>, iV(02), m  O), iV(e),
Collision

frequency,
Mean 

free path,
km °K cm “ 8 cm -8 cm - * cm “ 8 sec-1 cm

100 208 8.2(12) 2.0(12) 5.0(11) 1(5) 2.4(3) 1.7(1)
120 355 4.0(11) 7.5(10) 7.6(10) 1.5(5) 1.6(2) 3.3(2)
160 721 1.9(10) 2.6(9) 9.8(9) 3(5) 1.4(1) 7(3)
200 934 3.3(9) 3.6(8) 3.2(9) 5(5) 4.7(0) 2.1(4)

The number in parentheses is the exponent of 10, i.e ., 8.2 (12) = 8.2 X 1012.

load sizes. There is an apparent increase in the yield  
of releases larger than 12 kg o f chem ical mix. In  the 
experiments reported here, vaporized barium totaled 
about 1 m ol, which w ould occu py  about 0.1 km 8 at 
am bient num ber density at 200  km.

A  small quantity o f vaporized barium  oxide and 
barium ion is also observed in ground-state resonance 
lines in streak spectra for the first 200 msec. The 
barium metastable levels m ay also be therm ally popu
lated to a small extent, but are not seen because o f the 
lower oscillator strengths o f their “ resonance lines” .6

These transient features disappear as the spherical 
shell expands and the num ber density along the line of 
sight drops below  the threshold for detection. A fter 
the vapor cloud has com e to  rest, a ring of particulate 
m atter continues to  expand with a radial velocity  o f 1 
km  sec-1  perpendicular to  the rocket trajectory and 
m oves along the rocket tra jectory w ith the original 
velocity  o f the rocket. This ring is identified as par
ticulates because it scatters all wavelengths of the solar 
spectrum, even to  the point of showing the solar Fraun
hofer lines. A  m ontage o f photographs o f a release is 
shown in Figure 1 and shows early tim e growth o f vapor 
and particulates as well as late-tim e configurations of 
the ionized and neutral clouds.

Reaction Processes Following Release
T he processes follow ing the generation o f a cloud of 

neutral barium  vapor at high altitude in  sunlight may 
be described qualitatively as excitation to metastable 
levels follow ed b y  the com peting processes o f ionization 
and oxidation. W e shall now  discuss each of these 
separately.

(a) Excitation. A  partial term  diagram of neutral 
barium is shown in Figure 2 and indicates the spectral 
features observed in emission from  sunlit barium  re
leases. Intensity data from  spectra taken during the 
first 3 sec using y 80 sec resolution T Y  scanning are 
shown in Figure 3. N ote that the ground-state reso
nance features of strontium  and barium  show a peak 
intensity at 0 .1 -0 .3  sec, then falling rapidly to  a more 
nearly constant level. This is believed to  be due to  the 
greater doppler w idth of the resonance lines before the 
cloud reaches therm al equilibrium with the ambient. 
The singlet and triplet metastable features are also 
seen to peak at about 1 sec after release. Optical

i = 3 sec 300 600 1000

"  t*» 35 km

Figure 1. Montage of Ba release photographs. The lower row 
presents density contours of the unfiltered photographs above, 
and shows more clearly the weak neutral cloud. The 3-sec 
frame shows a neutral Ba sphere surrounded by a particulate 
ring. (The vertical line is caused by smearing of the bright 
central image in shutterless camera operation.) The 300-sec 
frame shows the separation of the ion cloud which has diffused 
preferentially along the earth’s magnetic field lines from the 
spherical neutral cloud which is moving with the ambient wind. 
By this time, there is no significant Ba atom content remaining 
in the neutral cloud, which is scattering light only in Sr 
resonance and BaO band emissions. The 600-sec frame shows 
further separation, and development of a “bridge” connecting 
the ion cloud and the very weak neutral cloud. Spectroscopy 
shows that this bridge consists of ions, and is discussed in the 
text. The 1000-sec frame shows development of striations in 
the ion cloud by drift-caused instabilities.

pum ping o f the metastable XD  level has been calculated 
to have a tim e constant of r =  1.24 sec, and it m ay be 
shown that solar irradiation will rapidly populate the 
6s5d 3D  metastable levels via the 5d6p ' T V  level (r  =  
0.42 sec) and via the 5d6p ' T V  level (r  =  1.08 sec). 
The 6s5d 8D 3 level is first populated but the multiplets 
between the 8D  ° , 3P ° terms and the 8D  term  ensure rapid 
pum ping o f all 8D  levels. T he decay of 6s6p 8Pi° 
(which is produced b y  the absorption o f solar photons 
at 7911 A ) will also produce some metastable 8D  barium 
atom s, but the tim e constants involved  are 1 0 -2 0  sec. 
The intensities of all the metastable lines decay as the 
barium ion lines grow in with the same tim e constant, 
which increases with altitude, asym ptotically approach-

(5) B . M . M iles  and W . L . W iese , N at. B u r. Stand. {U . S .) Tech. N ote, 
N o . 474 (1969).
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Bal TERM DIAGRAM
Figure 2. Term diagram of Bal showing emission features observed in sunlit high altitude releases.

m g 30 sec at altitudes above 260 km. This behavior 
will be explained in terms of rem oval o f the neutral 
metastable barium b y  the com peting processes of 
ionization and oxidation.

Strontium  is present in the barium as a 1 %  con-o
taminant, but displays only its resonance line at 4607 A 
in these experiments. Because the 5s5p 3P term  for 
strontium  is lower than the 5s4d 3D  term , the latter is 
not metastable in strontium, whereas the corresponding 
6s5d 3D  term  for barium  is lower than the 6s6p 3P 
term, and is metastable. I f  strontium  were to ionize 
to any significant extent the SrII resonance lines ato
4078 and 5215 A  w ould be seen. Likewise if significant 
SrO were produced the blue bands of the B V - X 'S  
system  would be seen.

(b) Ionization. As has been docum ented b y  Foppl, 
et al.,e the reason for the choice of barium  for the pro
duction  of an ionized plasma was that the resonance 
lines of both  neutral and ionized barium lay in the 
visible region of the spectrum. T he expected time 
constant for solar photoionization from  the ground 
state was estimated b y  Foppl, et al., as 2000 sec-1 , 
due to both  continuum  photoionization and the exci

tation of autoionizing levels. Using the recent cross 
section measurements of Hudson, Carter, and Y oun g7 
this estimate could be doubled, giving a photionization 
time constant of about 1000 sec. T he observed tim e 
constant for photoionization is in fact much closer to 
30 sec, and is explained by  a tw o-step process via one 
or more o f the MD  metastable levels of barium. C on
sequently the wavelength required for photoionization 
is not 2380 A , but in the region 3000-3260 A , which pro
vides a photon  irradiance some 20-40 tim es greater in 
the solar flux, as shown in T able II.

The presence of strongly autoionizing levels in barium  
was first pointed out by  G arton and C odling ,8 who 
showed that the large photoionization cross section near 
the 62Si/ 2 lim it was due to the presence of the 5d8p T V  
level close to  the series limit, and which com bined 
strongly with the 6s2 %  ground state. A utoionizing 
levels 5d9p and 5d l0p  3P i° were also noted in absorp-

(6) H . F op p l, G . H aerandel, J . L o id l, R . L ust, F . M elzn er, B . M ey er, 
H . N euss, and E . R eiger, P lanet. Space Sci., 13, 95 (1965).
(7) R . D . H udson , V . L . C arter, and P . A . Y ou n g , P h ys . Rev. A , 2 , 
643 (1970).
(8) W . R . S. G a rton  and K . C od ling , P roc. P h ys . Soc., 75 , 87 (1 96 0 ).
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Figure 3. Relative intensities of spectral features of a barium 
release in the first 3 sec obtained by a slitless TV spectrograph.

Table II: Integrated Solar Photon Irradiance ex dX

above the Earth’s Atmosphere

Wavelength
Integrated 

photon irradiance,
X, Â photons cm- 2  sec- 1

2200 5.0(13)
2400 1.6(14)
2600 3.5(14)
2800 9.0(14)
3000 2.3(15)
3200 4.6(15)
3400 8.1(15)

tion from  the ground state. A  subsequent attem pt to 
find transitions from  the metastable 5d6s 1,3D  levels 
to these autoionizing levels failed to  detect any signifi
cant lines.9 It thus appears probable that the photo
ionization is due to continuum  absorption by  one or 
more o f the MD  m etastable levels. A n  attem pt to 
isolate the particular level responsible, using the selec
tive ultraviolet absorption of atm ospheric ozone, has 
been reported elsewhere.2 In  the experiments de
scribed the earth’s ozone layer was used to  screen selec
tively, as a function o f release altitude and solar de
pression angle, various wavelengths of solar radiation. 
The experiments were designed to  find how late in 
evening twilight a barium  release would still generate 
ion clouds. The rate o f production  of ions under 
various release conditions was measured and com pared 
with rates com puted according to various assumptions 
regarding the photoionization process. The conclusion 
was that both  the f l l  and 3D  levels made significant

contributions to  the rate of photoionization. However, 
the natural lifetime of the XD  level is reported to be 
0.5 sec,10a so it is concluded that the m ajor source of 
ions is the 3D  metastable term.

(c) Oxidation. A t release the B a inventory is al
m ost entirely ground state. B y  tim es o f the order of 
1 sec (Figure 3) the neutral cloud is found to em it at 
wavelengths corresponding to ground state and meta
stable Ba, but only ground-state Sr (present as an im
purity). B y  times of the order of 100 sec, the neutral 
cloud has lost all o f its atom ic B a emissions and is 
radiating only in BaO bands and the ground-state 
atom ic Sr line. Barium atom s disappear as the result 
of tw o com peting processes, one o f which is seen to be 
photoionization. Correcting for the fixed photoioniza
tion rate we may determine the altitude dependence 
o f the other process from  the observed rate o f neutral 
disappearance. W e find that over a large altitude 
(he., density) range this rate constant is directly pro
portional to the num ber density of 0 2, with a tw o-body 
rate coefficient of 0.9 X  10 -10 cm 3 m olecule-1  sec-1 . 
This rate coefficient is sufficiently large to indicate that 
the activation energy is small.

The bond strength of BaO is most recently reported 
by  G aydon10b as 5.7 eV, which makes the Ba +  0 2 reac
tion exothermic b y  0.6 eV. How ever, metastable 
barium oxidation will be exotherm ic b y  an additional
1.2 eV  and, because of the electronic excitation, may 
have a significantly lower activation energy. R eaction  
between barium and atom ic oxygen is believed to be 
insignificant because it would require three-body col
lisions, which are too infrequent above 120 km.

W e believe that oxidation by  0 2 involves metastable 
rather than ground-state barium since the Sr present, 
which has no metastable levels, persists with no evi
dence for oxide form ation. The slitted spectrograph 
which was used to give tim e-resolved atom ic line spec
tra could not detect the barium oxide band spectrum 
with sufficient tim e resolution to determine directly 
the rate of barium oxide form ation as a function of 
altitude. H owever, it has been determined that low- 
altitude releases form  dense oxide clouds and the quan
tity  o f oxide produced decreases with increasing altitude. 
A dditional evidence for the role of 0 2 in oxidizing atom ic 
barium com es from  the laboratory measurements of 
Sakurai, Johnson, and B roida , 11 who find that there is 
an optim um  ratio of 0 2/B a  which produces a maximum 
yield of BaO, as detected  by  its fluorescence spectrum. 
A  m icrowave discharge in the oxygen before mixing 
reduced the BaO fluorescence. Presum ably the pro-

(9) W . R . S . G arton , W . H . P arkinson , and E . M . R eeves , P roc. 
P h y s . Soc., 80, 860  (1962 ).
(10) (a ) A . G allagher, p riva te  com m u n ica tion , June 1969; (b ) A . G . 
G a y d on , “ D issocia tion  E nergies,”  C hapm an  and H all L td ., L on d on , 
1968.
(11) K . Sakurai, S. E . Johnson, and H . P . B roida, J . Chem . P hys., 
52, 1625 (1970).
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Figure 4. BaO spectrum obtained from release at 106 km.

duction of a small amount of atom ic oxygen was ac
com panied b y  a corresponding reduction in the 0 2 
density. T hey favor the view  that an excessive in
crease in the amount of 0 2 present quenches the A l2  
state of BaO. H ow ever in upper atmosphere releases 
at 100 km  the BaO fluorescence is strongly extinguished, 
yet the tim e between collisions (0.4 msec) is much 
longer than the measured lifetime o f the excited state 
(12 ¿usee). Therefore absence of BaO fluorescence at 
100 km is attributed to a lack of BaO. A  mass spec
trom étrie study of species present in the barium - 
oxygen system 12 showed no reaction of BaO with 0 2, 
and no B a -0  species in which the ratio O /B a  was greater 
than unity were observed. Possibly the high tem per
ature or the ionizing beam  prevent such species from  
being observed.

One curious feature of the ultraviolet-screened ex
periments already referred to was the slow observed rate 
of disappearance of the low  neutral barium clouds 
which could only be explained by  assuming a rate of 
oxidation some ten times slower than for releases in 
full sunlight. W ith the data available it cannot be

determined whether the boundary between slow oxida
tion and normal oxidation depends on altitude or 
screening height. N o m ajor change in atm ospheric 
com position at twilight exists which can be invoked to 
explain this phenomenon. The experiment is to be 
repeated with simultaneous rocket-borne measure
ments of the solar uv irradiation at selected w ave
lengths.

Other Observed Reactions
The foregoing three reactions are accom panied or 

follow ed by  other reactions which are only significant 
under certain conditions. W e shall discuss each of 
these separately below.

(a) Recombination. A t the electron tem peratures 
found in the upper atmosphere, radiative recom bina
tion has been shown to  be much more significant than 
dielectronic recom bination .13 The rate coefficient for

(12) M . G . Inghram , W . A . C hupka, and R . F . P orter, J . Chem . 
P h y s ., 23 , 2159 (1955).
(13) L . G old b erg , “ A u to ion iza tion ,”  A . T em k in , E d ., B a ltim ore , 
M d ., 1966, p  14.

The Journal of Physical Chemistry, Voi. 76, No. 10, 1971



radiative recom bination of barium ions is probably 
about 10-12 cm 3 sec -1  so that a plasm a density as large 
as 107 cm -3  would have a half-life of 105 sec. Thus re
com bination is negligible at high altitudes and the ulti
mate disappearance o f the ion cloud is due to  diffusion. 
A t lower altitudes, other reactions play some role.

(b) Photodissociation. Following the release of 
larger payloads it is noticed that after the ion and neu
tral clouds have separated there is a much weaker ion 
“ bridge”  joining the neutral and ionized clouds. This 
is believed to be due to photodissociation of BaO to 
form  fresh neutral barium atoms which are again sub
ject to the com peting processes o f ionization and oxida
tion. The bridge is due to  the ions created from  these 
neutrals. M ost of the spectral features of the neutral 
barium atom  have been weakly detected in the “ oxide 
clouds” . The photodissociation threshold for BaO is 
2637 A  and this process is considered much more prob
able than photoionization (X < 2 1 0 0  A ). In  the ultra
violet-screened experiments an ion bridge did not form. 
A  time constant for photodissociation of a few thou
sand seconds would permit a detectable ion bridge to be 
form ed without significantly depleting the barium 
oxide cloud.

(c) Subsequent Consumption of Barium Oxide. 
The barium ion actually constitutes a minor constituent 
in the ambient neutral atmosphere. For example at 
200 km altitude a Ba ion density o f 107/ c m 3 is about the 
highest achieved (and is much higher than ambient ion 
density o f 5.106/ c m 3) yet is only Viooo o f the local neu
tral ambient density. E ven  the local 0 2 number 
density at this altitude is about 40 times as great as the 
barium ion density, so appreciable depletion o f 0 2 
should not be observed. On the other hand, at alti
tudes near 100 km, the expanding barium vapor release 
actually pushes the ambient atmosphere aside and it is 
therefore possible to produce a photoionized core before 
the ambient 0 2 molecules reach the center. In  recent 
releases perform ed in the 100-km  region, persistent 
ionization with a density o f 4 X  106 cm -3  was detected  
by radiofrequency techniques. Optical detection of 
ions was unsuccessful using conventional techniques 
due to  the bright sky background at the release condi
tions necessary for photoionization and because of the 
dense barium oxide cloud which was generated. The 
barium oxide bands scatter efficiently throughout the 
visible spectrum (see Figure 4) and ion and neutral 
clouds do not separate at these altitudes.

Spectroscopic observations of these 100-km  region 
releases showed that BaO itself m ay be consumed. A t 
altitudes below 100 km  the BaO disappeared within 1 
sec to a cloud of white smoke. A t 107 km  the BaO 
cloud intensity reached a peak within 1 or 2 sec o f re
lease and then decayed over 20 sec.

These releases have yielded m any spectra of the BaO 
band system and over 40 bands have been identified, 
almost filling the Deslandres table out to  v' =  10 by

Chemistry of Barium R eleased at High Altitudes

v" =  4. Peak intensities appear to follow  closely the 
first three Condon parabolae . 14 These releases may 
prove to  be useful sources o f oxide band spectra where 
relative intensity data will yield  inform ation concerning 
the variation with internuclear distance o f the elec
tronic transition mom ent. In  laboratory spectra such 
measurements may be rendered inaccurate due to the 
intense electric fields of the exciting arc or other aspects 
of the excitation mechanism. Inform ation concerning 
the absolute oscillator strength o f the A 'S - X '2  
transition may also be derived from  spectroscopic data 
on releases in the 150-200-km  range.

As has already been pointed out, strontium  has no 
metastable levels and neither oxidizes nor ionizes to 
any significant extent com pared with barium  at high 
altitudes. There is, however, some evidence that 
strontium  is slowly consumed at 108 km, and at 98 km  
the strontium  decays as rapidly as the barium.

Concluding Remarks

M any of the processes leading to the generation of 
an ionized plasma follow ing a release of barium  vapor 
are now well understood. There are m any other 
associated mechanisms which becom e im portant under 
certain conditions, and which are yet to be com pletely 
docum ented. The present state of our knowledge 
concerning barium releases m ay be summarized by 
Figure 5. The m ajor lim itation to barium yield in the

1417

Figure 5. Diagram showing overall state of knowledge of 
processes involved in upper atmospheric barium releases.

thermite reaction mixture is that 8 0 -9 0 %  of the “ free”  
barium is trapped in the solidifying droplets expelled 
from  the canister and significant increases in release 
temperature are lim ited by  materials used. The use o: 
larger payloads will not give a corresponding increase 
in ion density since optical thickness effects limit the 
rate of production of metastable barium.

(14) W . M . V aid ya , D . D . D esai, and R . G . B idaye, J. Quant. 
Spectrosc, Radial. Transfer, 4 , 353 (1964).
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When sea water samples are analyzed by the method of difference chromatography the composition differences 
are resolved into the coherent waves described by Helfferich and Klein. The predicted sequence of affinity 
cuts is found. Cation composition variations produced in the initial anion front by changes in total normality 
are found to be satisfactorily predicted by the theory. Similar variations produced by changes in the SO4/ Cl 
ratio are found to be consistent with the theory and with previously verified consequences of a sea water model 
due to Garrels and Thompson. However the activity coefficient of K + is more strongly reduced by SO42- 
enrichment than the model predicts.

Introduction
Sea water is a concentrated mixed electrolyte solution 

containing large proportions of ions of certain litho- 
philic elem ents2 plus trace amounts o f everything else 
that can be leached from  a planetary surface. The 
specific com position of sea water is of theoretical inter
est only to geochemists. T o  the physical chemist sea 
water represents one instance of a large class of possible 
mixed electrolyte solutions, therefore of practical inter
est only because there is so much of it .3

The constancy of the relative proportions of the 
m ajor ions in sea water has long been recognized ,4 and 
has been amply verified by  the recent work o f M orris 
and R iley ,6 Culkin and C ox ,6 and R iley and Tongudai,7 
summarized in Table I.

The reported variations in ionic proportions are small 
and not very systematic. However, all the geochem i
cal factors controlling the com position of sea water must 
be reflected in such small residual variations from  place 
to place and from  time to time.

A t W oods H ole we have been attem pting to study 
these variations by the use of “ difference chrom atog
raphy,”  8 a form  of ion-exchange chrom atography in 
which a sample o f an unknown mixture is injected into 
a carrier stream of a standard mixture closely similar to 
the unknown. The method is a null m ethod: if the 
mixtures are identical a detector at the column output 
will give a steady undeflected reading. W hen com po

sition differences do exist between the two mixtures 
these are resolved into a set o f “ coherent”  com position 
pulses,9 eigenvectors in com position space ,8 each of 
which travels separately down the colum n at a char
acteristic speed. The theory of such coherent pulses 
and steps has been fully developed in the recent defini
tive volum e by  Helfferich and K lein .9

It  should be strongly emphasized that the response 
pattern obtained is not (as might have been expected) 
one in which each com ponent has its own separate pulse 
or step across which the concentrations of all other com 
ponents are constant. On the contrary the concentra
tions of all sorbed com ponents will, in general, change 
during each pulse or step.

(1) C on tribu tion  N o . 2623 from  the W o o d s  H o le  O cean ograp h ic 
In stitu tion .
(2) V . M . G o ld sch m id t, “ G eoch em istry ,”  A . M u ir , E d ., O x ford  
U n iversity  Press, 1954, C hapter I I , T a b le  V I .
(3) A b o u t  1.37 X  1021 1., all to ld : H . U . S verdrup , M . W . Johnson, 
and R . H . F lem ing, “ T h e  O cean s,”  P ren tice-H a ll, E n g lew ood  C liffs, 
N . J ., 1942, T a b le  4.
(4) J . P . R ile y  in “ C hem ical O cean ogra p h y ,”  V o l. 1, J . P . R ile y  and 
G . Skirrow , E d ., A ca d em ic  Press, N ew  Y o rk , N . Y . ,  1965, C h ap ter I, 
H istorica l In trod u ction .
(5) A . W . M orris  and J. P . R iley , D eep -S ea  R es., 13, 699 (1966).
(6) F . C ulk in  and R . A . C ox , ibid., 13, 789 (1666).
(7) J . P . R ile y  and M . T on gu d a i, Chem . Geol., 2 , 263 (1967 ).
(8) P . C . M an gelsd orf, Jr., A n a l. Chem., 38, 1540 (1966 ).
(9) F . H elfferich  and G . K lein , “ M u lticom p on en t C h rom a tog ra p h y ,”  
M a rce l D ek k er, N ew  Y o rk , N . Y ., 1970.
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Table I : The Major Ion Composition of Sea Water 
as Determined by Recent Investigators

Ion Ratio to chlorinity“
No.

samples Ref

Na + 0.5555 ±  0.0007 49 b
0.5567 ±  0.0007 93 c

M g 2+ 0.06692 ±  0.00004 66 b
0.06667 ±  0.00007 91 c

Ca2 + 0.02126 ±  0.00004 66 b
0.02128 ±  0.00006 81 c

K + 0.0206 ±  0.0002 54 b
0.0206 ±  0.00015 84 c

Sr2 + 0.00040 ±  0.00002 58 b
0.00042 ±  0.00002 38 c

so42- 0.14000 ±  0.00023 345 d
Br~ 0.003473 ±  0.000012 219 d

° Expressed as the weight ratio gram/gram. “Chlorinity” 
exceeds the true total chloride, being the total number of equiv
alents of all halide precipitated in a silver titration, mvdtiplied by 
the equivalent weight of chlorine. See ref 22. b Reference 6. 
e Reference 7. d Reference 5.

W ith an appropriate calibration it is possible to 
interpret each pulse amplitude— as measured on any 
suitably sensitive detector— in terms of all the com posi
tion changes associated with that pulse.10 For each 
com ponent the concentration difference between the 
unknown and the standard can be reconstructed as the 
sum of all the concentration changes (in that com 
ponent) occurring in the several pulses.

The fundamental equations for the speed of a co 
herent front are given by  Helfferich and Klein as11

u =  uCi =  uCj for all i and j ( 1)

and

Mo

1 +  ( Ò c j /Ò C i ) ,
for all i (2)

where uCi is the “ concentration velocity”  of species i, 12 
Mo is the flow velocity of the mobile phase, and ci and Ci 
are concentrations (per unit volum e of colum n) of 
species i in the stationary and mobile phases, respec
tively.

These equations are derived solely from  considera
tions o f continuity and therefore hold for any defineable 
extensive com ponent regardless of binding coefficients, 
activity coefficients, ionic associations, etc. Effects 
o f the latter sort will be reflected in the velocity  eigen
values and in the com position eigenvectors.

A ccording to these equations any com ponent not 
bound on the column (c, =  0 ) can only change its solu
tion concentration in a front travelling with the flow 
speed. A fter this initial solution front there will be as 
many different steps (pulses) as there are com positional 
degrees of freedom  in the stationary pulse. For ion ex
change this number will be, in general, one less than the 
number of exchangeable ions. Thus, in our cation-

SAMPLE VALVE

Figure 1. Schematic diagram of difference chromatograph.

exchange analysis we should expect that all the varia
tion in anion com position, including total anion nor
mality, will take place in an initial front travelling with 
the flow speed .13 All subsequent cation com position 
changes should take place at constant anion com posi
tion and constant total norm ality. One might there
fore expect that these cation pulses would reflect 
changes only in the proportions o f the cations to one 
another and would be entirely independent both o f the 
total normality of the original mixture and of its anionic 
com position. T o  a good first approxim ation this is 
true. H owever, precise calibrations reveal two neces
sary refinements.

1. Large initial differences in total norm ality of sea 
water give rise to measurable cation pulses even in the 
absence o f initial differences in the cation ratio. To 
compensate for this effect we have to make an “ anion 
peak correction”  in our cation analyses.

2 . Changes in the anion ratios, specifically in the 
S C V ^ /C K  ratio, give rise to small cation pulses, even 
at constant total normality.

It  is the purpose o f this paper to attem pt to relate 
the observed behavior of the difference chrom ato
graph, including these two refinements, to the theoreti
cal fram ework provided by  Helfferich and Klein, and 
to the fundamental physical chemistry of sea water.

Experimental Section
For the work described here the apparatus was as 

indicated in Figure 1, except that the air pressure/ 
piston drive has been replaced with a pump in the most 
recent work. The temperature of the oil-filled dewar 
flask containing the colum n and the detector is not

(10) S ince the  th eory  is the  sam e fo r  steps (p rod u ced  b y  a single 
sw itch  from  on e  m ixture  to  another) as fo r  pulses  (p rod u ced  b y  
sw itch ing  over  and back ) and since the n otion  o f  stepw ise com p osi
tion  changes from  an in itia l m ixture  t o  a  final m ixture  is easier to  
visualize, the  discussion  here is cou ch ed  in  term s relating to  the 
step  p ictu re  th ou gh  th e  experim enta l w ork  is all d on e  w ith  pulses.
(11) See ref 9, eq  3.37 and 3.13.
(12) T h e  con cen tra tion  v e lo c ity  o f  a species is defined as the  rate 
o f  a dvance o f a specified con cen tra tion  o f th a t species: uc{ =  (d z /d £ )q .
(13) T h is  con clusion  w ou ld  b e  m od ified  b y  th e  occu rren ce  o f  sig
n ificant electrolyte sorption  on  the  co lum n, cf. F . H elfferich , “ Io n  
E xch an ge ,”  M cG ra w -H ill, N ew  Y o rk , N . Y ., 1962, S ection  5 -3c
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De te c to r  C e l l

SILVER - SILVER CHLORIDE ELECTRODES
LUCITE BLOCK

END VIEW SIDE VIEWS

ION-EXCHANGE MEMBRANES

Figure 2. Schematic diagram of membrane cell detector.

regulated since steady drifts are much more acceptable 
to us than cyclic fluctuations. Instead we keep this 
part of the apparatus packed in styrofoam  insulation 
inside a w ooden case in a tem perature-controlled room  
held at 21 ±  1°. Therm al equilibration betw een the 
inside and outside is mainly provided by  the sea water 
flowing, at the rate o f about a liter per day, through the 
3 or 41. o f oil bath.

The actual column temperature will run slightly 
higher than the room  temperature since 0 .8- 2.0  k j /1. 
of Joule heat is developed in the column b y  the flowing 
water.

For all our work the detector consists of an ion-ex
change membrane cell14 o f the form

A g /A g C l standard 
electrode sea water

anion
membrane

colum n cation 
effluent membrane

standard A g /A g C l 
sea water electrode

For the membranes we have used A M F  ion C-103C 
cation membrane and A-104B anion membrane manu
factured by  American M achine and Foundry Co., 
Springdale, Conn. This cell has been extensively em
ployed for membrane salinometry here and at other 
laboratories, 16~ 20 and its response to various electro
lyte mixtures has been determ ined . 19 The response to 
ordinary salinity changes is about 95 m V /decade, or 
40 m V /neper, at room  temperature.

The detector geometry, indicated schematically in 
Figure 2, is arranged to permit good thermal contact 
between the metallic electrodes (whose compartm ents 
are separated only by  a thin Teflon insulating film) 
while resisting convective exchange from  the ion-ex
change membranes to the electrode compartments. 
The sensing volume between the membranes is about 
0.1 ml. The body of the cell is assembled from  Lucite 
blocks and spacers suitably machined and clamped 
together longitudinally.

Output of the detector cell is amplified b y  a K eithley 
150B M icrovolt-am m eter and recorded on a chart 
recorder. A ny initial asymm etry potential in the detec
tor is biassed out before amplification so that our rou

tine measurements can be run at a recorder full-scale 
sensitivity of 6 uY. W e try optim istically to read our 
peak heights to the nearest 0.01 /¿V but should probably 
claim ± 0 .0 5  /uV for resolution and detection limits. 
There is also a typical chromatographic irreproduci- 
bility in peak heights, proportionate to the peak heights, 
amounting to several per cent.

Because the initial anion peak is due only to the total 
salinity (norm ality) difference between the unknown 
and standard which can be determined routinely b y  a 
number of methods, and because a large initial anion 
peak tends to perturb, or even obliterate, subsequent 
cation peaks, we customarily titrate the sample to  our 
standard salinity, before running, using distilled water 
as a titrant and a membrane salinometer as the indica
tor. T o  obtain a standard more dilute than any pe
lagic or coastal samples we are likely to encounter we 
dilute Sargasso Sea surface water21 with distilled water 
from  its typical salinity of 36°/oo to a standard 27.3% o-22 
Thus, all observations reported here refer to a diluted 
sea water about 3/ 4 as salty as typical pelagic sea water.

Calibration Procedure. T o calibrate the difference 
chromatograph we spike samples of our dilute standard 
sea water with small increments (1 -5 % ) of the various 
cations in the chloride form  and of the various anions in 
the sodium form , or with distilled water. Figure 3 
shows the kinds o f traces produced by  such spikes. 
A  least-squares linear regression of peak height against 
amounts of salts and against anion peak height is ob 
tained for each of the three cation peaks we observe .23 
This regression matrix is then post-m ultiplied b y  a 
matrix which expresses the salt increments in term s of 
the fractional increments in total normality, d  In c0, and 
in the equivalent fractions d In J i g ,  d In X c a, d In J K, 
d In X so (- The increments d In X n a and d In X c i  are 
not independent but can be related to the others

d In X c i =  -  (X s o . /X o )  d In X S0( (3a)

d In X Na =  - £ ( X , / X m.)  d In X ,  j  =  M g, Ca, K
(3b)

(14) B roa d ly  discussed b y  G . J . H ills  in  “ R eferen ce  E lec trod es ,”  
D . J . G . Iv e s  and  G . J . Janz, E d ., A ca d em ic  Press, N e w  Y o rk , N . Y . ,  
1961, C h ap ter 9.
(15) P . B allard , rep ort to  fellow sh ip  com m ittee , W o o d s  H o le  O cean o
graph ic In stitu tion , 1962, unpublished  m an uscrip t.
(16) P . H . K osk e , K ieler  M eeresforsch ., 20, 138 (1964 ).
(17) H . L . Sanders, P . C . M angelsdorf, J r., and  G . R . H am pson , 
L im nol. O ceanogr., 10, R 2 1 6  (1965).
(18) P . C . M angelsdorf, Jr., in “ E stuaries,”  G . M . L auff, E d ., A A A S  
P ub lica tions, W ash ington , D . C ., 1967.
(19) J . M . T . M . G ieskes, K ie le r  M eeresforsch ., 2 4 , 18 (1968).
(20) T . R . S . W ilson , L im nol. Oceanogr., in  press.
(21) Sargasso Sea surface w ater is lo w  in  nutrien ts and there fore  
re la tive ly  sterile.
(22) S alin ity  is m easured in parts per thousand : °/oo. I t  is easier 
to  m easure than  to  define. R o u g h ly : sa lin ity  =  1.805 X  ch lor in ity . 
C f. R . A . H orn e, “ M arine C h em istry ,”  W iley -In tersc ien ce , N ew  
Y o rk , N . Y . ,  1969, C hapter 4, S ection  5.
(23) A  fou rth  peak due to  Sr2+ d ifferences can  b e  dem on stra ted  b u t 
it  is n a tura lly  sm all and so s low  in  m o v in g  th rou gh  th e  co lu m n  th a t 
it  is broadened  b eyon d  all d e tection  in  ou r n orm al op era tion .
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Figure 3. Difference chromatograms produced by various salts, 
The large initial anion peaks have been omitted from the 
left-hand ends of these traces, though some residual tailing can 
be seen. Each trace corresponds to about 20 min of operation.

matters the whole pattern overlaps peak no. 2 . Peak 
no. 1 was therefore measured independently at two 
positions: one near the initial maximum before the 
onset o f peak no. 2 , and one on the tail after the con
clusion o f peak no. 2 . The close proportionality be
tween the two calibrations for the two readings of peak 
no. 1 was not im posed but emerges from  the statistical 
analysis, confirming both  our prior interpretation o f the 
peak no. 1 pattern, and the validity of the statistical 
procedures.

Because of the overlap peak no. 2 is read as near as 
possible to the reversal point of peak no. 1 but the read
ings are probably affected somewhat by  peak no. 1 . 
The resulting calibration for peak no. 2 is empirically 
valid but may differ slightly from  the true com position 
eigenvector.

Affinity Cut Sequence. The most im portant qualita
tive result here is the verification of the sequence of 
affinity cuts predicted theoretically by  Helfferich ,26 
and elaborated by  Helfferich and K lein .27 W e can 
order the cations in a sequence o f increasing affinities 
N a+, K + , M g 2+, C a2+, such that: 1. each coherent
boundary represents a cut in the sequence; 2 . each suc
cessive cut travels with a slower velocity than the previ
ous one; 3. at each boundary all com ponents on one 
side o f the cut change in one direction while the com -

The resulting product matrix should have all zeros in 
the column associated with d In c 0. This must be rigor
ously true since there should be no peaks whatsoever if 
the equivalent fractions all remain constant and if the 
anion peak has been adjusted to zero b y  titration. B e
cause of this inherent constraint we usually make a 
least-squares adjustm ent of the coefficients o f the origi
nal regression matrix such that each of the expected 
peak heights would vanish if the salts were all added in 
sea water proportions and if the anion peak were zero. 
(See Figure 3.)

Finally, the matrix dependence of peak heights on the 
cation equivalent fraction increments, d  In X cati<m, is 
inverted, yielding a calibration matrix which expresses 
the d In X cation as linear com binations of the peak heights 
and of the one anion com position variable, d In WSo(-24

Results and Discussion
Five different calibration matrices obtained inde

pendently for different sample sizes and different oper
ating conditions are given in Table II. For each o f the 
cation peaks the set o f calibration coefficients represent 
the corresponding com position eigenvector in units 
determined b y  the detector sensitivity.

In  the first two calibrations tw o sets of coefficients 
are listed for cation peak no. 1. This peak has a 
marked shape peculiarity in that the initial pulse 
(either positive or negative) is always follow ed b y  a 
pronounced reverse pulse which tails back to the base 
line in a quasiexponential manner.26 T o  com plicate

(24) A lgebra ica lly  this m ay  be expressed sim p ly  as

B u t
dP = a A  +  (lek

de = M d In X  +  D  d In c0, where $ D  =  0
so

d  P  =  a A  +  [5M d  In X  =

a.A ^M cat d i n  A cat -f- f lM s O id In  A go*

W h en ce

d  In X cat =  ( ¡J M c a t f-M d P  -  a A  -  D M so , d  In X s o . )  

or

d  In X cot =  f d P  +  / a A  +  f s o i  d  In X s o 4

where

d P  =  ca t io n  p e a k  h e ig h ts  
A  =  a n io n  p e a k  h e ig h t  
d c  =  a m o u n ts  o f  a d d e d  salts 
a , §  a re  reg ress ion  m a tr ice s
d  In X  =  fra c t io n a l in cre m e n ts  in  e q u iv a le n t  fra c t io n s  
d  In c0 =  fra c t io n a l in cr e m e n t  in  to ta l  n o r m a lity  
M a n d  D  are  t ra n s fo rm a tio n  m a tr ice s  fo r  th e  c o m p o s it io n  

v a r ia b le s
f, / a  a n d  f y o i  are th e  fin a l ca lib r a t io n  m a tr ice s

In  cases w here peak  heights are m easured at m ore  th a n  one posi
tion  so that there are m ore com p on en ts  in  d P  than  in  d In ^cations 
the  m atrix  M Cat is n o t  square and the final inversion  is p erform ed  b y  
a least-squares m eth od  w h ich  m in im izes the norm alized  errors in 
the  redun dan t set d P .
(25) F o r  steps rather than  pulses the  corresp on din g beh av ior w ou ld  
be a step in  w h ich  an in itia l oversh oot d eca ys  s low ly  to  the  p lateau 
va lue. A  rate process is ev id en tly  at w ork  here b u t w h eth er in  the 
co lu m n  or  in the d e tector  w e do n o t  know .
(26) F . H elfferich , Advan. Chem. Ser., 79, 30 (1968).
(27) F . H elfferich  and G . K lein , ref 9 : C h ap ter 3, S ection  I V  B ; 
C h ap ter 5, S ection  I V  A .2 .
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Table II: Calibration Matrices Obtained with Different Sample Sizes and Different Resins“

Ion

Sulfate 
correction 

(d In X\/à In XSO4)

Anion peak 
corrections

(d In X i/ à V A ) ----------- Cation peak coefficients (d In X i/ à  peakj), in 10-2/VV--------
in 10 -«//*'V Peak 1 Peak 2 Peak 3

Resin: CG-120, Type 3, 400-600 mesh
Column: 15 cm X 0.4 cm i.d.
Flow: ~ 2  ml/min at 80-100 psi; air driven

2-ml Samples

Na -0 .1 1 -0 .0 2 +0.25, -0 .9 3 +  0.02 -0 .0 1
K +  0.21 -0 .1 4 -0 .66 , +2.47 +0.36 -0 .5 3
Mg +  0.40 +  0.05 -0 .9 8 , +3.60 -0 .1 1 -0 .1 1
Ca +  0.22 +  0.18 -0 .3 0 , +1.23  

4-ml Samples

-0 .0 3 +  1.09

Na -0 .0 3 -0 .0 4 +0.28, -0 .1 4 -0 .0 1 +  0.02
K -0 .0 2 -0 .1 2 -0 .8 9 , +0.53 +0.36 -0 .1 7
Mg +  0.10 +  0.13 -1 .0 5 , +0.52 0.00 -0 .2 6
Ca +  0.14 +  0.22 -0 .47 , +0.23

Resin: BioRad 50W X 12, 400 mesh 
Column and flow as above

2-ml Samples

-0 .0 2 +  0.94

Na -0 .0 2 -0 .0 4 +0.15 -0 .0 2 -0 .0 7
K +  0.02 -0 .0 7 -0 .0 8 +0.64 +  0.03
Mg +  0.05 +  0.18 -0 .6 0 +  0.03 -0 .1 2
Ca +  0.06 +  0.14 -0 .2 6

4-ml Samples

+  0.05 +2.25

Na -0 .0 4 -0 .0 3 +0.10 +  0.01 -0 .0 3
K +  0.02 0.00 -0 .1 3 +0.42 -0 .0 4
Mg +  0.14 +  0.10 -0 .4 2 -0 .0 2 -0 .1 8
Ca +  0.09 +  0.26 -0 .1 0  

Resin as above
Column: 20 cm X 0.04 cm i.d.
Flow: 2 ml/min at 100-350 psi, pump driven

4-ml Samples

+  0.01 +  1.70

Na -0 .0 4 -0 .0 6 +0.13 0.00 -0 .0 2
K +  0.01 +  0.06 -0 .0 5 +0.36 -0 .0 6
Mg +  0.14 +  0.21 -0 .5 3 -0 .0 2 -0 .0 8
Ca +  0.18 +  0.17 -0 .1 4 -0 .01 +  0.94

Typical peak appearance time 1.8 min 6.4 min 8.6 min 20 min

“ Units are chosen so that cation peak heights in microvolts and anion peak height in hundreds of microvolts give the d In X i  as 
percentage increments.

ponents on the other side change in the opposite direc
tion.

The affinity sequence which we ascribe to our sea 
water system, and the corresponding cuts, is indi
cated in Table II. There are small apparent exceptions 
to prediction 3 (above), mainly associated with peak 
no. 2. The fraction o f K +  in sea water is so small that 
the changes in other constituents required to accom m o
date changes in K +  are almost negligible. Ordinary 
experimental errors in determining these coefficients, 
plus the possible influence on peak no. 2 o f the overlap 
from  peak no. 1, could cause sign errors on small num

bers. I t  will be noted that in no case does a sign viola
tion of prediction 3 exceed 0.05 for 2-m l samples nor ex
ceed 0.02 for the more reliable 4-m l samples.

Because peak no. 2 is so specific for K +  it is difficult 
to be certain that K +  comes before M g 2+, rather than 
after, in the affinity sequence. For the purposes o f the 
affinity cut picture it m ay be safer to regard our calibra
tions as showing tw o definite cuts in the sequence N a +, 
M g 2+, and C a2+, with the location of K + relative to 
M g 2+ still undetermined. Indeed the sequence might 
even be different for the tw o different resins.

This behavior o f K +, in peak no. 2, represents the
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Table III: Comparison between Calculated and Measured Anion Peak Corrections (in 10~4/ mV)

Calculated
Measured 
(mean of 5)

d  In X ns =  d  In X n * =
d  In X k  =  d  In X Na — (d  In y n  — d  In yNa) =
d  In X mb =  2  d  In X n s — (d  In y m s — 2  d  In y Na) +  d  In Co =
d  In Xc» =  2  d  In X ns — (d  In y Ca — 2  d  In ynh) +  d  In Co =

-0 .054  = -0 .0 5
-0 .054  +  0.008 = - 0 . 0 5
-0 .107  +  0.058 +  0.25 = +0.20
-0 .107  +  0.062 +  0.25 = +0.20

-0 .0 4  ±  0.01 
-0 .0 5  ±  0.04 
+  0.13 ±  0.03 
+  0.19 ±  0.02

“ trace species”  case, elucidated b y  Helfferich and Klein, 
for which the concentration velocity  is the same as the 
species ve locity .28 The derivative in eq 2 can be re
placed by  the ratio c jc i  so that we m ay deduce directly 
from  the ratio of appearance times that the amount of 
K +  bound on the resin is at least 3.8 times as great 
as the amount in the surrounding sea water (per unit 
column volum e) .29 The tw o other appearance times 
and com position eigenvectors have no such simple 
interpretation. I t  should be possible in principle to 
reconstruct the Jacobian matrix which represents the 
differential form  of the exchange isotherm ,30 but the 
inform ation thus gained would be entirely specific to 
our particular experimental conditions.

Anion Peak Correction. The second column in 
Table II  gives the corrections which must be made for 
each 100 pV  of anion peak magnitude. That is, when 
a +  100-jiiV anion peak occurs the sums of the com posi
tion changes in the subsequent cation peaks are less 
than the actual input changes by  the amounts o f the 
corrections. Since the sums o f the com position changes 
in all the peaks must be equal to the input changes (the 
step picture makes this obvious), it necessarily follows 
that these corrections represent actual changes in cation 
com position which occur in the initial anion front travel
ling with the flow velocity.

On the other hand, eq 2 tells us that no species can 
change its stationary phase concentration c; in that 
initial anion front. Therefore, these cation com position 
changes associated with the anion front must occur 
while the solution com position remains in equilibrium 
with an unchanging colum n com position. H owever, 
if the column com position does not change neither 
should the activity coefficients of the bound ions 
(though the overall D onnan potential o f the exchange 
resin might shift). T he equilibrium constraint on the 
solution cations must be

d In aMg =  d In «ca =  2 d In aNa =  2 d In aK (4)

where a ; is the activity  o f species i in solution, and

d In aj =  d In 7 i +  d In mi =

d In 7 i +  d In X i  +  d In c0 (5)

in which c0 is the total normality, nii is the m olality of 
species i, X ;  is its equivalent fraction ,31 and the y , are 
the conventional activity coefficients.32

It appears that our anion peak corrections should be

quite independent of colum n-exchange characteristics 
and should only depend on the sea water com position  
and on the detector.

In Table I I I  we have used eq 4 and 5 to estimate the 
percentage increments, d In Xj, per 100-gV anion peak. 
The values o f (d In y Mg — 2 d  In 7 Na), etc., were esti
mated from  the concentration dependence of the mean 
activity  coefficients of chloride solutions at 25°, tabu
lated by  R obinson and Stokes , 33 by taking such quanti
ties as

A (3 In 7±.Mgci, — 2 In 7± ,Naci)/A  In c0

across the ionic strength interval 0 .3-0.6 . The quan
tity  d In Co =  0.25 X  10~4/;uV comes from  the detector 
sensitivity o f 40 m V /n eper .34 The value for d In X Ve, 
was obtained by  applying the constraint that

E d X i  =  £ X ; d In X i  =  0

From  the agreement in Table II I  betw een the mea
sured and calculated corrections it appears that the 
principal factors have been taken account of. Our 
theoretical characterization o f the anion front as a 
com position variation constrained to preserve equilib
rium with a cation colum n o f constant com position is 
borne out. The effect we see is mainly due to valence 
differences, an extra term d In c0 appearing in the ex
pressions for the divalent ions.

Sulfate Enrichment Correction. Changing the S 0 42~ /

(28) F . H elfferich  and  G . K lein , ref 9 , eq  3.18 and surrounding dis
cu ssion ; also p  60; also C h ap ter 4, S ection  V B .
(29) A ll o f  the  pulses are d elayed  som ew hat by  an u n k n ow n  flow  
vo lu m e  betw een  the sam ple va lv e  and the detector, b u t ou ts id e  'h e  
co lu m n  proper. T h u s the  ratio  o f  tw o  appearance tim es is a lw ays 
closer to  u n ity  than  it shou ld  be .
(30) F . H elfferich  and G . K lein , ref 9, eq  5.66 .
(31) 2Xi = SXj = 1 

cations anions
F ro m  T a b le  I  and sim ilar d a ta  fo r  a few  oth er m in or com p on en ts  w e 
estim ate  th e  approxim ate  values

X Na = 0.77271 
X Mg = 0.17619 
X Ca = 0.03395 
X K = 0.01686 
X 8r = 0.00029

Xci = 0.90134 
Xso, = 0.09332 
X Br = 0.00139 
Xhcos = 0.00384 
X f =  0.00011

(32) R . A . R ob in son  and  R . H . S tokes, "E le c tro ly te  S o lu tion s ,”  
2nd  ed, B utterw orths, L on d on , 1959, C h ap ter 2.
(33) See ref 32, A p pen d ix  8.10 .
(34) S tr ic tly  speak ing w e should  in clude a correction  to  th is num ber 
because som e o f  the an ion  peak signal is caused b y  the  co m p osit ion  
changes w e are stu dy in g  as w ell as b y  the in itia l n orm a lity  d iffe re n ce . 
H ow ev er these corrections can  be show n to  be  neg lig ib le  here.
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Table IV: Sulfate Effects Deduced from Sulfate Enrichment Corrections“

(d In X-,/d In Asodi)"
Ion v = Fa >7 == Co

Na -0.032 ± 0.005 -0.018 ± 0.005
K + 0.008 ± 0.005 + 0.018 ± 0.011
Mg +0.11 ± 0.02 + 0.06 ± 0.02
Ca + 0.12 ± 0.03 + 0.05 ± 0.03

/— Fraction of ion in sulfate ion pair——>

These

Garrels- 
Thompson 
sea water

,  = r measurements model

-0.011 ±  0.005 + 0.007 ±  0.005 0.012
+ 0.02 ±0.02 + 0.04 ±0.02 0.01
+ 0.03 ±0.03 + 0.11 ±0.03 0.11
+ 0.02 ±0.03 + 0.10 ±0.03 0.08

“ Sulfate corrections from the first set of calibrations are considered unreliable and are not included in these averages.

C l-  ratio in the sample necessitates the corrections 
indicated in the first colum n of Table II . As with the 
anion peak effects these corrections must correspond to 
actual cation com position changes which occur in the 
initial anion front. Again these must be o f such a 
nature as to preserve the exchange equilibrium without 
altering the com position of the stationary phase.

The nature of our calibration procedure is such that 
these sulfate enrichment corrections, estimated at zero 
anion peak V A, are of the form

(d In X  Jb  In X so ,),,A_u

subject, o f course, to the column equilibrium constraint. 
T o  obtain therm odynam ic quantities independent of 
our detector we need to estimate the related expres
sions

(5 In Z i / d  In X SOl) ,  =  (£> In X J b  In X So,)FA +

(d In X i /d lA O ^ J d T V c )  In X s o ,) , (6 )

where y could be the norm ality c0 or the ionic strength T.
The coefficients (d In X j/d F A )x a0i are just the anion 

peak corrections previously discussed. The detector 
sensitivities (d F A/c) In A  sod , subject to the equi
librium constraint, have not been measured. However, 
Gieskes19 studied the effects of chemical variations on 
the emf o f a membrane cell chemically identical with 
ours. From  his results we estimate the quantities 
(d F A/d  In Xi)co, unconstrained, which are com bined 
with the measured quantities (d In Xi/d In X So() FA 
and with the detector sensitivity to give us (d In c0/  
In X S0<) FA. Since, as assumed earlier, the quantity 
(dVA/d In c0)x SOi is not significantly different from  
40 m V  even when the equilibrium constraint is ap
plied, we are able to deduce

(£> F A/d  In X so\  =  - 3 . 3  mV

In  a similar fashion we estimate (d F A/d  In X So ,)r =  
— 5.0 mV. Using these values we obtain the estimates 
shown in Table IV.

A t constant norm ality the term  d In c0 drops out o f 
eq 5 and the equilibrium constraint becom es

d In 7 me — 2 d In tn* =

— (d In Xug — 2 d In X Na) etc.

Therefore we obtain

[d (In 7 K -  In 7 Na)/d In X so .L , =  -0 .0 3 7  ±  0.011

[d (In 7 m6 — 2 In 7 Na) /d  In X SO<L0 =  —0.09 ±  0.02

[d (In 7ca — 2 In 7 Na)/d In X so .L , =  —0.09 ±  0.03

[d (In 7 ca — In 7 ME) /d  In X so ,L 0 =  + 0 .0 0  ±  0.03

all at a total norm ality o f 0.48 equ iv /kg .
In order to estimate the activity coefficients o f various 

species in sea water Garrels and Thom pson devised a 
simple self-consistent model in which the am ount of ion 
pairing was determined b y  the activities o f free ions 
while the activity coefficients for the free ions depended 
on the total ionic strength in the same fashion as in pure 
solutions without association .36 A ccording to this 
model, then, at constant ionic strength F there should 
be no changes in the activity coefficients of free ions .36

W hen these assumptions are applied to our system  at 
constant F the equilibrium constraint becom es

d In [M g2 + ] =  d In [Ca2+] =

2 d In [N a+] =  2 d In [K +] (4a)

Com bining this with the mass action equilibria for the 
ion pairing with sulfate we obtain

d In X Na +  d In c0 =  d In [N a+] +-

([N a S 0 4-] /N a to u i) d in  [S 042- ]

d In X Mg +  d In c0 =  2 d In [N a+] +

( [M gS 0 4]/Mgtotai) d In [S 042- ]  etc. (7a)

plus

d In X S0( +  d In c0 =  d In [S042- ]  +  Qso, d In [N a+] 

where

(35) R . M . G arrels and M . E . T h om p son , A m er. J . S ci., 260 , 57 
(1962).

(36) T h e  w ell-dem on strated  existence o f  H arned  a  coefficien ts , even  
in non associating  solutions, underlines the  roughness o f  th is a p 
prox im ation , ref 32, C h ap ter 15.
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Qso, =  ([N a S 0 4- ]  +  2 [M g S 0 4] +
2 [C aS 04] +  [K S 0 4- ] ) / S 0 4 total (7b)

Using the percentages of sulfate ion pairing calcu
lated by  Garrels and Thom pson we estimate that at 
constant r  the quantities d  In X S0(, d In [S 042 - ], 
d In [N a+ ], and d In c0 should be in the proportions 
1 /1 .0 0 /(—0 .0 6 1 ) /(—0.043). Our sea water is only 
3/ 4 as concentrated as the sea water for which their 
model was constructed, but these particular numbers are 
relatively insensitive to the assumed amounts of ion 
pairing: with no pairing at all we would have the pro
portions l / 0 .9 6 / ( —0 .0 3 2 ) /(—0.038). Consequently we 
com m it no serious error if we insert the values d In 
[S 042~] =  1.00 , d In [N a+] =  —0.06, and d In c0 =  
— 0.04, along with the estimated values o f (d In X ;/d  In 
X So,)r , into eq 7a to obtain estimates of the propor
tions of the various cations com bined as the sulfates. 
Thus

[M gS04]/M gtotai =  (d In X Mg +  d In c0 -

2 d In [N a + ])/d  In [S042 - ] 

^  (0.03 -  0.04 +  0 .12)/1 .00  

^  + 0.11

These calculated values for the degrees of ion pairing 
based on our measurements are com pared in Table IV 
with the predictions of the G arrels-Thom pson model. 
There is surprising agreement although we find K +  to 
be somewhat more strongly paired with S 0 42 - (he., 
showing a more rapid decline in activity coefficients 
when S 0 42 - is added) than the model predicts. This 
discrepancy does not arise from  our approximations 
since these affect K +  and N a+ equally, but can be 
traced back to the original calibrations in Table II.

A  number of workers have tested the Garrels- 
Thom pson m odel and have found evidence for ion 
pairing of M g 2+ to about the extent predicted by  the 
m odel.37-42

Published estimates range from  3 % 37a to 4 0 % ,37b with 
most values running about 10% . Ultrasonic absorp
tion results demonstrate the existence of M g S 0 4 as a 
distinct species with a finite dissociation rate, amount
ing to about 9 %  o f total M g 2+.40

The percentage o f C a2+ ion tied up by  ion pairing, 
presumably m ostly as the sulfate, has been estimated 
by Thom pson as 16% , from  em f measurements with 
a calcium-selective electrode .43 Kester and Pytkow -

D ifference Chromatography of Sea Water

icz44 recalculated the am ount o f C a2+ in the sulfate 
ion pair as 10.8 ±  0 .5% .

So far as we know experimental comparisons with 
the model predictions involving K +  have not been pre
viously published.

Conclusion
W e conclude that the characteristic behavior of the 

difference chromatograph agrees in all particulars with 
the theory of coherent fronts developed by  Helfferich 
and elaborated by  Helfferich and Klein. T o  the extent 
that therm odynam ic properties o f sea water are in
volved  in our work the coherent front theory implies 
values which are consistent with the previously con
firmed predictions o f the G arrels-Thom pson model of 
sea water.
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Dynamics of the Reactions of 0 2+ with H2 and D2
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Inorganic M ateria ls  Research D iv ision  o f  the Law rence R adiation  Laboratory and Departm ent o f  Chem istry, 
U niversity  o f  C alifornia, B erkeley , C aliforn ia  94707  (R eceived D ecem ber S I, 1970)
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Velocity vector distributions of the ionic products of the reactions 02+(H2,H)H0 2+, 02+(H2,0 H)0 H+, 0 2+- 
(H2,0 )H 20 +, 0 2+(D2,0 ) 0 + as well as nonreactively scattered 0 2+ are reported for several initial relative kinetic 
energies of collision. For relative energies below 5 eV, the distributions of H 02+, 0 H +, and H20 + all show 
the forward-backward symmetry characteristic of a reaction mechanism which involves a persistent H20 2+ 
collision complex. At higher initial relative energies, a transition to direct or impulsive reaction mechanism 
is observed. The 0 +  product appears to be formed by a direct interaction mechanism at all energies at which 
it can be detected. The distributions of nonreactively scattered 0 2+ give evidence of both direct and com
plex scattering mechanisms. The behavior of the system is qualitatively consistent with predictions based 
on the known major features of the potential energy surface.

As reported in a series of recent publications, 1_~4 this 
laboratory has investigated the dynam ics of exothermic 
ion-m olecule reactions in which a hydrogen or deute
rium atom  is transferred from  the neutral target to the 
projectile ion such as A r+  or N 2+. These reactions 
typically have large total cross sections, and the product 
ion velocity  vector distributions in the center-of-mass 
system  are strongly peaked in the original direction of 
the projectile ion beam. R ebound scattering o f the 
product through barycentric angles as large as 180° 
is observed, and at initial relative energies above 4 eV, 
the contribution of this process is nearly as great as 
that of the small angle stripping process.

It  seemed clear to us that an entirely different dynam 
ical behavior might be found in endothermic ion -m ole
cule reactions, particularly those in which the inter
mediate collision com plex had a substantial potential 
energy minimum with respect to both reactants and 
products. The reactions 1 -4  all satisfy these criteria,

o 2+ (2n g) +  H 2 — >  H 0 2+ +  H

AH° =  1.96 eV  (1)

— >  O H + +  OH

AH° =  1.87 (2)

— ► H 20 +  +  0

AH° =  0.66 (3)

— ► o +  +  h 2o

AH° =  1.66 (4)

and can be conveniently explored with our ion beam ap
paratus. Accordingly, we undertook investigations of 
reactions 1-4 and certain o f their isotopic variations, 
and report the results here. Preliminary com m unica
tions on this system have already appeared .6-6

Experimental Section
The instrument used in this work has been described 

in detail previously .2 I t  consists o f a magnetic mass 
spectrom eter for preparation of a collimated beam  of 
prim ary ions of known energy, a scattering cell to con
tain the target gas, and an ion detection train made up 
o f an electrostatic energy analyzer, a quadrupole mass 
spectrom eter, and an ion counter. The detector com 
ponents and the exit slit of the scattering cell are 
m ounted on a rotatable lid, which permits the intensity 
of scattered ions to be measured at various angles and 
energies.

The prim ary ions were extracted from  a m icrowave 
discharge through oxygen. Because o f the low electron 
temperature ( ~ 5  eV) that is characteristic of these dis
charges, relatively few electrons have energies greatly 
in excess o f 10 eV. Consequently, most o f the ioniza
tion is produced by  electrons which have energies which 
are not much greater than the ionization energy o f the 
gas (12.2 eV ), and the number of metastable excited 
ions such as 0 2+ (4IIu), which requires 16 eV to be pro
duced, is much smaller in a microwave discharge than 
in a conventional 50 eV electron im pact source.

Beam  attenuation experiments of the type described 
b y  Turner, et al.,7 showed that the mom entum  analyzed

(1) W . R . G en try , E . A . G islason, Y .  T . Lee, B . H . M ah an , and 
C . W . T sa o , D iscuss. Faraday Soc., 44, 137 (1967).
(2) W . R . G en try , E . A . G islason, B . H . M ahan , and C . W . T sa o , 
J . Chem . P h ys ., 49 , 3058 (1968).
(3) E . A . G islason, B . H . M ahan, C . W . T sao, and A . S . W erner, 
ib id ., 50 , 142 (1969).
(4) M . C hiang, E . A . G islason, B . H . M ahan , C . W . T sa o , and 
A . S . W erner, ibid., 52, 2698 (1970).
(5) E . A . G islason, B . H . M ahan , C . W . T sao , and  A . S. W erner, 
ibid., 50 , 5418 (1969).
(6) M . C hiang, E . A . G islason, B . H . M ahan , C . W . T sa o , and 
A . S . W erner, ibid., 53, 3752 (1970).
(7) B . R . T urner, J . A . R u th erford , and D . M . J. C om p ton , ibid., 
4 8 , 1602 (1968).
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0 2+ beam contained less than 3 %  excited metastable 
ions. The vibrational excitation o f the ions in the 2n g 
ground state o f 0 2+ is not known, but Franck-C ondon 
factors8 suggest that most molecules are in the excited 
vibrational levels 1-5, with the average vibrational 
energy being approximately 0.3 eV. This is probably 
a realistic upper limit to the vibrational energy o f 0 2+, 
since we estimate that the ions undergo at least one and 
perhaps as many as 50 collisions with 0 2 in this rela
tively high pressure (20-50 n) source before being ex
tracted from  the plasma. Measurements of the ki
netic energy threshold for the reaction and dissociation 
o f 0 2+ also suggested that the ions have approximately 
0.3 eV internal energy.

Our experimental results are presented in the form  
of contour maps2 o f the specific intensity, I(9,u), or the 
intensity o f ions per unit velocity  space volum e normal
ized to unit beam  strength, scattering gas density, and 
collision volume. A  polar coordinate system is used, 
with the radial coordinate u representing the speed of 
the ion relative to the center of mass of the target- 
projectile system, and the angular coordinate 6 mea
sured with respect to the original direction of the pro
jectile ion beam. The specific intensity is normalized 
so that

j »n /»a>
sin 9 d0 I u2I(d,u)du 

o Jo

is always proportional to the true total cross section <r.
W hile the original experimental points are not usually 

shown on the intensity contour maps, each map is 
generated from  10-20  scans o f the laboratory energy 
and angular distributions, in each of which 10-20  in
tensity measurements are made. For the more com 
plicated intensity distributions, even more data are 
collected. A ll o f the contour maps show circles of 
constant Q, the difference between the final and initial 
relative translational energies. Assuming ground-state 
reactants we can write

Q =  V W ) 2 -  72M<72 =  -A E o °  -  U' +  U

where AE0° is the energy change for reactants and prod
ucts in their ground states, and U and V  are the inter
nal excitation energies of reactants and products, re
spectively.

Results and Discussion

In  analyzing the experimental results, it is helpful to 
consult Table I, which lists the enthalpy changes9 for 
form ing various products and the intermediate H 20 2+ 
from  ground state 0 2+ and H 2. It  is clear that all 
possible reactions are endothermic, and that the colli
sion com plex H 20 2+ represents a substantial potential 
energy minimum. It must be borne in mind, however, 
that while the energies of the separated products and 
reactants are known, there is very little inform ation 
available about potential energy barriers which may

Dynamics of the R eactions of 0 2+ with H2 and D2 1427

Table I : Enthalpies and Appearance Potentials

AHq° , eV“ Fapp, eV&

H20 2+ -2 .3 8 10.92 ±  0.05
H +  H02 + 1.96 15.36 ±  0.05
H +  H +  ( V 4.47
OH + +  OH 1.87 15.35 ±  0.1
OH+ +  O +  H 6.26
H20  + +  O 0.66 14.09 ±  0.1
H20  +  0  + 1.66
H2 +  O +  0+ 6.78
H2+ +  0 2 3.37
h 2 +  0 2+ 0 15.8 ± 0 . 5

Enthalpy for forming specified products from 0 2+ and H2.
6 Appearance potential for products from ionization of H20 2+.

lie between reactants and various products. Such 
barriers o f course could profoundly affect the reaction 
dynamics. The appearance potentials o f the various 
ions form ed from  H 20 2 b y  electron im pact do indicate 
the magnitudes o f potential barriers which lie between 
H 20 2+ and its various decom position products. A c
cordingly, the appearance potentials measured by  
Foner and H udson10 are listed in Table I.

W e now shall present the results and discussion 
successively for each channel proceeding approxim ately 
in increasing order o f com plication.

A .  0 2+ +  D 2 ~ *  0 +  +  O T  D<i. Figure 1 shows the 
intensity distribution o f 0 + produced by  the collisional 
dissociation of 0 2+ b y  D 2 at an initial relative energy 
o f 11.2 eV. T he distribution is asym m etric about the 
± 9 0 °  line in the barycentric system. This clearly 
shows that the dissociation occurs by  a direct or short
lived collisional interaction. In  addition, the 0 +  in
tensity peaks at a velocity  which is very nearly equal to 
the velocity  of the original 0 2+ projectile. This indi
cates that in the most probable collision process, one 
o f the atoms o f the projectile is only slightly disturbed 
by  the dissociation, and proceeds on as 0 + at nearly the 
velocity  of the original projectile.

In  interpreting Figure 1 and other maps o f the specific 
intensity, it must be kept in mind that the contribution 
of scattering out of the plane o f the beam  and detector 
is not included. T o  take account of the products scat
tered out-of-plane, one could m ultiply each specific 
intensity b y  sin 6, where 9 is the barycentric scattering 
angle. This would rem ove the intensity maximum 
from  0 =  0 and place it at some greater angle in the 
forward scattering hemisphere. In  a strict sense, in
clusion o f the sin 6 factor is inappropriate and can be 
somewhat misleading if the apparatus resolution is

(8) R . W . N ich ols, P roc. P h ys. Soc. L ondon  (At .  M ol. P h y s .), 1, 
1192 (1968).
(9) J. L . Franklin , et al., “ Ion iza tion  P otentia ls , A p pea ra n ce  P oten 
tials, and H eats  o f  F orm a tion  o f  G aseous P o s it iv e  Io n s ,”  N S R D S - 
N B S  26, 1969.
(10) S. N . F on er and R . L . H u d son , J . Chem . P h y s ., 3 6 ,2 6 7 6  (1 96 2 ).

The Journal o f  P hysica l Chem istry, Vol. 75, N o . 10, 1971



1428 Chiang, Gislason, M ahan, T sao, and W erner

Figure 1. A contour map of the specific intensity of 0 + from 
0 2+ -D 2 collisions at an initial relative energy of 11.2 eV. The 
radial coordinate is the speed of O + relative to the center of 
mass, and the angular coordinate is the center-of-mass system 
scattering angle, measured relative to the direction of the 0 2 + 
beam. The circle labeled Q  — —6.5 is located assuming the 
D 2 and neutral O products retreat from  0 + with no kinetic 
energy relative to each other.

relatively poor, as is true for the case at hand. Conse
quently, we om it this factor in the maps presented here. 
H owever, a map which includes the sin 6 factor still 
leads to the conclusion that the free 0 + ion has, in the 
dissociation process, been subject to the finite but rela
tively small forces which produce forward scattering.

Figure 2 shows that when the D 2 target is replaced by  
He, a very similar distribution of 0 +  results. In  an
other paper,11 we have reported extensive measurements 
of the dissociation of 0 2+, N 0 + , N 2+, and N 20 +  by  
collision with helium. Our conclusion from  that work 
was that these dissociations occur principally b y  a ver
sion of the stripping process in which the target atom 
collides with one o f the atoms of the projectile and 
breaks the projectile bond either adiabatically or 
through excitation to a weakly bound or slightly re
pulsive electronic state. The other projectile atom, 
which is ultimately detected as 0 +, is thus subject only 
to relatively weak forces and proceeds at nearly its 
original velocity  throughout the dissociation. The 
great similarity between Figures 1 and 2 suggests that 
the dissociation o f 0 2+ b y  collision with D 2 proceeds in 
a similar manner.

In an experiment in which 0 2+ collided with D 2 at
5.55 eV relative energy, no 0 +  was observed, despite 
the fact that only 1.6 eV is required to form  D 20  and 
0 +. Thus, aside from  our observation that the total 
cross section for dissociation o f 0 2+ b y  D 2 is larger than 
for dissociation by  H e at the same relative energy, we 
have no evidence that either the existence of a long- 
lived D 20 2+ com plex or the possibility o f form ing D 20

Figure 2. A contour map of the specific intensity of 0 + from  
0 2+-H e  collisions at 11.1 eV relative energy. The intensities 
are directly comparable to those in Figure 1.

scattered from  D 2 at 3.91 eV relative energy. The circle 
marked Q  =  0 is the locus of elastic scattering. Points 
closer to the origin correspond to negative Q  values 
and hence inelastic scattering.

product has any influence on the dynam ics o f the disso
ciation process. It  seems of considerable interest that 
the dissociation occurs b y  a direct interaction with D 2, 
for we shall see that the other reaction channels in this 
system  are strongly affected b y  the potential energy 
minimum which corresponds to D 20 2+.

B. 0 2+ +  D2 —>■ 0 2+ +  (Z)2). The nonreactive 
scattering o f 0 2+ by  D 2 depends in an interesting man-

(11) M . H . C heng, M . C hiang, E . A . G islason, 3 .  H . M a h a n , C . W . 
T sao , and A . S. W erner, J . Chem . P h ys., 52 , 5518 (1970).
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Figure 4. A contour map of the specific intensity of the 0 2 + 
scattered by He at an initial relative energy of 5.55 eV. The 
small circles locate the actual intensity maxima found in each 
energy and angular sweep through the scattering pattern.

ner on the scattering angle and the relative energy of 
collision. Figure 3 shows that when the initial relative 
energy is 3.91 eV, there is considerable small-angle 
scattering which is elastic within experimental uncer
tainty. As the angle increases past 60°, the scattered 
intensity greatly decreases and the intensity maxima 
lie in regions for which Q, the difference between the 
final and initial relative kinetic energies, is increasingly 
negative. Thus the scattering which produces this 
outer ridge becomes progressively more inelastic as the 
scattering angle increases. The monotonic evolution of 
this ridge from high intensity elastic scattering at small 
angles to lower intensity inelastic scattering at large 
angles suggests that the entire ridge is caused by direct 
interaction processes which occur in moderate to large 
impact parameter collisions.

This direct interaction mechanism seems to be con
siderably attenuated at angles greater than 135°, where 
the intensity ridge disappears. Apparently, the small 
impact parameter collisions which would be expected to 
contribute to scattering in this very large angle region 
in fact lead to chemical reaction or inelastic scattering 
with a broad distribution of internal excitations. There 
is also a substantial scattered intensity of 0 2+ at or near 
to the center of mass velocity. This indicates that a 
considerable fraction of the collisions are very inelastic, 
and leave the 0 2+ and D 2 sharing up to 3.91 eV as in
ternal excitation energy.

In  analyzing scattering from a reactive target, it is 
often very enlightening to compare it to the scattering

1429

Figure 5. The distribution of the specific intensity of 0 2 + 
scattered from D2 at 5.57 eV relative energy. Note the smaller 
intensity near 180° and Q = 0, in comparison with Figure 4.

of the same projectile from an inert target of the same 
mass. In  Figure 4 we show the intensity of 0 2+ scat
tered from a helium target at 5.55 eV initial relative 
energy. A t angles greater than 90° the scattering be
comes increasingly inelastic as the angle increases. 
A t 180°, the most probable value of Q is —1.5 eV. 
In  another paper12 we have reported more extensive 
measurements of inelastic scattering in this and other 
such nonreactive systems, and have successfully inter
preted the scattering in terms of classical theories of 
vibrational excitation. Thus Figure 4 represents the 
vibrational excitation of 0 2+ that can be expected from 
collisions in which the interaction is of the direct, non
chemical type.

Figure 4 should be compared with Figure 5, which 
shows 0 2+ scattered from D 2 at 5.57 eV initial relative 
energy. In  the 0 2+ -D 2 system, virtually all the 0 2+ 
at large angles has been scattered very inelastically. 
In  fact, the back-scattering of greatest intensity lies 
very close to the center-of-mass velocity, and therefore 
involves collisions in which nearly 5.57 eV is shared as 
internal excitation of 0 2+ and D 2, or is used to disso
ciate D 2.

The fact that the inelasticities found for the 0 2+-  
D 2 and 0 2+-H e  systems differ greatly is consistent 
with the existence of a collision complex D 20 2+ in which 
the atoms interact through strong chemical forces. 
However, the data for nonreactive scattering do not, by 
themselves, prove that this complex is necessarily long- 
lived. For example,2'4 in the systems N 2+- D 2 and

(12) M. H. Cheng, M. Chiang, E. A. Gislason, B. H. Mahan, C. W. 
Tsao, and A. S. Werner, J. Chem. Phys., 52, 6150 (1970).
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Figure 6. The distribution of the specific intensity of 0 2 + 
scattered from D2 at 11.1 eV relative energy. The small circles 
locate intensity maxima as in Figure 4. The circle marked Q =
= —6.48 is the approximate locus of scattered 0 2 + excited to 
nearly its dissociation limit (6.8 eV), while the Q =  —9.9 eV 
circle locates 0 2+ which has excited D2 vertically to its 
dissociative 32u state. The cross at the inelastic peak is 
the velocity which D02 + formed by the spectator stripping 
process would have.

A r+ -D 2 which involve reaction by direct, short-lived 
interaction, the N 2+ that does not react is scattered very 
inelastically, while the unreacted Ar+ shows only very 
small inelasticity. On the basis of our experience, it 
appears that the existence of strong chemical interac
tions does not necessarily lead to nonreactive collisions 
of great inelasticity. However, inelasticity which is 
substantially greater than that predicted by classical 
vibrational energy transfer theory does indicate either 
electronic excitation or strong coupling of the nuclear 
motions through valence forces.

When the initial relative energy of 0 2+ and D 2 exceeds 
6 eV, the intensity distribution of the scattered 0 2+ 
shows a secondary maximum in the small angle inelas
tic region. Figure 6 shows that when the initial relative 
energy is 11.1 eV, this feature has developed into a 
fairly well-defined intensity ridge (see the ellipse of 
intensity 50 K ). The asymmetry of this feature about 
the ±90° line makes it seem very unlikely that it is 
connected with the existence of a long-lived collision 
complex. I t  also seems unlikely that the cause of this 
ridge is vibrational excitation of the collision partners 
by direct interaction, since we should expect large- 
rather than small-angle scattering, and a broad, rather 
than well-defined range of inelasticities from such a 
process. Much the same argument eliminates simple 
adiabatic one-step or knock-on collisional dissociation 
of D 2 as a likely origin of this scattering.

The inelastic feature in Figure 6 resembles the one 
which we found2 in the nonreactive scattering of N 2+

by D 2. From a determination of the energy threshold 
for the N 2+- D 2 inelastic process, we concluded that it 
arose principally from the excitation of D 2 to its lowest 
32 u state by grazing collisions. A similar finding was 
made3 in the N 2+ -C D 4 system, and was rationalized in 
a similar manner. The same explanation may in fact 
be valid for the inelastic feature in the 0 2+ -D 2 system. 
However, the existence in this system of large amounts 
of elastic and inelastic scattering which cannot be 
unequivocally separated from the inelastic ridge makes 
it impossible for us to determine a partial cross section 
and energy threshold for this feature, and thereby to 
test the electronic excitation hypothesis thoroughly.

Another possible explanation for the inelastic peak is 
that it  arises from the dissociation of D 0 2+ molecules 
which are formed by a stripping-type process2 and 
have internal energies in excess of the 2.6 eV dissocia
tion energy of the D - 0 2+ bond. I t  can be easily dem
onstrated that the internal energy U ' of D 0 2+ formed 
by the spectator stripping process is given by

U ' =  E & -  AEo°

where E & is the energy of the projectile 0 2+ relative to 
the atom  abstracted. The excitation energy of any 
D 0 2+ formed by spectator stripping thus rises linearly 
with the projectile energy until U ' equals 2.6 eV. A t 
this point (a relative energy of 8.6 eV for 0 2+- D 2) any 
D 0 2+ formed by spectator stripping becomes unstable 
with respect to dissociation to 0 2+ and D . The result
ing 0 2+ should have a velocity approximately equal 
to that calculated for D 0 2+ formed by spectator strip
ping.

The well-defined inelastic peak or ridge in Figure 6 
first makes its appearance at approximately 8 eV initial 
relative energy, quite close to the value of 8.6 eV pre
dicted from the spectator stripping. These observa
tions strongly suggest that, at least at relative energies 
above 8 eV, some or all of the small angle inelastic 
feature may represent collisional dissociation of D 2 
by 0 2+ through the spectator stripping mechanism. 
However, careful examination of Figures 3 and 5 shows 
that at energies below 8.6 eV, there is important, if not 
particularly well-defined inelastic scattering in the small 
angle region. Experiments with H 2 targets also show 
this feature. Since the dissociative stripping mecha
nism cannot operate in this low-energy regime, we are 
inclined to attribute these small-angle inelastic features 
to electronic excitation of H 2 to the 32 u state. Thus 
there is evidence for dissociation of D 2 both by elec
tronic excitation and the dissociative stripping process, 
and it seems likely that both occur at relative collision 
energies above 8.6 eV.

C. 0 2+ +  Z)2 -*■ Z)02+ -f- D . In  a preliminary com
munication,6 we have briefly summarized our findings 
for this reaction. A t low relative energies of collision 
(< 5  eV) the D 0 2+ product (or H 0 2+ from 0 2+ -H 2 
collisions) has a very nearly isotropic specific intensity
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from C>2+-D 2 collisions at a relative energy of 3.86 eV. The 
circle marked Q = — 2 eV is the locus of the maximum product 
velocity, assuming no motion of the target gas, no beam energy 
and angular spread, and infinite detector resolution.

distribution in the center-of-mass system. This is 
illustrated in Figure 7, which is typical of several of the 
maps which we have determined in this low-energy 
regime. The isotropy indicates the occurrence of a 
long-lived collision complex of relatively small total 
angular momentum and large internal energy per vi
brational and rotational mode. The small total cross 
section (~ 2  A 2) and large bonding energy (2.4 eV) 
with respect to D 2 and 0 2+ are consistent with such a 
deduction.

Another factor that may contribute substantially to 
the isotropy is the rotational angular momentum of the 
0 2+ drawn from the microwave discharge. While the 
temperature of the discharged gas was not measured, it 
could easily be 400° K , which would correspond to a 
most probable J  of 9 for 0 2+. The plane of rotation, 
and thus the angular momentum vector of 0 2+, is ran
domly oriented with respect to the 0 2+- D 2 relative 
velocity vector. Therefore, rotation of 0 2+ is a factor 
which tends to randomize the relation between the 
initial relative velocity vector and the total angular 
momentum vector or orientation of the complex, and 
thus tends to produce an isotropic product distribution.

In  investigations of 0 2+-H D  collisions,8’6 we have 
found that at low initial relative energies, both H 0 2+ 
and D 0 2+ are distributed isotropically in the center 
of mass system, and that the intensity of D 0 2+ exceeds 
that of H 0 2+ by as much as a factor of 8. These re
sults constitute further evidence that the 0 2+(D 2,D )- 
D 0 2+ reaction proceeds by a long-lived collision com
plex at these lower relative kinetic energies. The

prevalence of D 0 2+ over H 0 2+ is the opposite of the 
isotope effect that we found for reactions which proceed 
by a direct interaction mechanism. Because D 0 2+ has 
a lower zero-point energy and higher density of states 
than does H 0 2+, the isotope effect expected from the 
statistical decay of a long-lived H D 0 2+ collision com
plex should favor formation of D 0 2+ over H 0 2+, as is 
observed in the experiments.

In  an attempt to determine whether there is an ac
tivation energy barrier which exceeds the endothermic- 
ity  of 1.96 eV, we studied the 0 2+(H 2,H )H 0 2+ reaction 
down to initial relative energies of 1.47 eV. While the 
relative reaction cross section decreased as the relative 
energy was lowered past 2.0 eV, considerable product 
intensity remained even when the nominal initial 
relative energy was as low as 1.47 eV. In  view of the 
uncertainty of ±0.20 eV in the initial relative energy 
due to target gas motion and ion beam energy spread, 
and the estimated 0.3 eV vibrational excitation of the 
0 2+, it is not surprising that a reaction threshold was 
not observed at 1.96 eV, nor even in the 1.47-eV experi
ment. Diminished beam intensities prevented signifi
cant experiments at lower energies. However, it 
seems clear that if there is an activation barrier for the 
0 2+(H 2,H )H 0 2+ reaction, its height is not significantly 
in excess of 2.1 eV. These experiments also indicate 
that the barrier for form ation  of the H 20 2+ complex from 
0 2+ and H 2 is not significantly greater than 2.1 eV. 
On the other hand, if all products are formed by de
composition of an H 20 2+ complex, the fact that signifi
cant products are formed at all suggests that the bar
rier for formation of the complex from reactants is not 
much lower than the endothermicity for formation of 
H 0 2+ or OH+. I f  this were not so, most complexes 
would simply redissociate to reactants over the low 
barrier between reactants and complex. The picture 
that emerges then is that the barrier for formation of 
the H 20 2+ complex with a hydrogen peroxide structure 
from 0 2+ and H 2 is comparable in height with the energy 
plateau which represents H 0 2+ product formation.

Support for this conclusion is found in the work of 
Foner and Hudson10 on the mass spectrometry of H 20 2. 
These authors found that the appearance potential of 
0 2+ and H 2 from H 20 2 is 15.8 ± 0.5 eV, whereas the 
thermodynamic minimum energy required for this 
change is 13.42 eV. Therefore, 0 2+ +  H 2 are formed 
from H 20 2+ with internal or kinetic energy amounting 
to 2.4 ± 0.5 eV. This means there is a 2.4 ± 0.5 eV 
barrier for forming H 20 2+ from 0 2+ and H 2, which is 
consistent with our earlier conclusion.

Figures 8-10 show that as the initial relative kinetic 
energy is increased above 5 eV, the angular distribution 
of D 0 2+ loses its isotropy, and acquires an intensity 
maximum in the forward scattering region. The for
ward peaking increases in relative importance with 
increasing energy. These distributions of D 0 2+ found 
in high-energy experiments are qualitatively similar
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Figure 8. A contour map of the specific intensity of D02+ 
from the 0 2+-D 2 reaction at 5.47 eV initial relative energy. 
The circles marked Q =  — 2 and —4.75 eV are, respectively, 
the velocity limits for products with the minimum and 
maximum allowable internal excitation. The cross marks the 
velocity of D02 + formed by the spectator stripping process.

Figure 9. A contour map of the specific intensity of D02 + 
from the 0 2+-D 2 reaction at 8.34 eV initial relative energy.
The cross locates the velocity of D02+ formed by the spectator 
stripping process.

but clearly broader than the product distributions from 
the A r+ (D *,D )A rD  + and N 2+(D 2,D )N 2D +  reactions.2'4 
Thus the D 0 2+ distributions indicate that as the initial 
relative energy is increased, the lifetime of the D 20 2+

small, and rather broadly distributed about the spectator 
stripping velocity, which is marked by a cross.

collision complex decreases to less than one full rota
tional period, and the reaction mechanism tends to
ward the direct or impulsive types of interaction.

The reaction 0 2+(D 2,D )D 0 2+ has recently been in
vestigated by Ding and Henglein,13 who determined the 
translational energy spectrum of D 0 2+ in the primary 
beam direction without angular intensity measure
ments. The 0 2+ was prepared by impact of 100-eV 
electrons in a conventional mass spectrometer source, 
and contained substantial amounts of the metastable 
4n u state of 0 2+. Ding and Henglein were able to 
separate the effects of this excited state from the reac
tions of ground-state 0 2+, and showed that below 4 eV 
relative energy the reaction of ground-state 0 2+ pro
duced D 0 2+ moving at the velocity of the center of 
mass, as would be expected from the decay of a long- 
lived complex. When the initial relative energy was 
above 5 eV, the maximum intensity of D 0 2+ fell at 
velocities greater than that of the center of mass, and 
with increasing initial energy eventually reached the 
value expected from the ideal stripping process. A  
threshold for production of D 0 2+ from ground-state 
0 2+ was found at approximately 1.9 eV relative energy. 
In  view of our failure to observe a sharp threshold for 
this reaction, this finding of Ding and Henglein is 
somewhat surprising. In  other respects, however, the 
two investigations are nicely consistent in the regions 
in which they overlap.

The qualitative reason for the change in reaction 
mechanism with increasing relative kinetic energy is 
clear from unimolecular reaction rate theory. The

(13) A. Ding and A. Henglein, Ber. Bunsenges. Phys. Chem., 73. 562 
(1969).
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lifetime of the collision complex is determined by its 
total internal energy as compared with the minimum 
amount needed to decompose, and by the total number 
of internal modes which share the total energy. The 
simplest expression for the lifetime r  of the collision 
complex is that derived from the Rice-Ramsperger- 
Kassel theory,14 which treats the energized molecule 
as a collection of s degenerate oscillators of frequency v

r  =  (1 / v )[E / (E  -  E 0) } ° - '

Here E  is the total internal energy and E 0 is the mini
mum energy needed for decomposition. Because of 
failures of the assumptions of the model, this expression 
can give lifetimes which are incorrect by orders of 
magnitude, and therefore should not be used for quan
titative calculations of r. However, the formula does 
correctly indicate the important quantitative trends 
that t decreases as the internal energy E  increases, 
and the molecular complexity decreases.

In  order to calculate the lifetime of the D 20 2+ col
lision complex quantitatively, we used the R R K M  
theory14 of unimolecular decomposition. The vibra
tion frequencies for D 20 2+ were estimated by analogy 
to those of D 20 2, with allowance for the increased 0 - 0  
bond strength in D 20 2+. The vibrational energy level 
densities were evaluated by the method of Whitten 
and Rabinovitch.15 The total internal energy of the 
complex was set equal to the sum of the initial relative 
kinetic energy and the binding energy of reactants, 
plus 0.6 eV to allow for the vibrational energy of 0 2+. 
The maximum inpact parameter for reaction was 
evaluated from the approximate cross section for D 0 2+ 
formation, and from this, the reduced mass, and the 
initial relative velocity, the maximum angular momen
tum was calculated.

In  Table I I  we give a comparison between the lifetime

D ynamics of the R eactions of 0 2+ with H2 and D2

Table II : Lifetimes for the D20 2+ Collision Complex

•Brel, eV Scaled,° Sec Trot..6 Bee rrot .C/ Tflin

3.86 4.7 X IO“13 1.4 X IO“13 >5
5.47 1.1 X io -13 1.2 X IO-13 ~1
8.3 3.5 X IO“14 0.9 X IO“13 <0.3

° Calculated using RRKM theory with all channels. b Calcu
lated assuming that the total orbital angular momentum appears 
as rotation about a nonunique axis. c Estimated using the fall- 
off function of ref 16.

of the complex with respect to dissociation to D 0 2+ and 
D  as calculated using R R K M  theory, and the “experi
mental” lifetime. The possibility of the complex de
composing to 0 2+ +  D 2, D 0 2+ +  D , O D + +  OD, and 
D 20  + +  0  was included in the calculation. The ex
perimental lifetime was estimated from the experi
mental intensity ratio of forward to back scattered 
D 0 2+ using the falloff function for osculating complexes

given by Fisk, McDonald, and Herschbach.16 In  cal
culating the rotational frequencies used in constructing 
Table I I ,  we have assumed that D 20 2+ has approxi
mately the same geometry as D 20 2. I t  is, therefore, 
nearly a prolate symmetric top with one small moment 
of inertia / A corresponding to the rotation of the deute
rium atoms around the 0 - 0  axis, and two large and 
nearly equal moments of inertia I B and I c corresponding 
to the tumbling of the oxygen atoms.

One sees from Table I I  that in the experiment at 5.5 
eV relative energy, the D 20 2+ complex had a maximum 
experimental lifetime of approximately one rotational 
period. For the same experiment, R R K M  theory 
predicts a lifetime of 0.8 rotation about the B  or C 
axes, or 5 rotations with the same angular momentum 
about the unique A  axis. Since the reaction occurs in 
effect by ejection of a D  atom from the D 20 2+ complex, 
it  would appear that the significant motion in deter
mining the forward-backward symmetry of the product 
angular distribution is the high-frequency rotation 
about the unique axis. That is, the circulation of the 
deuterium atoms about the 0 - 0  axis destroys any 
memory of the direction from which 0 2+ came much 
more rapidly than does the precession or tumbling of 
the 0 - 0  axis about the total angular momentum vec
tor. I f  this argument were valid, then we would be 
forced to conclude that R R K M  theory overestimates 
the lifetime of the D 20 2+ complex by approximately a 
factor of 6.

There is reason to expect that complexes will tend to 
have only a small fraction of their total angular mo
mentum present as rotation about the unique axis. 
The assumption of statistical equilibrium corresponding 
to a rotational temperature T r leads to a distribution 
function P (K )  for the quantum number K  for rotation 
about the unique axis which is given by17

P (K )  =  e x p C -y ^ /K a 2)

where
K a =  \kTtI r/ ¥ \ l/i

and

I t =  I bI a / (I b -  /a)

Thus high values of K  are not favored, and the rota
tional angular momentum will tend to reside in the low- 
frequency tumbling motions of the 0 - 0  axis.

I t  can also be argued that complexes which do have 
large amounts of their angular momentum present as

(14) D. Bunker, “ Theory of Elementary Gas Reaction Rates,”  
Pergamon Press, New York, N. Y., 1966.
(15) G. Whitten and B. S. Rabinovitch, J. Chem. Phys., 38, 2466 
(1963).
(16) G. A. Fisk, J. D. McDonald, and D. R. Herschbach, Discuss. 
Faraday Soc., 44, 228 (1967).
(17) W. B. Miller, S. A. Safron, and D. R. Herschbach, ibid., 44, 
108 (1967).
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Dynamics of the R eactions of 0 2+ with H2 and D2

from 0 2+-H 2 collisions at 2.96 eV initial relative energy. The 
circle marked Q =  —1.9 eV is the locus of OH+ scattered 
without internal excitation in either product molecule.

Figure 12. A contour map of the specific intensity of OD + 
from 0 2+-D 2 collisions at 8.38 eV relative energy.

complex D 20 2+, the relative yields of products depart 
noticeably from what one would calculate using this 
theory. Relative to the O D+ formed the amount of 
D 0 2+ exceeds, and the amount of D 20 +  is less than, 
that expected on the basis of the simplest application of 
R R K M  theory. This suggests that some D 0 2+ may 
be formed by direct interaction at all energies, or that 
complexes with other than the hydrogen peroxide 
geometry may be involved. These points will be

explored in a subsequent paper on the isotope effects 
and product velocity distributions for this system.

D . 0 2+ +  D 2 —► O D +  +  O D . Several maps of the 
intensity of OD + or O H + from the reaction of 0 2+ with 
D 2 and H 2 were obtained. Two of these are shown in 
Figures 11 and 12. I t  is clear that at both low and 
high initial relative energies the distribution of O H + or 
O D + shows considerable symmetry about the ±90° 
line in the center-of-mass coordinate system. How
ever, this reaction represents a situation in which such 
symmetry cannot be taken as proof of the existence of a 
long-lived collision complex. The products O D+ and 
OD are very nearly identical, and there is no reason to 
expect that even direct, impulsive interactions will lead 
to preferential scattering of O D+ in either the forward 
or back direction, as long as the complex has, on the 
average, a symmetry that maintains the dynamical 
equivalence of the two oxygen atoms. On the other 
hand, if the potential energy surface were such as tc 
allow reaction by a process such as

0 2+ +  D 2 — ► 0 0 + -  • D D  — O +  O D+ +  D
where in the linear collision complex the oxygen atoms 
are not equivalent, then there would be no reason to 
expect symmetry in the distribution of O D + at high 
energies.

I t  appears, therefore, that the observed highly sym
metric distribution of O H + found in the experiment 
carried out at 2.93 eV relative energy (Figure 11) im
plies prim arily  that the H 20 2+ collision complex has 
oxygen atoms which are dynamically equivalent. If , 
as seems highly likely, the OH + occurs as an alternate 
decomposition product of the same collision complex 
that produces H 0 2+, then this complex not only has 
equivalent oxygen atoms, but also it is long-lived when 
its energy is low.

The high degree of symmetry of the O D + distribu
tion found in the experiment performed with 8.3 eV 
relative energy (Figure 12) also implies the prevalence 
of a collision mechanism in which the oxygen atoms are 
equivalent. While this equivalence could be the con
sequence of a long-lived complex of the hydrogen 
peroxide structure, it would seem impossible to main
tain that a long-lived complex exists when the relative 
energy is so high. This is particularly true in view of 
the fact that formation of D 0 2+ occurs by a direct 
interaction at these high energies. We conclude, there
fore, that O D+ is formed at high energies by a direct, 
impulsive interaction in which the collision complex has 
geometries resembling the hydrogen peroxide structure. 
The small excess intensity of O D+ in the small-angle 
scattering region may be a consequence of formation 
of OD + by processes in which the oxygen atoms are not 
equivalent.

E .  0 2+ +  H i -*■ H iO +  +  0 .  This reaction is the 
least endothermic (0.66 eV) of all the reaction channels. 
I t  therefore would be expected to be the most important
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Figure 13. A contour map of the specific intensity of H20  + 
formed by the 0 2+-H 2 reaction at 2.93 eV relative energy.

reactive process if products were formed at a rate pro
portional to their total phase space. Figure 13 shows 
that the angular distribution of H 20 + is isotropic even 
though the initial relative energy of collision (2.93 eV) 
is markedly greater than the endothermicity of reaction. 
Moreover, the total intensity of H 20  + is less than those 
of O H + and H 0 2+ at the same relative collision energies. 
Both these facts suggest that the reaction path for 
decay of the H 20 2+ complex to H 20 +  has in it a barrier 
which limits the available phase space of H 20 +  and 0 , 
and prevents these products from being of greatest 
importance. On the other hand, Foner and Hudson10 
find that in the mass spectrum of H 20 2, the products 
H 20 + and 0  appear at the thermodynamic threshold 
energy, and therefore are formed without significant 
internal or translational excitation. This finding re
futes the postulate of an energy barrier in the H 20  + 
product channel.

I t  is also possible that the critical configuration of the 
H 20 2+ complex which leads to H 20 + is of highly con
strained geometry. Such a “tight” complex would be 
consistent with both the small yield of H 20 +, and the 
low appearance potential found by Foner and Hudson. 
A configuration in which H 20 2+ resembled a nonplanar 
formaldehyde molecule would have the necessary 
characteristics of high vibration frequencies in all but 
the reaction coordinate.

Figure 14 shows that even when the initial relative 
energy of collision is 5.9 eV, the distribution of H 20  + 
has considerable symmetry about the ±90° line in the 
center-of-mass coordinate system. This persistence of 
the long-lived complex mechanism at higher energies is 
consistent with the low product yield, for if the critical

Chiang, Gislason, M ahan, T sao, and W erner

Figure 14. A contour map of the specific intensity of H20  + 
formed by the 0 2+-H 2 reaction at 5.88 eV initial relative 
energy. Product ions formed with zero velocity relative to the 
center of mass are unstable with respect to dissociation to H 
+  OH+ if the neutral O product is not electronically excited.

Figure 15. A contour map of the specific intensity of H20  + 
formed from 0 2+ and H2 at 8.89 eV initial relative energy.
Note the low intensity relative to that in Figure 14. The 
circle marked Q = — 8.1 eV passes through the broad intensity 
maximum. A Q value of —7.9 at 6 =  180° corresponds to 
spectator stripping of the 0+  from 0 2+.

configuration for forming H 20 +  and 0  is of very low 
probability, it  is likely that these products tend to be 
formed from complexes which have existed several 
rotational periods.
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Figure 15 gives the velocity vector distribution of 
H 20 + formed from very energetic collisions (8.89 eV) of 
0 2+ and H 2. The distribution is highly anisotropic, 
which indicates that H 20 +  is formed by a direct inter
action mechanism in this high energy regime. The 
velocity vector distribution is rather broad, and has a 
rather poorly defined maximum in the vicinity of the 
velocity H 20  + would have if it were formed by the 
spectator stripping mechanism. The latter would 
correspond to abstraction of 0 +  from 0 2+ by H 2 with no 
momentum transfer to the free 0  atom. However, 
because of the extreme breadth of the H 20 + distribution, 
the term spectator stripping is a very poor description 
of the high energy mechanism. Moreover, since H 20  + 
can absorb only 5.7 eV as internal energy before dis
sociating, and most of the product in Figure 15 lies in 
regions where Q is more negative than —5.7 eV, the 
oxygen atom formed with H 20 + must be electronically 
excited.
Summary

In  this paper we have demonstrated the existence of 
three reactions which proceed through a persistent 
collision complex at low initial relative kinetic energies. 
For the 0 2+ (D 2,D )D 0 2+ and 0 2+ (H 2,0 )H 20 +  reactions, 
we have shown that as the relative kinetic energy of 
collision is increased, the product angular distributions 
become asymmetric, and direct interaction mechanisms 
begin to dominate the dynamics. For the 0 2+(D 2,0 D )-

D ecomposition of 1,1,2-Trimethylcyclobutane

0 D +  reaction, the product distribution remains quite 
symmetric even in the high energy regime, evidently 
because of the near identity of the OD and OD + prod
ucts, and dynamical equivalence of the oxygen atoms. 
These observations of the reaction dynamics can be 
qualitatively rationalized using thermodynamic and 
ion appearance potential data. The experimentally 
estimated lifetime of the collision complex formed in
5.5 eV relative energy collisions is in agreement with 
the prediction of the R R K M  version of unimolecular 
reaction rate theory.

The nonreactive collisions between 0 2+ and D 2 lead to 
scattering patterns which are consistent with direct or 
potential scattering for small angles or large impact 
parameters, and with strongly interacting collision 
complexes for small impact parameter, large-angle 
scattering. Collisions between 0 2+ and D 2 which 
produce 0 +  appear to proceed only by a direct inter
action, despite the influence of the persistent collision 
complex in the other product channels.
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The gas phase thermal decomposition of 1,1,2-trimethylcyclobutane has been studied from 387 to 455°. The 
primary decomposition proceeds by two pathways, one to yield propylene and 2-methylpropene and the 
other to yield ethylene and 2-methylbut-2-ene. Rate constants for these processes were independent of initial 
reactant pressure above 5 Torr and were fitted by the Arrhenius equations: log /cpropyiene/sec_1 =  15.75 ±
0.07 -  60,170 ±  230 cal m o\~l / 2 .W Z R T ;  and log kethyune/sec“ 1 = 15.93 ±  0.06 -  63,880 ±  190 cal mol-1/  
2.303RT. Secondary reactions of the products occur, but these are much slower than the primary processes.

Introduction

In  an earlier paper,1 we developed a semiquantitative 
procedure for predicting the rates of reaction of sub
stituted cyclobutanes from a mechanistic model which 
involved a twisting of the cyclobutane ring in forming

the transition state. The present work was undertaken 
to test the predictions of this model.
Experimental Section

1 ,1 ,2 -T r im e th y lc y c lo b u ta n e  w a s p rep ared  b y  tw o  
m e th o d s , one startin g  fro m  2 ,2 ,3 -tr im e th y lc y c lo b u -
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tanone2 and the other from 1,2,2-trimethylbicyclo- 
[1.1.0]butane.

A small sample of 2,2,3-trimethylcyclobutanone was 
converted to the semicarbazone and this was reduced to 
the hydrocarbon with sodium in diethylene glycol.3 
The crude 1,1,2-trimethylcyclobutane was separated 
by steam distillation.

A small sample of l,2,2-trimethylbicyclo[1.1.0]bu- 
tane was reduced to 1,1,2-trimethylcyclobutane with 
lithium in ethylenediamine.4 Water was added to the 
reaction mixture and the cyclobutane distilled out.

The crude 1,1,2-trimethylcyclobutane from both 
preparations was washed with sulfuric acid, followed by 
water, dried, and then distilled on a vacuum line. 
Final purification was by preparative gas chromatog
raphy using a 5-m X  6-mm column packed with 60- 
80 mesh Chromosorb P containing 20% w /w  of squa- 
lane and operated at 80°. The cyclobutane was dried 
over a 4A molecular sieve for 24 hr. The final purity 
was better than 99.8%. Its  identification was con
firmed by nmr spectroscopy.

A ppara tus. The kinetic apparatus and experimental 
techniques were virtually the same as described previ
ously.6 The gas handling lines and gas pipets were 
heated and maintained at about 60° to minimize ad
sorption problems. Gas chromatographic analysis was 
performed with a Perkin-Elmer 452 instrument fitted 
with a gas sampling valve, flame ionization detector, 
and a 5-m X  2-mm column packed with 20% w /w  sili
cone oil on 60-80 mesh Chromosorb P. For the deter
mination of product ratios the column was operated at 
ambient temperature and for kinetic analyses at 70°. 
Signals from the detector were integrated with a Perkin- 
Elmer D2 instrument. Reaction products were iden
tified by comparison of their retention times with those 
of authentic samples on four different columns.

Results

In  the temperature range 387-455°, 1,1,2-trimethyl
cyclobutane decomposed by two pathways to yield 
propylene and 2-methylpropene by one and ethylene 
and 2-methylbut-2-ene by the other.

CH3CH=CH2 +  (CH3)2C=CH2 (l)

k< CH2=C H 2 +  (CH3)2C=CHCH3 (2)

Before any kinetic studies were made, the reaction 
vessel was “aged” by pyrolyzing a large sample of reac
tant for 24 hr at 455°. After this treatment reproduci
ble kinetic results were obtained for the decomposition 
of the reactant. Plots of log (2P0 — P t) against time, 
where P 0 and P ( are the pressures at the start and at 
time t, respectively, obtained from the recorder trace of 
the pressure transducer output, were linear to greater 
than 60% decomposition. No corrections were made

for dead space (^ 0 .5 % ). Preliminary runs in which 
the initial reactant pressure was varied from 5 to 25 
Torr showed that the rate constant was independent of 
pressure in this range. Subsequent decompositions 
always employed initial reactant pressures between 10 
and 12 Torr. Two complete runs were carried out at 
each of eight temperatures within the stated range. 
Overall rate constants were obtained from the slopes of 
the plots of log (2P0 — P t) against time (by a least- 
squares analysis). Values obtained for rate constants 
from duplicate runs agreed within 2%. In  addition, at 
each temperature, several pyrolysis mixtures taken to 
low percentage decomposition were analyzed to obtain 
the ratio of propylene to ethylene and 2-methylpropene 
to 2-methylbut-2-ene. The latter ratios were more 
scattered than the former but the mean values were 
in good agreement. Values of k\ and fc2 were deter
mined at each temperature using the values of the 
overall rate constants together with the value of the 
ratio of ethylene to propylene. These are shown in 
Table I.  Arrhenius plots of the data given in Table I  
gave good straight lines from which the following equa
tions were obtained by a least-squares analysis
log h/isec-1 =  15.75 ±  0.07 -  60,170 ±

230 cal m ol-72 .303P F
log fc2/sec~1 =  15.93 ±  0.06 — 63,880 ±

190 cal m ol-72.303P P
The error limits are standard deviations. I t  is surpris
ing that the error limits are smaller for the smaller rate 
constant, but this arises by a fortuitous cancellation of 
errors due to pressure and analytical measurements.

Table I : Rate Constants for the Decomposition 
of 1,1,2-Trimethylcyclobutane

Temp, °C 387.4 395.1 405.5 417.0
h  X 104, sec-1 0.686 1.19 2.36 4.99 (5)
kì X 104, sec“ 1 0.0622 0.111 0.229 0.502(5)
Temp, °C 425.6 436.0 446.1 455.8
ki X 104, sec“1 8.34 16.0 29.4 51.5
fe X 104, sec“1 0.867 1.75 3.32 6.03

Runs were carried out at 415.7° in a reaction vessel 
packed with glass tubes to give it a surface to volume 
ratio 25 times that of the unpacked reaction vessel. 
The rate constants obtained in this series were within 
2% of that calculated from the Arrhenius equation.

(1) A. T. Cocks and H. M . Frey, J. Chem. Soc. A , 2566 (1970).
(2) H. Bestian and D. Gunther, Angew. Chem.., Int. Ed. Engl., 2, 
608 (1963).
(3) H. L. Herzog and E. R. Buchman, J. Org. Chem., 16, 99 (1951).
(4) W. R. Moore, S. S. Hall, and C. Largman, Tetrahedron Lett., 
4353 (1969).
(5) A. T . Cocks and H. M. Frey, J. Chem. Soc. A, 1671 (1969).
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Table II

J?a/kcal A G m  ̂ /k ca l
Reactant Products log A  /sec 1 mol“ 1 mol-1

¿rans-l,2-Dimethylcyclobutane Propylene 15.45 61.6 54.08
Ethylene +  but-2-enes 15.46 63.4 55.84

ci's-l,2-Dimethylcyclobutane Propylene 15.48 60.4 52.79
Ethylene +  but-2-enes 15.57 63.4 55.49

1,1,2-Tr ime thylcy clobutane Propylene +  2-methyl
propene

15.75 60.2 51.66

Ethylene +  2-methyl- 
but-2-ene

15.93 63.9 54.80

The reaction cannot therefore have any appreciable 
surface component.

A series of runs at 415.5° was followed by gas chroma
tographic analysis. Due to the limited supply of reac
tant only six runs were performed. A first-order plot of 
the first five points (up to 60% decomposition) gave a 
good straight line, but the sixth point (^ 7 5 %  decom
position) lay off this line. A t this relatively high per
centage decomposition, further products were observed 
on the chromatogram. Pyrolysis of mixtures of the 
product olefins for similar times to those required for 
about 75% decomposition of the cyclobutane gave 
products with the same retention times to the further 
products observed in the trimethylcyclobutane pyroly- 
ses. I t  would appear that a small amount of second
ary decomposition of the olefins occurs but that this will 
not have an appreciable effect on rate constants deter
mined from data up to 60% decomposition. The rate 
constant obtained from the first-order plot of the chro
matographic data agreed within 2% of that calculated 
from the Arrhenius equation based on pressure measure
ments.

Discussion

Studies of product stereochemistry6'7 suggest that the 
decomposition of cyclobutanes occurs predominantly 
by a pathway involving a biradical intermediate. Evi
dence has been presented for the existence of a transi
tion state with a twisted ring configuration, in which
1-3 transannular interactions are increased in going 
from reactant to biradical.6 Interaction energies, re
quired to account for the observed rates of decomposi
tion of the monoalkylcyclobutanes, have been shown 
to have reasonable magnitudes.

The model on which these calculations were based 
assumes that the overall rate constant is the sum of a 
set of independent rate constants, corresponding to 
decomposition processes initiated by the rupture of 
each of the C -C  bonds in the cyclobutane ring. This 
bond breaking is assumed to take place by a simul
taneous twisting of one end of the bond into a given 
face of the ring and of the other end out of this face and 
into the opposite face. Thus, each bond can be rup

tured in two modes and there are eight separate path
ways to decomposition. (Because of symmetry con
siderations some of these may have identical rates, and 
in the case of cyclobutane itself all eight modes will 
have the same rates).

The Arrhenius parameters and AG  723 values (i .e ., at 
723°K) for cyclobutane substituted in the 1 and 2 
positions which have been studied to date8 are shown in 
Table I I .

Inspection of Table I I  shows that 1,1,2-trimethylcy- 
clobutane decomposes faster by both pathways than 
the 1,2-dimethyl compounds. We consider first the 
major decomposition pathways. For the formation of 
propylene from trans- 1,2-dime thy Icy clobutane we take 
the methyl stabilization of the diradical to be twice that 
for monomethyl substitution, and using the free ener
gies of interaction calculated previously, a value for 
A G % &  of 54.22 kcal mol“ 1 is obtained, which is in good 
agreement with the experimental value.

The decomposition of cfs-l,2-dimethylcyclobutane to 
yield propylene is faster than the trans compound, 
presumably due to destabilization of the reactant by 
the 1-2 interaction of the methyl groups. I f  it  is as
sumed that no relief of this interaction occurs as a result 
of cleavage of the C3-C 4 bond, then it is possible to 
calculate the magnitude of this effect from the differ
ence in free energies of activation of the cis and trans 
compounds. This yields a value of 1.64 kcal mol-1.

For the reaction of 1,1,2-trime thy Icy clobutane to 
yield propylene and 2-methylpropene, twisting the 
methyl group on C2 into the ring relieves 1-2 interac
tion, whereas twisting this group away from the ring 
leaves a residual interaction with the trans methyl 
group on Ci. The limits for AG%23 can be obtained 
assuming either that the residual interaction is zero, or 
by assuming it is unchanged and equal to the ground- 
state interaction. Such calculations lead to 51.31 kcal

(6) A. T . Cocks, H . M . Frey, and I. D. R. Stevens, C han. Comm un., 
458 (1969).

(7) J. E. Baldwin and P. W . Ford, J. A m er . Chem . Soc., 91, 7192 
(1969).

(8) H .  R. Gerberich and W . D . Walters, ibid., 83, 3935 (1961 ); 83, 
4884 (1961).
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mol-1 <  A(7*723 <  51.91 kcal mol-1. The observed 
value of 51.66 kcal mol-1 lies between these limits.

Calculations for the free energies of activation for the 
minor pathways in the czs-dimethyl- and the trimethyl- 
cyclobutanes are complicated by a number of changes 
in interactions for which no values are available from 
other systems. However, such complications are not 
obvious for the decomposition of ir<ms-l,2-dimethylcy- 
clobutane. Nevertheless the calculated value for 
AG *723 yields a rate constant which is twice that ob
served. Indeed on any reasonable model it  is difficult

to reconcile the relatively slow rate of this pathway with 
the rate of decomposition of methylcyclobutane.

I t  would appear that our model can provide a ra
tionalization of the observed rates of decomposition of 
most cyclobutanes investigated to date, but the 
agreement is still only semiquantitative.
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Agreement between calculated and observed rotational strengths for solution monomers of chlorophyll, bacterio- 
chlorophyll, and related molecules has been improved by an order of magnitude through the use of a model 
which distributes the ir-ir* transitions over the porphyrin ring. Using the Kirkwood-Tinoco coupled oscillator 
approach, the electronic transitions are described using point monopoles located at the porphyrin macrocycle 
nuclei. Asymmetrically-placed substituents are replaced by anisotropic polarizabilities and the sum of mono
pole-polarizability potentials is used to calculate the rotational strengths. An improved geometry for the 
chlorin ring system is based on recent X-ray diffraction data. The discussion considers the possibilities for 
theoretical treatment of more complicated systems of molecules.

The application of circular dichroism measurements 
to materials of photosynthetic origin promises to pro
vide important information about the internal organiza
tion and structure of the photoactive pigmented mem
branes.1 In  order to provide a sound basis for inter
preting the C D  spectra of these complex biological 
materials, it is important to develop a better under
standing of the corresponding properties of the indi
vidual (isolated) molecules.

The present paper is an extension of a previous study 
of the origins of molecular optical activity in chlorophyll 
and related molecules.2 These molecules consist of an 
extended, planar porphyrin chromophore, whose sym
metry can be considered to be perturbed by substituents 
placed asymmetrically around the periphery. The 
absolute configuration at the asymmetric centers in 
many of these molecules is known,3'4 which enables 
them to provide a rigorous test for the theoretical

treatment. The agreement between experiment and 
calculations utilizing a model involving a point mono
pole approximation for the electric transition moment is 
a considerable improvement over that resulting from 
the use of point dipole transition moments, but there is 
still some discrepancy in the quantitative nature of the 
calculations.

Theory
In  the Kirkwood coupled oscillator model, the origin 

of optical activity is the interaction potential between 
electric transition dipoles located asymmetrically with

(1) K. Sauer in “ Photosynthesis and Nitrogen Fixation,”  A. San 
Pietro, Ed., “ Methods in Enzymology,”  Vol. 24, Academic Press, 
New York, N. Y ., in press, 1971.
(2) C. Houssier and K. Sauer, J. Amer. Chem. Soc., 92, 779 (1970).
(3) I. Fleming, Nature, 216, 151 (1967).
(4) H. Brockmann, Jr., Angew Chem.., Int. Ed. Engl., 7, 221 (1968).
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respect to one another.6 Tinoco has derived a general 
formalism for the rotational strength (R A) for the case 
of an electrically allowed, magnetically forbidden tran
sition, a ■*- 0, located on group i, starting from pertur
bation theory.6 The pertinent equation contains two 
sets of terms

R a =

"V Tt0a;j0bvaVb(Rj Ri) ' (UyOö X ViOa)
7  L  L ---------------------r r ~ 2-----------7 ------------------- ( l a )

-  ^  y V i b ^ a  Va )

+ 2 1  E
Im  ViOaijObVa^ma-nijtjO 

h W  — Va2)
(lb )

co2r co2r

R ’ . '- C - O C H , C H L O R O P H Y L L -A  B A C T  E R IO C H L O R O P H Y L L
11 -a
0

R':-H PYROCHLOROPHYLL-A PYROBACTERIOCHLOROPHYLL

where R; and Rj are position vectors of the jth  and ith  
group, respectively, and u’s are electric dipole transi
tion moments in groups i  and j  for transitions a ■*— 0 
and b 0 where the subscript 0 represents the ground 
state. V i0a;j0b is the coulomb potential energy due to 
the interaction of transition charge densities in group i  
with those in group j .  va and vb are the frequencies of 
the transitions a * -  0 and b •‘—0, h is Planck’s constant, 
and c is the velocity of light. Im  means “the imaginary 
part of” and mj7Jo is the magnetic dipole transition mo
ment for the transition b •*- 0 on group j .  The second 
term in this formula is extremely difficult to calculate 
and is usually ignored. I t  is expected on theoretical 
grounds7 to be much smaller than the first term and one 
explicit calculation8 has it accounting for about V 10 
of the observed rotational strength in cyclopentanone 
derivatives. Hence, only the more familiar first term, 
equivalent to the Kirkwood contribution, will be con
sidered in this paper.

For each of the pigments the long wavelength Q„ 
and Qz transitions are examined.9’10 These electrically 
allowed transitions are rr-7r* in nature and are delo
calized over the porphyrin chromophore. For each of 
the molecules considered here the Q„ band is lower in 
energy and has a greater absorption intensity (Table 
I ) .  The x  and y  axes are defined in Figure 1. Typical 
absorption and circular dichroism spectra are shown in 
Figure 2. The band assignments are from experimental 
studies of fluorescence polarization and linear dichro
ism,11’12 and from the theoretical studies of Gouter- 
man.9’10 Each of the bands is slightly complicated by 
higher vibrational components. These components, 
however, are not strongly polarized,10 due to mixing 
with higher electronic states. Because of this, the 
higher vibrational components tend not to contribute 
to the circular dichroism and are ignored in the calcu
lations. The shorter wavelength Soret bands (occur
ring in the range 350-450 nm) overlap one another 
strongly, and no calculations were attempted on them.

From the fundamental equation of rotational 
strength13

R a Im  yoa ’ (2)

Figure 1. Molecular structures of chlorophyll a, 
pyrochlorophyll a, bacteriochlorophyll, and 
pyrobacteriochlorophyll, showing the absolute configuration 
of the asymmetrically placed ring substituents, R = phytyl.

O ptica l a c tiv ity  of C h l-a  and p y ro C h l-a  in ether

Figure 2. Circular dichroism and absorption spectra of 
chlorophyll a and pyrochlorophyll a in ether (from  ref 2).

a molecule must possess nonperpendicular electric 
and magnetic transition dipole moments in order 
to be optically active. Electrically allowed trans
itions of planar aromatic chromophores, such as the 
Q transitions of the simple porphyrins, cannot 
possess the required magnetic dipole from symmetry

(5) J. G. Kirkwood, J. Chem. Phys., 5, 479 (1937).
(6) I. Tinoco, Jr, Advan. Chem. Phys., 4, 113 (1962).
(7) W. Moffitt, J. Chem. Phys., 25, 467 (1956).
(8) L. L. Jones, Ph.D. Thesis, University of Utah, Salt Lake City , 
Utah, 1961.
(9) M . Gouterman, J. Mol. Spectrosc., 6, 138 (1961).
(10) M . Gouterman, J. Chem. Phys., 30, 1139 (1959).
(11) J. C. Goedheer in “ The Chlorophylls,”  L. P. Vernon and
G. R. Seely, Ed., Academic Press, New York, N. Y ., 1966, p 147.
(12) M . Gouterman and L. Stryer, J. Chem. Phys., 37, 2260 (1962).
(13) L. Rosenfeld, Z. Phys., 52, 161 (1928).
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Table I :  Experimental Values of Absorption and Rotational Strengths (in Ether)

Chl a pyroChl a BChl pyroBChl

Xmaxj ÛIÏ1 j Qv 661 661 770 770
1Q* 575 578 570 583

tdmax> CIÏ1 1 îQ„ 15,130 15,130 12,987 12,987
IQ* 17,390 17,300 17,540 17,150

Band width, (Qv 390 420 550 490
Aw, cm-1 |,Qz 760 780 910 920

10_3€max, (mol/1.)-1 cm-1 JIQ, 86.3 80 96 96
1,Q* 6.8 8 22 22

Oscillator strength, ÎQ» 0.155 0.155 0.309 0.30
/  = 4.33 X 10-9/e(w)dw 1 0.024 0.029 0.110 0.110

Rotational strength, ÎQ* -8 .7 -1 4 .3 5.0
1 0 « « a , cgs 1 '-s-'O z-vzO -4 .4

considerations. The necessary magnetic dipole, in the 
case of chlorophyll and related biological pigments, is 
supplied as a perturbation resulting from interaction 
with asymmetrically-placed substituents.

W ith this in mind, we can make the form of eq la  
seem plausible. The interaction potential, ViOa.-job, and 
the dependence on frequency originate in the perturba
tion method. The vector relationships come from 
equations such as

% 7r
mjOf, =  X  (3)

c

where i  =  y / — l. The two summations of eq la  indi
cate that the transition of interest, yi0a, is interacting 
with all the transitions, b ■*- 0, of each of the asymmetri
cally-placed substituents, j .

The specific molecules for which calculations were 
done are chlorophyll a (Chi a), pyrochlorophyll a 
(pyroChl a), bacteriochlorophyll a (BChl), and pyrobac- 
teriochlorophyll a (pyroBChl). Calculated rotational 
strength is compared with experimental circular di- 
chroism (CD) results for the first three of these for 
both the Q„ and Qx bands. The relevant experimental 
absorption and CD  data for these molecules are shown 
in Table I.  The molecular structures of these molecules 
differ in two important respects: (1) the number of
asymmetric substituents and (2) the number of rings 
which have reduced outer bonds. As shown in Figure 
1, BChl has five porphyrin ring carbon atoms substi
tuted asymmetrically at positions C-3, C-4, C-7, C-8, 
and C-10. In  pyroBChl, the carboxymethyl group is 
replaced with a hydrogen atom and so the C-10 posi
tion is no longer asymmetrically substituted. Like
wise Chi a and pyroChl a are asymmetrically substi
tuted at positions C-7, C-8, C-10, and at C-7, C-8, re
spectively. The absorption spectra of these molecules, 
in contrast to the CD, are relatively insensitive to the 
nature of the asymmetric substituents and are more a 
function of the extent of unsaturation of the pyrrole 
rings. Therefore, it  is expected, and found experi
mentally, that the absorption spectrum of Chi a closely

The Journal of Physical Chemistry, Vol. 76, No. 10, 1971

resembles that of pyroChl a. The same relationship 
holds between BChl and pyroBChl.

In  a previous model used to calculate the interaction 
potential, V i(ia:j0b was evaluated by treating the porphy
rin transitions as point dipoles, substituting a dipole- 
dipole interaction expression in eq la  and then using 
the Kirkwood polarizability approximation.2 The 
actual x -x *  transitions involved, however, are delocal
ized over the entire porphyrin ring, which has a radius 
of the order of 5 A, while the distance between the 
asymmetric centers and the nearest carbon of the 
aromatic part of the porphyrin ring can be as small as 
2 A. Thus, a more realistic attempt must take into 
account the effect of this delocalization of the transition 
on the interaction potential. For the results presented 
here, this was done by considering the transition dipole 
to be the sum of transition electric monopole moments 
located at each of the conjugated atoms of the ring. 
The potential can then be determined by treating sep
arately the interaction of each of the monopoles of the 
porphyrin ring with the effective transition dipoles of 
the asymmetric centers according to the equation

V.i0a; j 0b
Q i ¿OaR i  tOa ; j  '  V jOb

t I Ri(0a,o| 3
(4)

where qUOa is the electric transition monopole located 
at the ith atom for transition a  0 (the Q„ or Qx 
transition) for group i  (the porphyrin ring) and R ii0a;j 
is a position vector from the jth  asymmetrically-placed 
substituent to monopole t.

The transition monopoles were obtained from the 
self-consistent field molecular orbital calculations of 
Weiss,14 who used the configuration interaction method 
of Pariser, Parr, and Pople (S C M O -PPP-C I).15 Good 
qualitative agreement with the visible and near-uv 
absorption spectra was obtained. The monopole 
charge at the fth atom of a x system is proportional to 
C  ¡0C ta for a transition from the ground state to a singly

(14) C. Weiss, Jr., work in progress.
(15) R. G. Parr, “ Quantum Theory of Molecular Electronic Struc
ture,”  W . A. Benjamin, New York, N. Y ., 1963.
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Table II : Atomic Coordinates and Transition Monopoles

o ----------------------------------Transition monopoles0----------------
Coordinates, A, for ,---------------BChl---------------  ̂ ,---------------Chi

Atom“ methyl pheophorbide &b % Qx Q y Qx
N, (0.20, - 2 . 0 1 , 0.02) - 0 .0 3 5 0.007 - 0 .0 4 9 0.001
n 2 (2 .10 , 0.00, - 0 .0 4 ) 0.001 - 0 . 1 1 5 0.005 - 0 .0 5 5
n 3 ( - 0 . 1 3 , 2 .0 7, - 0 .0 4 ) 0.035 - 0 .0 0 7 0.047 0.004
n 4 ( - 2 . 1 6 , - 0 .0 6 , 0.06) - 0 .0 0 1 0 .1 1 5 0.004 0 .10 9
C * (2.33, 2 .46, - 0 .0 3 ) 0.035 - 0 . 1 2 9 0 .10 7 - 0 . 1 1 2
Cß (2.63, - 2 .4 0 , 0.03) - 0 .0 3 3 - 0 .1 2 4 - 0 .0 8 6 - 0 . 1 3 6
C T ( - 2 .3 0 , - 2 .4 5 , - 0 .0 2 ) - 0 .0 3 5 0 .12 9 - 0 .0 5 4 0.108
c s ( - 2 . 5 7 , 2 .3 5 , 0.03) 0.033 0 .12 3 0.044 0 .10 9
c , ( - 0 .8 5 , 4 .2 5, 0.02) - 0 .0 5 1 0.0 37 - 0 .0 3 9 0.029
c 2 (0.52, 4 .26, - 0 . 0 1 ) -0 .0 4 6 - 0 .0 3 5 - 0 .0 2 8 - 0 .0 4 1
c 3 (4.26, 0.83, 0 .0 7) 0.000 0.000 0.040 0.027
a (4.36, - 0 .5 4 , 0 .0 7) 0.000 0.000 - 0 .0 4 6 0 .0 17
c 5 (0.80, - 4 .2 0 , - 0 .0 2 ) 0 .0 51 - 0 .0 3 7 0.045 - 0 .0 3 7
c 6 ( - 0 . 6 1 , - 4 . 1 1 , - 0 .0 3 ) 0.046 0.035 0.036 0 .0 31
c , ( - 4 .8 3 , - 0 .9 2 , 0.30) 0.000 0.000 0 .000 0.000
c 8 ( - 4 .4 6 , 0 .6 1, 0 .0 1) 0.000 0.000 0.000 0.000
c 9 ( - 1 . 8 3 , - 4 .8 8 , - 0 .0 9 ) 0.000 0.001 - 0 .0 0 1 0.002
ClO ( - 3 .0 2 , - 3 . 8 1 , - 0 . 1 3 ) 0.000 0.000 0.000 0.000
C n ( - 0 .9 3 , - 2 . 7 3 , - 0 .0 2 ) 0.081 - 0 .0 7 8 0.067 - 0 .0 7 9
Cl2 (1.30 , - 2 .8 9 , 0.02) 0.0 91 0.070 0.075 0.059
Cl3 (2.99, - 1 . 0 6 , 0 .0 1) 0 .1 1 2 0.055 0.069 0.062
Cm (2,85, 1 .1 3 , 0 .0 1) - 0 .1 0 3 0.063 -0 .0 8 4 0.050
Cl5 (1.0 0 , 2.8 7, - 0 .0 2 ) - 0 .0 8 1 0.078 - 0 .0 8 5 0.050
Ci6 ( - 1 . 2 6 , 2.84, 0.00) - 0 .0 9 1 - 0 .0 7 0 - 0 .0 7 5 - 0 .0 8 5
Ci7 ( - 3 . 0 1 , 1.00, 0.04) - 0 . 1 1 2 - 0 .0 5 5 - 0 . 1 1 1 - 0 .0 5 8
Ci8 ( - 2 . 9 2 , - 1 . 1 9 , 0.08) 0 .10 3 - 0 .0 6 3 0.10 6 - 0 .0 5 6
C l 9 (1 .4 3 , 5 .43 , 0.00) 0.000 - 0 .0 0 1 0.000 0.000
C 20d (1 .1 2 , 6.61, - 0 .2 2 ) - 0 .0 1 5 -0 .0 0 8 0 .000 0 .000
Ox ( - 2 . 0 1 , - 6 .0 9 , - 0 . 1 1 ) 0 .0 15 0.008 0.0 19 0 .0 10

“ See Figure 1 for numbering system. b See ref 23. c See ref 14. d C20 is replaced with an oxygen in BChl.

excited state, a, where C t0 and C ta are, respectively, the 
molecular orbital coefficients at the fth center for the 
ground- and excited-state molecular orbitals. The 
monopoles (Table I I )  for BChl and pyroBChl were 
derived from a calculation for 2,6-dicarbonyl OPP- 
tetrahydroporphin and those for Chi a and pyroChl a 
from 2-vinyl-6-carbonylchlorin. The calculated mono
poles were scaled so that the summation

R  ilbatl i 10a

equaled the experimental value for y j0a. In  order to 
improve the approximation to the transition charge 
densities of ir-type orbitals, each monopole strength 
was separated into two parts. New monopoles, with 
magnitudes equal to 1/2 those of the calculated mono
poles, were placed 1 A above and below the conjugated 
atom.16 The number of monopoles used, therefore, 
was actually twice the number of conjugated atoms. 
Molecular orbital calculations on protochlorophyll were 
not very successful. For this more symmetric molecule 
polarized transitions for the long wavelength absorp
tion bands, in contrast to experiment,2 were not pre
dicted and therefore a rotational strength calculation 
was not attempted.

I f  we now substitute eq 4 into eq la

-p _ ____VgVb____ QitOa y
A "  _  c U  h  l h W  -  V/) I R iiOa;jj 3

(RuOa;j * * (RiOa;; X UjO«) ] (5)

we find that any calculation would be extremely diffi
cult, because knowledge of the transition dipoles of each 
of the asymmetric groups, j ,  for all transitions, b •*— 0, is 
needed. A majority of these transitions occur in the far- 
ultraviolet region and have never been classified. To 
overcome this, we use Kirkwood’s polarizability approxi
mation

(2/hv0)  ̂ 33 0!n) jG-jdj (6)
b

where va is an average frequency of the transitions, 
a33 and ct\\ are the polarizabilities parallel and perpen
dicular to the axis of symmetry for each group (assuming 
cylindrical symmetry), and is a unit vector pointing 
along the axis of cylindrical symmetry. Each covalent 
bond in an asymmetric center is considered in the calcu
lations to be a group, j .  A polarizability anisotropy

(16) R . W . Woody, J. Chem. Phys,, 49, 4797 (1968).
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(0:33 — an) j is associated with each bond, and its magni
tude is based on values found in the literature. By 
considering each bond separately, and therefore dis
tributing each asymmetric substituent in space, better 
results can be expected than if each group is approxi
mated by a single polarizability value. Bond polariz
abilities are difficult to determine and considerable varia
tion in values is found in the literature. The values used 
for theIC— H ,17- 19 C— C ,20'21 C = 0 ,21'22 and C— O21'22 
bonds are shown in Table I I I  and are judged to be the 
best available. By putting eq 6 into eq 5 and by using 
the good approximation

we obtain our final equation

D ’T V  V  VaQitOa
-ibA — /—J 2—i IP  I ,

C t
(<*33 — an) j X

(^U0a;j ' ’ (Rj RïOa) X  y ,0a ] (7)

Table III : Bond-Bond Polarizabilities

Polarizability 
anisotropy 

102* (a33 — an),
Bond cm*

c — c 0.71
c = o 1.24
C— 0 0.96
C - H - 0 .3 1 2

Coordinates for the molecules (Table I I )  are taken 
from a recent crystal structure determination of methyl- 
pheophorbide a23 (Chi a with the central M g atom re
moved and with a methyl group replacing the phytol 
chain). Thus, the geometry of the side groups in 
solution is taken to be the same as that in the crystal. 
Although this may seem to be a crude approximation, 
molecular models show that each side group has signifi
cant steric hindrances. Thus, the assumption used is 
that, even in solution, the side groups are unable to 
rotate freely. Because eq 7 predicts a dependence of 
rotational strength on the inverse square of the distance 
of separation, the part of the side group which makes 
the greatest contribution to the optical activity is ex
pected to be that which is closest to the conjugated 
ring, and it is precisely this part of the group which will 
feel the bulk of the steric forces. Calculations in which 
all side groups were allowed to rotate freely (Table IV )  
were also attempted. In  all cases the agreement with 
experiment was not so good as that in which the “crys
tal conformation in solution” was assumed. In  certain 
cases the results did not even agree with the sign of the 
experimental rotational strength.

The phytol chain is ignored in the calculations. This 
probably introduces no serious error since this substit

The Journal of Physical Chemistry, Vol. 75, No. 10, 1971

uent is a larger distance from the porphyrin ring than 
any other group, thereby decreasing its interaction po
tential. Evidence from nmr measurements24'26 indi
cates that the phytol does not strongly interact with 
the other substituents. Measurements in this labora
tory show that the CD of methylchlorophyllide a is iden
tical with that of Chi a, implying that the phytol may 
safely be ignored in a theoretical treatment. This re
sult would seem to resolve a conflict between the results 
of Houssier and Sauer2 on pheophytin a and those of 
Briat, et a l.,x  on methylpheophorbide a (pheophytin a 
with a methyl replacing the phytol). The difference in 
the magnitude of the C D  reported for these molecules 
can most likely be attributed to a calibration problem 
of one of the spectrometers or to a partial epimerization 
of the substituents at C-10, as has already been sug
gested.2

Results
Results of the calculations are given in Table IV . 

All experimental measurements2’27 were made on solu
tions in ether and, to account for the dielectric effect 
of the solvent,28 all calculated rotational strengths were 
multiplied by (n2 +  2 )/3 , where n  is the refractive index 
of the solvent. In  all cases there is qualitative agree
ment between the theoretically derived rotational 
strengths and the experimental values. In  the previous 
study,2 in which the Q transitions were approximated by 
a point dipole, the experimental measurements gave 
larger rotational strengths than the calculations by fac
tors from 8 to 40. In  one case (Chi a; Q„ transition) 
the wrong sign was predicted. In  the point monopole 
calculations (Table IV )  the range of discrepancies is 
reduced to 1.5-6 and the signs are all correctly pre
dicted. Most of the improvement reported here can be 
attributed to the use of monopoles and the use of a 
fixed geometry for the substituents. I t  is clear that in 
calculations such as these, a highly delocalized transi
tion cannot be accurately represented as a point di
pole.

(17) B. C. Vickery and K. G. Denbigh, Trans. Faraday Soc., 45, 61 
(1949).
(18) T. Yoshino and H. J. Bernstein, J. Mol. Spectrosc., 2, 241 
(1958).
(19) A. T. Amos and G. G. Hall, Theor. Chim. Acta, 6, 159 (1966).
(20) C. W. Bunn and R. P. Daubeny, Trans. Faraday Soc., 50, 1173 
(1954).
(21) C. G. LeFevre and R. J. W . LeFevre, Rev. Pure Appl. Chem., 
5, 261 (1955).
(22) K . G. Denbigh, Trans. Faraday Soc., 36, 936 (1940).
(23) M . Fischer, Ph.D. Thesis, University of California, Berkeley, 
1969 (UCRL-19524).
(24) K. Sauer, J R. Lindsay Smith, and A. J. Schultz, J. Amer . 
Chem. Soc., 88, 2681 (1966).
(25) G. L. Closs, J. J. Katz, F. C. Pennington, M . R. Thomas, and 
H , H Strain, ibid., 85, 3809 (1963).
(26) B. Briat, D. A. Schooley, R. Records, E. Bunnenberg, and C. 
Djerassi, ibid., 89, 6170 (1967).
(27) L. Coyne, unpublished data.
(28) A. Moscowitz, Advan. Chem. Phys., 4, 67 (1962).
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Table IV: Comparison of Calculated and Experimental Rotational Strengths

Point --------------------------------------------Point monopole model-
dipole Calculated Experi

model,0 sum, mental,
Transi Ra X Calculated R a. X 1040 cgs contribution for each asymmetry center Ra X ÄA X

Molecule tion 10“  cgs C-3 C-4 C-7 C-8 C-10 10“  cgs 10“  cgs

BChl Qv -1 .3 1.9 1.9 -3 .3 -2 .3 5.2 3.4 5.0
Q* -0 .1 -0 .005 -0 .3 1 0.14 0.20 -3 .1 -3 .1 -4 .4

pyroBChl Qy 0 1.9 1.9 -3 .3 -2 .3 -1 .8
Q* 0 -0 .005 -0 .3 1 0.14 0.20 0.03

Chi a Qy 0.5 -2 .9 -2 .1 3.6 -1 .4 - 8 .7
Qx 0.02 0.07 0.1 -1 .6 -1 .4 ~ 0

pyroChl a Qy 0.4 -2 .9 -2 .1 -5 .0 -1 4 .3
Q* 0.3 0.07 0.1 0.2 '--'0

Bchl (monopoles Qy 3.2 3.9 -5 .0 -4 .1 5.2 2.8 5.0
in plane)

Chi a (with BChl Qy -1 .6 -1 .0 2.4 -0 .2 -8 .7
monopoles) 

BChl (with freely Qy 0.1 0.8 -0 .4 -0 .8 0.4 0.1 5.0
rotating side 
groups)

° Calculated from data in ref 2.

Results are also presented for a calculation in which 
all monopoles were placed in the plane of the chromo- 
phore (for all other calculations, monopoles were di
vided by two and placed 1 A above and below the plane; 
see above). I t  is seen that this can change the contri
bution of an individual asymmetric center by as much 
as a factor of 2. The implication from this is that if the 
true wave function (with the transition charge densities 
distributed continuously through space) were used to 
calculate the interaction potential, the result would be 
an improvement over that obtained by using monopoles 
(even if the monopoles were an extremely accurate set). 
That is, there is still an inherently large approximation 
in the use of point monopoles.

A calculation is presented for Chi a in which BChl 
monopoles were used. This changes the result by a 
large amount and appreciably reduces the agreement 
with experiment. Since Chi a and BChl are closely 
related molecules with monopole patterns which are 
rather similar, this test shows that relatively small 
changes in monopoles can cause large changes in the 
calculated rotational strengths. Fairly accurate mono
poles are, therefore, essential for this type of calcula
tion.

Attempts were made to prepare and to obtain a CD  
spectrum for pyroBChl. For this molecule the contri
bution to the rotational strength induced by the groups 
at C-3 and C-4 is expected approximately to cancel 
the contributions of the asymmetric centers at C-7 and 
C-8 (these groups are related by an approximate center 
of inversion) and a small C D  signal is expected. How
ever, the rotational strength of the Qj, transition of 
pyroBChl was observed to be generally greater than 
that for BChl and with a large variability from sample

to sample. Although the infrared spectrum confirmed 
the absence of the C-10 carboxymethyl group following 
pyrolysis and the visible and near-infrared absorption 
was virtually indistinguishable from that of BChl, the 
CD  results lead us to doubt whether we had the correct 
molecule. As a consequence, the experimental rota
tional strengths for pyroBChl are not included in 
Table IV .

Conclusions

The nature of the optical activity of the chlorophyll 
molecules studied can now be considered to be under
stood qualitatively. The general features of the C D  
spectra can be accounted for in terms of the interactions 
described by the Kirkwood-Tinoco approach. I t  is 
possible that this type of calculation may prove useful 
in assigning absolute configurations to molecules where 
this information is not known.

The origin of the circular dichroism of chlorophylls 
in photosynthetic membranes differs from that de
scribed here. Exciton interactions between chloro
phylls cause rotational strengths of a much larger mag
nitude than those exhibited by monomers. Neverthe
less, the theory for such interactions has much in 
common with that presented here. The results pre
sented above thus make calculations on more compli
cated systems feasible.

Acknowledgm ents. The authors wish to thank Dr. 
Charles Weiss, Jr., and Dr. M ark  Fischer for many help
ful discussions. This research was supported in part 
by the U. S. Atomic Energy Commission, and in part 
by a grant from the National Science Foundation 
(GB-6738).

The Journal of Physical Chemistry, Vol. 75, No. 10, 1971



1 4 4 6 Elizabeth L. W ee and W ilmer G. M iller

Liquid Crystal-Isotropic Phase Equilibria in the System 

Poly-7-benzyl-a,L-glutamate-Dimethyl form amide

by Elizabeth L. Wee and Wilmer G. Miller*
Department of Chemistry, University of Minnesota, Minneapolis, Minnesota 55455 (Received December 31, 1970)

Publication costs assisted by the U. S. Public Health Service

The temperature-composition phase diagram has been determined for the system polybenzylglutamate- 
dimethylformamide in the temperature range -2 0  to +140° and the composition range 0-40 wt %  polymer. 
The detailed phase diagram was determined with a polymer of molecular weight 310,000 (M„). The molecular 
weight dependence of the phase equilibria was estimated using polymers of molecular weights 120,000, 310,000, 
and 900,000. Nuclear magnetic resonance, hydrodynamic, and polarizing microscope measurements were 
employed to locate the phase boundaries between the isotropic and liquid crystal phases. At low tempera
tures (<35°) the phase diagram is strikingly similar to that predicted by Flory for impenetrable rods. At 
higher temperatures considerable difference occurs. An upper critical solution temperature is observed for 
the liquid crystal phase. No evidence was found for a critical temperature in the isotropic-liquid crystal 
equilibrium.

Introduction

Liquid crystal phases containing high molecular 
weight components have been known for many years. 
The earliest involved polyelectrolytes such as tobacco 
mosaic virus.2 Approximately 20 years ago liquid 
crystals were observed with the nonionic helical polymer 
poly-7-benzyl-a,L-glutamate (PBLG) as one con
stituent.3,4 Shortly thereafter Flory proposed a phase 
diagram for the two component system solvent-stiff 
chain polymer based on a lattice treatment.6,6 The 
more important results of this treatment were that an 
entropically driven phase transition could occur, that 
a biphasic (isotropic, liquid crystal) region may exist 
with a rather small difference between the concentra
tions in the two phases, and that endothermic polymer- 
solvent mixing results in a large concentration differ
ence between the two phases in equilibrium. A l
though other methods have been used to treat the iso
tropic-liquid crystal phase equilibrium,7- 10 no com
plete temperature-composition phase diagram has been 
presented.

Robinson showed by polarizing microscope observa
tions that the liquid crystal phase was cholesteric.4 
A t room temperature the biphasic region was found to 
be in substantial agreement with Flory’s predictions 
with respect to concentrations and molecular weight 
dependence,11 assuming the heat of polymer-solvent 
mixing was zero or negative. Vapor sorption studies 
by Flory and Leonard12 later cast doubt on the applica
bility of the original Flory model at high polymer con
centrations. Parallel, impenetrable rods mixing with 
solvent should show ideal entropy of mixing, which was 
not observed. Solvent-side chain mixing was invoked 
to account for the discrepancy.

A temperature-composition phase diagram has not 
been determined previously. A three component sys
tem, polymer-solvent-nonsolvent, has been investi
gated13 where the variation of nonsolvent content 
corresponds thermodynamically to a variation in tem
perature. Unfortunately, it is difficult to connect the 
nonsolvent content to theoretical parameters.

Variable temperature studies on dilute, isotropic 
PBLG-dimethylformamide (D M F ) solutions have been 
reported recently.14 These studies indicated that at 
some temperatures polymer-solvent mixing should be 
endothermic, thus altering the phase equilibria if the 
lattice theory is applicable.

In  this communication the temperature-composition 
phase diagram for the P B L G -D M F  system is reported 
for the temperature range —20 to +140° and the com-

(1) This work was supported in part by research grants from the 
U. S. Public Health Service (G M 16922) and by funds from the 
University of Minnesota Graduate School.
(2) J. D. Bernal and I. Fankucken, J. Gen. Physiol., 25, 111 (1941).
(3) A. E. Elliott and E. J. Ambrose, Discuss. Faraday Soc., 9, 246 
(1950).
(4) C. Robinson, Trans. Faraday Soc., 52, 571 (1956).
(5) P. J. Floiy, Proc. Roy. Soc. Ser. A, 234, 60 (1956).
(6) P. J. Flory, ibid., 234, 73 (1956).
(7) L. Onsager, Ann. N. Y. Acad. Sci., 51, 627 (1949).
(8) A. Isihara, J. Chem. Phys., 19, 1142 (1951).
(9) E. A. DiMarzio, ibid., 35, 658 (1961).
(10) M. A. Cotter and D. E. Martire, Mol. Cryst. Liquid Cryst., 7, 
295 (1969).
(11) P. J. Flory, J. Polyn. Sci., 49, 105 (1961).
(12) P. J. Flory and W . J. Leonard, Jr., J Amer. Chem. Soc., 87, 
2102 (1965).
(13) A. Nakajima, T. Hayashi, and M. Ohmori, Biopolymers, 6, 973 
(1968).
(14) K. G. Goebel and W. G. Miller, Macromolecules, 3, 64 (1970).
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position range 0-40 wt %  polymer. The phase 
equilibria were investigated by solvent proton magnetic 
resonance, polarizing microscopic, and hydrodynamic 
measurements. The phase equilibria are compared 
with existing theory.

Experimental Section

Three samples of PBLG were employed. Sample 
PBLG3 (M w ~  310,000) was purchased from New  
England Nuclear Corp. Sample P B L G l (M w ~
120,000) was obtained by polymerizing benzylglutamate 
V-carboxyanhydride in D M F  with a primary amine 
initiator. Sample PBLG9 (M w «  900,000) was pre
pared from anhydride polymerization in benzene-diox- 
ane (4:1, v :v ) with a secondary amine initiator. All 
samples were vacuum dried for 24 hr at 60° before use. 
Except in the molecular weight studies, sample PBLG3  
(My, «  310,000) was used throughout the whole work.

Dimethylformamide (Eastman Kodak, reagent 
grade) was vacuum distilled over CaS04.

For the nmr and polarizing microscope studies solu
tions less than 0.1 volume fraction polymer were pre
pared directly in nmr sample tubes (5 mm o.d.). Sam
ples with concentrations 0.1 or greater were prepared 
outside the sample tubes and transferred by syringe. 
All tubes were sealed. In  calculating volume concen
trations the density of PBLG was taken13 as 1.283 g 
m l-1. The polymer and solvent specific volumes were 
assumed to be concentration independent. Volume frac
tions are reported at 25°. No temperature corrections 
were made.

The nmr spectra were taken using a Varian A-60D  
spectrometer equipped with a Varian variable tempera
ture controller. The spectra were obtained without 
sample tube spinning, unless otherwise specified. The 
spectrum was recorded at proper time intervals until a 
more or less time independent spectrum was observed. 
Frequently this took many hours. The slowness ap
pears to be a characteristic phenomenon in macromolec- 
ular liquid crystals. I t  may be a consequence of the 
coupling mechanism for the orientation of the bundles 
in a magnetic field.

A Leitz microscope having a temperature controlled 
stage was employed for all polarizing microscope stud
ies.

A Haake Rotovisco Couette type rotational viscom
eter with N V  rotator was employed for hydrodynamic 
studies. The rate of shear was calculated at the rotor 
surface.

Results

System  with Three C om ponents. In itially we at
tempted to determine the temperature dependence of 
the phase equilibrium by the approach of Nakajima, 
Hayashi, and Ohmori.13 To a P B L G -D M F  solution 
at constant temperature the nonsolvent methanol was 
added until turbidity occurred. A  slight increase in

Liquid Crystal- I sotropic Phase Equilibria
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Figure 1. Turbidity points for the system. 
PBLG-DMF-CH3OH at 10 and at 30°. The solid line is 
calculated from the Flory model.6

temperature resulted in a clear solution. Turbidity  
again appeared upon returning to the original tempera
ture. Results of such studies at 10 and 30° are shown 
in Figure 1, where the turbidity temperature was taken 
to be the temperature of phase equilibrium. Viewing 
the turbid phase through crossed polars gave inconclu
sive evidence as to its being the liquid crystal phase. 
The striking similarity between the general features of 
these diagrams with the Flory diagram encourages one 
to force a fit between the two by finding the value of the 
Flory x parameter necessary for superposition. The 
solid lines in Figure 1 were calculated using Flory’s 
equations.- The x values are shown in Figure 2 as a 
function of the volume fraction nonsolvent (i/NS). 
Linear extrapolation to 0%  nonsolvent yields a positive 
and temperature dependent x- A positive and temper
ature dependent x is consistent with the results of 
Goebel and M ille r,14 who found the dilute solution os
motic second virial coefficient to be temperature de
pendent, and to change sign in this temperature re
gion.16 A linear relation between x and the nonsolvent 
content assumes the “single liquid approximation” of 
Scott.16 In  this approximation the solvent composition 
in the coexisting phases must be the same so that the 
solvent-nonsolvent mixture behaves as a single liquid. 
Thus the entropy of mixing remains the same as in 
binary component systems, whereas the heat of mixing 
depends on solvent composition. A further conse
quence of the “single liquid approximation” is that the 
X value extrapolated to vNs =  0 should be independent

(15) The solvent can presumably interact with the polymer side 
chain and not the helical backbone. A model side chain, benzyl 
n-butyrate, when mixed with DM F gave a calorimetric heat of 
mixing of +130 cal per mole of butyrate, thus providing another 
indication of a positive heat of mixing. We wish to thank Dr. 
Warren Puhl for this determination.
(16) R. L. Scott, J. Chem. Phys., 17, 268 (1949).
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Figure 2. The Flory x values needed to fit the experimental 
data in Figure 1.

Figure 3. Proton magnetic resonance spectrum of DMF in the 
magnetic field oriented liquid crystal phase (A), in the biphasic 
region (B), and in the isotropic phase (C). Polymer 
concentration (volume fraction) and temperature was (A)
0.165 at 44°; (B) 0.110 at 4°; (C) 0.070 at 44°.

of the nonsolvent employed. The data of Nakajima, 
et a l.,n  for the nonsolvents methanol and water do not 
extrapolate to the same x- Consequently we aban
doned this approach.

Solvent P roton  M agnetic R esonance Studies. Nor
mally in proton magnetic resonance of solutions the 
nuclear spin-magnetic field interactions and the indirect 
spin-spin interactions are the only terms in the Hamil
tonian which are important. The direct dipole-dipole 
intramolecular and intermolecular interactions are 
averaged to zero. In  helical PBLG the protons are 
held in relatively fixed orientations thus providing an 
anisotropic environment. The intramolecular dipolar 
coupling is not averaged to zero, thus removing the 
degeneracy among the many protons otherwise equiva
lent. As the Zeeman resonance must be distributed 
over all these splittings the intensity of each peak is 
reduced to such an extent that the high molecular 
weight PBLG spectrum consists of a broad envelope of 
unresolved lines which becomes part of the background 
signal. This is true for the isotropic as well as the 
liquid crystal phase.

In  a strong magnetic field the rodlike PBLG  mole
cules in the liquid crystal phase are aligned in the di
rection of the field, thereby converting the cholesteric 
into a nematic phase.17-20 The spectrum of the D M F  
protons is a time average over their environment. When 
in the vicinity of the polymer the environment of the 
D M F  molecule is anisotropic, consequently the direct 
intramolecular dipolar terms are not averaged to zero. 
However, the protons in D M F  are split by a much 
smaller number of direct dipole-dipole interactions. 
W ith the total intensity distributed over a . smaller 
number of splittings, the D M F  signal is much more 
intense than that of the polymer.

A typical magnetic field oriented D M F  spectrum 
taken on the Yarian A-60D is shown in Figure 3A. 
Although the spectrum shown here is not fully resolved, 
it  has been shown using a 220-MHz spectrometer to 
consist of nine lines for the methyl protons, and a quar

tet for the formyl proton.20 On occasion the nine line 
resolution could be obtained on the 60-M H z instru
ment. A  typical spectrum for D M F  in the isotropic 
phase is shown in Figure 3C, and in the biphasic region 
in Figure 3B. The D M F  spectra in the isotropic 
and biphasic regions differ only in the relative heights 
of the methyl proton peaks. From a number of 
measurements of this type we concluded that the phase 
boundary between the liquid crystal and the biphasic 
region could be investigated reliably by nmr, but not 
the isotropic-biphasic boundary.

Our experimental approach was to place a sample in 
the spectrometer and wait several hours to see if di
polar splitting appeared. I f  it did, the system was con
sidered to be a single, liquid crystal phase. The tem
perature was then adjusted and the sample held at the 
new temperature until a sensibly time independent 
spectrum was obtained. So long as there was no col
lapse of the multiplets we assigned each temperature- 
composition point to the liquid crystal phase. When 
a temperature was reached in which the multiplets 
collapsed, the system was assigned to the biphasic 
region. In  order to determine if our measurements 
were the equilibrium ones, the sample was temperature 
cycled through the suspected phase boundary. Figure
4 is an example of such a cycle, confirming the equilib
rium nature of the measurements.

All temperature-composition points investigated by 
magnetic resonance measurements are shown in Figure
5 for the PBLG3 polymer. The equilibrium line 
bounding the liquid crystal phase, determined by nmr 
measurements, is shown in Figure 6.

As the polymer composition is increased the intensi
ties are decreased and the spectrum is broadened. A

(17) S. Sobajima, J. Phys. Soc. Jap., 23, 1070 (1967).
(18) E. T . Samulski and A. V. Tobolsky, Mol. Cryst. Liquid Cryst., 
7, 433 (1969).
(19) B. M . Fung, M . J. Gerace, and L. S. Gerace, J. Phys. Chem., 
74, 83 (1970).
(20) M . Panar and W. D. Phillips, J. Amer. Chem. Soc., 90, 3880 
(1968).
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Figure 4. Formyl DMF proton spectrum as the temperature is 
cycled through a suspected phase boundary. Starting point is 
the bottom spectrum. Volume fraction polymer was 0.122.

Figure 5. Classification of the DMF spectrum as a function of 
temperature for various compositions. The volume fraction of 
PBLG3 was 0.0098 (a), 0.050 (b), 0.070 (c), 0.089 (d), 0.097 (e), 
0.101 (f), 0.110 (g), 0.122 (h), 0.165 (i), 0.203 (j), 0.30 (k), or 0.150 
(1). Spectrum is classified as to whether it resembles that in 
Figure 3A (•), 3B (X) or 3C (O). Occasionally, formyl proton 
split slightly giving a single peak with shoulders while methyl 
protons exhibited no dipolar splitting (+).

50 vol %  solution gave a very broad, unresolved 
spectrum.

P olarizing M icroscope Studies. Robinson in his 
initial study of polypeptide liquid crystals employed 
the polarizing microscope for phase determination.4 
Placed between crossed polars the liquid crystalline 
phase transmits light, the isotropic phase does not. 
Upon heating a sample in a sealed tube between crossed 
polars the temperature at which light ceased to be

wt. %
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Figure 6. Phase diagram for PBLG3. Equilibrium line 
bounding the liquid crystal phase was determined by nmr, 
while the line bounding the isotropic phase was determined 
from polarizing microscope studies.

transmitted was taken as the biphasic to isotropic 
equilibrium temperature. Cycling the temperature 
through this point indicated the system was reversible. 
The equilibrium line bounding the isotropic phase, 
determined by polarizing microscope measurements, is 
shown in Figure 6 for PBLG3.

A t temperatures where a solution is biphasic some 
areas of the sample transmit light when placed between 
crossed polars, others do not. We found it difficult to 
determine the point when no dark areas remained, 
i.e ., the point where only the liquid crystal phase was 
present. No polarizing microscope determinations are 
reported for the biphasic to liquid crystal transition.

H ydrodynam ic Studies. In  Figure 7 the viscosity is 
shown as a function of temperature for several polymer 
concentrations. The shear rate at the rotor surface in 
all cases was 19.4 sec-1, and the polymer was PBLG3. 
The phase transition temperatures determined by nmr 
and by the polarizing microscope are indicated for 
reference. Viscosities greater than 10,000 cP were not 
measurable with the viscometer employed. Most of 
the liquid crystal solutions are highly non-Newtonian. 
As our interest here is in phase boundaries no shear rate 
studies are reported.

M olecu lar W eight Studies. A few nmr and micro
scope studies were made with P B L G l and PBLG9. 
These are shown in Figure 8. Using these points and 
assuming that the phase boundaries have shapes similar 
to that for PBLG3, approximate phase boundaries 
have been sketched in.

Discussion

Com parison o f  M ethods and R eliability  o f  the Phase 
D iagram  fo r  P B L G S . Some of the more interesting
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t (°c )

Figure 7. Temperature dependence of the viscosity. The 
volume fraction polymer was 0 (a), 0.05 (b), 0.09 (c), 0.10 (d), 
0.11 (e), and 0.12 (f). Vertical arrows indicate the temperatures 
at which the transitions occur obtained from Figure 6. The 
symbols A, B, and C represent liquid crystal, biphasic, 
or isotropic region, respectively.

wt. %

Figure 8. Effect of molecular weight on phase boundaries. 
Classification of nmr spectra (•, X ) as in Figure 5.
Microscopic results (O) indicate a phase boundary (1, 4), an 
isotropic region (2), or a biphasic region (3,5). Points 1-3 and 
nmr data are for PBLG1, points 4 and 5 are for PBLG9.

portions of the phase diagram were determined only 
through the use of nuclear magnetic resonance measure
ments. Figure 4 illustrated the reversibility of the 
spectrum when the temperature was cycled through a 
suspected phase transition. This was typical of all 
above room temperature transition points. The re
versibility across the 10-20° transition (v2 >  0.1) differed 
slightly. When the temperature was lowered across 
the transition the dipolar split nmr spectrum collapsed. 
I f  the temperature was increased to a degree above the 
transition, it  was exceedingly difficult to get the spec
trum to split again. However, increasing the tempera

The Journal of Physical Chemistry, Vol. 75, No. 10, 1971

ture 2-5° above the transition resulted in splitting, 
which persisted as before down to the phase equilib
rium temperature. Inasmuch as most of these solu
tions at temperatures near the transition temperatures 
have very high viscosities (see Figure 7) which rapidly 
decrease as one goes across the phase boundary, a 
kinetic effect appears to be a reasonable interpretation 
of this hysteresis phenomenon.

Occasionally a spectrum near a phase transition was 
observed to be intermediate between Figures 3A and 
3B ( +  in Figure 5). We interpret this to mean that 
magnetic field orientation of the liquid crystal can take 
place if a small amount of isotropic phase is present. 
Although this puts some ambiguity into the phase 
boundary, most of the nmr studies locate the boundary 
to within ±1°.

An additional systematic error may result in that the 
presence of the magnetic field may alter the transition 
temperature. In  the concentration region v2 >  0.1 
there is a lower as well as an upper temperature bound 
on the stability of the liquid crystal phase. The low 
temperature boundary between 10 and 20° is controlled 
primarily by favorable polymer-polymer interaction, 
which decreases as the temperature increases. Any 
magnetic field effects would raise the transition tem
perature of the lower boundary, while lowering the 
upper boundary. Although the interaction with the 
magnetic field is weak and hopefully unimportant, it  is 
difficult to estimate. However, there is one observa
tion which indicates that the effect is negligible. A t 
room temperature the polymer concentration necessary 
to produce a biphasic system is the same whether 
determined by nmr or by the polarizing microscope.

In  the liquid crystal phase the cholesteric screw axis, 
perpendicular to the polymer helix axis, is not oriented 
in the same direction in all parts of the system. Con
sequently when placed between polars no setting of the 
polars will extinguish light transmission from all parts 
of the system, in contrast to the isotropic phase. This 
is the basis for determining the equilibrium line bound
ing the isotropic phase. The optical rotation in the 
liquid crystal phase is wavelength dependent. W hite  
light was used to illuminate the microscope. The 
pitch of the screw axis is a function of both polymer 
composition and temperature, becoming greater as the 
polymer concentration is lowered or the temperature 
increased. I t  is possible that under some conditions 
the optical rotation may become too small to be ob
served in the light microscope with the wavelengths 
employed, thus rendering the microscope technique 
unsuitable for cholesteric phase determination.

I f  certain compositions of the cholesteric phase are 
unobservable, the line bounding the isotropic phase in 
Figure 6 may be in error. Above 10° the liquid crystal 
phase in equilibrium with the isotropic phase is 11-18 
vol %  polymer. I t  is easy to prepare liquid crys
tals of this composition and to determine their optical
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properties. As we know they can be observed in the 
polarizing microscope, this portion of the isotropic 
boundary should not be in error. In  the biphasic re
gion when the overall polymer composition is less than 
9 vol %  the isotropic phase is in equilibrium with a 
liquid crystal phase of unknown composition and 
structure, though presumably very rich in polymer. 
As we do not know the composition of the liquid crystals 
which may be unobservable, this low concentration 
portion of the phase boundary may be somewhat in 
error.

The viscosity data have been presented here as a 
technique for phase boundary determination. The use 
of viscosity for determining the concentration of the 
isotropic to biphasic boundary has been reported.13,21 
In  the isotropic region, irrespective of concentration, 
the normal exponential decrease in viscosity with 
inverse temperature is observed over most of the tem
perature range. When the polymer concentration is 
less than 0.09 the solutions gel at a temperature above 
the phase boundary temperature determined by the 
microscope technique. This gel has been observed 
previously by more qualitative measures.14 I t  appears 
in Figure 7 as a very rapid rise in viscosity. Its  struc
ture is unknown.

I f  the polymer concentration is greater than 0.09 
the temperature coefficient of the viscosity is very com
plex. In  the high-temperature region the isotropie- 
biphasic transition temperatures in Figure 6 correlate 
well with change of sign in the viscosity temperature 
coefficient in Figure 7. A t low temperatures a gel is 
formed. Whether it occurs above or below the nmr 
determined phase boundary depends on the concen
tration. As the temperature is raised above the gel 
point the viscosity initially decreases and eventually 
reverses itself and rapidly increases. A t the tempera
ture of the upper liquid crystal phase boundary there is 
a perceptible increase in the viscosity temperature co
efficient, thus correlating the two methods. The re
maining features of the viscosity-temperature-compo
sition curves are of little importance to the phase 
diagram.

In  summary we believe the phase diagram to be reli
able except for the region v2 <0 .09 .

C om parison o f  E xperim en ta l R esults with Theory. 
Phase diagrams calculated from Flory’s equations6 
are shown in Figure 9 for three axial ratios (x ). Axial 
ratios of 50, 150, and 450 correspond approximately to 
the three molecular weights studied. The shapes of 
the equilibrium lines differ somewhat from those origi
nally calculated. This is probably a result of more pre
cise numerical methods available today. A zero or 
negative x leads to a narrow biphasic region. A 
positive x corresponds to a positive excess free energy 
of mixing. As a consequence of the large number of 
polymer segment-segment contacts upon alignment, a 
slightly positive heat of mixing widens the biphasic

v2

Figure 9. Flory phase diagram as a function of axial ratio x. 
Only high concentration end of x  = 1000 diagram shown. In 
the x =  150 diagram dashed portion results from assuming 
equilibrium degree of disorientation as unity.

region to such an extent that the ordered phase is very 
rich in polymer while the isotropic phase is very rich in 
solvent. Inasmuch as x may contain entropic as well 
as enthalpic contributions a positive x cannot be for
mally identified with a positive heat of mixing. To the 
right of the narrow biphasic region the phase boundary 
goes through a maximum, and hence the liquid crystal 
phase has a critical solution temperature. In  the case 
of infinite molecular weight the critical solution tem
perature corresponds to x  =  0.

Comparison of Figure 6 with the x  =  150 phase dia
gram in Figure 9 shows a large number of similarities, 
and some discrepancies. From previous studies14 we 
know that the osmotic second virial coefficient has a 
positive temperature dependence, and becomes nega
tive below ca. 22°. Thus x varies inversely with 
temperature. To the right of the narrow biphasic 
region the phase boundary goes through a maximum, 
but at a lower polymer concentration than the theoreti
cal one. We find a liquid crystal upper critical solu
tion temperature of ca. 18°. Slightly below this tem
perature the system should split into two liquid crystal 
phases. We made no attempt to observe this directly. 
In  order for the isotropic-liquid crystal biphasic region 
to exhibit a critical point the amount of disorder in the 
liquid crystal phase must approach the disorder in the 
isotropic phase.22 We find no experimental evidence 
for such a critical point. In  the temperature region 
15-35° the experimental phase diagram is similar to 
the Flory diagram in the x ~  0 region. The experi
mental miscibility gap is slightly narrower and occurs

(21) J. Hermans, Jr., J. Colloid Sci., 17, 638 (1962).
(22) L. Landau and E. Lifshitz, “ Statistical Physics,”  Addison- 
Wesley, 1958.
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at a slightly higher polymer composition. The major 
deviations from the Flory diagram occur at the higher 
temperatures. From 40 to 140° the miscibility gap be
comes slightly greater and the equilibrium concentra
tions increase approximately 50%. The Flory theory 
of impenetrable, rigid rods is incapable of predicting this 
effect.

Comparison of Figures 8 and 9 indicates that the 
general features of the molecular weight dependence of 
the Flory theory are observed. Lowering the molecular 
weight widens the liquid crystal-isotropic miscibility 
gap and shifts it  to higher polymer concentrations. 
The liquid crystal critical solution temperature is low
ered. As only a few points were taken, detailed fea
tures of the phase diagram are unknown.

The Flory-Huggins lattice theory for random coil 
polymers predicts the correct molecular weight de
pendence of the critical temperature if the x parameter 
is taken to be a linear function of inverse temperature. 
The critical concentrations and the shape of the phase 
boundary correspond only semiquantitatively to the 
experimental results.

I f  by analogy we assume a linear relation of x with 
1 / T , and that the lattice treatment gives the correct 
molecular weight dependence of the liquid crystal 
critical temperature, a x~T scale can be estimated  
from the approximately 5° lowering of the critical solu
tion temperature in going from PBLG3 to PBLG1. 
The scale so determined, x =  —3.51 +  1035/T, yields a 
X value of 0 at 22°, 0.28 at 0°, and —1.0 at +140°. 
Osmotic pressure studies on the dilute isotropic phase 
indicated somewhat larger values of x around room 
temperature.14 The existence of an upper critical

solution temperature requires a positive heat of mix
ing. Appropriate differentiation of the approximate 
X ~T  relationship indicates a positive entropy con
tribution as well. This indicates that the Flory treat
ment of the ordered phase for impenetrable rods un
derestimates the entropy of mixing. This underesti
mation has been suggested previously from solvent 
activity measurements at high polymer concentrations 
in other solvent systems.12

The existence of a truly athermal phase transition is 
of considerable theoretical interest. A ll theories which 
predict an athermal transition are approximate. I f  
we take x to be of the form a +  b/T, with a and b as 
given above, the enthalpy of mixing is positive and 
temperature invariant. As we do not know the true 
relationship between x and T , we cannot establish from 
this work whether or not the athermal transition 
exists.

The other theoretical model applicable to concen
trated solutions, thermal as well as athermal, is that of 
Cotter and M artire ,10 based on a quasichemical treat
ment of a face-centered cubic lattice system. In 
asmuch as their primary interest was in a one com
ponent small molecule liquid crystal, they did not con
sider biphasic equilibria nor large values of the axial 
ratio. In  order to calculate the phase diagram four 
binary interaction terms must be specified, in contrast 
to the one parameter (x) theory of Flory. Because of 
the large number of parameters which must be arbi
trarily specified, we have not attempted to calculate a 
phase diagram. I t  is possible that the portion of the 
experimental phase diagram not in agreement with the 
Flory treatment may be fitted by their equations.
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Thermodynamics of cis-trans Isomerizations. II. The

l-Chloro-2-fluoroethylenes, 1,2-Difluorocyclopropanes, and Related Molecules1

by Norman C. Craig,* Lawrence G. Piper, and Vicki L. Wheeler
Department of Chemistry, Oberlin College, Oberlin, Ohio 1,4071, (Received January 4, 1971)
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For the cis-to-trans reaction of l-chloro-2-fluoroethylene the equilibrium constant over the temperature range 
475-760°K is given by log K  =  — 171.0oK/!T +  0.0462. As a consequence A_ff°6i5 =  780 ±  20 cal/mol and 
AiS°ei5 = 0.21 ±  0.04 cal/deg-mol. For the cis-to-trans reaction of 1,2-dichloroethylene K  =  0.645 ±  0.013 
at 562°K. This gas chromatographically derived value confirms previous dielectric constant measurements. 
Critically evaluated electronic energy differences for a series of cis-trans isomerizations in the gas phase are: 
N2F2, 3050 ±  400; C2F2H2, 1080 ±  120; C2C1FH2, 870 ± 1 1 0 ; C2C12H2, 720 ±  160; C2Br2H2, 250 ±  330; 
and C2F2C1H, 80 ±  230 cal/mol. In each case the cis isomer has the lower energy. This cis effect is rational
ized in terms of “nonbonded” forces. The synthesis of the cis and trans isomers of 1,2-difluorocyclopropane is 
described. A preliminary value for the equilibrium constant for the cis-to-trans isomerization of these isomers 
is 11.7 ±  0.5 at 585°K, from which it appears that the trans isomer has the lower energy. This result is re
markable in view of H ° gauc, e — H ° i ,a„s =  0 for 1,2-difluoroethane as well as the low energy of cts-C2F2H2.

In  the 1930’s Kistiakowsky and his coworkers at 
Harvard made a series of precise measurements of en
thalpies of hydrogenation from which accurate reso
nance energies and energies of isomerization were de
rived. In  particular, for the reaction

c/s-2-butene(g) =  ¿raws-2-butene(g)
they found that the energy change at 355°K was
— 950 ± 120 cal/mol.2 Subsequent application of this 
method to more elaborately substituted ethylenes has 
given values for isomerization energies which include
— 940 cal/mol for M e H C = C H (z -P r),3a —4220 for E t- 
O O C H C =C H C O O E t,3b -5 7 0 0  for P h H C = C H P h ,3b 
and -9 3 7 0  for (terf-Bu)HC=CH(ter/-Bu).3a The 
presently available spectroscopic and thermodynamic 
data are, however, insufficient to permit separation of the 
electronic energy contribution in AE °  from the contri
butions due to other degrees of freedom of the mole
cules. Nonetheless, it seems likely that the nonelec
tronic contributions nearly cancel out (vide in fra ), and 
thus the trans configuration has the lower electronic 
energy. These electronic energy differences for iso
meric ethylenes are a part of the experimental basis for 
the concept of steric crowding, which is apparently im
portant even in the case of 2-butenes.4

In  contrast to the foregoing examples, a growing 
body of experimental data on haloethylenes (and a 
diazene) strongly suggests that cis isomers can have the 
lower electronic energy. Reasonably well estab
lished gas-phase examples of this effect include the
1,2-dichloroethylenes,5 the 1,2-difluoroethylenes,1'6 and 
the 1,2-difluorodiazenes.7 Fragmentary data exist for 
many others.6 8 In  mixed dihaloethylenes the prefer
ence (free energy) for the cis configuration is sustained

throughout the series C2FC1H2 to C2F IH 2.6'8a'b En
thalpy differences ranging from 700 to 3000 cal/mol are 
found in fluorine- and chlorine-substituted species. 
Haloethylenes are sufficiently simple that complete 
spectroscopic data may be confidently sought and em
ployed to isolate the electronic energy change. In  ad
dition to giving experimental results from the isomer
ization equilibrium of the l-chloro-2-fluoroethylenes 
and, secondarily, confirmatory data for the 1,2-di
chloroethylenes, the main purpose of the present paper 
is to provide a thorough analysis for the whole series of 
halogenated ethylenes (and a diazene) for which rea
sonably complete data are now available.

(1) Part I: N. C. Craig and E. A. Entemann, ./. Amer. Chem. Soc.,
83, 3047 (1961).
(2) G. B. Kistiakowsky, J. R. Ruhoff, H. A. Smith, and W. E. 
Vaughan, ibid., 57, 876 (1935). See also E. J. Prosen, F. W . Maron, 
and F. D. Rossini, J. Res. Natl. Bur. Stand., 46, 106 (1951), who 
obtained —750 ±  580 eal/mol from enthalpies of combustion.
(3) (a) R. B. Turner, D. E. Nettleton, and M. Perelman, J. Amer.
Chem. Soc., 80, 1430 (1958); (b) R. B. Williams, ibid., 64, 1395
(1942); (c) for values for other ethylenes see E. L. Eliel, “ Stereo
chemistry of Carbon Compounds,”  McGraw-Hill, New York, N. Y., 
1962.
(4) W. G. Dauben and K. S. Pitzer in "Steric Effects in Organic 
Chemistry,”  M. Newman, Ed., Wiley, New York, N. Y ., 1956.
(5) (a) L. Ebert and R. Bull, Z. Phys. Chem. Abt. A, 152, 451 (1931) ;
(b) A. R. Olson and W. Maroney, J. Amer. Chem. Soc., 56, 1320 
(1934); (c) R. E. Wood and D. P. Stevenson, ibid., 63, 1650 (1941).
(6) H. G. Viehe, Chem. Ber., 93, 1697 (1960).
(7) (a) C. B. Colburn, F. A. Johnson, A. Kennedy, K . McCallum, 
L. C. Metzger, and C. O. Parker, J. Amer. Chem. Soc., 81, 6397 
(1959); (b) G. T. Armstrong and S. Marantz, J. Chem. Phys., 38, 
169 (1963).
(8) (a) H. Van der Walle, Bull. Soc. Chim. Belges, 47, 217 (1938);
(b) H. G. Viehe and E. Franchimont, Chem. Ber., 96, 3153 (1963);
(c) H. G. Viehe, J. Dale, and E. Franchimont, ibid., 97, 244 (1964);
(d) A. Demiel, J. Org. Chem., 30, 2121 (1965); (e) N. C. Craig and 
D. A. Evans, J. Amer. Chem. Soc., 87, 4223 (1965).
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Preference (free energy) for the cis configuration is 
apparently not limited to halogenated ethylenes. I t  is 
also found in 1-halopropylenes6 with 1-chloropropylene9 
and 1-bromopropylene10 being the best documented ex
amples in the recent literature. For crotononitrile 
(C H3H C = C H C N ), Butler and McAlpine have ob
tained a positive enthalpy change for the cis-to-trans 
reaction from the temperature coefficient of the equilib
rium constant.11 These propylene examples have been 
rationalized in terms of polar attraction between CH  
and C X  bonds with and without hyperconjugation. 
Such an explanation has also been given for the re
markably low barriers for C H 3-group rotation in cis-
1-fluoropropylene12 and in m-l-chloropropylene.13 A  
dipole attraction argument will not serve, however, to 
explain the effect in the symmetrically substituted 
haloethylenes.

There is evidence that the double bond is not re
quired for an apparent net attraction to occur between 
two identical (or neighboring) halogen atoms.14 From 
vibrational spectroscopic studies Klaboe and Nielsen 
deduced a 0 ± 200 cal/mol energy difference between 
gauche and trans conformers of 1,2-difluoroethane near 
room temperature.15 Abraham and Parry have al
luded to unpublished nmr observations16 that support 
the conclusions of Klaboe and Nielsen. E l Bermani 
and Jonathan found only —200 ± 80 cal/mol for the 
gauche-to-trans conversion in l-chloro-2-fluoroethane.17 
These particular ethane cases are made all the more 
noteworthy by the failure of Abraham and Parry’s 
empirical potential function to account for the rota- 
meric energy differences. In  contrast, their function 
which includes an ethane-like threefold barrier term, a 
pair of Buckingham-like van der Waals terms, and a 
dipole term, was moderately successful in accounting 
for conformational energy differences in many other 
halogenated ethanes.16 Yet, Dellepiane and Zerbi 
have recently shown that similar empirical potential 
functions for internal rotation give a poor account of 
the shape of the barrier for a number of experimentally 
well-developed cases.18 Nm r studies, supported by a 
partial vibrational assignment, also suggest that 1,2- 
dimethoxyethane is another example in which the 
gauche configuration is of lower energy than the 
trans.19’20 Further evidence for a cis preference in the 
absence of a double bond comes from the studies by 
Eliel and Kaloustian of the equilibrium for the cis- 
trans isomerization of 5-substituted 2-isopropyl-l,3- 
dioxanes such as

F

for which AG0298 =  830 cal/mol for the cis-to-trans con
version in benzene.21

I t  has seemed to us that a thorough investigation of 
the 1,2-difluorocyclopropanes, which are spectroscopi

cally manageable and configurationally well defined, 
would clarify the importance of the double bond in the 
cis effect. Models show that the FF  distance in the cis 
and trans isomers of these cyclopropanes should be 
within 0.1 Á of the corresponding distances in the 1,2- 
difluoroethylenes and 1,2-difluoroethanes. Prelimi
nary results of the cyclopropane study are reported in 
this paper.
Experimental Section

l-C hloro-2-fluoroethylenes. The preparation and 
characterization of the cis and trans isomers of C2FC1H2 
have been described before.22 As in the earlier study 
of the C2F 2H 2 isomerization equilibrium,1 gas chroma
tography was employed to analyze the equilibrium mix
tures of the iodine-catalyzed, gas-phase isomerization. 
Samples were handled on a vacuum system as de
scribed before, but the oven was improved. A Bayley 
Instrument Co. (Model 117) controller was installed 
with its resistance element in the aluminum cylinder 
which enclosed the reaction cell, and three chromel- 
alumel thermocouples were positioned in and around 
the cell to check for temperature uniformity. A t most 
the temperature varied about I o over the cell volume. 
A t each temperature equilibrium was approached from 
both the cis-rich and trans-rich sides. Gas chromato
graphic analyses were performed at 65° on a 4-m  
column packed with dibutyl phthalate on firebrick. 
Peaks representing the two isomers were well separated 
and had near-Gaussian shapes. Areas of the peaks 
were calculated by the triangle approximation after 
initial planimeter measurements gave the same results 
for ratios of areas within experimental error. Measure
ments on prepared mixtures showed that no correction 
was needed to observe trans/cis ratios within 0.5%. In  
most cases samples were equilibrated for several days 
and showed little evidence of volatile side products and 
only slow pressure decreases due to polymerization.

(9) J. W . Crump, J. Org. Chem., 28, 953 (1963).
(10) (a) K. E. Harwell and L. F. Hatch, ./. Amer. Chem. Soc., 77, 
1682 (1955); (b) P. S. Skell and R. G. Allen, ibid., 80, 5997 (1958).
(11) J. N. Butler and R. D. McAlpine, Can. J. Chem., 41, 2487 
(1963).
(12) R. A. Beaudet and E. B. Wilson, Jr., J. Chem. Phys., 37, 1133 
(1962).
(13) (a) R. A. Beaudet, ibid., 40, 2705 (1964); (b) V. W . Weiss, 
P. Beak, and W . H. Flygare, ibid., 46, 981 (1967).
(14) R. G. Ford and R. D. Beaudet, ibid., 48, 1352 (1968); 48, 
4671 (1968).
(15) P. Klaboe and J. R . Nielsen, J. Chem. Phys., 33, 1764 (1960).
(16) R . J. Abraham and K. Parry, J. Chem. Soc. B, 539 (1970).
(17) M . F. El Bermani and N. Jonathan, J. Chem. Phys., 49, 340
(1968).
(18) G. Dellepiane and G. Zerbi, J. Mol. Spectrosc., 24, 62 (1967).
(19) T. M . Connor and K. A. McLauchlan, J. Phys. Chem., 69, 1888 
(1965).
(20) R. G. Snyder and G. Zerbi, Spectrochim. Acta, 23A, 391 (1967).
(21) E. L. Eliel and M . K . Kaloustian, Chem. Commun., 290 (1970).
(22) N. C. Craig, Y.-S. Lo, L. G. Piper, and J. C. Wheeler, J. Phys. 
Chem., 74, 1712 (1970).
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Pressures in the reaction vessel ranged from 100 to 300 
Torr.

1 ,2,Dichloroethylenes. Samples of Aldrich Chemical 
Co. cis-C2Cl2H 2 and fr<ms-C2Cl2H 2 were used without 
further purification other than degassing and vacuum 
distillation. The equilibrium study at 288° followed 
the same procedure as for the l-chloro-2-fluoroethylenes. 
For the gas chromatographic analyses a 4-m column 
packed with silicone oil on firebrick was used at 90°. 
Sketching was employed to untangle the small region 
of overlap between the two peaks, and areas were mea
sured with a planimeter. Side reactions were not ex
tensive.

1 ,2-D ifluorocyclopropanes. cis- and frans-l,2-difluo- 
rocyclopropane were prepared by a photolytic reaction 
between diazomethane23 and 1,2-difluoroethylene 
(source, Peninsular Chem Research Co.). Photolysis 
of approximately 1:1 mixtures of diazomethane and 
olefin in the liquid phase at —80° gave a yield of cyclo- 
propanes of about 20% .24 The vented reaction tube 
was immersed in an ethanol-Dry Ice mixture in an un
silvered Pyrex dewar flask and irradiated from the out
side with light from a medium pressure mercury arc. 
Pure samples of cis and trans isomers were obtained by 
gas chromatographic fractionation on a 4-m column 
packed with tricresyl phosphate on firebrick. After the 
trans isomer (bp ~ 1 1 ° ) was eluted at room tempera
ture, the column temperature was raised to 75° to 
hasten the elution of the cis isomer (bp ~ 46 ° ). Iden
tities of the isomers were established by means of vapor 
densities, proton nmr, and infrared spectra.26 The ex
ploratory isomerization studies were carried out in a 
tube furnace with temperature control of ±5°. Both 
cis-rich and trans-rich samples were equilibrated. A t 
temperatures below 300° the reaction was too slow 
even with iodine catalysis. Above 340° side reactions 
were overwhelming. Relatively large amounts of 
iodine were used. Gas chromatographic analyses were 
done at a constant temperature of 57° on the tricresyl 
phosphate column.

Statistical Therm odynam ic Calculations. Calcula
tions based on the rigid-rotor, harmonic oscillator 
model26 were performed with program s t a t h e r m  on an 
IB M  360/44 computer. Input consisted of Cartesian 
coordinates and masses for atoms, vibrational funda
mentals, and rotational symmetry numbers. Output 
included principal moments of inertia as well as tables 
of thermodynamic functions from 100 to 2000°K in 
100° intervals. Tables of output data are on file.

Results

For the reaction
m -C 2FC lH 2(g) =  frons-C2FC lH 2(g)

Table I  summarizes the equilibrium constant measure
ments and Figure 1 shows the temperature dependence 
of log K  over the 280° range. A  least-squares fit gives

T hermodynamics of cis- trans Isomerizations

log K  =  (-1 7 1 .0  ± 4 .9 °K )/T  +  (0.0462 ± 0.0083)

from which AE ° m  =  780 ±  20 cal/mol and A S °m  =  
0.21 ± 0.04 cal/deg-mol. Figure 1 also includes two 
“ ungefährer”  values of the equilibrium constant re
ported by Viehe.6 They were not used in the least- 
squares analysis. A rigid-rotor, harmonic-oscillator 
treatment of the spectroscopic data gives A S °m  =  
0.24 ± 0.2 cal/deg-mol, A E °em  =  185 ± 20 cal/mol, 
and A E zp =  —270 ± 70 cal/mol.22'27 As a consequence 
AE e =  A E °m  -  A E °em  -  A E zp =  860 ± 110 cal/mol. 
The excellent agreement between the entropy change 
derived from the equilibrium constant measurements 
and the entropy change calculated from the spectro
scopic data is reassuring. The ±0.2 uncertainty in the 
calculated A S ° is due primarily to the estimated uncer
tainties in the assignments of the vibrational funda
mentals.

1455

Table I :  Observed Equilibrium Constants for the Reaction
cfs-C2FClH2(g) = irans-C2FClH2(g)

/----Number of analyses“---- -
Temp, cis- trans- Equilibrium

°K rich rich constant6

474 l
3

0.485 
0.485 ±  0

540 4
4

0.536 ±  0.003 
0.549 ±  0.002

5 0.527 ±  0.003
3 0.533 ±  0.005

554 4
5

0.544 ±  0.011 
0.558 ±  0.007

615 5
6

0.587 ±  0.007 
0.576 ±  0.007

681 5
3

0.621 ±  0.007 
0.630 ±  0.003

756 5
2

0.661 ±  0.004 
0.669 ±  0.002

“ After mixture had apparently reached equilibrium. 6 With
average difference from the average. All 55 values of the equi-
librium constant were used in the least-squares analysis.

(23) W. von E. Doering and W. R. Roth, Tetrahedron, 19, 715
(1963). Y-Methyl nitrosourea was obtained from Columbia Organic
Chemical Co.
(24) This methylene reaction was not stereospecific. No reaction 
was observed in repeated attempts to photolyze ketene-difluoro- 
ethylene mixtures in the liquid phase at — 80°. Gas-phase photolysis 
of the ketene-ethylene mixtures gave complex product mixtures and 
low yields of the difluorocyclopropanes.
(25) Paper 114, 23rd Symposium on Molecular Structure and Spec
troscopy, Columbus, Ohio, September 1968. Principal gas-phase 
ir bands, cis-c-CsF2H4: 3103B, 3063C, 1449B, 1346A, 1225B, 1150A, 
1136C, 1060A, 1047C, 860B, 785B, 739A, 621A, 468C, 318A, ~210 
cm -1; trans-c-C3F2H.4: 3110C, 3070A, 1457 distorted B?, 1304A,
1159A, 1072A, 1003C, 961B, 842B, 782A, 452A, 414B, ~ 300  two 
bands overlapped.
(26) G. N. Lewis and M . Randall, revised by K. S. Pitzer and L. 
Brewer, “ Thermodynamics,”  2nd ed, McGraw-Hill, New York, 
N. Y ., 1961, Chapter 27.
(27) 6 =  thermal energy; zp = zero point vibrational energy; and 
e = electronic energy.
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Figure 1. Temperature dependence of the equilibrium constant 
for the cis-trans isomerization of C 2C I F H 2. Viehe (ref 6) ■, 
this research: cis-rich, O; trans-rich, A. Line is from
least-squares analysis.

Figure 2 is a composite of all of the published values 
for the equilibrium constant for the reaction

m -(  :.2C l,H 2(g) =  tems-C2Cl2H 2(g)
Our single equilibrium constant measurement, K  =  
0.645 ±  0.013 at 562 ± 1°K, is also included. The 
agreement of this gas chromatographically derived 
value with the ones based on dielectric constant mea
surements decreases the possibility that the latter 
method was confounded by side reactions (vide in fra ). 
All of the published values save the one of Ebert and 
Bull58 were obtained from dielectric constant measure
ments. The line in Figure 2 was drawn by eye. In  
drawing this line the single value of Ebert and Bull, 
based on boiling point measurements, was disregarded 
as were the two high temperature measurements of 
Maroney.28 Side reactions were probably significant at 
these high temperatures. Nonetheless, the line fits the 
two high temperature values reasonably well. The 
equation for this line is

log K  =  ( - 1 4 1 ° i i ) / r  +  0.066

from which A E ° M0 =  650 ± 70 cal/mol and A<S°54o =  
0.30 ± 0.20 cal/deg-mol. The upper limits on these 
values are based on the line which fits the data of Wood 
and Stevenson alone.50

From the published spectroscopic data we calculate 
A S °mo =  80.40 -  80.05 =  0.35 ± 0.2 cal/deg-mol, 
AE°gu0 =  8010 -  7800 =  210 ± 20 cal/mol, A /fzp =  
20500 — 20775 =  — 275 ± 80 cal/mol. Consequently, 
AE e is 720 ± 160 cal/mol. The small differences be

N. C. Craig, L. G. Piper, and V. L. W heeler

Figure 2. Temperature dependence of the equilibrium constant 
for the cis-trans isomerization of C2CI2H2: •, Wood and
Stevenson (ref 5c); A, Olson and Maroney (ref 5b); A, Maroney 
(ref 28); X, Ebert and Brill (ref 5a); ■, this research.

tween these statistical thermodynamic quantities and 
those given by Pitzer and Hollenberg29 are due to the use 
of the updated vibrational assignment of Hopper30 and 
the geometric parameters preferred by Bernstein and 
Ramsay.31

The present value of 650 cal/mol for A E °Si0 is consis
tent with the value of AE°zm  =  200 ± 500 cal/mol ob
tained from the enthalpy of combustion of C2C12H 2 
isomers in the liquid phase328 and the enthalpies of va
porization.821’ Compared with the present value of 
A E q° =  440 cal/mol, values of 530 and 500 were cal
culated from Wood and Stevenson equilibrium constant 
data alone50-31 and a value of 445 was calculated from 
the combined lower temperature data.29

Statistical thermodynamic calculations were also 
carried out for cis- and trans-N2F2. The vibrational 
fundamentals were from King and Overend’s assign
ment338 augmented with gas-phase Raman bands for the

(28) W. Maroney, J. Amer. Chem. Soc., 57, 2397 (1935).
(29) K . S. Pitzer and J. L. Hollenberg, ibid., 76, 1493 (1954).
(30) M. Hopper, Ph.D. Thesis, University of Minnesota, 1967. 
For cis-C2CI2H2: (ai) 30771, 1587, 11831, 714, 1731; (a2) 8761, 4061; 
(61) 3087, 1303, 857, 571; (62) 697. For ¿rans-C2Cl2H 2: (og) 30711, 
15761, 12701, 8441, 3491; (au) 895, 226; (bg) 7581; (5U) 3090, 1200, 
817, 245 cm -1. 1 =  liquid-phase values; others for gas phase.
(31) H. J. Bernstein and D. A. Ramsay, J. Chem. Phys., 17, 556 
(1949).
(32) (a) L. Smith, L. Bjellerup, S. Krook, and H. Westermark, 
Acta Chem. Scand., 7, 65 (1953); (b) J. A. A. Ketelaar, P. F. Van 
Velden, and P. Zahm, Reel. Trav. Chim. Pays-Bas, 6 6 , 731 (1947).
(33) (a) S.-T. King and J. Overend, Spectrochim. Acta, 23A , 61 
(1967); (b) J. Shamir and H. H. Hyman, ibid., 23A , 1191 (1967); 
czs-N2F2: (ai) 1525,896,341; (a2) ~ 5 5 0 ; (hi) 952, 737; *rcms-N2F2: 
(ag) 1523, 1018, 603; (au) 364; (6U) 990, 423 cm "1. All except the 
^ 5 5 0  cm - 1  band of the cis isomer are for the gas phase.
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trans isomer observed by Shamir and Hyman.33b Sep
arate geometric parameters used for the two isomers 
were those reported by Bohn and Bauer from an elec
tron diffraction study.34 Microwave measurements 
concur on the cis geometry,35 and high resolution in
frared measurements concur on the trans.36 For use 
with Ai?°298 =  3000 ± 300 cal/mol obtained by Arm
strong and Marantz from enthalpies of reduction with 
ammonia,7b A E °m s =  2915 — 2850 =  65 ± 40 cal/mol, 
and A E zp =  7030 — 7145 =  —115 ± 75 cal/mol. Also 
A)S0298 =  62.60 — 61.85 =  —0.25 ± 0.2 cal/deg-mol. 
The difference in electronic energy between the two 
isomers is 3050 ± 400 cal/mol. All of these thermody
namic quantities are for the reaction

m -N 2F 2(g) =  trans-N 2F2(g)

Colburn and coworkers have reported several mea
surements of the cis-trans equilibrium at 558°K.7a 
From the average equilibrium constant, K  =  0.152, and 
calculated values of AS^o =  —0.15 cal/deg-mol and 
A H 0560 — A//°298 =  40 cal/mol, one calculates A E °m  =  
1990 cal/mol. Given the difficulty of making equilib
rium measurements on this highly reactive system, this 
value appears to be in reasonable agreement with the 
thermochemical one.

For the iodine-catalyzed reaction

m -c-C3F 2H4(g) =  irans-c-C3F2H4(g)

at 586 ± 5°K, the equilibrium constant is 11.7 ± 0.5, 
from which AG°585 =  —2900 ± 200 cal/mol. Although 
considerable infrared and Raman data are in hand, we do 
not yet have a complete assignment of the fundamen
tals for the two isomers. Therefore, for the present we 
assume A$°685 ~  0 and AE e =« A E °Mn ~  A G °m - In  
this cyclopropane case, the trans isomer has lower elec
tronic energy. In  view of the difficulties in observing 
equilibrium in this system we consider this result to be 
preliminary.

Discussion

Table I I  is a compilation of thermodynamic quan
tities for the cis-to-trans isomerization of haloethylenes 
(and difluorodiazene) for which rather complete spec
troscopic and thermodynamic data are available. The 
quantity of particular interest, the difference in elec
tronic energy of the two isomers, is given in the last 
column. In  addition to the data for difluorodiazene, 
chlorofluoroethylene, and dichloroethylene which were 
presented in the Results section, Table I I  includes 
data for 1,2-difluoroethylene, 1,2-dibromoethylene, 1,2- 
diiodoethylene, and one trihaloethylene.

Pertinent thermodynamic quantities for the iodine- 
catalyzed isomerization of C2F 2H 2 have been reported 
previously.1'37 A shock tube study of the rate of 
isomerization from both the cis and trans directions 
gives A£,0i2oo =  2700 ± 2400 cal/mol38 in general agree

T hermodynamics of cis- trans Isomerizations

ment with the value derived from the temperature 
dependence of the equilibrium constant.

Two sets of measurements of the gas-phase, iodine- 
catalyzed isomerization of C2Br2H 2 have been re
ported.39'40 The 8 0 °  temperature range is too small to 
reveal a believable temperature dependence of the 
equilibrium constant. In  choosing K  =  0 . 9 6 0  ± 0 . 0 6 ,  

for the cis-to-trans reaction we have placed somewhat 
greater weight on the more recent measurements, which 
are based on gas chromatographic analysis. Statistical 
thermodynamic values of A$°475 =  0 . 5 8  ± 0 . 3  cal/deg- 
mol and A A 0 ^  =  2 2 0  ±  4 0  cal/mol41 have been used 
to extract A E °iTo and AE e from A6r°475. Dowling and 
coworkers gave A E 0° =  — 1 0 0  ± 1 6 0  cal/mol (present 
value 9 0  ±  2 4 0 )  based on the dubious A E °  calculated 
by Noyes and Dickinson.39 In  the liquid phase the 
polar, cis isomer is favored (K  =  0 . 5 9 - 0 . 6 7  at 2 5 - 1 5 0 ° ) 5 b  

over the gas phase as expected.16
The published spectroscopic data for the diiodo- 

ethylenes do not permit meaningful statistical thermo
dynamic calculations. Although the assignment for the 
trans isomer42 appears to be sound, the assignment for 
the cis isomer is in doubt. The cis assignment is based 
on spectra measured on the eutectic mixture (20%  
trans, 8 0 %  cis).43 A number of bands of the two iso
mers are overlapped. The standing assignment gives 
S4r{(cis) <  S,r,(t.raiis) in contrast to all of the other 
dihalo cases considered in this paper. Also two of the 
frequencies for cts-C2I 2H 2 (r6 «  6 6 4  and =  1 7 6  cm“ 1) 
fall below values that would fit the group frequency 
pattern established by the other dihaloethylenes. In  
contrast, a similar group frequency comparison for the 
trans isomer is satisfactory.42

Furuyama, Golden, and Benson have recently re
ported the equilibrium constant (K  =  1 . 6 9  ± 0 . 1 3 )  for 
the gas phase isomerization (inherently iodine cat
alyzed) and have found no significant temperature de
pendence over a 1 4 0 °  range.44 They give A E ° m  =

(34) R. K . Bohn and S. H. Bauer, Inorg. Client., 6, 369 (1967)* 
Calculated moments of inertia were: cis-N2F2 -. 7a =  26.58, 7b = 
64.04,7c = 90.62; trans-N2F2: 7a = 6.633,7b = 109.80, 7C =116.42.
(35) R. L. Kuczkowski and E. B. Wilson, Jr., J. Chem. Phys., 39, 
1030 (1963).
(36) S.-T. King and J. Overend, Spectrochim. Acta, 23A, 2875 
(1967).
(37) N . C. Craig and J. Overend, J. Chem. Phys., 51, 1127 (1969).
(38) P. M. Jeffers and W. Shaub, J. Amer. Chem. Soc., 91, 7706
(1969).
(39) R. M. Noyes and R . G. Dickinson, ibid., 65, 1427 (1943).
(40) Viehe and Franchimont (ref 8b) have shown an equilibrium 
is established between H BrC=CBrH , H B rC =C IH , and H IC =C IH , 
all of which were present in significant amounts in their system. We 
have not observed any such halogen exchange in the fluorochloro- 
ethylene systems.
(41) J. M . Dowling, R. G. Puranik, A. G. Meister, and S. I. Miller, 
J. Chem. Phys., 26, 233 (1957). Most of the frequencies used in the 
statistical thermodynamic calculations were liquid phase values.
(42) R. H. Krupp, E. A. Piotrowski, F. F. Cleveland, and S. I. 
Miller, Develop. Appl. Spedrosc., 2, 52 (1962).
(43) S. I. Miller, A. Weber, and F. F. Cleveland, J. Chem. Phys., 23, 
44 (1955).

1 4 5 7
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Table II : Thermodynamic Functions for cis-trans Isomerization of Haloethylenes
«s-HXC=CXH(g) = irans-HXC=CXH(g)

Tem-
perature,

°K
A*S°obsd,

cal/deg-mol A(S°calcd
AE°0bad,
cal/mol AEo° Al?elect

f n = n f 300 -0 .2 5  ±  0.2 3000 ±  300 2930 ±  330 3050 ±  400
HFC=CFH 620 0.14 ±  0.03 -0 .0 1  ±  0.2 930 ±  20 780 ±  40 1080 ±  120

(480-760)
HFC=CC1H 615 0.21 ±  0.04 0.24 ±  0.2 780 ±  20 600 ±  40 870 ±  110

(475-760)
HC1C=CC1H 540 0.30 ±  0.20 0.32 ±  0.2 650 ±  70 440 ±  90 720 ±  160

(460-620)
HBrC=CBrH 475 0.58 ±  0.3 (320 ±  200)“ 90 ±  240 250 ±  330

(420-500)
HIC=CIH 540 1.1 ± 0 .1 0 ±  200

(470-610)
HFC=CFC1 590 -0 .1 2  ±  0.3 (10 ±  180)“ 30 ±  20 80 ±  230

a Calculated from a single equilibrium and A&°caicd- Literature citations are given in the text.

0 ±  200 cal/mol and A$°69o =  1.1 ±  0.1 cal/deg-mol. 
I t  is disturbing, however, that equilibrations at 400- 
430°K in the liquid phase in decalin gave AE °  =  —1550 
cal/mol.43 However, this liquid phase value is a re
calculated one. In  the original report the eutectic mix
ture was mistaken for pure cis.46 Further doubt is in
troduced by the fact that a 30° temperature range is in
sufficient to accurately determine a small AE ° .

The thermodynamic values in Table I I  for the one 
trihaloethylene, 1,2-difluoro-l-chloroethylene, are from 
a previous paper.46 Error estimates have been re
vised somewhat as a consequence of the present com
parative analysis.

Although much of the evidence for the cis effect de
pends on small differences between large numbers, the 
data in Table I I ,  considered as a whole, provide rather 
strong support for the existence of this effect. The 
pattern of the entropy and energy values is reasonable, 
and, where checks on the entropy change from second- 
law and third-law treatments are possible, the agree
ment is good. Of course, contributions from second- 
order effects including anharmonicity, rotation-vibra
tion interaction, Fermi resonance, and gas nonideality 
have been neglected in the statistical thermodynamic 
calculations. I t  is reasonable, however, to assume that 
these contributions tend to cancel out for molecules as 
similar as pairs of cis-trans isomers.

A t first thought gas nonideality, particularly in the 
form of strong hydrogen bonding between pairs of cis 
isomers, is of greater concern. Qualitatively, dimer
ization of cis isomers (an exothermic process) could pro
duce an apparent positive temperature coefficient for 
the overall cis-to-trans isomerization that could dom
inate a true negative temperature coefficient (exo
thermic) for the simple isomerization involving mono
mers. Evaluation of expressions for the competing 
equilibria with representative values for the overall 
temperature coefficient and trans/cis ratio showed that

the necessary degree of dimerization of the cis isomer 
would be unreasonably large. A t room temperature 
the dimerization would be essentially complete. Yet, 
separate gas density measurements for the cis (and 
trans) isomers of C2F2H 2 gave molar weights within a 
few per cent of ideal gas values.1 Also, enthalpies and 
entropies of vaporization are normal for both cis- and 
frans-C2Cl2H 232b and cis- and trans-C2F2H 2.47

In  every instance in Table I I  the observed, composite 
AE °  reflects the difference in electronic energy rather 
well, as has been often assumed. Since A S ° «  0, 
particularly for the fluoro systems, the approximation 
AE °  «  AG ° is useful.

A t least one kind of nonthermodynamic evidence ex
ists in support of the cis effect. I t  is the difference in 
torsional force constants for cis- and trans-C2F 2H 237 and 
cis- and Aans-C2C1FH2.22 In  both cases the cis isomer 
has the larger force constant for incipient torsion around 
the double bond. The difference is well outside the un
certainty in these force constants as calculated by a 
normal coordinate analysis of complete hydrogen-deu
terium isotopic sets. In  contrast, the force constants 
for C H  out-of-plane wagging are very nearly the same 
in each case. The larger torsional force constant for 
cis isomer presumably reflects some additional force 
holding this isomer in the planar configuration.

Though more supporting evidence would be desirable, 
the cis effect in haloethylenes now seems to be rather

(44) S. Furuyama, D. M. Golden, and S. W. Benson, ./. Phys. Chem., 
72, 3204 (1968). The cis-trans isomerization competes with the 
dehalogenation reaction, H IC = C IH  - »  Is +  C H = C H . In the 
bromoiodo system (ref 40) the equilibrium constant for the cis-trans 
isomerization of C2I2H2 was found to be 2.13 (175°) and 2.07 (225°).
(45) It. M . Noyes, R. G. Dickinson, and V. Schomaker, J. Amer. 
Chem. Soc., 67, 1319 (1945).
(46) N. C. Craig, D. A. Evans, L. G. Piper, and V. L. Wheeler, 
J. Phys. Chem., 74, 4520 (1970).
(47) From unpublished vapor pressure equations, for CTS-C2F2H 2 : 
AH° = 5450 and AS° =  22.0; for irans-CsFsHj; AH ° =  4970 
cal/mol and AS° — 22.6 gibbs/mol.
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well established in experiment. Rationalizations for it 
are, however, a much more uncertain matter. A t first 
glance the 3000 cal difference in energy between the iso
mers of N 2F 2 (Table I I )  appears anomalously large 
compared with the 1100 cal difference for the isomers of 
C2F 2H 2. However, in C2F 2H 2 the repulsion energy be
tween the CF bond dipoles is approximately 1400 cal 
greater in the cis isomer.48 The corresponding differ
ence in dipole-dipole repulsion in N 2F2 must be consid
erably smaller since the cis isomer has a dipole moment 
of only 0.16 D .36 Thus, for comparative purposes each 
for the electronic energy difference for a dihaloethylene 
pair in Table I I  should be increased from about 1400 to 
400 cal, the latter being for C2I 2H 2.16

A t the present time no quantum mechanical calcula
tions appear to be available that are sufficiently precise 
to corroborate the experimental evidence for the cis 
effect and to explain it. However, Pitzer and Hollen- 
berg29 and others have ascribed this effect to con
tributions from resonance structures of the type

T hermodynamics of cis- trans Isomerizations

F+ F- ~F F+
\
C— I and :C—

/
-c

/ \ / \
H H H H

More recently Hoffmann and Olofson49 have argued for a 
'preferred cis structure of electronically excited or an
ionic butadiene due to overlap of the p orbitals in the x 
HO M O

This molecular orbital argument applies to cis-C2- 
F 2H 2, which may be considered to have a six-electron w 
system if a nonbonded pair from each fluorine atom is 
involved. Both the valence bond and the M O  argu
ments require double bond character in the C X  bonds 
at the expense of the unshared pairs on each of the 
halogen atoms. The nuclear quadrupole coupling con
stants for chloroethylenes have been interpreted as indi
cating about 5% double bond character for CC1 bonds.60 
The corresponding double bond character for cis -C2- 
C12H 2 is not exceptional, however, and no data are avail
able for trans-C2C12H 2. An apparent weakness in this 
electron delocalization explanation is the trend in the 
AE e values in Table I I .  These AE e values do not seem 
to decrease in proportion to the presumed weakening of 
the p-p overlap between carbon and larger halogen 
atoms. Steric repulsion of nonbonding electrons might 
also be expected to add to this rate of decrease in AI?e.16 
However, these effects are offset to some extent by the 
previously cited decrease in the C X  dipole-dipole re
pulsion. I f  the polar valence bond structures (1) were 
important, the cis effect would be marked in the mixed 
chlorofluoroethylenes. Yet, the electronic energy 
differences for the two chlorofluoro examples in Table 
I I  seem to fit a smooth trend between C F H = C F H  and
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Figure 3. An approximation to the van der Waals 
intramolecular potential function for FF interaction. Estimated 
FF distances are shown for molecular structures of interest.

CC1H=CC1H. (The fragmentary data for C F H =  
CB rH and C F H = C IH  suggest otherwise, however.6'8 
Although the case for the electron delocalization inter
pretation of the cis effect is far from complete, it seems 
the most reasonable proposal for haloethylenes (and 
diazenes).61

The electron delocalization argument will not serve to 
explain the apparent cis effect in saturated compounds. 
Although I { ° gauche H  trans 0 for 1,2-difluoroethane, 
allowance for about 1000 kcal/mol greater CF dipole- 
dipole repulsion in the gauche conformer makes AI i °  =  
0 more significant. I t  must be emphasized, however, 
that AH ° =  0 for the C2F2H 4 conformers is tentative, 
and further, AE e might yet prove to favor the trans 
form. However, on the basis of presently available 
data (see the Introduction for other examples) a non
bonded, van der Waals attraction between the halogen 
atoms may be important, van der Waals attractions 
based on potential energy parameters obtained from 
noble gases are too small to support this hypothesis,16 
although it is possible that noble gas parameters are in
adequate for bound halogen atoms. Thus, for 1,2-di- 
haloethanes containing fluorine Abraham and Parry’s 
calculations were 0.5-1.0 kcal too low for the gauche-to- 
trans conversion. Figure 3 is a schematic representa
tion of the location of various fluorocyclopropanes on a 
deepened — F . . .F — potential curve. Based on rota
tion barriers in various fluoroethanes16 it appears that 
the cis (eclipsed) form of C2F2H 4 falls in the repul-

(48) Estimated from a point charge model based on the geometry 
and dipole moment from the microwave study (ref 35). Neglect of 
moment for the CH bond favors the cis isomer.
(49) R. Hoffmann and R. A. Olofson, J. Amer. Chem. Soc., 88, 943 
(1966).
(50) (a) J. H. Goldstein, J. Chem. Phys., 24, 106 (1956); (b) R. G. 
Stone and W . H. Flygare, J. Mol. Spectrosc., 32, 233 (1969).
(51) For 1-halopropylenes simple dipole-dipole attraction seems to 
be an adequate explanation as shown by Abraham and Parry’s 
calculation for rotamers of 1-halopropanes (ref 16).
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sive region. Of course, the steepness of the potential 
curve on the repulsive side implies that small differences 
in geometry would cause sizeable changes in the van der 
Waals interaction energy. Unfortunately, the fact 
that the rotation barrier in cis- 1-fluoropropylene is little 
different from that for l,l-difluoropropylene,13a in 
which the apparent equilibrium H F  distance is 0.05 A 
longer, seems to contradict this explanation— if the 
- H . .. F -  van der Waals potential is anything like that 
for - F . ..  F - . For cis haloethylenes both double bond 
induced and direct van der Waals attractions may be in
volved, since the FF  distance in m -l,2 -C 2F2H 262 is close 
to that in graMc/ie-l,2-C2F2H 4.

cf s-1,2-Difl uorocyclopropane with a predicted FF  
distance63 close to that of grawc/ie-C2F2H 4 might be ex
pected to exhibit the single bond cis effect alone. How
ever, our preliminary equilibrium constant value im
plies a remarkably low energy for the trans configura
tion. Of course, it is possible that the true FF  distance 
in the cfs-cyclopropane is sufficiently small to place it 
well up the repulsive side of the van der Waals poten
tial. Such a shortened F F  distance could possibly be 
related to diminished opportunity for steric relief in the 
cyclopropane, which should be reflected in a large H C F  
bending force constant. I t  is also possible that the di- 
fluorocyclopropane result is the only one permitting 
direct interpretation, in which case the true cis effect is

1460

only to be found along with double bonds. In  the near 
future we expect to have more critical vibrational and 
thermodynamic data on the difluorocyclopropanes. I t  
is also hoped that the trans cyclopropane isomer has a 
sufficient dipole moment to make possible a detailed 
microwave investigation of it as well as the cis isomer.64
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(52) FF distance in CÍS-C2F2H2 is 2.74 A [V. W . Laurie and D. T . 
Pence, J. Chem. Phys., 38, 2693 (1963) j; in the corresponding trans 
isomer it is 3.56 A. Based on the geometric parameters (ref 15): 
pcf = 1.37, rcc = 1-54 A, ZC C F = 109.5°, and dihedral angle in 
gauche of 60°; the FF distance in cis-C2F 2H 4 is 2.45 A, in gauche- 
C2F2H 4 is 2.77 A, and in trans-C2F2H 4 is 3.56 A.
(53) With rcF = 1.33, rcc = 1-52 A, ZC C C  =  60°, Z H C F  = 
118°,oand ZC C F  = 116.5°, the FF distance in CÍS-0 C3F2H 4 is 
2.71 A. See Hs. H. Günthard, R. C. Lord, and T. K. M cCubbin, 
Jr., J. Chem. Phys., 25, 768 (1956), for cyclopropane geometric 
parameters.
(54) N ote A dded in Proof. D . Sianesi and R. Fontanelli, Ann- 
Chim. {Rome), 55, 850 (1965), have measured the bromine-catalyzed 
isomerization of lii-pentafluoropropylene over the temperature 
range 300-550°. For the cis-to-trans reaction AH° =  3.9 kcal/ 
mol (sign changed to conform to the data) and AS° =  1.45 ca l/ 
deg-mol.

N. C. Craig, L. G. Piper, and V. L. W heeler
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The process XeF2 +  ftr-*  Xe+ +  F -  +  F has been observed, and from its threshold the value AH / o0(XeF2) = 
— 28.0 ±  0.5 kcal/mol has been derived. Subsequent studies of the thresholds for XeF2+ from XeF4 and 
XeF4+ from XeF6 then yield Afl/°o(XeF4) =  —57.6 ±  2 kcal/mol and Ai7/ °0(XeF6) =  — (90_3+8) kcal/mol, 
respectively. The first ionization potentials of the compounds studied are: 12.35 ±  0.01 eV for XeF2, 12.65 ±  
0.1 eV for XeF4, and 12.19 ±  0.02 eV for XeF6—all higher than that of atomic xenon and in good agreement 
with photoelectron spectroscopic values. The evidence presented indicates that the ground states of XeF4+ 
and XeF6+ have some asymmetric character. The ions X eF +, XeF3+, and XeF5+ are found to be distinctly more 
stable to loss of a fluorine atom than are those containing an even number of fluorine atoms. The implications 
of these observations as regards the bonding in xenon-fluorine compounds are discussed. These studies give no 
evidence regarding the existence of low-lying excited states of XeF6; more extensive experiments involving long- 
equilibration times will be required to decide this question.

I. Introduction

The very existence of noble gas fluorides has pre
sented an exciting challenge to theoretical chemists. 
A number of molecular calculations2“'b have indeed 
been performed to explain the structure of these inter
esting chemical entities, but in order to test some of 
these calculations it is necessary to have more accurate 
data. For example, several independent experimental 
approaches3-6 aimed at determining the heats of forma
tion of XeF2, XeF4, and XeFe have yielded significantly 
different results. The electron-impact mass spectro
metric measurements6 are rather crude and cannot 
hope to achieve quantitatively conclusive numbers. 
A photo ionization mass spectrometric study7 of XeF2 
was able to deduce a fairly accurate first ionization 
potential of XeF2, but little else. Recently, some pho
toelectron-spectroscopic investigations8 of XeF2, to
gether with vacuum-ultraviolet absorption work,8-9 have 
provided additional information regarding the ioniza
tion potentials of XeF2 which has helped to elucidate 
the present photoionization mass spectrometric study.

II. Apparatus

The basic design of the vacuum-ultraviolet mono
chromator and high-transmission mass spectrometer 
have been described in an earlier publication,10 as have 
subsequent improvements in the detection system.11 
The inlet system of the mass spectrometer was replaced 
by one made with stainless steel and Kel-F tubing and 
Monel valves. Before use, it was seasoned thoroughly, 
first with fluorine gas and then with the substance 
under investigation. The xenon fluorides were sub
sequently deposited, stored, and dispensed from Kel-F 
tubes fitted with Kel-F valves.

III. Sample Preparation

A. Xenon Difluoride, XeF2. Xenon difluoride was 
prepared by reaction of a tenfold excess of xenon with 
fluoride in a nickel reactor, as described elsewhere.12'18 
Traces of impurity were removed by discarding the 
vapor-pressure heads from the sample until the infrared 
spectrum attested to the purity of the residual difluo
ride.13 About 3% of the original sample was lost in the 
purification process.

B. Xenon Tetrafluoride, XeFi. Xenon tetrafluoride 
was prepared by the reaction of xenon and fluoride in 
an atomic ratio of 1:5 at 400°. Xenon hexafluoride 
and xenon difluoride present in the product were dis-

(1) (a) Work performed under the auspices of the U. S. Atomic 
Energy Commission; (b) on leave from The Department of Chemis
try, University of Aberdeen, Old Aberdeen, AB9 2UE, Scotland.
(2) (a) See, for example, “ Noble-Gas Compounds,”  H. H. Hyman,
Ed., University of Chicago Press, Chicago, 111., 1963; (b) J. H.
Holloway, “ Noble-Gas Chemistry,” Methuen & Co., Ltd., London, 
1968, Chapter 8.
(3) L. Stein and P. L. Plurien, ref 2a, p 144.
(4) B. Weinstock, E. E. Weaver, and C. P. Knop, Inorg. Chem., S, 
2189 (1966).
(5) V. I. Pepekin, Yu. A. Lebedev, and A. Ya. Apin, Zh. Fiz. Khim., 
43, 1564 (1969).
(6) H. J. Svec and G. D. Flesch, Science, 142, 954 (1963).
(7) J. D. Morrison, A. J. C. Nicholson, and T. A. O ’Donnell, J. 
Chem. Phys., 49, 959 (1968).
(8) (a) C. R. Brundle, M . B. Robin, and G. R. Jones, ibid., 52, 3383
(1970); (b) B. Brehm, M . Menzinger, and C. Zorn, Can. J. Chem.,
48, 3193 (1970).
(9) J. Jortner, E. G. Wilson, and S. A. Rice, ref 2a, p 358.
(10) J. Berkowitz and W. A. Chupka, J. Chem. Phys., 45, 1287 
(1966).
(11) W. A. Chupka and J. Berkowitz, ibid., 47, 2921 (1967).
(12) W. E. Falconer and W. A. Sunder, J. Inorg. Nucl. Chem., 29, 
1380 (1967).
(13) F. Schreiner, G. M . McDonald, and C. L. Chernick, J. Phys. 
Chem., 72, 1162 (1968).
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carded by the stepwise removal of the vapor above the 
reaction products. In this way the hexafluoride im
purity was rapidly disposed of, but about 25% of the 
original sample had to be removed before infrared spec
tra indicated pure XeF4.

G. Xenon Hexafluoride, XeF6. Xenon and fluorine 
were mixed in a ratio of 1:20 and heated at a tempera
ture of 300° and a total pressure of about 40 atm. The 
hexafluoride was purified from the other binary fluorides 
of xenon by taking advantage of the reversible reaction 
of xenon hexafluoride with sodium fluoride. The de
tailed purification procedures are described else
where.14-16 Final purification was effected by the 
stepwise removal of vapor above the reaction products 
until the infrared spectrum indicated a pure specimen.

IV. Experimental Results
A. XeF2. A photoionization mass spectrum17 of 

this sample, taken at 800 A, is shown in Figure 1. This 
figure illustrates two advantages enjoyed in this ex
periment, when compared with the previous7 photo
ionization work. The earlier work was limited to the 
hydrogen lamp as a light source, and hence insufficient 
photon energy was available to explore the fragmenta
tion reaction that yields Xe+ as product. Secondly, 
it was found in the earlier work that all X e+ observed 
was attributable to chemical decomposition of the 
XeF2 sample en route to the ionization chamber of the 
mass spectrometer; its characteristic autoionization 
spectrum clearly distinguished parent X e+ from frag
ment X e+.

By contrast, the chemical decomposition occurring 
in our experiment was reduced to virtually undetectable 
proportions with the precautions described in section
II. Hence, the Xe+ intensity in Figure 1 is representa
tive of fragment Xe+ from XeF2. When the mass 
spectrometer was focused on the X e+ peak and the 
photon wavelength was scanned, a relatively intense 
threshold appeared at ''-'800-810 A (~15.3 eV), as 
seen in Figure 2. From the heretofore available bond 
energies of XeF2, this onset could be attributed to the 
stepwise fragmentation

X e F 2 “t- hv — >■ X e F +  — F  —f- e (1)

X e F +  — ► X e +  +  F (2)

rather than

XeF2 +  hv —^  Xe+ +  F2 +  e (3)

A search for contributions from process 3 was not 
fruitful, but there was a weak residual Xe+ intensity 
that persisted to longer wavelength. From its threshold 
and the subsequent analysis of a concomitant F~ 
peak, we were able to conclude that this weak Xe + 
intensity was attributable to the process

XeF2 +  hv - h>- Xe+ +  F-  +  F (4)

The wavelength dependence of this F~ intensity, ob-

Figure 1. Photoionization mass spectrum of 
XeF2, taken at 800 A.

______ .______ I______ ,______ r~— i I - — -r------- -.-1----
600 700 800 900 1000

>> (A)

Figure 2. Photoioization efficiency curves of (a) XeF2+, (b) 
XeF+, and (c) X e+ from XeF2, obtained at a resolution width 
of 0.4 A (FWHM).

tained with the hydrogen many-line pseudo-continuum 
as a light source, is shown in Figure 3.

The peaked structure of this F~ curve is immediately 
suggestive of a predissociation, rather than a direct

(14) I. Sheft, T . M . Spittler, and F. H. Martin, Science, 145, 701 
(1964).
(15) R. D. Peacock, H. Selig, and I. Sheft, Proc. Chem. Soc. London, 
285 (1964).
(16) J. G. Malm, F. Schreiner, and D. W. Osborne, Inorg. Nucl. 
Chem. Lett., 1, 97 (1965).
(17) In this instance the Hopfield continuum of helium served as the 
light source and the photon resolution width (FW HM ) was 0.8 A. 
The mass resolution could be significantly improved when necessary 
by narrowing the slits of the mass spectrometer, but for the present 
purposes it was more productive not to use high mass resolution, but 
rather to increase the signal strength in order to minimize the data- 
acquisition time.
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Figure 3. Wavelength dependence of the F _ intensity from 
the process XeF2 +  hv —► Xe + +  F -  +  F.

dissociative ionization process. Rather similar be
havior was recently observed by us18 in the pair-forma
tion processes involving F2 and HF, respectively. 
In these diatomic molecules it was possible to show 
convincingly that the pair formation proceeds through 
a two-stage process: (a) the molecule in its electronic
ground state (and vibrational ground state) absorbs a 
photon and goes into Rydberg series which converge 
upon the ionic ground state and (b) these Rydberg 
terms are “ crossed” by potential curves that correlate 
with the ions in their ground states. Landau-Zener- 
type crossings can then occur at energies rather close to 
the limit for dissociation into ground-state ions.

A similar process is quite likely occurring here. The 
spacings between the first three sharp peaks is about 
520 cm-1, which is just the spacing Brandie, et al.,s 
found in the photoelectron spectrum of the ionic ground 
state and attributed to excitation of a stretching vibra
tion in the triatomic ion. The Rydberg states should 
experience a similar excitation. The corrected Ryd
berg formulas given by Brundle, et al., M9 have been 
used to calculate possible Rydberg members that might 
contribute to the peaks observed in the pair formation. 
Of the s-type orbitals, the n = 8 (1031 A) converging 
to 2Pi/l and the n = 8, 9, and 10 (1073, 1045, and 1030

o  '

A) converging to P,/t appear to be likely candidates. 
Of the d-type orbitals, the n = 6 and n = 7 (1048 and 
1013 A) converging to 2P 1/2 also appear as attractive 
possibilities. The s-type orbitals are usually narrower,20 
and it is noteworthy that the sharp peaks near threshold 
are calculated to be of s type.

If the predominant contribution to the ion-pair 
process is predissociation, then selecting a precise 
threshold for this process is somewhat uncertain since 
one must hope that a Rydberg state and a curve crossing 
occur somewhere near threshold. One can set rather 
rigorous upper limits on the endothermicity of the 
dissociation, but one must look into the detailed struc
ture of the ionization of each specific molecular system 
to deduce whether or not the value obtained is close to 
the true thermodynamic value. In the present in
stance, there seems to be evidence that states occur near 
threshold. In fact, this process has a precursor

XeF2 +  hv — >- XeF+ +  F~ (5)

which extends to still longer wavelength (lower 
energy). The sudden drop in structure and in ioniza
tion near threshold, the quasi-linear behavior of the 
ionization yield at the apparent threshold, and the tail 
(probably having contributions from internal thermal 
energy and monochromator slit width) all suggest a 
process that occurs at or very near the true threshold.

An objective technique21 for treating the threshold 
region is as follows. The linear region is extrapolated 
to the background level, and to the energy correspond
ing to the intercept is added the average internal energy. 
For the linear XeF2 molecules, the average rotational 
energy at 298°I\ is 0.025 eV. From the observed22 
vibrational frequencies, the average vibrational energy 
at this temperature can readily be computed to be
O. 040 eV. The linearly extrapolated threshold for re-

o

action (4) is 1086 A = 11.410 eV, and hence the value 
corrected to 0°K is 11.48  ̂ eV. From the accurately 
known ionization potential28 of Xe and the electron 
affinity24 of F, one can deduce that the dissociation 
energy for the reaction

XeF2 — > Xe +  F +  F (6)

is 2.800 eV, and hence the average XeF bond energy in 
XeF2 is 32.3 kcal/mol at 0°K. From our recently re-

(18) Photoionization mass spectrometric study of F2, HF, and DF, 
J. Berkowitz, W. A. Chupka, J. H. Holloway, P. M. Guyon, and 
R. Spohr, J. Chem. Phys., in press.
(19) The convergence limits of the Rydberg series given in ref 8a 
are evidently the vertical, rather than the adiabatic ionization 
potentials.
(20) R. E. Hoffman, Y . Tanaka, and J. C. Larrabee, J. Chem. 
Phys., 39, 902 (1963).
(21) P. M . Guyon and J. Berkowitz, ibid., 54, 1814 (1971).
(22) H. H. Claassen, P. Tsao, and C. C. Cobb, in published work;
P. A. Agron, G. M . Begun, H. A. Levy, A. A. Mason, C. G. Jones, 
and D. F. Smith, Science, 139, 842 (1963).
(23) C. Moore, Nat. Bur. Stand. ( U. S.) Circ., 3, No. 467 (1949).
(24) R. S. Berry, Chem. Rev., 69, 533 (1969).
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determined dissociation energy18 of F2 (1.586 ±  0.006 
cV) we can then compute A ///o0(XeF2) = —28.0 
kcal/mol. A reasonable estimate of the error in thresh
old determination is ca. 2 A, which in this wavelength 
region corresponds to 0.5 kcal/mol. By way of com
parison, Weinstock, et al.,* obtained the value —25.32 
kcal/mol on the basis of their determination of gas- 
phase equilibrium constants, while the value from the 
calorimetric measurement of Pepekin, et a l is AH°<r 
(XeF2) = —28.6 ±  0.8 kcal/mol. This observation, 
together with subsequent results on XeF4 and XeF6, 
suggests some systematic error in ref 4.

The formation of parent ion XeF2+, which is a much 
more intense process than that forming Xe+ at energies 
below ~15.5 eV, is seen in Figure 2. There is distinct 
evidence for autoionization in the region between 
threshold and the onset of the next electronic state8 ato
ca. 960 A. This could be due to vibrational autoioniza
tion from Rydberg states converging to the ionic ground 
state but having vibrational excitation (as in F2 and 
HF, ref 18), or it may be due to Rydberg states con
verging upon the excited 2IL/2 state (akin to the be
havior in xenon, ref 20), or perhaps it is due to both. 
The spectrum of the light source in this wavelength 
region contains some peaks which prevent accurate 
measurement of structure in the ionization curve. 
There is a hint of structure in the older photoionization 
work7 as well, but evidently the authors did not feel 
secure in this interpretation. In addition, their tech
nique for deducing ionization potentials assumes a 
specific kind of direct ionization (step function) whose 
derivative would yield the desired quantity. When 
pronounced structure is evident in the photoionization 
curve, as in the present case, other techniques are re
quired.

The first peak in the XeF2+ curve occurs at ~1003 A, 
and the true first ionization potential is almost cer
tainly at a longer wavelength. If the tailing at thresh
old were due entirely to the monochromator slit width, 
it should extend for ca. 0.8 A (as discussed in ref 21). 
The observed tailing extends for ca. 4 A and therefore 
probably has contributions from internal thermal 
energy at '~300°K. Of this, the rotational energy 
should make negligible contribution to the parent ion
ization, but vibrational contributions can be significant. 
This behavior seems most similar to that described in 
ref 21 in the section on thresholds for diatomic oscilla
tors. In the latter work, it was shown that in the case 
of idealized step-function behavior, convolution of a 
Boltzmann distribution would yield an exponential 
tail originating at a point of discontinuity. The tan
gent at the point of discontinuity (our peak at 1003 A) 
intercepts the energy axis at a distance kT from thresh
old (for diatomics). For an idealized linear cross sec
tion, convolution of a thermal distribution yields a 
linear portion plus an exponential, such that the ex
trapolated linear portion intercepts the energy axis at a
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distance kT (for diatomics) from the true threshold. 
This behavior for diatomics was predicted on the condi
tion that hv <  kT.

Here we are dealing with a linear triatomic, which 
has two stretching frequencies with hv ~  0.065 eV (?>., 
with energies much larger than kT and hence contribut
ing little to the threshold) and one doubly degenerate 
bending mode with hv ~  0.026 eV (ft.e., with an energy 
about equal to kT). Hence, the shift from the linearly 
extrapolated intercept should (most probably) be less
than 2kT. A shift of kT would place the adiabatic

°0°Iv ionization potential at 12.35 eV, while the 1003-A 
peak (the upper limit) is equivalent to 12.36 eV. Thus, 
it seems rather conclusively established that the first 
ionization potential of XeF2 is 12.35 ±  0.01 eV, a value 
significantly different from the earlier photoionization 
result7 (12.28 eV), but in good agreement with the pho
toelectron spectroscopic results of Brundle, et al.* 
(12.35 ±  0.01 eV) and Brehm, et al,,8 (12.33 ±  0.02 
eV).

A rather striking phenomenon now appears. The 
second adiabatic ionization potential (the 2IL/2 com
panion of the ionic ground state) is given by Brundle, 
et al., as 12.89 ±  0.01 eV (top of first vibrational peak) 
and by Brehm, et al., as 12.83 ±  0.02 eV (estimated 
onset of ionization). This first excited ionic state is 
narrow, and it has a hint of vibrational structure. 
Hence, it is not a repulsive state. In the XeF2+ curve, 
no significant change occurs in this energy range, but 
the XeF+ fragment appears precisely in this region 
(linearly extrapolated threshold = 965.5 A = 12.84 
eV, 0°K corrected onset = 12.90 eV). It appears, 
therefore, as if this first excited state is crossed by a 
repulsive curve, and predissociation 4akes place to form 
XeF+ +  F. Predissociation evidently does not take 
place from the ionic ground state because the Franck- 
Condon region does not encompass sufficiently high 
vibrational levels of the ground state. From the pho
toelectron spectrum, it appears that there is no signifi
cant population of vibronic states in XeF2+ in the energy 
range 12.6-12.8 eV. Hence the value (12.90 eV) for 
the threshold of reaction 1 should be regarded as an 
upper limit for thermochemical purposes, and from this 
it follows that H0(XeF+) ^ 2.03 eV. The latter result 
is important in that it demonstrates that H0(XeF+) is 
significantly larger than the average Xe-F bond energy 
(1.40 eV) previously found for XeF2 and also implies 
that the reaction

Xe+ +  F2 — > XeF+ +  F (7)

should be exothermic. Recent kinetic studies26 of re
action 7 at this laboratory indicate that the cross sec
tion rises with increasing kinetic energy, a behavior 
normally associated with endothermic reactions. The

(25) J. Berkowitz and W. A. Chupka, Chem. Phys. Lett., 7, 447 
(1970).
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interpretation of this behavior must somehow involve 
the mechanism of this reaction rather than its ther
mochemistry.

The value for ¿)0(XeF+) is not unreasonable when 
compared with those for the isoelectronic interhalogens. 
The direct isoelectronic analog is IF, whose dissociation 
energy has been somewhat uncertain. Of the two 
possible values (1.99 eV and 2.88 eV) that stem from 
observed predissociations, the higher value seems cur
rently26'27 to be distinctly favored. The value28 of D0 
for IC1 is 2.152 eV, and of the two permissible values28 
(2.19 eV and 2.60 eV) for D0(FBr), the higher one is 
favored.27 Hence, in this case of XeF+, as well as two 
others (the KrF+ ion29 and the ArF+ ion25), the di
atomic ions of the rare gas fluoride behave as pseudo
halogens. However, as is discussed in ref 25, this is not 
the case for HeF+ and NeF+.

As one now examines the ionization at shorter wave
lengths in Figure 2, one finds that both the XeF2+ and 
XeF+ curves show several weak peaks, commencing at 
ca. 935 A and terminating at the onset of a large in-

t  o

crease m ionization at ca. 918 A. These are presumably 
Rydberg levels formed by excitation of an electron from 
the inner aiK molecular orbital (notation of ref 9) or 
lOo-g (notation of ref 8). The convergence limit cannot 
be determined accurately, but the onset of the steep 
rise at 918 A = 13.5 eV corresponds very closely to the 
adiabatic ionization potential obtained in photoelectron 
spectroscopy (Brundle, et al.,s -~13.5 eV; Brehm, 
et al, 13.58 ±  0.05 eV). Both the XeF2+ and XeF+ 
acquire significant additional contributions to their 
intensities as the wavelength is scanned across this 
band. However, at the adiabatic onset (14.00 ±  
0.05 eV, ref 8a; 14.06 ±  0.05 eV, ref 8b) reported for 
the next band (presumably ejection of an electron from 
an eig molecular orbital [ref9]or37rg [ref 8]), the XeF2+ 
intensity has begun to decline, while the XeF+ begins 
to rise again at about the onset of this state and con
tinues to rise through most of the wavelength region 
corresponding to the energy band of this state. For 
both the 10(7g state and the 37rg state we are well above 
the dissociation limit but a major contribution to parent 
ionization continues to be made by 10<rg, although not 
by 3irg. It is evident that a simple statistical theory 
cannot explain this behavior and perhaps should not be 
expected to for a triatomic molecule.

As one proceeds to shorter wavelength, the next 
major contribution to ionization appears to be the onset 
of significant Xe+ intensity, at ca. 810 A =  15.3 eV. 
This corresponds quite closely to the next observed 
adiabatic ionization potential (Brundle, et al., 15.25 ±  
0.05 eV; Brehm, et al., 15.40 ±  0.05 eV) and is at
tributed to the ejection of an electron from the eiu~- 
(47tu) orbital. Slight changes in the XeF+ and XeF2+ 
intensities also occur in this region. This onset of X e+ 
clearly corresponds to a process involving concomitant 
formation of two F atoms (rather than F2) since the

Figure 4. Photoionization mass spectrum of XeF4, obtained 
with the undispersed central-image light of the hydrogen lamp.

latter process would be expected to occur around 905 
A. No evidence for any significant contribution from 
the F2 formation process exists in the Xe+ curve.

On the basis of the previously determined threshold 
(11.48i eV) for reaction 4 and the electron affinity of F, 
one would anticipate this new Xe+ threshold (effec
tively the sum of reactions 1 and 2) to occur at 14.93 
eV. A glance at the photoelectron spectrum of Brun
dle, et al., indicates that this corresponds to a deep 
valley in the ionization process. Very few, if any, 
ionic states are being made in this energy range; thus 
it is not surprising that the apparent threshold occurs 
at higher energy (~15.3 eV) and hence this process is 
not a useful one for thermochemical purposes.

Finally, at still shorter wavelengths, another signifi
cant process for production of X e+ becomes evident, 
with an onset at ca. 735 A. (16.87 eV) which also agrees 
well with the photoelectron spectroscopic studies 
(Brundle, et al., 16.80 ±  0.05 eV; Brehm, et al., 17.10 
±0 .1  eV). The output of the helium continuum is too 
weak in the 600-620-A region to enable us to reach any 
significant conclusion regarding the next ionic state, 
which has tentatively been placed at ca. 20-22 eV in the 
photoelectron-spectroscopic work.8

B . X e F i .  The mass spectrum of photoionized 
XeF4, obtained at central image with the hydrogen 
many-line continuum, is depicted in Figure 4. There 
is no measurable XeFre+ intensity with mass higher 
than XeF4 (i.e., no XeF6 impurity) and the XeF2+ in
tensity is so weak that it may be attributable to frag
mentation of XeF4; the appearance potential of XeF2 
(to be discussed later in this subsection) bears this out.

(26) R. A. Durie, Can. J. Phys., 44, 337 (1966).
(27) E. H. Wiebenga, E. E. Havinga, and K. H. Boswijk, Advan. 
Inorg. Radiochem., 3, 133 (1961).
(28) G. Herzberg, “ Molecular Spectra and Molecular Structure. 
II. Spectra of Diatomic Molecules,” Van Nostrand, Princeton, 
N. J., 1950.
(29) J. Berkowitz, J. H. Holloway, and W. A. Chupka, “ Photo
ionization Mass Spectrometric Study of KrF2,” unpublished work.
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The Xe+ has some contribution from a very small 
xenon impurity. No ion-pair formation was detected 
for this system.

In Figure 5. the parent XeF4+ ion intensity is shown 
as a function of incident wavelength. This intensity 
rises rather slowly from a threshold at ca. 980 A (12.65 
eV) to a maximum intensity at ca. 950-952 A (13.02 eV). 
This range of energy is much larger than can be ac
counted for by monochromator slit width (ca. 0.8 A) or 
Boltzmann distribution (average vibrational energy22 
at 300°K «  0.09 eV). Brundle, et al.,30 report 
similar values (12.72 and 13.06 eV) from their photo
electron spectrum. Therefore, it appears as if the
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Figure 5. Photoionization efficiency curves of (a) XeF4+, (b) 
XeF3+, (c) XeF2+, (d) XeF+, and (e) X e+ from XeF4.

Franck-Condon factors are not favorable at the adia
batic ionization potential. The XeF3+ fragment in
tensity, also shown in Figure 5, has an apparent thresh
old at ca. 906 A (12.91 eV). The photoelectron spec
trum of Brundle, et al.,30 does not show the onset of 
another state until ca. 13.3 eV. Hence the dissociative 
ionization must somehow involve the ionic ground state 
of XeF4+. The ab initio calculations of Basch, et al.,31 
on XeF4 show the uppermost occupied orbital to be 
10alg (the calculated Koopman’s theorem ionization 
potential «  12.6 eV) and the next deeper orbital to be 
5a2u ( — 15.1 eV). Since both of these orbitals are non
degenerate, ionization from these orbitals should not 
give rise to Jahn-Teller splitting. Yet one must ac

count for the apparent distortion in the XeF4+, which 
can so readily yield XeF3+ +  F, and also for the weak 
Franck-Condon probability at the adiabatic ionization 
limit. Within the framework of simple molecular or
bital theory, ionization from an a4g orbital (totally sym
metric) should only yield concomitant vibrational ex
citation which is also totally symmetric. This cannot 
account for the above phenomena. It appears as if 
there must be an interaction that distorts the symmetry 
of XeF4+ in its ground state. Configuration mixing of 
aig with the 5a2u can presumably give this kind of dis
tortion. Basch, et a l.,31 have presumably not solved 
the configuration-interaction problem. An alternative 
approach that can rationalize the low-energy fragmen
tation of XeF4+ proceeds as follows. The doubly 
degenerate asymmetric stretching mode r6 of XeF4 has 
been reported by Claassen, et al.,22 to have a vibrational 
frequency of 586 cm-1. At room temperature, the first 
excited state of this normal mode represents 12% of the 
molecular concentration. The act of ionization would 
approximately preserve this concentration and also 
permit the total wave function (electronic and vibra
tional) to be asymmetric. The fragmentation could 
then proceed without violating symmetry restrictions.

The higher vibrational levels of an antisymmetric 
vibration are symmetric for even values of the vibra
tional quantum number. Therefore, it is possible in 
principle to excite antisymmetric modes by ArK = 0, 
±2, ± 4 . .  .. However, the transition with Avk = 0 is 
by far the most intense.32 Therefore, while this repre
sents a mechanism for breaking the symmetry, it does 
not seem likely that it can account for the relatively 
strong XeF3+ intensity just beyond threshold.

It may be useful to describe this ionic ground state in 
a hybrid of valence-bond and molecular-orbital ter
minology. Coulson33 has given a qualitative picture 
of bonding in the xenon fluorides, in which about one 
unit of electronic charge is donated by the central Xe 
and apportioned among the appropriate number of 
fluorine ligands. The bonding between each fluorine 
and xenon is then primarily Coulombic. If an electron 
primarily localized on one of the fluorines is re
moved, the bonding of that particular fluorine to the 
rest of the structure would be drastically weakened. 
We note that from the description of their uppermost 
orbital (10alg) by Basch, et a l.,31 it has ca. 90% fluorine 
contribution and 10% Xe. Hence, removal of an elec
tron from this orbital is effectively removing a fluorine 
electron, and an appropriate description may be

(30) C. R. Brundle, G. R. Jones, and H. Basch, submitted for 
publication in J. Chem. Phys.
(31) H. Basch, J. Moskowitz, C. Hollister, and D. Hankins, unpub
lished work.
(32) G. Herzberg, “ Molecular Spectra and Molecular Structure. 
III. Electronic Spectra and Electronic Structure of Polyatomic 
Molecules,”  Van Nostrand, Princeton, N. J., 1966, pp 150-153.
(33) C. A. Coulson, J. Chem. Soc., 1442 (1964)
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F “ e

F ~ 6

The four equivalent resonance structures of this type 
could be combined to give a wave function of aiK sym
metry.

It should be noted that this behavior (forming a 
fragment ion very near to threshold) is not a rare 
anomaly. It will be encountered again (section IY C) 
when we discuss XeF6 and probably occurs for most 
hexafluorides, for alkali halides,34 and for CF4.3S The 
explanation given above (removal of an electron local
ized on the halogen, which then destroys the Coulombic 
bond of that halogen to the remaining positive entity) 
may not be appropriate for CF4, but it offers a plausible 
interpretation for the other ionic systems.

Returning now to the XeF4+ spectrum, we only 
briefly point out that there appears to be evidence for 
autoionization, particularly at ~951 A, where a dip 
occurs in the ionization yield. This dip is presumably 
a form of the Fano profile36 that characterizes the in
teraction of a quasidiscrete state with the underlying 
continuum.

The peak Brundle, Jones, and Basch observed at
13.38 eV has no obvious correlation with a noticeable 
increase in ionization, either in XeF4+ or XeF3+. On 
the other hand, the XeF3+ intensity does begin rising at 
ca. 910 A (^13.6 eV) and reaches a local maximum at 
ca. 879 A (14.1 eV), which corresponds to a valley in the 
spectrum of Brundle, el al,30 The next feature, a very 
broad maximum in the XeF3+ intensity, has an onseto t
at ca. 844 A (14.6 eV) and reaches a maximum at ca. 
693 A (17.99 eV), and again does not bear close re
semblance to the spectrum of Brundle, et al.

Meanwhile, in the 820-828-A region, XeF2+ has 
begun to appear (Figure 5). The increase in ionization 
at this energy may roughly correlate with the very 
broad band (maximum at 15.18 eV) in the spectrum of 
Brundle, et al. An accurate determination of this 
threshold is quite useful, since it enables us to set a 
good lower limit and to obtain an approximate value for 
AH /°o(XeF4) . We extrapolate the long linear region of 
the XeF2+ curve near threshold to the background level 
and subtract the average internal energy.21 The 
extrapolated threshold is 821.5 A (15.092 eV), the aver
age rotational energy is 0.039 eV, and the average vi
brational energy22 is 0.090 eV. Therefore, a fairly 
rigorous upper limit to this threshold is 15.22 eV. By 
combining this with the previously determined AH/V  
(XeF2) and ionization potential of XeF2 and with 
D„(Ft), we deduce Ai7/ °0(XeF4) ^ — 57.6 kcal/mol (i.e., 
more positive). From the photoelectron spectrum of 
Brundle, et al., in this energy region, we see that ionic 
states are being populated, and a significant activation

barrier is not likely for this dissociation. Hence, we feel 
that the true 300°K threshold is not likely to be more 
than 0.1 eV lower than 15.09 eV, and therefore A fl/V  
(XeF4) = —57.6 ±  2 kcal/mol.

The linearly extrapolated onset for XeF+ occurs at
790.5 A (15.68 eV). The value corrected to 0°K is 
15.81 eV. From this result, we can deduce another 
(somewhat less accurate) value for AHf°0(KeFt) by 
making use of the previously measured AH/ °o(XeF+), 
reported in section III A, and D0(F2). The errors in 
the limiting values for the onset of XeF+ from XeF2 
and of XeF+ from XeF4 tend to cancel. The result, 
Ai7/ °o(XeF4) = —58.6 kcal/mol, is in excellent agree
ment with that based on the XeF2+ threshold. The 
error in the latter determination is estimated to be 3 
kcal/mol.

Because of a slight xenon impurity from decomposi
tion of XeF4, no meaningful threshold could be deduced 
for Xe+.

Our best value Ai7/>0(XeF4) = —57.6 ±  2 kcal/mol 
is in good agreement with the calorimetric value of 
Stein and Plurien3 [~60 kcal/mol when corrected for 
the newer AH/ ’o(HF) ] but distinctly diverges from the 
value of ref 4 ( — 50.2 kcal/mol). Errors are not clearly 
assessed in ref 3 and 4, but the impression given is that 
they are 1 kcal/mol.

We can now estimate a lower limit to AH/ °0(XeF3+). 
The linearly extrapolated threshold is 955.5 A; cor
rected to 0°K, this yields 13.10 eV for the appearance 
potential of XeF3+ from XeF4, and hence AH/ °0(XeF3+)

226.3 kcal/mol. For the dissociation energy for 
XeF4+ —► XeF3+ +  F, we estimate 13.10 eV — 12.65 
eV = 0.45 eV.

C. XeFf,. The photoionization mass spectrum of 
XeF6 obtained at central image with the helium Hop- 
field continuum is shown in Figure 6. Two points are 
noteworthy: the XeF6+ parent ion is barely detecta
ble, and the xenon impurity is small. The XeF6+ is 
clearly the major ion, but it is necessary to make ap-

Figure 6. Photoionization mass spectrum of XeF6, obtained 
with the undispersed central-image light of the helium lamp.

(34) J. Berkowitz, J. Chem. Phys., 50, 3503 (1969).
(35) T . A. Walter, C. Lifshitz, W. A. Chupka, and J. Berkowitz, 
ibid., 51, 3531 (1969).
(36) U. Fano, Phys. Rev., 124, 1866 (1961).
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x, A
Figure 7. Photoionization efficiency curve of XeF6+, plotted 
on (a) linear and (b) semilogarithmic coordinates. The 
photoionization efficiency curve of XeF5+ is also shown in (a).

pearance-potential measurements on the other frag
ments to demonstrate that they do not arise from XeF4 
and XeF2 present as impurities. No ion-pair process 
could be detected.

In order to perform meaningful measurements on the 
parent ion XeF6+, it was necessary to use 1-mm en
trance and exit slits on the monochromator, together 
with a hydrogen-lamp light source. In Figure 7 the 
results in the threshold region are shown on both linear 
and semilogarithmic coordinates. The latter display 
is now more useful, since the exponential Boltzmann 
tail should be linear on such a plot, whereas it is some
what more difficult to perform the subtraction of hot 
bands for complex molecules on the linear plot. A 
more accurate approach would be to determine the 
density of vibronic states populated at the temperature 
of the experiment, as was shown21 for S8+ and S6+. 
However, there is insufficient information regarding the 
possibility of low-lying electronic states in neutral 
XeF6, and the vibrational spectrum is also not ade
quately established. Hence, the departure from linear
ity on a semilogarithmic plot (at 1019 A) is a useful 
lower limit to the first ionization potential; the curva
ture between 1016 and 1019 A may reflect the density- 
of-states factor,21 and hence an upper energy limit is

probably 1016 A. We therefore set the first ionization 
potential of XeF6 at 12.19 ±  0.02 eV.

The threshold region of XeF6+ was examined under 
the same conditions as for XeF6+ (described above); 
the results are also displayed in Figure 7. We note a 
linear rise in the threshold region on linear coordinates, 
which is treated by extrapolating this linear region to 
the background level and subtracting the internal 
thermal energy.21 The slit width of the monochroma
tor, although contributing 8.3 A FWHM in this ex
periment, should not affect the extrapolated threshold 
of a linearly rising function.21 From the linearly ex
trapolated threshold (1003 A = 12.36 eV) and the in
ternal thermal energy37 (■~0.20 eV), we deduce 12.56 
eV as the 0°K appearance potential of XeF5+, and hence 
the bond energy for the dissociation XeF6+ -*■ XeF5+ 
+  F is 0.37 ±  0.05 eV. This value is very similar to 
the values 0.45 and ^0.55 eV found for removing the 
corresponding first fluorine from XeF4+ and XeF2+, 
respectively. The trend is these bond energies is also 
implied in Coulson’s analysis,32 since the partial negative 
charge on the fluorine (and hence the strength of the 
ionic bond) diminishes in the order XeF2 >  XeF4 > 
XeF6.

It is appropriate at this point to compare the pho
toelectron spectrum of Brundle et a t,m and the ab 
initio calculations of Basch, et al.,31 for XeF6 because 
the next fragment (XeF4+) occurs at significantly 
higher energy, where successively higher ionic states 
are involved. Brundle, et at., find one relatively narrow 
peak (~0.45 eV FWHM) corresponding to the removal 
of the most loosely bound electron in XeF6. The 
threshold for removal of this electron (the adiabatic 
first ionization potential) appears to be in fair agreement 
with our value (12.19 eV), although a small xenon 
atomic impurity in their measurement may interfere 
with a more accurate determination of this threshold. 
The vertical ionization potential, according to Brundle, 
et al., is 12.51 eV. Although XeF6 has 15 vibrational 
degrees of freedom whereas XeF4 has only 9, this peak 
in XeF6 is not appreciably wider than the corresponding 
one in XeF4. The next (very broad) peak in the pho
toelectron spectrum of XeF6 has an onset at ca. 14 eV 
and a maximum at ca. 15.2 eV. Hence, the parent 
XeF6+ and first fragment XeF5+, and only these ionic

(37) Since the vibrational spectrum of XeFe is not well established, 
we have estimated the internal (vibrational +  rotational) energy of 
this molecule at 300°K  in two somewhat independent ways. The 
vibrational spectrum of MoFe is rather well established [D. W . 
Osborne, F. Schreiner, J. G. Malm, H. Selig, and L. Rochester, 
J. Chem. Phys., 44, 2802 (1966) ]. Its mass is not very different 
from that of XeF6, and its stretching frequencies are comparable 
with (though slightly higher than) the stretching frequencies of XeF« 
heretofore observed. Taking the value of ¿7°300 — H °o from Osborne, 
et al., and subtracting 3/ 2kT (for translation) and kT  (for the Cp 
— Cv correction), we obtain 4.3 kcal/mol. Alternatively, H. Kim,
H. H. Classen, and E. Pearson [Inorg. Chem., 7, 616 (1968)] have 
crudely estimated 200 cm -1 for all three triply degenerate bending 
modes and 600 cm -1 for the stretching fundamental of an octahedral 
XeFe. From these we compute 4.7 kcal/mol ('"•'0.20 eV) for the 
sum of vibrational and rotational energy.

B erkowitz, Chupka, G uyon , H olloway, and Spohr
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species, correlate with the removal of an electron from 
the uppermost populated molecular orbital.

According to Basch, et this uppermost occupied 
orbital is the totally symmetric and nondegenerate 
8aig. This orbital has properties similar to those of the 
lOaig encountered in XeF4; it has a 78% fluorine con
tribution. The arguments advanced for XeF4 would 
then also be applicable here, i.e., removal of an electron 
localized on a fluorine would disrupt the ionic bond 
between that fluorine atom and the residual structure, 
and the ground state of XeF6+ may be distorted by 
mixing with either of the degenerate orbitals eg, tig, or 
t2u.

Goodman38 believes that low-lying excited states of 
XeF6 can exist by population of the next higher (8tiu) 
orbital. The calculation of Basch, et al., indicates that 
this tiu lies ~10.6 eV above their uppermost populated 
orbital (8aig). It is, of course, recognized that promo
tion of an electron from 8a4g to t4u would result in new 
interactions, i.e. electron repulsion and spin-orbit in
teractions. Nevertheless, the calculated energy of this 
tiu state lies so much higher than 8aig that even taking 
into account the configuration interaction of singly 
excited configurations, the energy of this excited state 
is still likely to be quite large compared with kT, and 
hence one would not expect any appreciable population 
of excited states on the basis of this calculation. It 
has already been noted that in the photoelectron spec
trum of XeF6 the ionic ground state appears no broader 
than the corresponding XeF4 states. If there were 
several low-lying ionic states near the ground state, one 
might expect a significant broadening. Hence, one is 
forced to conclude that neither the photoelectron spec
trum nor the photoionization spectrum provides evi
dence for low-lying excited states in XeF6. These 
experiments also do not shed any light on the much 
discussed, but still uncertain, symmetry of XeF6 in its 
neutral ground state. Although the evidence points 
to distortion in the ionic ground state, it is not likely to 
be of Jahn-Teller-type, since the highest degenerate 
orbital (5eg) lies some 7 eV deeper than the uppermost 
8aig, according to Basch, et al.n

The next increase in ionization in going to higher 
energy (Figure 8) occurs for XeF6+ at ca. 875 A (-—-14.17 
eV). This correlates well with the onset of a new ionic 
state in the photoelectron spectrum (~14 eV). The 
XeF4+ intensity rises from this new threshold, more or 
less linearly, for the remainder of the energy range 
covered (to ca. 20 eV). The photoelectron spectrum 
also shows a very broad ionization region that extends 
to ca. 20 eV and contains unresolved peaks at ca. 15.2, 
16.0, and 17.65 eV. This implies that at the threshold 
for XeF4+ from XeF6, there should be many states 
available, and hence this latter threshold should be 
reliable.

From Figure 8, we obtain the value 801.5 A (15.47 
eV) as an extrapolated linear threshold for the process

XeFr, +  hv — > XeFf' +  2F (8)

When corrected21 for the estimated internal energy 
(0.20 eV), this becomes 15.67 ±  0.05 eV. One can now 
complete a cycle employing the previously determined 
A/7/ °o(XeF4) = —57.6 ±  2 kcal/mol, the ionization 
potential of XeF4 = 12.65 eV, and the dissociation 
energy of F2 = 1.586 eV. The result of this cycle is 
Ai7/ °o(XeF6) = —90.6 kcal/mol. Probably the major 
source of uncertainty in this calculation is the ionization 
potential of XeF4 (section IV B) because the adiabatic 
and vertical ionization potentials are so widely sepa
rated that it is difficult to deduce the precise adiabatic 
value. It is almost certainly ^ 12.9 eV, however, so 
this uncertainty is ^ 0.25 eV. The next largest source 
of error is in the true threshold for process 8. An 
upper limit to the threshold wavelength would appear 
from Figure 8 to be 810 A = 15.3 eV. Both of these 
possible errors would act in the same direction and 
would reduce A7// o0(XeF6) to •— — 81.1 kcal/mol. The 
thermal energy correction may have been estimated too 
low, however, if XeF6 turns out to have many low- 
frequency modes of vibration.37 This could make

T T T I T I r
Xe Fg

Xe+

_______i_______I — —- I __ i.  t -_____ J
600 700 800 900

X(Â)

Figure 8. Photoionization efficiency curves of (a) XeF5+, (b) 
XeF4+, (c) XeF3+, (d) XeF2+, (e) XeF+, and 
(f) X e+ from XeF6.

(38) G. L. Goodman, private communication. See also Symposium 
on Noble Gas Compounds, Fluorine Division, American Chemical 
Society, Chicago, 111., Sept 1970.
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AH/ ( /X e l ’e) more negative by about 2 kcal/mol. 
Hence, the analysis based on reaction 8 leads to —91 
kcal/mol ^ All/ ° o ( X e F f)) sC —81 kcal/mol, with the 
more negative value favored.

We can also study the reaction

XeF6 XeF,+ +  3F (9)

The threshold for this process appears to be between 
770 and 780 A (between 16.1 and 15.9 eV), although not 
readily apparent from the scale in Figure 8. When 
combined with A /// o0(XeF,i+) previously deduced and 
H0(F2), this leads to —90.2 ^  A H /0o(XeF6) <C —94.8 
kcal/mol. Since the threshold for XeF3 + is at higher 
energy, it must compete with the lower energy pro
cesses, and this effect (according to the quasiequilibrium 
theory of mass spectra) will tend to shift its apparent 
threshold to higher energy. The effect is noticeable in 
the rather slow increase of XeF3+ with increasing en
ergy. Hence, a value A ///°0(XeF6) = —90 kcal/mol, 
or perhaps slightly less negative, is again indicated.

The thresholds for the fragments XeF2+, XeF+, and 
Xe+ occur at still higher energy, and thus become less 
significant because of the aforementioned competitive 
processes. In addition, there may be several possible 
neutral products accompanying these fragments, and 
these would confuse the interpretation of their threshold 
still further. By contrast, the occurrence of the pro
cesses forming XeF4+ and XeF3+ from XeF6 were con
firmed in this work by observing the pertinent meta
stable ions corresponding to the transitions XeF5+ -> 
XeF4+ +  F and XeF4 + XeF3 + +  F.

A best value AH/VXeFe) = — (90-3+8) kcal/mol is 
indicated by our photoionization threshold data. This 
is in good agreement with the result of Stein and Plur- 
ien3 [ — 86 kcal/mol, when corrected for the new A ///V  
(HF)] but very far from the value of Weinstock, et al.* 
( — 68.1 kcal/mol). One can never discount the possi
bility that the true threshold for reaction 8 has not been 
achieved. However, it seems clear that states are 
being formed in the molecular ion, and an activation 
barrier of some 20 kcal/mol against decomposition 
according to reaction 8 is unlikely, since the molecule 
is large and has many vibrational degrees of freedom. 
The XeF4+ ion is formed by a second-stage decomposi
tion, and this would tend to increase the threshold 
somewhat, but probably by only a small fraction of an 
electron volt.

V. Discussion
In Table I we list the adiabatic ionization potentials 

for XeF2, XeF4, and XeF6 deduced from this work and 
comparative values obtained by photoelectron spec
troscopy830 and electron-impact mass spectrometry.6 
The agreement between photoionization mass spec
trometry and photoelectron spectroscopy is very good; 
the electron-impact values are higher by about 0.25 eV. 
Both the direction and magnitude of the deviation of

Table I : Adiabatic Ionization Potentials (eV) 
of the Xenon Fluorides

XeFa

Electron impact“ 12.6 ± 0 .1
Photoelectron 12.35 ± 0 .0 1

spectroscopy6
Photoionization 12.35 ±  0.01

mass spec- 
trometryrf

“ Reference 6. 6 References 8 and 29. c Estimated from
data of ref 29. d This work.

the electron-impact data are about what one would 
expect from past experience.39

Coulson33 has stated that the xu orbital in XeF2 
“ must lie a little higher (perhaps 1 eV) than the xenon 
5p orbital.” He therefore expects an ionization poten
tial of ~11 eV for XeF2. The ab initio calculations of 
Basch, et al.,31 for this xu orbital yield 13.6 eV which, 
when corrected by the empirical factor used by Brundle, 
et al.,3 corresponds to 12.5 eV. The experimental 
value (12.35 ±  0.01 eV) is clearly higher than that of 
the xenon 5p orbital. For XeF4 and XeF6, Basch, 
et al., obtain 12.6 and 11.7 eV for the removal of an 
electron from 10aig and 8aig, respectively. The experi
ments do indicate a higher value for XeF4 (12.65 eV) 
than for XeF6 (12.19 eV). In fact, the variation ap
pears not to be monotonic; XeF4 has the highest ioniza
tion potential, but each of these xenon fluorides seems 
to have a higher ionization potential than atomic 
xenon.

While the gross features of the ionization processes 
seem to be in accord with the calculations of Basch, 
et al., the more precise features would appear to require 
extensive configuration-interaction calculations. 
Thus, the order of the two uppermost filled orbitals in 
XeF2 appears to be reversed, as already noted by Brun
dle, et al.,3 and the asymmetrically distorted nature of 
the ionic ground states in XeF4+ and XeF6+ cannot 
be inferred at the current level of sophistication of these 
calculations.

The heats of formation of the xenon fluorides deduced 
from this work, and earlier values obtained by other 
techniques, are summarized in Table II. The dis
crepancy between our values and those of Weinstock, 
et al.,* increases with the complexity of the molecule. 
This is also the direction of increase of our experimental 
error. The nature of our bootstrap experiment bases 
the measurement of AHr of a higher fluoride upon a 
measured value of the next lower fluoride, so that 
errors may accumulate. The types of errors that can 
be anticipated (“ lagging thresholds” ) are such as to

(39) K . Watanabe, J. Chem. Phys., 26, 542 (1957).

XeF, XeFe

12.9 ± 0 .1
12.72 12.2 ± 0 . 2 “

12.65 ± 0 .1  12.19 ± 0 .0 2
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Table II: Heats of Formation (kcal/mol at 0°K) 
of the Xenon Fluorides

XeF2 XeF. XeFe

Stein and Plurien“
Weinstock, Weaver, —25.3 

and Knop4
Pepekin, Lebedev, —28.6 ± 0 .8

and Apin'
Present work —28.0 ±  0.5

-6 0
-5 0 .2

-5 7 .6  ±  2

-8 7
- 6 8 .1

— (90_3+s)

“ Reference 3. b Reference 4. c Reference 5.

cause departure from the values of Weinstock, et al, 
in just the direction that we observe. Nevertheless, 
the magnitude of the discrepancy appears very large by 
the usual standards applied to thresholds for mass 
spectrometric fragment ions. It is of interest to note 
that the Xe-F bond energy that can be deduced from 
the results of ref 4 is 31.0, 30.9, and 29.7 kcal/mol for 
XeF2, XeF4, and XeF«, respectively. The correspond
ing numbers from our data are 32.35, 32.8s, and 33.3s 
kcal/mol. The experimental bond distances are 2.00 
±  0.01 A for XeF2,40 1.95 ±  0.01 A for XeF4,41 and 
1.89 ±  0.005 A for XeF6.42 One might normally expect 
a shorter bond distance to imply a stronger bond, in 
agreement with our results, but the variation is small 
and hence we do not consider this correlation as strong 
support for our values.

Also implicit in our results is the conclusion that the 
disproportionation reaction

2XeF4 — ► XeF, +  XeF« (10)

is almost thermoneutral, perhaps slightly exothermic. 
This might be an interesting reaction to test the overall 
conclusions of the photoionization experiments.

An amusing exercise that can be performed with the 
photoionization-threshold data is to calculate the suc
cessive bond energies in the decomposition XeF6+ —► 
XeF5+ —► XeF4+ -*■  This can be done by combin
ing the heats of formation of the ions from all of the 
xenon fluorides and assuming that the structure of 
XeF4+ from XeF6 is the same as that of XeF4+ from 
XeF4, etc. (This assumption is implicit in the frag
mentation-threshold method of deducing bond energies, 
in any event.) The results are graphically illustrated

><D
5 -

>- o  a:LU
2UJ 3 -

XeF++5F

XeF2++4F

XeF3++3F

XeF_++2F|
4_____ 1

2 -

I -
XeFs++F

Figure 9. The relative stabilities of the various XeFn+ ions 
toward loss of a fluorine atom, plotted on an 
energy level diagram.

in Figure 9. It is obvious that the ions having an odd 
number of fluorine atoms are more stable toward ejec
tion of a fluorine; these are also the ions having an even 
number of electrons. The Xe F, 'r and XeF«+ appar
ently have an unpaired electron in an orbital, and this 
seems to favor an asymmetric distortion of these molec
ular ions in their ground states. The XeF5+ — XeF4 + 
transition appears to require significantly more energy 
than the others, and this once again raises the possi
bility that a “ lagging threshold” or excess energy may 
perhaps be necessary for rupture of this bond.

The controversy regarding possible low-lying elec
tronically excited states of neutral XeF6 has certainly 
not been settled by this investigation, but no evidence 
for their existence has been found in this or the photo
electron study. More laborious investigations which 
permit long-term equilibration in the gas phase are 
obviously required.

(40) H. A. Levy and P. A. Agron, ref 2a, p 221.
(41) J. H. Burns, P. A. Agron, and H. A. Levy, ref 2a, p 211.
(42) R. M. Gavin and L. S. Bartell, J. Chem. Phys., 48, 2460 (1968); 
L. S. Bartell and R. M. Gavin, ibid., 48, 2466 (1968); R. D. Burbank 
and N. Bartlett, Chem. Commun., 645 (1968).
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A predissociation in the A22 + state of HBr+ and DBr+ is described. The electronic state responsible for 
the predissociation is a stable 4tt state. The dissociation limit of 2180 ±  20 cm-1 above the A22 + (v = 0) 
level of HBr+ corresponds to dissociation into H(2S) and Br+(3Py2) atoms. This results in a dissociation 
energy of UBr'iX'br»/,). D°0(HBr+) = 3.893 ±  0.003 eV, which is compatible with current thermodynamic 
data.

Introduction
The electronic spectrum of HBr+ was first described 

by Norling,1 and additional work has been reported by 
Barrow and Caunt.2 Emission has been observed from 
the lowest two vibrational levels of the upper A22 + 
state. Although no emission has been observed 
from higher vibrational levels of the A22 + state, the 
possibility of predissociation has not been mentioned. 
Recently emission from the lowest vibrational level of 
DBr+(A22+) has been reported.3

While recording the emission spectrum from the 
charge exchange reaction

Ar+ +  HBr —^  HBr+ +  Ar (1)

we observed a breakoff in the rotational structure of the
1,0 band of the A22+ —► X 2m system. The high rota
tional excitation created in this reaction aided in the 
recognition of this predissociation. This paper will 
attempt to use this predissociation to establish an ac
curate dissociation limit for the HBr+ molecule.

Experimental Section and Results
The excited HBr+ was formed by colliding a beam of 

2500-eV Ar+ with HBr at room temperature and a pres
sure of a few milliTorr. The apparatus has been de
scribed previously.4 Spectra were recorded on a 1-m 
Ebert spectrometer with a cooled EMI 6256S photo
multiplier. Lines were identified by using previously 
measured wavelengths along with occasional atomic ar
gon or bromine lines that also appeared in the spec
trum.

A photoelectric trace of the 1,0 band is shown in 
Figure 1. Several branches are indicated above the 
spectrum, with the first missing lines indicated by dashed 
lines. The predissociation appears to be essentially 
complete in all of the observed branches, with the first 
missing lines being at most 5% as intense as the pre
ceding line. The breakoff occurs in both the 22+ —► 
27T3/2and 22 + ->- 27Ti/ ! bands.

In order to use a predissociation limit to establish a 
bond energy, it is necessary to find breakoffs in more 
than one vibrational band. A search in the 0,0 bands

of HBr+ indicated a predissociation, but not with the 
sharp cutoff observed in the 1,0 bands. The effect 
can be seen in a Boltzmann plot, as shown in Figure 2. 

For most diatomic emission spectra, a plot of eq 2

In (7/5) = —B'N'(N' +  1 )/kT (2)

gives a simple straight line, indicating a Boltzmann dis
tribution among the rotational levels of the emitting 
state. Here I  is the emission intensity of an individual 
rotational line, S is a line strength factor5 that depends 
on the particular branch and the rotational quantum 
number N', B ' is the rotational constant for the emit
ting state, k is the Boltzmann constant, and T is a 
“ rotational temperature,” which need not be the same 
as the average temperature of the emitting gas.

When the intensities of lines within the 0,0 band are 
placed on a Boltzmann plot (Figure 2) the lines of low 
rotational quantum number give a straight line corre
sponding to a rotational temperature of about 3000°K. 
At high values of N ': the intensities fall below the ex
pected line, and the effect becomes larger for higher N'. 
The first significant drop in intensity occurs for A ' = 
21, for which the rQ2i line was 25% less intense than 
expected. Unfortunately, the corresponding Ri line 
was overlapped. By N' = 23, the Ri line was less than 
20% of the expected intensity. Other branches could 
not be identified due to overlapping and background 
emission. The abrupt change in slope observed in 
Figure 2 will be taken as the onset of predissociation. 
This change occurs for N ' = 21, with a possible uncer
tainty of ±1.

Due to the unusual method of ionizing and exciting 
the HBr+, it is possible that these breakoffs are due to a 
collision-induced predissociation, caused by the depart
ing neutral Ar. Additional spectra of the 1,0 bands

(1) F. Norling, Z. Phys., 95, 179 (1935).
(2) R . F. Barrow and A. D. Caunt, Proc. Phys. Soc., Ser. A, 66, 617 
(1953).
(3) L. Marsigny, J. Lebreton, and Y. Petit, C. R. Acad. Sci. Paris, 
Ser. C, 270, 1632 (1970).
(4) M . J. Haugh and K. D. Bayes, Phys. Rev. A, 2, 1778 (1970).
(5) L. T. Earls, Phys. Rev., 48, 423 (1935).
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Figure 1. Spectrum of the HBr+(A22 +(V = 1) —*• X sjri/,(t/' = 0)) band in emission. The breakoffs in three of the 
branches are indicated. The numbers shown are N', rather than the usual J".

Figure 2. Boltzmann plot for the HBr+(A2S +(w' = () )—*■ 
X2iri/2(v" = 0)) band. The bQîi lines are indicated by circles, 
the Ri lines by triangles.

were taken using a microwave discharge (2450 MHz) 
in pure HBr at a total pressure of 7 mTorr. The same 
breaking-off points were observed, showing that the 
predissociation is not collisionally induced.

The emission spectrum of DBr+ was also observed 
in the charge-exchange reaction of Ar+ with DBr. 
In addition to the expected emission from the 0 and 1 
vibrational levels of the A22+ state, strong bands from 
v' = 2 were present. This additional vibrational level 
is the result of the lowering of vibrational levels within 
the potential energy curve due to the isotope effect.6

Break-offs in the rotational structure of the 2,0 bands 
of DBr+ were very evident, as can be seen in Figure 3. 
There is some uncertainty in assigning rotational quan
tum numbers to the 2,0 band since a complete rota
tional analysis has not been carried out. The numbers 
shown in Figure 3 are derived by using the spectro
scopic constants for HBr+ and applying the appropri
ate isotopic factors to calculate the constants for DBr+.7 
Due to the uncertainties in some of these factors, the 
rotational assignments shown in Figure 3 should be 
considered tentative.

The break-off in the 2,0 band of DBr+ is not as com
plete as that observed for the 1,0 band of HBr+. For 
example within the Pj branch, emission from N' = 
13 is about 30% as intense as the N ' = 12 line, while 
the N' = 14 line is very weak. (A comparable de
crease in intensity can be observed in the qP2i, Qi, and 
rQ2i branches.)

The observed predissociations are summarized in 
Table I. When the break-offs in the various branches 
are compared, it can be seen that the break comes be
tween the doublet splitting of the N' = 12 level of 
HBr+(A22+, v = 1), defining the predissociation to 
within that 25-em_1 interval. Similarly, the break in

(6) G. Herzberg, “ Molecular Spectra and Molecular Structure. I. 
Spectra of Diatomic Molecules,” Van Nostrand, Princeton, N. J., 
1950, p 162.
(7) M . J. Haugh, Ph.D. Thesis, University of California, Los Angeles, 
Calif., 1968.
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Figure 3. Spectrum of the DBr+(A22 +(u' = 2) -*■ X 2i r = 0)) band in emission. The weak lines are indicated by 
dashed lines. The numbers shown are N ' .

Table I : The Predissociations Observed in the A22 + —* X V i System of HBr+ and DBr+. 
All Energies Are Relative to the HBr+(A22 +, v = 0, N = 0) Level

Band Branch J "

HBr+(l,0) p 2 25/2
Pi 25/2
q2 23/2
Qi 23/2
PQl2 23/2
rQ?i 23/2

HBr+(0,0) RQ2i 39/2
Ri 39/2

DBr+(2,0) Pi 27/2
Q. 25/2
«Pn 27/2
rQ2i 25/2

—Last normal level-

J ' N' Level

23/2 12 F2(12)
23/2 11 F i(ll)
23/2 12 F2(12)
23/2 11 F i(ll)
23/2 11 F d ll)
23/2 12 F2(12)
39/2 20 F2(20)
41/2 20 Fi(20)
25/2 12 Fi(12)
25/2 12 Fi(12)
25/2 13 Fs(13)
25/2 13 F*(13)

First level of reduced intensity
Energy
(cm-1) Level

Energy
(cm-1)

2213.1 F,(13) 2357.6
2103.1 Fi(12) 2238.5
2213.1 F,(13) 2357.6
2103.1 Fi(12) 2238.5
2103.1 Fi(12) 2238.5
2213.1 F,(13) 2357.6
2433.4 F,(21) 2677.8
2476.5 Fi(22) 2935.1
2128.7 Fi(13) 2202.0
2128.7 Fi(13) 2202.0
2188.5 F,(14) 2266.5
2188.5 F,(14) 2266.5

the DBr+(A22+, v = 2) structure occurs between the 
two N' = 13 levels, which are only 13.5 cm-1 apart.8

Discussion

A predissociation may be used to establish a dissocia
tion limit, but only if the type of predissociation can be 
established. This usually requires the observation of 
predissociation in three or more different vibrational 
levels.

One type of predissociation, called type III by Herz- 
berg,9 occurs when the effective potential energy curve 
(electronic plus vibrational plus rotational) becomes en
tirely repulsive. For low vibrational levels, this occurs 
only for high rotational quantum numbers. With more 
vibrational energy, less rotation is required, but always 
the total energy must be above the dissociation limit for 
that particular electronic state. This type of “ pre
dissociation by pure rotation” can be eliminated for
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HBr+, since the dissociation limit for the A22 + state 
should be well above the observed predissociations. 
(Compare the corresponding A22 + state of HC1+.10)

Then the predissociation must be caused by another 
electronic state crossing the A22+ state. Herzberg 
distinguishes three different cases,9 depending on 
whether the crossing point is above the dissociation limit 
(case Ic), below it (case lb), or just at the dissociation 
limit (case la). Case Ic can be most easily distinguished 
by comparing the break-off in two different vibra
tional states. Consider the general formula for the 
effective potential energy UN(r) of the predissociating 
state

h2
U n (t ) — U 0(r)  +  g  A ( A  +  1) (3 )

where the first term, UQ(r), gives the purely electronic 
potential, and the second term is the rotational energy 
at a particular internuclear distance r. The reduced 
mass is ju, and A  represents the nuclear rotation quan
tum number. If the crossing point for the rotation
less curves is above the dissociation limit at an inter
nuclear distance rc, then the maximum in UN(r) for 
values of A  > 0 will also occur at approximately rc. 
Now by considering the energy difference between two 
observed break-offs, A U, and the two rotational quan
tum numbers corresponding to the break-offs, Ai and 
A2, the value of rc can be calculated.

h2
AC = _ s 2 {A 2(A2 +  1) -  A x(Ax +  1)} (4)

07T yUi'c

When this is done with the HBr+ (v' = 1 and v' = 0) 
predissociations, the calculated crossing point is about
3.3 A. Since this internuclear distance is considerably 
larger than the distances involved in the lower part of 
the A22+ state, for which re = 1.68 A, this type of curve 
crossing is not compatible with the observations in 
HBr+. For the same reason it is unlikely that the pre
dissociating state crosses the A22+ state close to the 
dissociation limit. Therefore, the predissociating state 
is stable, crossing the A22+ curve at a point below the 
dissociation limit. As will be seen later, this state is 
almost certainly the 47i state arising from the ground- 
state atoms H(2S) andBr+(3P2).

Even though the predissociation in HBr+ has been 
established as case lb, it is still possible that the rota
tionless predissociating state has a potential maximum 
at large internuclear distances. If that were true, any 
extrapolation of the break-off energies to the rotation
less state would not yield a true dissociation limit, but 
rather the dissociation limit plus the unknown barrier 
height. Only if there is no potential maximum will an 
extrapolation to the rotationless state give a true disso
ciation limit. These two possibilities, case lb with or 
without a potential maximum, can be distinguished by 
making a plot of total energy at the observed break-
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Figure 4. The limiting curve of dissociation for HBr+ and 
DBr +. The pair of points to the left are for DBr +, the others 
for HBr+. The energy intercept is 2180 ±  20 cm-1.

offs as a function of A '(A ' +  1). If there is a signifi
cant potential maximum, the plot will be a straight line, 
since the critical internuclear distance, rm, at which 
UN(r) has its maximum, will remain approximately 
constant as A ' increases. If there is no potential maxi
mum, the rm values increase rapidly as A ' -*■ 0, and the 
plot of break-off energy vs. A ' (A '  +  1) is curved, with a 
slope that approaches zero as A ' —► 0. Only in this 
latter case does the energy limit for A ' —»■ 0 correspond 
to a true dissociation limit.

The break-off energy plot of HBr+ is shown in Figure
4. For each break-off the first rotational level which 
has a significantly decreased emission is given as a cross, 
while the last normal level is indicated with a circle. 
The limiting curve of dissociation has been sketched in 
so as to pass between each pair.

Since there are only two break-offs for HBr+, these 
cannot distinguish between a straight line and a curve. 
However, when the break-off for DBr+ (v' = 2) is 
added to the plot, a straight line cannot be drawn 
through the three intervals, but a curved line with zero 
slope at A ' = 0 can be drawn. It is concluded that

(8) By chance, the energy of the D B r+(A22 +, v = 2) level, relative 
to the HBr+(A2S +, v = 0) level, can be calculated quite accurately, 
even though the vibrational constants of the A22 + state are not 
known accurately. Letting a superscript i denote the heavier 
molecule, then the vibrational energy difference

G‘(V =  2) -  G(v =  0) =  pcoe(2.5) -
p2C0e.Te(2.5)2 -  «„(0.5) +  wexe(0.5)2

where uc and aexe refer to the H B r+ molecule, and p2 equals the ratio 
of reduced masses, p /p ‘ . Inserting values for p and p2 and simplify
ing gives

GHv = 2) -  G(v = 0) =  1.27941 [«e -  2«„ze] -  0.3575«„:re
Now although neither cj0 nor ueXe is known accurately, the difference 
(oje — 2o)exe) is, since this is just the AG'y, measured by Barrow and 
Caunt2 as 1328.7 cm -1. Thus using their estimated value of oiexe == 
40 em~‘ gives a value for G'(t =  2) — G{v = 0) of 1685.7 cm -1, 
while an error of ± 2 0 %  in the value of cjexc will cause an error of 
only ± 3  cm -1 in the energy separation.
(9) See pages 420-432 of ref 6.
(10) F. Norling, Z. Phys., 104, 638 (1935).
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there is no maximum in the Uair) curve and that the 
extrapolated energy limit, 2180 ±  20 cm-1, represents a 
true dissociation limit.11'12 The error limits on this 
value represent only the uncertainty in the curve, and 
not the possible uncertainties in the analysis of the 
DBr+ spectrum. When a proper rotational analysis 
has been done, Figure 4 should be redone using the mea
sured parameters for DBr+.

The states of the atoms formed by the predissocia
tion cannot be determined from the predissociation 
alone. However, by using the relationship between 
ionization potentials, / ,  and dissociation energies, D

I (HBr) +  D°o(HBr+) = D \{HBr) +  /(H  or Br) (5)

combined with other measurements it is possible to 
determine the products. The dissociation energy, 
D°0(HBr+, X 27T3/,), will be just the sum of the r0o for the 
transition A22 + XGy,, which Norling1 measured as
29,227 cm "1, and the predissociation limit shown in 
Figure 4; thus / ) o0(HBr+) is 31,407 ±  20 cm-1, or 
3.894 ±  0.003 eV, where the products of the dissocia
tion are not yet specified. The ionization potential of 
HBr has been measured several times recently,13-16 
and the range 11.67 ±  0.05 eV encompasses the mea
sured values. The dissociation energy for neutral HBr 
can be calculated from thermodynamic tables17 as 86.64 
kcal/mol, or 30,303 cm-1. When the possible atomic 
ionization energies are added to this dissociation energy, 
the possible energy limits are shown in Table II. Since 
the sum of Z)°0(HBr+) and /(HBr) is 125,500 ±  400 
cm-1, this energy limit is compatible only with the 
atomic states H(2S) and Br+(3P2).

Table II : The Lowest Energy States 
for the System (H +  Br)*

Atomic Total energy
states above HBr

H (2S) +  Br+(3P2) 125,588 cm -1
H(SS) +  Br +(3Pi) 128,724 cm-1
H(2S) +  Br+(3Po) 129,425 c m '1
H +(>S) +  Br(2Py2) 139,982 cm -1

Since the ionization potential of the bromine atom 
has been measured accurately as 95,285 cm-1,18 the 
spectroscopic measurements now may be combined to 
provide an accurate relationship between /(HBr) and 
Z)°„(HBr).

/ ( H B r )  =  _D °o(H B r) +  63,878 ±  30 cm-1 (6)

If the above value for D°0(HBr) is used, the calculated 
value for /(HBr) becomes 11.677 ±  0.004 eV. Since 
this value agrees well with recent measurements,15'16 
the energetics of the HBr system appear to be well 
established.

The combination of a 2S hydrogen atom and a 3P 
Br+ can result in a toial of four molecular states: 22 _,
27r, 42 - , 4rr. The resulting 27t state can be identified 
with the ground state of HBr+, X 27n. Since both of 
the 2 states are 2 -  states, they cannot be predissociat
ing the A22+ state, due to the rigorous selection rule, 
+  —, for perturbations.19 Therefore the predis
sociating state must be 47t, as was previously concluded 
by Lemka, et al.is Since the predissociation is spin 
forbidden, the break-off may not be complete, which 
could explain the fact that Norling was able to observe 
lines photographically beyond the break-off.1 The 
conclusion that the 4ir state must have a potential mini
mum is in contrast to the potential energy curves 
drawn by Lemka, et al.
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(11) This reasoning would not be valid if there were a significant 
maximum in the Uo(r) curve and tunnelling were occurring. Since 
H B r+ and D B r+ have different reduced masses, their tunnelling 
probabilities are different and the points for H B r+ would lie on a 
curve below those for D B r+ (c/. A1H and AID12). However, as was 
shown earlier, if there is a maximum in Uo(r) then its position occurs 
at about 3.3 A. It has not been possible to construct a curve Uo{r) 
with a maximum at 3.3 A that can give the observed break-offs as 
sharply as observed, and at essentially the same energy for H B r+(i/ = 
1) and D B r+(w/ =  2). Although tunnelling may be responsible for 
the incomplete break-off observed in H B r+(u' =  0), there is at 
present no evidence for a potential maximum in Uo(r).
(12) C. Herzberg and L. C. Mundie, J. Chem. Phys., 8, 263 (1940).
(13) K. Watanabe, T. Nakayama, and J. T. Mottl, J. Qxiant. Spec- 
trosc. Radiat. Transfer, 2, 369 (1962).
(14) D. C. Frost, C. A. McDowell, and D. A. Vroom, J. Chem. Phys.,
46, 4255 (1968).
(15) J.. H. Lemka, T. R. Passmore, and W. C. Price, Proc. Roy. Soc., 
Ser. A, 304, 53 (1968).
(16) D. W. Turner, C. Baker, A. D. Baker, and C. R. Brundle, 
“ Molecular Photoelectron Spectroscopy,” Wiley-Interscience, Lon
don, 1970.
(17) D. D. Wagman, W. H. Evans, V. B. Parker, I. Halow, S. M . 
Bailey, and R. H. Schumm, “ Selected Values of Chemical Thermo
dynamic Properties,” National Bureau of Standards (U. S.) Tech
nical Note 270-4, U. S. Government Printing Office, Washington, 
D. C., 1969.
(18) R. E. Huffman, J. C. Larrabee, and Y . Tanaka, J. Chem. Phys.,
47, 856 (1967).
(19) See p 416 of ref 6.

The Journal of Physical Chemistry, Vol. 75, No. 10, 1971



Selective Solvation of Ions by W ater in Propylene Carbonate 1 4 7 7

Selective Solvation of Ions by Water in Propylene Carbonate

by David R. Cogley, J a m es  N. B u t le r ,* 1 and Ernest Grunwald
Tyco Laboratories, Inc., and Brandéis University, Waltham, Massachusetts 02151, (Received December 17, 1970)

Publication costs assisted by Harvard University

Proton magnetic resonance (chemical shift) measurements of water at low concentrations in propylene car
bonate (PC) containing various salts have been made at 60 MHz and 36.4°. From these data the equilibrium 
constants for association of water with individual ions have been obtained under a relatively mild set of extra- 
thermodynamic assumptions. The molal association constants Ki are 6.5 for Li+, 1.4 for Na+, 0.4 for K+, 
and 6.2 for Cl". Additional order-of-magnitude estimates are 0.3 (Et4N+), 0.3 (BF<r), 0.3 (C104~), 0.1 
(BPh4"), and 0.4 (LiCl ion pair). Stepwise constants for addition of 2 and 3 water molecules to Li+ are K2 =
2.7 and Ks = 1.9. The chemical shift of protons on a water molecule associated with an ion, compared with 
a water molecule in PC alone, varies from approximately 150 Hz for BPh4-  to +95 Hz for Li+. The affinity 
of water at low concentrations in PC for alkali metal cations correlates well with the free energy of transfer 
of these ions from PC to bulk water; but the free energy of transfer for a chloride ion ( — 11.3 kcal) is more 
than 10 times the free energy of formation of a chloride-water bond in PC. This reflects the stabilization of 
chloride ion in water by cooperative interactions which are at least as important as the direct coordination of 
the ion by H20 molecules.

Introduction
The wide variation in reactivity of ions in different 

solvents is well known, and is usually discussed in terms 
of solvation energies and medium effects, or thermo
dynamic functions of transfer from one pure solvent to 
another.2-6 In mixtures of solvents, where the first 
solvation shell of different ions may have substantially 
different compositions, the additional concept of se
lective solvation becomes an important part of under
standing chemical interactions.3'6-9

From the study of ionic reactions such as nucleo
philic substitution,4'10'11 acid dissociation,6'1213 solu
bility,14 and electrochemical potentials,16 it has become 
clear that a fruitful distinction can be made between 
dipolar aprotic solvents (dielectric constant greater 
than 30) and hydroxylic or hydrogen-bonding solvents. 
In particular, the reactivity of small anions is dramati
cally greater in dipolar aprotic solvents compared to 
hydroxylic solvents, whereas the reactivity of cations is 
much less sensitive to the nature of the solvent.3'4'13'14 
For instance, the nucleophilic displacement of iodide 
from CH3I by chloride ion proceeds 106 to 107 times as 
fast in dipolar aprotic solvents (dimethylformamide, 
dimethylacetamide, acetone) as in hydroxylic solvents 
(water, methanol).4 Another example is the marked 
reduction in basicity when small amounts of water are 
added to benzyltrimethylammonium hydroxide in di
methyl sulfoxide.12

However, a more general question may be raised. 
Is the high affinity of small anions for water a result of 
specific coordination effects (which should be apparent 
at low water concentrations in a dipolar aprotic solvent) 
or is it a cooperative phenomenon which becomes ap
parent only when one approaches the structure of pure 
water? In the case of hydroxide ion in dimethyl sulf

oxide-water mixtures, one may infer that the water is 
specifically coordinated to the hydroxide ion and de
activates it,12 but this need not be the only possible ex
planation in other cases. One approach to the elucida
tion of this problem is to measure the first association 
constant of water with a series of ions in dipolar aprotic 
solvents, and we report here a relatively direct method 
of obtaining this information.

For these studies we chose as solvent propylene car
bonate [4-methyl-l,3-dioxolan-2-one, PC], a dipolar

(1) Visiting lecturer on applied chemistry, Harvard University, 
1970-1971. Division of Engineering and Applied Physics, Harvard 
University, Pierce Hall, Cambridge, Mass. 01238.
(2) B. Gutbezahl and E. Grunwald, J. Amer. Chem. Soc., 75, 565 
(1953).
(3) E. Grunwald, G. Baughman, and G. Kohnstam, ibid., 82, 5801 
(1960).
(4) A. J. Parker, Chem. Rev., 69, 1 (1969).
(5) R. G. Bates in “ The Chemistry of Nonaqueous Solvents,’ ’ 
Vol. 1, J. J. Lagowski, Ed., Academic Press, New York, N. Y ., 1966; 
and in “ Solute-Solvent Interactions,”  J. F. Coetzee and C. D. Ritchie, 
Ed., Marcel Dekker, New York, N. Y ., 1969.
(6) P. Debye, Z. Phys. Chem., 130, 56 (1927).
(7) G. Scatchard, J. Chem. Phys., 9, 34 (1941).
(8) H. Schneider in “ Solute-Solvent Interactions,”  J. F. Coetzee 
and C. D. Ritchie, Ed., Marcel Dekker, New York, N, Y ., 1969.
(9) L. S. Frankel, C. H. Langford, and T. R. Stengle, J. Phys. Chem., 
74, 1376 (1970).
(10) R. F. Rodewald, K. Mahendran, J. L. Bear, and R. Fuchs, 
J. Amer. Chem. Soc., 90, 6698 (1968).
(11) R. Alexander, E. C. F. Ko, A. J. Parker, and T. J. Broxton, 
ibid., 90, 5049 (1968).
(12) C. D. Ritchie in “ Solute-Solvent Interactions,”  J. F. Coetzee 
and C. D. Ritchie, Ed., Marcel Dekker, New York, N. Y., 1969.
(13) B. W . Clare, D. Cook, E. C. F. Ko, Y. C. Mac, and A. J. Parker, 
J. Amer. Chem. Soc., 88, 1911 (1966).
(14) R. Alexander, E. C. F. Ko, Y. C. Mac, and A. J. Parker, ibid., 
89, 3703 (1967).
(15) J. N. Butler, Advan. Electrochem. Eledrochem. Eng., 7, 77 
(1970).
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aprotic solvent with high dielectric constant (65.0 at 
25°)16 and dipole moment (4.94 D ).17 Unlike water, 
PC does not exhibit any strong self-association or well 
defined intermolecular structure, as evidenced by a 
Kirkwood g factor near unity (1.02 at 213°K).16 The 
main intermolecular forces are strong but nonspecific, 
and the high dielectric constant makes it possible to 
dissolve salts up to concentrations of several molal. 
Most salts are completely dissociated in dilute solu
tions.18 In this respect, it has been suggested that 
PC is a close approximation to an “ ideal structureless 
dielectric” solvent for studies of electrolytes.19

Because PC is only weakly acidic and weakly basic, 
one does not expect to find highly specific coordination 
phenomena such as are found in solvents like dimethyl- 
formamide or dimethyl sulfoxide. It has a wide liquid 
range ( — 49.2 to 247.1° at 1 atm)20 which allows one to 
study temperature effects easily. It is relatively re
sistant to chemical attack (except for acid- or base- 
catalyzed hydrolysis at high water concentrations), a 
property which has given it an important place in the 
development of high-energy batteries using lithium 
anodes. In this application, selective solvation of ions 
by water or organic impurities may play a crucial role 
in battery system performance.18'21

To probe the composition and structure of the first 
solvation shell, nuclear magnetic resonance provides a 
valuable method because of the straightforward corre
spondence between chemical shifts and relaxation times 
of resonance signals and the details of short-range struc
tures.8'9'22'23 We have studied chemical shifts of the 
proton magnetic resonance of small amounts of water in 
PC containing dissolved salts. On the basis of rela
tively mild extrathermodynamic assumptions, we have 
been able to obtain equilibrium constants for associa
tion of water with individual ionic species. We find 
that the association constant for Cl~ with water in PC 
is very close to that for Li+ and only slightly greater 
than that for Na+. This result implies that, at least in 
the case of Cl- , its much lower reactivity in water com
pared with dipolar aprotic solvents is due to cooperative 
effects at least as much as to specific coordination.

Experimental Section

Solvent. Propylene carbonate (Jefferson Chemical 
Co.)20 was purified by distillation at approximately 2 
Torr in a Podbielniak adiabatic vacuum still of approxi
mately 50 theoretical plates. Typical concentrations 
of impurities (gas chromatographic analysis) were 10 
ppm of propylene oxide, 20 ppm of propylene glycol, 2 
ppm of allyl alcohol, and less than 2 ppm of water. 
Details of purification and analysis are given else
where.24215 Doubly distilled, C02-free water was used 
in preparation of solutions containing H20.

Salts. Ultrapure lithium perchlorate was obtained 
from Anderson Physics Laboratories. This sample was 
prepared from G. F. Smith 99.9% LiC104, recrystal

1478

lized three times from water, heated under vacuum for 
several days, and finally fused under vacuum and sealed 
in glass under argon. It contained less than 0.0015% 
H20  and less than 0.0005% Cl.26

Lithium tetrafluoroborate (Foote Mineral Company) 
in the form of a fine, free-flowing white powder was used 
as received. Flame photometric analysis (Instrumen
tation Laboratories Model 143A, 1 mM  KC1 internal 
standard, 0.02% wetting agent) indicated 0 ±  1 mol 
%  Na and 103 ±  1 mol % of the expected Li content. 
The Li calibration was made with ultrapure LiCl (see 
below). The most likely impurity was LiF (i.e., 96 
mol % LiBF4, 4 mol % LiF). Because hydrolysis and 
solvate formation occur so easily with BF4~ and PF6-  
salts, we did not attempt further purification by re
crystallization. The salt as received had already been 
recrystallized several times from a proprietary solvent 
which showed the least decomposition effects of more 
than 60 solvents tested.27

Lithium tetraphenylboride was custom synthesized 
by Veron, Inc. Flame photometric analysis showed 
that the salt contained 0 ±  1 mol %  Na, but only 
58 ±  5 %  of the expected Li content. (Since K+ is the 
internal standard for the flame photometer, accuracy 
was limited in these analyses by corrections for the lim
ited solubility of KBPh4.) After 3 days under vacuum 
at 25°, the salt was analyzed for BPh4~ by titration with 
KC1 in aqueous solution using a potassium-selective 
liquid ion-exchange electrode (Orion Research Inc.), 
and found to contain 58.0 ±  0.6% LiBPh4, in agree
ment with the flame photometry. Integration of nmr 
water peak areas of LiBPh4 solutions in PC indicated 
that the salt contained 0.54 mol of water per mol of 
LiBPh4, which accounts for only 1.7% additional weight 
of the impure salt. Since one could detect the odor of 
acetone (the solvent from which the salt had been re
crystallized) after dissolution in water, it seems likely

(16) L. Simeral and R. L. Amey, J. Phys. Chem., 74, 1443 (1970).
(17) R. Kempa and W . H. Lee, J. Chem. Soc., 1936 (1958).
(18) R. J. Jasinski, Advan. Electrochem. Electrochem. Eng., in press.
(19) H. L. Friedman, J. Phys. Chem., 71, 1723 (1967).
(20) “ Propylene Carbonate, Technical Bulletin,”  Jefferson Chemical 
Company, Houston, Texas, ca. 1962. The practical liquid range of 
PC is even greater because it may be supercooled to as low as —80° 
for several months.
(21) J. N. Butler, D. R. Cogley, and E. Grunwald, Ingenieurs EPCI, 
in press.
(22) J. F. Hinton and E. S. Amis, Chem. Rev., 67, 367 (1967).
(23) J. Burgess and M. C. R. Symons, Quart. Rev., Chem. Soc., 22, 
276 (1968).
(24) R. J. Jasinski and S. Kirkland, Anal. Chem., 39, 1663 (1967).
(25) J. N. Butler, R. J. Jasinski, D. R. Cogley, H. L. Jones, J. C. 
Synnott, and S. Carroll, “ Purification and Analysis of Organic Non- 
aqueous Solvents,”  Final Report, Contract F19628-68-C-0052, 1970. 
AFCRL-70-0605.
(26) J. N. Butler, D. R. Cogley, J. C. Synnott, and G. Holleck, 
“ Study of the Composition of Nonaqueous Solutions of Potential 
Use in High Energy Density Batteries,”  Final Report, Contract 
No. AF 19(628)6131, 1969. AFCRL-69-0470, AD-699589.
(27) R. Carter (Foote Mineral Co.), private communication, 1969.
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that the salt received from the manufacturer was 
actually LiBPh4-4(CH3COCH3). (The unaccounted 
weight fraction corresponds to 3.9 mol of acetone per 
Li.) LiBPh4 is quite sensitive to thermal decomposi
tion, so it cannot be recrystallized from a high-boiling 
solvent such as PC. Since acetone is chemically sim
ilar to PC, the salt was used as received. Attempts to 
recrystallize it from another volatile solvent seemed 
likely only to introduce additional impurities. Con
centrations of solutions used in the actual measure
ments were calculated from the salt composition deter
mined experimentally.

Lithium chloride was prepared by Anderson Physics 
Laboratories, by fusion in a molybdenum apparatus 
under vacuum, flushing with anhydrous HC1 and 
purging with argon while molten, and sealing in quartz 
under argon. This salt contained less than 0.01% 
water, hydroxide, or oxide.

Sodium perchlorate (G. F. Smith Co.), sodium chlo
ride, potassium chloride, sodium tetraphenylboride 
(Fisher Certified), tetraethylammonium perchlorate, 
and tetraethylammonium chloride (Eastman) were 
used as received after storage in a dry argon atmo
sphere to remove any superficial water.

Sample Handling. All materials were stored and all 
samples were prepared in a Vacuum Atmospheres 
drybox with an argon atmosphere containing less than 
1 ppm of water or oxygen. The atmosphere was re
circulated and purified continuously. Purity of the 
atmosphere was checked with a 60-W incandescent bulb 
whose glass envelope had been removed. Such a bulb 
continued to glow in the drybox atmosphere for 6 to 12 
hr before burning out. Shiny lithium or lithium- 
sodium alloys left exposed to the drybox atmosphere as 
getters did not discolor over a span of 1 year. A 
vacuum antechamber was used to transfer samples in 
and out of the box. Neoprene gloves (60 mil) were 
used to keep moisture and oxygen transport through the 
gloves to a minimum.

Salt solutions and PC-water mixtures were prepared 
by weight inside the drybox. Aliquots of stock solu
tions were diluted by weight to obtain low concentra
tions. Nmr tubes (Wilmad Type 517 PP) were stop
pered with plastic pressure caps and care was taken to 
avoid contact of solution with the plastic. If excess 
gas space was left above a very small sample of solu
tion, the evaporation of water into this gas space could 
be observed over a period of several days as a decrease 
in nmr peak intensity, but this was not a major source 
of error if the liquid filled most of the tube. Measure
ments of chemical shift were generally performed im
mediately after sample preparation. LiPF6 samples 
were found to hydrolyze rapidly, and eventually con
sumed all water present in the solvent, so that results 
with this salt were irreproducible. LiBF4 samples hy
drolyzed only slightly, and the change in chemical shift 
was less than 1 Hz over a period of 2 weeks.

Solubilities. The solubility of alkali chloride salts in 
PC and PC-water mixtures was obtained by magneti
cally stirring 5-10 g of the finely powdered salt in 30 g of 
solvent at 20 ±  1° in the drybox for 1 day and then 
allowing the salt to settle for a day or more before with
drawing an aliquot for analysis. Solutions were ana
lyzed for alkali metal by flame photometry and for chlo
ride by potentiometric titration with aqueous Ag- 
N 03.26'28 A Gran29 plot was used to obtain the end 
point. For unsaturated LiCl, the chloride content ob
tained in this manner was within 1% of that prepared 
by weight; but for NaCl and KC1, which become sat
urated at concentrations less than millimolal, the error 
in analysis was about 4%. No trend in solubility with 
time was found for samples taken after 1 day, indicating 
that equilibrium had been reached and that no solid 
salt had been withdrawn with the solution.

Nuclear Magnetic Resonance. Nmr measurements 
were made at 60 MHz and a constant temperature of 
36.4° fixed by the Varian T-60 permanent magnet spec
trometer. The frequency lock (Permalock) module 
overcame the problem of field drift and allowed chem
ical shifts to be determined to ±0.1 Hz in most cases. 
Stability was within 0.3 Hz over a period of 1 day. 
Frequency calibration was carried out by applying a 
side band from a square-wave generator (Wavetek 
Model 112) and measuring the frequency of a syn
chronized square-wave output on the spectrometer 
digital indicator in the 10-sec gate mode, taking the 
average over about 1 min.28 The field was optimized as 
directed by the manufacturer at the beginning of each 
series of measurements. Resolution for an acetalde
hyde sample at a sweep rate of 0.1 Hz/sec was normally 
0.3 Hz.

The lower limit of detection of the water proton reso
nance was between 2 and 5 mm. Normally, samples 
contained at least 20 mm water. In this concentration 
range the water resonance can become obscured by 
spinning side bands and carbon-13 satellite peaks of the 
solvent, or base line noise. In most cases, spinning side 
bands with up to 50 times the amplitude of the water 
resonance could be moved out of the way by varying 
the spinning rate.16 Multiple upfield and downfield 
scans were used to counteract the effects of filtering.

For each sample, chemical shifts were referenced to 
the center of the PC methyl doublet, with the spec
trometer normally being locked on the strongest 
resonance (approximately 200 Hz downfield) of the 
methylene-methine multiplets.26 Comparison of the 
PC solutions containing water and salt with pure PC 
and with tetramethylsilane was made using coaxial 
(Wilmad Type 517) nmr tubes. The methyl doublet 
resonance frequency was found to be independent of

(28) D . R. Cogley, “ Water Association and Ion Hydration in 
Propylene Carbonate,”  Ph.D. Thesis, Brandeis University, 1970. 
University Microfilms No. 70-24623.
(29) G. Gran, Analyst {London), 77, 661 (1952).
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Table I : Chemical Shifts for Water in Propylene Carbonate Salt Solutions“

Cs, Cw, Pexpt, Pcor»0 Cs, Cw, Pexpt> »'cor,"
Salt TO TO Hz Hz Salt m m Hz Hz

LiC104 0.754 0.0289 134.6 134.7 NaC104 0.884 0 . 1 1 1 90.8 90.5
0.0577 134.1 0.653 0 . 1 1 1 86.2 85.8
0.1211 133.9 0.306 0 . 1 1 1 75.8 75.4

. 0.2754 133.0
0.557 131.6

0.1544 0.0246 104.1 104.5 NaBPh4 0.202 0 . 1 1 1 70.6 70.3
0.0487 103.6
0.0844 102.8
0.218 100.7
0.496 98.1 Et4NC104 0.197 0 . 1 1 1 56.9 54.9

0.986 97.1

0.0298 0.0199 69.9 70.0
0.0288 69.9 Et4NCl 0.0276 0.0263 68.0 68
n n£9n CQ 7 0.0276 0.0528 67.1U.UoZU
0.1541

Oi7 . t
70.6 0.0276 0.0887 66.8

0.386 71.0 0.0276 0.187 66.4

0.795 75.5 0.0276 0.932 73.8
0.0645 0.0516 80.5 82

LiBPh/ 0.2261 0.213 113.0 0.0645 0.0828 80.1
0.1071 0.148 93.6 0.0645 0.172 77.4
0.0890 0.138 89.1 0.0645 0.867 78.2
0.0798 0.134 86.6 89.3 0.1102 0.0232 93.4" 94
0.0597 0.122 80.6 82.8 0.1102 0.0513 94.3 ?"
0.0435 0.114 75.0 76.5 0.1102 0.0858 92.4"
0.0200 0.101 65.0 65.1 0.1102 0.155 89.4"
0.0084 0.095 63.0 ? 0.1102 0.858 82.3

0.5276 0.237 137.6 ?" ~140
LiB F/ 1.223 0.0304 130.5 ? 0.5276 1.160 118.2

1.050 0.0304 130.1 ?
0.949 0.0304 129.7 ?
0.790 0.0304 128.6 ?
0.520 0.0304 124.2 ? None/ 0.0 (53.7) 53.7
0.228 0.0304 110.3 110.7 0.0303 54.3
0.215 0.0304 109.1 109.6 0.0686 55.0
0.102 0.0304 92.4 92.9 0.0888 55.7
0.0473 0.0304 77.0 77.4 0.136 56.3
0.0286 0.0304 69.5 69.7 1.029 71.5

° Spectrometer frequency 60 MHz, 36.4°. Reference frequency is the center of the methyl doublet of neat propylene carbonate. 
All values corrected for magnetic susceptibility effects. Precision of v is ~0.1 Hz. 6 Salt was LiBPh4-4(CH3COCHs). No attempt 
has been made to correct for the presence of small amounts of acetone, but these effects are presumed negligible. " Corrected or 
extrapolated to zero water concentration. d Concentrations corrected to reflect the small amount of LiF present in the original salt 
which precipitated out of solution. First 5 points uncertain because of this. " Substantial broadening (3-8 Hz) of H20  peak but not 
carbon-13 satellite of solvent or ethyl group. /  Additional data for H2O-PC mixtures are given in ref 26, 28, and 30.

water concentration but shifted to lower field with in
creasing salt concentration. The magnitude of these 
shifts were 1.6 Hz for LiC104, 1.0 Hz for LiBPh4, and 0.8 
Hz for LiBF4 at 1 to salt, corrected for differences in 
magnetic susceptibility.28 All chemical shift data re
ported in this paper for salt solutions have been corrected 
for this effect, and thus are referred to the center of the 
methyl doublet in pure propylene carbonate.

Results
The chemical shift data obtained fro small amounts of 

water in the presence of LiC104, LiBPh4, LiBF4, Na- 
BPh4, Et4NC104, and Et4NCl are given in Table I. 
The concentration ranges where accurate data could be

obtained were limited by interference from the ethyl 
resonances in the case of the tetraethylammonium salts. 
Water concentrations in Table I include the water in
troduced with the salt, if any. The acetone introduced 
with the LiBPh4 reagent was assumed to resemble pro
pylene carbonate sufficiently closely that a few mole 
per cent of acetone in the solvent would not substan
tially affect the ion hydration equilibria. This assump
tion seems to be borne out since the LiBPh4 data fell on 
the same curve as the LiC104 data. The highest con
centration data for LiBF4 were sufficiently uncertain 
(because of LiF precipitation) that only the data ob
tained at 0.228 m and below were used in quantitative 
analysis.
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The chemical shift of water in the absence of salt
(iv) is dependent on water concentration, since self
association of water in PC occurs to some extent28 
(Î dimer 0.1 kg/mol) and this is discussed in detail in 
another paper.30 At low water concentrations, the ex
pression

VV = 53.7 +  19.4Cw (1)

is obtained, where Cw is the concentration of water in 
mol/kg.

Chemical shifts were extrapolated to zero water con
centration where possible or corrected using eq 1 and 
approximate association constants to obtain the con
centrations and chemical shifts of the various water- 
containing species. In Figure 1, these corrected values 
are plotted and compared with calculated curves ob
tained as described below.

The most significant observation to be made is that 
the chemical shift for LiC104, LiBPh4, and, less cer
tainly, LiBF4 all fall on a single curve. Similarly, the 
values for both sodium salts fall on a single lower curve 
in Figure 1. There is virtually no change in chemical 
shift on adding Et4NC104, but the change on adding 
Et4NCl is as large as that for lithium salts. From these 
results we may conclude qualitatively that water is 
strongly bound to Li+ and Cl~, less strongly bound to 
Na+, and shows very little preference for the other 
ions as compared to the solvent.

A quantitative analysis of these results may be made 
rigorously for data extrapolated to zero water concen
tration, since in this limit only 1:1 water-ion complexes 
are appreciable and association of water with itself is 
negligible. This is further simplified if the rate of 
proton exchange is either very slow or very fast.

The nmr results for all solutions studied demonstrate 
that the rate of exchange of protons between the first 
solvation shell and the bulk of the solution is quite 
rapid. If very slow exchange took place, one would ex
pect to resolve separate resonances for the different 
protons.8'9'22’23 No more than one resonance which 
could be attributed to water was ever observed. For 
intermediate rates of exchange, one might see broad
ening of a single water peak to a non-Lorentzian shape 
when the proton exchange rate was approximately 
2i r ( n  —  r o ) ,  where vi is the chemical shift of a proton in 
the solvation shell and v0 is for unbound water in the 
solvent.30'31 Again no broadening of the peaks was 
observed at any concentration of water or salt studied. 
A possible exception was the highest concentration range 
of Et4NCl and lowest concentrations of- H20, where 
broadening of 3-8 Hz was observed for H20  but not 
for the ethyl or PC resonances. However, no quanti
tative analysis of exchange kinetics was made. For all 
other cases, the exchange rate is considerably faster than 
2ir(vi — vo), and the fast-exchange approximation is 
valid.

For a system where fast exchange occurs between a

Figure 1. Chemical shift of water at infinite dilution in PC 
as a function of salt concentration. Data points are from Table 
I, corrected to zero water concentration, and curves are 
calculated from eq 5.

set of protons, a single resonance line is obtained, whose 
frequency shifts with the composition of the solution, 
according to a relation of the type31

v — Vo = 5 > i  — V0)fi (2)
where /j are mole fractions of the various solute species, 
vi are the hypothetical chemical shifts for the pro
tons in those species, and vo is a reference frequency 
which we have chosen to be the water resonance at zero 
concentration. (If a species contains two or more 
equivalent protons, v, is the weighted average of the 
chemical shifts for all protons in that species for which 
fast exchange occurs.) The various concentrations of 
individual species are related by the usual mass balance 
and equilibrium conditions.32 Thus, for each unknown 
equilibrium introduced into the chemical model of the 
system, two adjustable parameters are obtained: an 
equilibrium constant and a hypothetical chemical shift. 
It is therefore desirable to have as many cross-checks as 
possible, if reliable equilibrium constants are to be ob
tained.

For a 1:1 salt, MA, at low water concentrations, we 
may expect monoaquo complexes of each ion to form. 
If their formation constants are represented by 
and AiA, and the hypothetical chemical shift of water 
protons in these complexes are represented by mM and 
viA, v0 is the resonance frequency of water in the absence 
of salt, CB is the total salt concentration, Cw is the total

(30) D. R. Cogley, M . Falk, J. N. Butler, and E. Grunwald, unpub
lished works.
(31) L. M. Jackman and S. Sternhell, “ Applications of Nuclear 
Magnetic Resonance Spectroscopy in Organic Chemistry,”  Per- 
gamon Press, London, 1969.
(32) J. N. Butler, “ Ionic Equilibrium,”  Addison-Wesley, Reading, 
Mass., 1964.
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water concentration, and [H20] is the free water con
centration (not bound to any ions), we obtain the reia- Table III: Solubility of Alkali Chlorides“

tions

c w = [H20] ( l  +  ^
V 1 +  A i M[F

+
K tACS

[H20 ] 1 +  KC [H>0 ]

vo
= [H2Q] ( K J t Ç . j v t *  -  vo)

cw V i +  ^ im[h 20 ] +

ffiACs(n A -  vo)'  
1 +  K XA [H20  ] ,

) Salt

Solubility 
in dry PC, 

mm

Solubility 
in wet PC, 

mm

Literature 
values for 
“ dry” PC, 

mm

(3) •
LiCl 37.4 ±  0.4 53.0 ±  0.5 38 &

NaCl 0.122 ±  0.006 0.175 ±  0.009

40c
0.7d
0.003d

KC1 0.352 ±  0.020 0.476 =b 0.020 0.27d

“ Dry PC: Cw = 0.0001 to. Wet PC: Cw = 0.1068 to.
(4)

which may be simplified in the case of weak association 
(Kr[H20 ] «  1) to give

6 R. Keller, J. N. Foster, I). C. Hanson, J. F. Hon, and J. S. 
Muirhead, “ Properties of Nonaqueous Electrolytes,”  NASA 
CR-1425, Aug 1969, N69-36413. '  See ref 33. d See ref 34.

vo a
(nM -  vo) +  K^jvÇ  -  „„)>
_ 1 +  CS( K ^  +  K i A) , (5)

This can be used as the basis of a linear plot: a graph 
of (p — v0)/Cs vs. vo — v has slope Kiu +  KiA and inter
cept KiM(viu — r0) +  KiA(v\A — vo)- Thus the com
bined equilibrium constants and the combined hypo
thetical chemical shifts for cation and anion can be de
termined. All these relations are exact in the limit of 
zero water concentration, since any medium effect of 
water goes to zero; and the medium effect of salt be
comes exactly additive, as indicated by eq 5. The 
curves of Figure 1 were plotted using eq 5, and the fit is 
excellent. The parameters, together with the standard 
deviation of v, are given in Table II. Division of these 
into single-ion contributions will be discussed in the 
next section.

Solubilities of the alkali chlorides in anhydrous PC 
and in PC containing 0.1068 m water were measured 
and are listed in Table III. The values for LiCl are

Table II : Parameters for Salt Effect at 
Zero Water Concentration

Salt Slope“ Intercept6 Std devc

LiC104 6.8 ±  0.3 663 ±  16 0.8
LiBPh4 6.8 ±  0.3d 660 ±  20 1.0
LiBF4 6.8 ±  0.3d 630 ±  20 1.6
NaC104 1.7 ±  0.2 98 ±  2 0.5
NaBPh4 1.7 ±  0.2d 97 ±  5 —0.5d
Et4NC104 < 0 .5d 6 ±  1 ~ 0 .2
Et4NCl 6.5 ±  0.3 624 ±  9 ~ 1 .0 e
K4m +  K v\ kg/mol. Error is standard deviation, bi

absolute values are sensitive to v0 (3 Hz error in v„ changes K x 
by as much as 20%). 6 KiM(mM -  v0) +  KC{vC  -  i/0), (kg
Hz)/mol. Error is standard deviation. c Standard deviation of 
Vcor (Table I) from rcai„d (eq 5) Hz. d Estimated. Observed 
slopes for LiBPh, and LiBF4 were considered unreliable due to 
impurities, and were assumed to be equal to the LiC104 slope. 
The point for NaBPhi is <0.5 Hz from the NaC104 line. The 
slope for Et4NC104 was inferred by arguments presented in the 
Discussion. '  Higher concentration points were given less weight 
to reflect uncertainties due to line broadening.

consistent with those measured previously by other 
workers and confirmed in our laboratory.33 The solu
bility data for alkali chlorides obtained by Harris,34 al
though widely quoted (e.g., ref 4), appear to be in error.

The increase in solubility of the alkali chlorides as the 
water concentration is increased reflects the selective 
association of water with the ions of the salts, and will be 
discussed quantitatively in the next section.

Discussion
Chemical Shift Data. The fact that the chemical 

shift data for all lithium salts fall on one curve and those 
for all sodium salts fall on another curve (Figure 1), to
gether with the very small effect of Et4NC104, permits 
us to make a number of rather mild extrathermody- 
namic assumptions which separate the equilibrium con
stants and chemical shifts of Table II into individual 
ionic contributions. For example, we would not ex
pect the contributions of C104~ and BPh4-  to be the 
same unless they were both very small, since C104~ is 
chemically similar to the oxygen on PC, whereas BP h r 
presents four benzene rings, with their magnetically 
different ring currents, to any coordinating species.

From studies of water in organic solvents it has been 
shown that the chemical shift of water monomer pro
tons (vs. liquid benzene at 36.5°) is 403 Hz in benzene,35 
286 Hz in 1,2-dichloroet.hane,35 and 256 Hz in PC.28,30 
From these results we estimate that the chemical shift 
of a water proton bound to BPh4_ is 150 ±  50 Hz up- 
field of a water proton bound to C1( V~. (Our estimate 
is based on the chemical shifts of water protons in 
benzene and PC.)

pic1° _  j,jBPh = 150 ±  50 Hz (6 )

Combining this assumption with the Li+ and Na+ 
data in Table II, which imply (7) and (8)

(33) J. C. Synnott and J. N. Butler, Anal. Chem., 41, 1890 (1969).
(34) W. S. Harris, “ Electrochemical Studies in Cyclic Esters,”  
Ph.D. Thesis, University of California, Berkeley, 1958. U. S. 
Atomic Energy Commission Report UCRL-8381.
(35) L. Odberg and E. Hogfeldt, Acta Chem. Scand., 23, 1330 (1969).
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K tc io ^ c io  _  „#) _  tfjBPh^BPh _  „„) =  0 ±  30 (7) 

AT010 _  K lBPh =  0 ±  0.3 (8)

we obtain (9)

K l BPh =  o  ±  0 .2  ±  0 .0 0 2 (p 1c l °  -  v0) (9 )

A second mild assumption required is that vtCI° — 
v0 «  100. Since this chemical shift (n — v0) is less 
than 100 Hz for Li+ or Cl- , where bonding is quite 
strong, we would expect that for C104- , which is sim
ilar to the solvent, it should be much smaller. (Later, 
we estimate n010 — v0 to be of the order of 15 Hz.) 
This argument thus leads us to the conclusion that 
AiBPh <  0.2, and since physically AT > 0, we have given 
the value in Table IV as 0.1 ±  0.1. From eq 8 and 9, 
we then obtain in a similar way A4C1° = 0.3 ±0 .1 .

Table IV : Molal Equilibrium Constants and Chemical Shifts 
for Association of Water with Ions in PC

Ei,“ VI — J-0,
Ion kg/moî Hz

Li+ 6.5 ±  0.3 102 ±  5
N a + 1.4 ±  0.1 67 ±  7
K + 0.4 ±  0.26
E t4N + 0.3 ±  0.2 0 ±  30
ci- 6.2 ±  0.3 100 ±  3
ci- 7.0 ±  0.6s
C104- 0.3 ±  0.1 15 ±  30
b f 4- 0.3 ±  0.2 15 ±  30
BPh4" 0.1 ±  0.1 -1 5 0  ±  50
L icr 0.4 ±  0 .2 b

Nmr, 36.4°, except where noted. 6 Solubility, 20°.
pair.

Having established K\ for C104- , we can obtain much 
more accurate values for Li+ and Na+ from the slopes 
in Table III for LiC104 and NaClOj, and these are listed 
in Table IV. Since the curve for LiBIT is the same as 
for LiC104, we have taken the same constants for BF4-  
as for CIO4- .

From the Et4NC104 data in Table III, we can obtain 
Ai for Et4N + and the two chemical shifts, again making 
rather mild assumptions. Since the difference in chem
ical shift of water in 1,2-dichloroethane36 is only 30 Hz 
upheld from that in PC, we may assume

nBt -  vo =  0 ±  30 (10)

which gives from the intercept of eq 5
„jC io _  Vo =  2 0  ±  3 ±  lO O A ^ 4 (11 )

For cations, where there are no specific hydrogen
bonding or paramagnetic effects, we might expect that 
vi — vo would be correlated with the free energy of 
association with water (i.e., with log AT). Extrap
olating such a correlation (log Ki = —0.64 +  0.015- 
(n — vo) for Li+ and Na+), we obtain AT®* = 0.35 ±

0.25 and from eq 11, nC10 -  v0 = 20 ±  60. However 
the same correlation gives, from AT010 = 0.3 ±  0.1, a 
corresponding chemical shift of + 9  to —4, or n010 — 
vo = 0 ±  10 Hz. This in turn implies, via eq 11, A 4E - 
~  0. Correlation of log K\ and chemical shift with the 
reciprocal of ionic radius3 gives similar results: AiE* 
~  0.1; Ai010 ~  0.2; n010 — v0 = 15 ±  30.

Solubility Data. It is also possible to calculate the 
sum of ionic hydration constants from the variation of 
solubility with added water concentration, provided no 
complex species are formed. The saturation concentra
tions of NaCl and KC1 are sufficiently low that no ap
preciable ion pairs are formed. This is confirmed by 
conductance measurements.34 Since the product of the 
free ionic activities is a constant (Ks0) independent of 
whether water is present or not, we may attribute the 
solubility increase to the formation of hydrated ionic 
species, and obtain the relation

(1 +  A jm[H20])(1 +  ATXA [H20]) = R2 (12)

where R is the ratio of the solubility of MA in the 
presence of water (total concentration Cw) compared 
with that in anhydrous PC. A mass balance on water

Cw = [H20](1 +  AuM [M+] +  A V [A -]) (13)

allows correction for the amount of water bound to the 
ions.

From our solubility data (Table III) for NaCl, to
gether with the ionic hydration constant (1.4) given in 
Table IV for Na+, we obtain from eq 12 and 13 the 
value Kicl = 7.0 ±  0.6 at 20°. This value is not too 
sensitive to the hydration constant of Na+, and the fact 
that our Na+ value was obtained at 36.4° does net 
introduce as large an error as the uncertainty in the 
solubility data. This constant for Cl-  is gratifyingly 
close to that obtained from the nmr measurements on 
Et4NCl. Not only do the values agree within the esti
mated error, but the nmr (36.5°) value is lower than the 
solubility (20°) value, as might be expected for an exo
thermic ion hydration reaction.

The solubility of KC1 (Table III) gives an estimate of 
the ionic hydration equilibrium constant for K+ which 
is the same order of magnitude as that for the large 
anions: 0.4 ±  0.2.

Treatment of the LiCl solubility data by eq 12 and 13 
predicts that R = 1.48 on the basis of ionic hydration 
constants obtained by the other methods. This is in 
reasonable agreement with the experimental value 
(.R — 1.42) when the uncertainties of the constants 
(particularly the temperature effect on ATLl) are taken 
into consideration. Since LiCl is known to be strongly 
ion paired in propylene carbonate, by potentiometric 
titration,26 activity coefficient,36 and conductance 
methods,37 this implies that the hydration of the ion

(36) M. Salomon, J. Phys. Chem., 73, 3299 (1969).
(37) L. M . Mukherjee and D. P. Boden, ibid., 73, 3965 (1969).
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pair is quite weak compared with that of the individual 
ions. Using an ion-pairing constant87 of 102-76 and in
troducing additional terms into eq 12 and 13 to allow 
for ion-pair formation and hydration of this ion pair, we 
estimated that the hydration constant for the ion pair 
was approximately 0.4 ±  0.2, similar to that for K+ or 
the large ions.

Statistical Estimates of Ki. A plausible estimate may 
be made, purely on statistical grounds, for Ki in the ab
sence of specific interactions. The exact value, of 
course, depends on the maximum number of solvent 
molecules admitted to the solvation shell, and this can 
change as the composition of the solvent changes. 
However, if one considers an ion with N equivalent 
solvent molecules surrounding it, and the bulk mole 
fraction of the minor solvent component (i.e., water) is 
X w, then the probability of having one of these solvent 
molecules in the solvation shell is

[ M - H 30 ]  =  1 -  (1 -  X w) y

[M] X W(103/MS +  [H20]) [H20 ] =

Ai[H20 ] (14)

where concentrations are in mol/kg of solvent, and Ms 
is the molecular weight of the solvent (102 g/mol for 
PC). Evaluating the expression for Ki implied by eq 
14, for [H20] <0.1, we obtain approximately

Ki = 0.10 N (15)

Thus, for example, if the first solvation shell contains 4 
molecules, this model predicts Ki — 0.4 even if there 
are no specific forces of association between the ion and 
the solvent. Thus it seems not without significance 
that most of the Ki values in Table IV are in the range 
0.1-0.4, particularly when the possibility of repulsive 
as well as attractive interactions is considered.

Multiple Hydration of Li+. At high concentrations of 
water, substantial deviations are observed from the 
simple plot which assumes only one water molecule 
bound to an ion. With Na+ salts and Et4NCl, these 
deviations are too small to be quantitatively evaluated, 
but for Li+ salts, we have made a quantitative estimate 
of the second and third hydration equilibrium con
stants

[Li+-2H20] = A2[Li + -H,0][H20] 

[Li+-3H20] -  Kz [Li+■ 2H20  ] [H20  ] (16)

An iterative procedure based on evaluation of the slope 
of the v vs. Ch2o plot and minimization of the calculated 
vs. observed frequency values was employed, making use 
of a time-shared computer system for the calculations. 
Details are given elsewhere.28 The association con
stants and the hypothetical chemical shifts obtained are 
given in Table V; a comparison of calculated and 
observed resonance frequency values over a range of 
salt and water concentrations is given in Figure 2 for 
LiClO.4. The agreement is good to concentrations of

Table V : Stepwise Equilibrium Constants and Chemical Shifts 
for Li+ Hydration in Dilute Propylene Carbonate“

Hydration K, (vi — ro),
step kg/mol Hz

D 6.8 ±  0.3 98 ±  3
2 2.7 ±  0.4 91 ±  5
3 1.9 ±  0.6 78 ±  10

“ Deviations are standard deviations. b Includes contribu
tion from C104-. See Table IV.

— -  K,

—  K ,.K 2 

------- K ,,K ,.KI

v-LiCI04 

• 0.754m 
a O.I544m 
+ 0.0298m

Figure 2. Comparison of calculated and observed data for the 
chemical shift of water in the presence of LiClCb in PC. 
Constants are given in Table V.

approximately 1 m in both salt and water. Broken 
lines show the shape of curves obtained if A 2 or K :i is 
set equal to zero. The agreement for LiBPh4 is equally 
good.

The stepwise constants for association of water with 
lithium ion decrease as the number of water molecules 
increases, indicating that there is no cooperative hy
dration phenomenon in PC, and implying that the much 
stronger association of water with Li+ is perhaps not so 
much a specific chemical bonding as it is simply a geo
metric factor: the smaller water molecules can fit 
easily about the lithium ion without seriously dis
rupting the bulky propylene carbonate molecules which 
are already there. For larger cations this is less prob
able, and their selective association with water is cor
respondingly weaker.

Relation to Free Energies and Enthalpies of Transfer. 
In this work, we have obtained association constants
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between water and various ions in PC, a relatively 
structureless dielectric medium, and it is of interest to 
consider the extent to which the interactions we have 
measured are representative of the hypothetical “ first 
bond”  formed when an ion is solvated by water itself. 
One of the principal pieces of experimental evidence for 
difference in solvation is the free energy of transfer of an 
ion between solvents, sometimes expressed by means of 
a “ solvent activity coefficient.” 2~4 If the principal 
contribution to this free energy of transfer is the forma
tion of a strong, specific, coordination bond between ion 
and solvent, then we would expect to see a good cor
relation between standard free energies of the first hy
dration (obtained in our studies) and standard free 
energies of transfer from bulk water to propylene car
bonate. (For a full discussion, and to appreciate the 
approximations involved, see ref 3.)

In Table VI we have compared the free energy of

Table ,VI : Correlation of Hydration Equilibria in PC 
with Free Energies and Enthalpies of Transfer6

RT
Ion In Kia A G V AGtrd Afftr* AGtr' A f f t /

Li + +  1 . 1 4 +  3 . 7 +  0 . 9 ? +  0 . 7 + 2 . 8 +  1 . 4
Na + +  0 .2 1 +  1 . 1 - 2 . 4 +  0 . 5 - 0 . 3
K + - 0 . 5 6 - 0 . 3 - 0 . 3 - 5 . 2 - 1 . 7 - 4 . 2
Et,N + - 0 . 7 +  0 . 2
c i - +  1 . 2 0 +  1 1 . 3 +  1 4 . 0 + 6 . 3 +  1 2 .1 + 4 . 6
c i o r - 1 .0 - 3 . 9 - 3 . 6
b f 4- - 0 . 7
B Phr - 1 . 4 - 8 . 3 - 8 . 4 - 3 . 5 - 1 . 6

“ See Table IV for error limits. 6 A (j  tr = Qvc° — G i l o 0 .
All values in kcal/mol. c This work. d See ref 4. c See ref
38. ' See ref 39. ° Using AGtr = +14.96 for LiCl (ref 36).

formation of an ion-water bond in PC ( — RT In Ki) with 
free energies and enthalpies of transfer obtained by 
other workers.4'88’39 Parker and Alexander’s values4 for 
the free energies of transfer of K+ and Cl-  are not con
sistent with the solubility data obtained in this work, 
and we have therefore estimated revised values for Cl~ 
(and hence Na+ and Li+) by a similar method, as
suming the free energies of transfer of large ions such as 
BPh4~ and AsPh4+ to be equal, except for a Born 
charging term.3 (This method was also used by 
Krishnan and Friedman to evaluate single-ion en
thalpies.38) From measurements of the cell Li|Li+Cl~| 
TlCl|Tl(Hg), Salomon36 determined an accurate value 
(+14.96 kcal/mol) for the standard free energy of 
transfer of LiCl from water to PC. This avoids the 
uncertainties in the solubility method due to ion
pairing and activity coefficient corrections. Com
bining our new value for Cl~ with this thermodynamic 
value for LiCl gives +3.7 kcal/mol for Li+. Values ob
tained by an extrapolation method39 are about 1 kcal 
lower.

Figure 3. Correlation of free energy for the formation of 
a water-cation bond at infinite dilution in PC (— RT In Ki) with 
the free energy of transfer from bulk PC to bulk 
water ( — AGtr).

Based on the model of strong coordinate bond forma
tion between water and ions, one expects to see a cor
relation between RT In Ki and AGtI with slope of the 
order of magnitude of the solvation number in water. 
For the alkali metal cations (Figure 3) this correlation 
is quite good, and shows a slope corresponding to the 
formation of about two or three water-cation bonds. 
Correlation with AHtI is also good, giving a steeper 
slope. However, the unknown entropy factors in the 
hydration equilibria make interpretation of this cor
relation less obvious. When the other ions are in
cluded in the correlation of AHU with RT In K\ the 
general trend is preserved, but the slope may be any
where between 1 and 6.

Two ions deviate dramatically from the correlation of 
RT In Ki with AGtr: the free energy of transfer of 
BPh4~ (large and hydrophobic) is very much lower 
( — 8.3 kcal/mol) than expected, and the free energy of 
transfer of Cl-  is very much higher (+11.3 kcal/mol). 
The excess free energy of transfer for Cl-  over Li+ 
(which has the same Ki) is therefore associated with the 
formation of a much different water structure compared 
with bulk water. What is surprising is that this excess 
free energy due to structural effects should be ten times 
as large as the formation of the initial water-chloride 
bond, and have a magnitude corresponding to the for
mation of five to ten new hydrogen bonds in water.

In this connection, it seems to be important to in
vestigate the association of water with other small 
anions (F~ and OH~, for example) to see if this effect is 
widely obtained.40

(38) C. V. Krishnan and H. L. Friedman, J. Phys. Chem., 73, 3934 
(1969).
(39) M . Salomon, ibid., 74, 2519 (1970).
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(40) N ote Added in Proof. Hydration constants of ions and un
dissociated salts in acetonitrile have been determined by I. M. Kolt- 
hoff and coworkers \J ■ Amer. Chem. Soc., 89, 1582, 2521 (1967) ]. 
Values of K\ for the association of water with ions in acetonitrile 
[4 ±  1 (Li+), 2.6 (Na+), 1.3 (K+), 11 (C l- ), and 1.0 (C lO O  ] closely 
parallel our values for PC given in Table IV  above. Recent re- 
evaluation of the free energy of transfer for anions between PC and 
water by A. J. Parker and coworkers [“ Solvation of Ions X V I,’ ’ in 
press] gives A(7tr =  + 8 .6  kcal for Cl-  and —10.0 kcal for BPhi- . 
This implies +  6.4 kcal for L i+, considerably diminishing the difference 
between L i+ and Cl- , and producing abetter correlation with Ki for 
these two ions but giving a value for L i+ in disagreement with both 
the correlations of Figure 3 and the extrapolation method of ref 39.
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All 18 of the isomeric octanes and four of the nonanes were treated with an isomerization catalyst, AlBr3. 
Relative reaction rates were measured. For three sets of isomers equilibrium distributions were obtained 
and compared with the API Project 44 data.

Introduction
Equilibrium distributions among isomeric com

pounds are in general calculated from heat of combus
tion and heat capacity measurements, a procedure in
volving small differences in large numbers. In some 
favorable cases, however, catalysts can bring about 
isomeric interconversion. If perturbations due to side 
reactions are negligible, the observed distribution is the 
equilibrium distribution within the accuracy of chem
ical analysis.

Aluminum halide catalyzed isomerizations have been 
used to obtain the equilibrium distribution of the 
butane, pentane, hexane, and heptane isomer sets.1,2 
Extension of these measurements to the higher hydro
carbons would be of interest since these equilibrium dis
tributions would show the effect of interaction between 
remote groups.

In the present study all 18 octane isomers and four 
nonane isomers were treated with AlBr3. Complete 
equilibrium among all isomer forms of either the octanes 
or nonanes could not be achieved, since some of the 
isomerizations necessary for complete equilibrium are 
slow compared with the concurrent degradation reaction. 
Three subsets of isomers, the singly branched octanes 
(SBO), the doubly branched nonquaternary octanes 
(DBNO), and the triply branched nonanes (TBN),

were found to achieve steady-state distributions. Rel
ative rate measurements for all observable reactions 
were made and the steady-state distributions are 
proven to be the equilibrium distributions.

Experimental Section
The hydrocarbons used in these experiments were 

Chem. Samp. Co. of 99% purity and were used without 
further purification. The catalyst was AlBr3 from 
Matheson Coleman and Bell. As initially received it 
had a catalytic activity suitable for these measurements 
and was used as received.

Using a drybox, 0.1 g of AlBr3 was weighed into a 
glass vial which was then sealed with a rubber septum. 
The vial was then placed in a constant temperature 
bath and 5 cc of the reactant mixture was then in
jected. The reactant mixture was always 50 vol %  
isomeric octane or nonane and 50% methylcyclo- 
pentane (MCP). At various times after reactant in
jection, samples were withdrawn via syringe, injected 
into water to deactivate the catalyst, and analyzed by a 
P&E F -ll gas chromatograph with a 300-ft squalane

(1) F. E. Condon, Catalysis. 6, 43 (1958).
(2) H. Pines and N. E. Hoffman, “ Friedel-Crafts and Related 
Reactions,”  Vol. II, G. A. Olah, Ed., Interscience, New York, N. Y., 
1964.
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[MCP] K -  [CH] \
[M C P ]0 K J

Figure 1. Typical relative rate plot.

capillary column. Peak areas were measured by an 
Infotronics CRS-100 integrator. Analysis of isomer 
mixtures of known weight composition showed that 
within experimental error all the octane isomers had the 
same sensitivity. The isomeric analysis was complete 
with two exceptions—3-methylheptane (3-MC7) and 
ethylhexane (EtHex) could not be separated. 2- 
Methyl-3-ethylpentane (2-M-3-EtP) could be detected 
in the presence of 2,3-dimethylhexane (2,3-DMH) only 
if the former were more than 15% of the latter.

Numerous rate measurements, all relative to the rate 
of the methylcyclopentene-cyclohexane (CH) equili
bration, were made. Figure 1 is typical of the better re
sults. The vertical ordinate (conversion of doubly 
branched nonquaternary octane isomers to singly 
branched octane isomers) is the expression appropriate 
to a first-order irreversible reaction. This assumption 
of irreversibility is a valid approximation only at low 
conversion. Due to the kinetic complexity of the 
isomer interconversion this approximation was neces
sary, hence only low conversion measurements were 
used to calculate the relative rate constants reported 
here. The horizontal ordinate (conversion of methyl- 
cyclopentane to the equilibrium methylcyclopentane- 
cyclohexane mixture) is the expression appropriate to a 
first-order reversible reaction, where K  is the methyl- 
cyclopentane- cyclohexane equilibrium constant.

Results
Normal octane was observed to isomerize slowly to 

the methylheptanes, the relative rate constant at 59.1° 
being 0.13/cMCp =̂ch- Dimethylhexanes were also ob
served, but the ratio of their yield to the methylheptane 
yield extrapolated to zero at zero conversion of the n- 
octane.

The observed steady-state distributions of the singly 
branched octane isomers are given in Table I. A 
sample was judged to have reached steady state not 
from the data to be averaged but from the approach of 
the methylcyclopentane-cyclohexane ratio to its equi
librium value. The methylcyclopentane-cyclohexane 
ratio is a good index, since the singly branched octane 
isomers interconvert faster than do methylcyclo
pentane-cyclohexane. When this happened the cat
alyst was still active as proven by the continued slow 
interconversion of the singly branched octane and 
doubly branched nonquaternary octane isomers.

During the isomerization of the doubly branched 
nonquaternary octane isomers at 13°, the distribution 
of the singly branched octane isomers formed was ob
served to be 4-MC7/ 2-MC7 = 0.266 ±  0.002 and (3- 
MC7 +  EtHex)/2-MC7 = 0.771 ±  0.001. During the 
isomerization of the singly branched octane isomers at 
13° the distribution of the doubly branched nonqua
ternary octane isomers was observed to be (2,3-DMH +
2-M-3-EtP) /2,5-DMH = 0.230, 2,4-DMH/2,5-
DMH = 0.807, and 3,4-DMH/2,5-DMH = 0.0564.

In Table II, the relative rates at which each singly 
branched octane isomer converts to the others and at 
which the equilibrating mixture of singly branched 
octane isomers form other products are given. The rate 
of formation of the other products was observed to be 
independent of the starting singly branched octane 
isomer. Since the rates of mutual interconversion are 
high compared with the rates forming other products, 
this is to be expected.

Table II gives rate constants for the isomerization of 
singly branched octane to both doubly branched non
quaternary octane and 2,2-dimethylhexane. The latter 
reaction is a true direct reaction rather than a secondary 
isomerization of doubly branched nonquaternary 
octane, since the ratio of 2,2-dimethylhexane to doubly 
branched nonquaternary octane is 0.05 indepen
dent of reaction time. Further using the value of 
&DBNO—  2,2- d m h  given in Table IV, one calculates that 
the amount of 2,2-dimethylhexane observed early in the 
reaction is 25 times as great as that which could be 
formed by secondary reaction.

Table II does not give rate constants for the direct 
interconversion of 2-methylheptane with either 4- 
methylheptane or ethylhexane, only the interconver
sion of these three with 3-methylheptane. Based on 
product ratios extrapolated to zero conversion, these 
direct interconversions do not occur to an observable ex
tent, 5% of the total isomerization.

The steady-state distributions of the doubly branched 
nonquaternary octane isomers are given in Table III. 
The amount of 2-methyl-3-ethylpentane present in 
these distributions could not be determined, since it was 
always less than 15% of the 2,3-dimethylhexane.

In Table IV the relative rate constants are given for 
the total rate at which each doubly branched non-
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Table I : Equilibrium Distribution of the Singly Branched Octanes

Observed ,■--------------------- --- --- ------ ----- Start with---------------- --------------------------------„
ratio 2-MC, 3-MC, 4-MCt EtHex Average

13.0°
4-MC, 0.273 ±  0.002 0.271 0.272 ±0 .001
2-MC7 Av of 2
3-MC, +  EtHex 0.768 ±0 .002 0.764 0.766 ± 0 .002

2-MC7 Av of 2

40.0°
4-MC7
2-MC,

0.276 0.262 0.270 0.268 0.269 ± 0 .0 0 4

3-MC, +  EtHex 
2-MC, 0.843 0.823 0.832 0.824 0.830 ±0 .007

59.1°
4-MC, 0.253 ± 0 .0 0 6 0.246 ± 0 .0 0 6 0.250 ± 0 .0 0 4
2-MC, Av of 2 Av of 2
3-MC, +  EtHex 

2-MC,
0.856 ± 0 .0 1 2 0.855 ±  0.001 0.856 ±0 .001

Table II : Relative Rate Constants for the Singly 
Branched Octane (SBO) Isomerizations

'---------------k/kucv CH'
Reaction 13.0° 40.0° 59.1°

2-MCt —  3-MCt 3.7 3.1 2.1
3-MC, — 2-MC, 3.4
3-MC, — 4-MC, 2.9
4-MC, 3-MC, +  EtHex 8.9 8.3
EtHex — 4-MC, 14
SBO DBNO 0.10 0.09 0.15
SBO — 2,2-DMH 
SBO — n-Cs

0.005
0.0064

SBO — i-CjHio 0.009

quaternary octane isomer isomerizes to all of the others. 
The kinetics of these coupled equilibrations are complex 
as is illustrated by Figure 2, an isomer distribution vs. 
time plot for the isomerization of 3,4-dimethylhexane. 
The figure is drawn to show all three products being 
formed at nonzero rates at time t = 0. A separate set 
of experiments confirmed this. The product ratios,
2,4-DMH/2,3-DMH and 2,5-DMH/2,3-DMH, were 
measured as a function of conversion at low conversion 
of the 3,4-dimethylhexane. The zero conversion inter
cepts of these ratios were 0.23 and 0.03, respectively.

The data obtained in most of our runs were not suit
able for determining the ratio in which products are 
being formed at the start of the reaction, because the 
thermodynamically less stable product isomers are 
converted to the more stable isomers by rapid sec
ondary reactions. In Figure 3 the ratio of the ther
modynamically more stable isomers, 2,5-dimethyl- 
hexane/2,4-dimethylhexane, is plotted as a function of 
methylcyclopentane conversion for the isomerization 
of 3,4-dimethylhexane, 2,3-dimethylhexane, and 2-

Figure 2> Isomerization of 3,4-dimethylhexane: ♦,
3.4- dimethylhexane; A, 2,3-dimethylhexane; ■,
2.4- dimethylhexane; •, 2,5-dimethylhexane.

methyl-3-ethylpentane. The zero conversion inter
cepts do not appear to differ significantly.

The subset of doubly branched quaternary octane 
isomers, 2,2-dimethylhexane, 3,3-dimethylhexane, and
3-methyl-3-ethylpentane, were observed to isomerize 
with the rate constants of 0.03, 0.06, and 0.07 
times fcMCp^cm respectively, at 59.1°. The predom
inant products were the doubly branched nonqua
ternary octane isomers. No direct interconversion 
among the members of this subset was observed.
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Table III: Equilibrium Distribution of the Doubly Branched Nonquaternary Octanes

Observed
ratio 2,3-DMH 2,4-DMH

-------- Start with-----
2,5-DMH 3,4-DMH Average

13.0°
2,3-DMH +  2-M-3-EtP 0.228 ±  0.001 0.218 ±  0.001 0.237 0.234 ±  0.005 0.229 ±  0.006

2,5-DMH Av of 2 Av of 2 Av of 3
2,4-DMH 0.797 ±  0.001 0.793 ±  0.004 0.798 0.795 ± 0 .005 0.795 ±  0.001
2,5-DMH Av of 2 Av of 3 Av of 3
3,4-DMH 0.0602 ±  0.0016 0.0532 ±  0.0003 0.0554 0.0566 ±0.0021 0.0561 ±0.0023
2,5-DMH Av of 2 Av of 3 Av of 2

40.0°
2,3-DMH +  2-M-3-EtP 0.261 ±  0.008 0.253 ±  0.003 0.254 ± 0 .003 0.252 0.255 ± 0 .003

2,5-DMH Av of 5 Av of 5 Av of 3
2,4-DMH 0.963 ±  0.037 0.943 ±  0.013 0.934 ±0 .007 0.969 0.942 ±  0.033
2,5-DMH Av of 5 Av of 5 Av of 3

59.1°

2,3-DMH +  2-M-3-EtP 
2,5-DMH 0.337 0.343 0.316 0.327 0.331 ± 0 .0 0 9

2.4- DMH
2.5- DMH 0.938 0.940 0.917 0.941 0.934 ±  0.008

3.4- DMH
2.5- DMH 0.0955 0.0982 0.0952 0.0953 0.0960 ±  0.0011

Table IV : Relative Rate Constants for the Doubly 
Branched Nonquaternary Octane (DBNO) Isomerizations

Reaction 13.0°
' k/kMCVZl 

40.0°
CH —'

59.1°

2,3-DMH — DBNO 3.8 6 . 8 7
2,4-DMH — DBNO 1 . 1 2 . 1 2.7
2,5-DMH - *  DBNO 0.59 3.4 16.5
3,4-DMH — DBNO >7 11.4 1 0
2-M-3-EtP - *  DBNO >30 >30 Not measured
DBNO -*■ 2,2-DMH 0.0073 0 . 0 1 2 0 . 0 1 2
DBNO —  3,3-DMH Not mea- 0.004 Not measured

DBNO SBO
sured

0.072 0 . 1 2 0.134 ±  0.006
DBNO —  AC4H10 0.008 0 . 0 1 0.025

The subset of triply branched octanes undergoes 
mutual interconversions, but cracks to f-CJHio at a 
comparable rate. Hence, the equilibrium distribution 
of this subset could not be measured. For 2,2,3-tri- 
methylpentane at 40.0°, the relative rate constants for 
isomerization to other trimethylpentanes, for isomer
ization to doubly branched nonquaternary octane, and 
for cracking to Í-C4H10 were 0.62, 0.03, and 0.2, respec
tively.

It is generally believed that the inertness of neo
pentane to Lewis acid catalysts is due to the difficulty 
of forming a primary carbonium ion. One would, 
therefore, expect tetramethylbutane to be inert, and 
under our experimental conditions, it is.

One subset of C9H2o isomers, the triply branched 
nonanes (TBN), was investigated. The isomers 2,2,4-

Figure 3. Ratio of 2,5-dimethylhexane (2,5-DMH) to 
2,4-dimethylhexane (2,4-DMH) as a function 
of conversion at 13°.

trimethylhexane, 2,2,5-trimethylhexane, 2,3,4-trimeth- 
ylhexane, and 2 ,4-dimethyl-3-ethylpentane were 
mixed with methylcyclopentane and treated with AlBr5 
at 13°. During the isomerization of each of these no
nanes the only isomers formed in observable amounts
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Table V : Comparison of Thermodynamic Quantities from This Study with API Project 44 Data

a H AS
K K K K A H,a 25°,6 AS,“ 25°,6

13°° l 3o& 59.1°° 59.I“6 kcal kcal eu eu

2,5-DMH 2,4-DMH 0.80 0.57 0.93 0.69 0.6 0.77 1.8 1.6
2,5-DMH 3,4-DMH 0.040 0.053 0.071 0.093 2.4 3.07 1.9 2.2
2-MC, ^  4-MC, 0.27 0.19 0.25 0.24 -0 .3 0.81 - 3 .8 -0 .4 6
2-MC, ^  3-MC- +  EtHex 0.74 0.85 0.82 1.03 0.4 0.79 0.9 2.43
2,5-DMH ^  2,3-DMH + 0.174 0.065 0.27 0.112 1.8 2.27 2.6 2.5

2-M-3-EtP
2,5-DMH 2-M-3-EtP <0.026 0.018 <0.040 0.035

a This study. 6 API.

(> 1%) were 2,2,5-trimethylhexane, 2,4,4-trimethyl- 
hexane, 2,2,4-trimethylhexane, and 2,2,3-trimethyl- 
hexane. During the isomerization of 2,3,4-trimethyl- 
hexane and 2,4-dimethyl-3-ethylpentane, both 2,2,5- 
trimethylhexane and 2,4,4-trimethylhexane were 
formed at nonzero rates from the start of reaction.
2,2,5-Trimethylhexane rose steadily to its steady-state 
value while 2,4,4-trimethylhexane rose to a maximum 
then decayed to its steady-state value. 2,2,4-Tri- 
methylhexane showed a slight maximum while 2,2,3-tri- 
methylhexane was marginally detectable late in the 
reaction. At steady state the isomer distribution was 
observed to be 89 ±  1%  2,2,5-trimethylhexane, 7.5 ±  
0.3% 2,4,4-trimethylhexane, 2 ±  1%  2,2,4-trimethyl
hexane, and 0.8 ±  0 .8% 2,2,3-trimethylhexane.

Due to its high steady-state concentration, a relative 
rate constant for 2,2,5-trimethylhexane could not be 
measured. For 2,2,4-trimethylhexane, 2,3,4-trimeth- 
ylhexane, and 2,4-dimethyl-3-ethylpentane, the rela
tive rate constants for isomerization were 5.4, 84, and 
19, respectively, at 18°. The nonane isomers cracked to 
¿-C5H12 with an average relative rate constant of 0.03 
at 13°.

Discussion
For the simple system

ki 7

A T i B - 4 c
k-t

it can readily be shown that

(B/A)eq ~  (B /A)IS = fc2.
B / A ) eq . fci

where (B/A )S3 is the ratio of B to A at steady state and 
(B /A)eq is this ratio at equilibrium. Judged on this 
basis it is clear from the data in Table II that the only 
reaction fast enough to cause a significant difference 
between the steady-state and equilibrium distributions 
of the singly branched octane isomers is their isomeriza
tion to doubly branched nonquaternary octane isomers. 
However, a steady-state distribution of singly branched 
octane isomers was also observed during the isomeriza
tion of the doubly branched nonquaternary octane iso

mers. If the reaction SBO DBNO causes the singly 
branched octane steady-state distribution to depart 
from equilibrium in one direction the reaction DBNO 
—*■ SBO must cause departure in the opposite direction. 
Since the two steady-state distributions are within ex
perimental error the same, they are the same as the 
equilibrium distribution. A similar argument may be 
made to equate the steady-state and equilibrium dis
tributions of the doubly branched nonquaternary oc
tane isomers.

The observed steady-state distribution of the triply 
branched nonane isomers is the equilibrium distribution 
of all triply branched nonane isomers which intercon
vert rapidly. The data prove this set includes 2,2,4- 
trimethylhexane, 2,2,5-trimethylhexane, 2,3,4-trimeth- 
ylhexane, 2,4,4-trimethylhexane, and 2,4-dimethyl-
3-ethylpentane. The interconversion of 2,2,3-tri
methylhexane, 2,3,5-trimethylhexane, 2,3,3-trimethyl- 
hexane, 3,3,4-trimethylhexane, 2,2-dimethyl-3-ethyl- 
pentane, and 2,3-dimethyl-3-ethylpentane with the 
other triply branched nonane isomers should involve 
carbonium ion rearrangements completely analogous to 
rearrangements observed to be facile. Hence it is 
likely that all triply branched nonane isomers inter
convert freely and that the observed distribution is the 
equilibrium distribution of the complete triply branched 
nonane subset.

Using Raoult’s law and vapor pressure data from 
API Project 44,3 the observed isomer ratios at equilib
rium in the liquid phase (Tables I and III) may be con
verted to the gas phase equilibrium constants shown in 
Table V.

Using API data for log Ki and A //f at 25° the API 
values of K  given in Table V were calculated. The 
agreement between the present measurements and API 
is reasonable for 2,5-DMH 2,4-DMH, 2,5-DMH ^
3,4-DMH, and 2-MC7 ^  3-MC7 +  EtHex. The K 
values for 2,5-DMH 2,3-DMH +  2-M-3-EtP disagree
at both 13 and 59.1°. The upper limit for 
K2,5-d m h  == 2-M-3-EtP from the present study is not in-

(3) “ Selected Values of Properties of Hydrocarbons and Related 
Compounds,”  API Project 44, College Station, Texas, 1963.
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consistent with the API value, so the API value for 
^ 2 ,5 - D M H  v± 2,3-d m h  is in large error.

API data are available only for AH¡ for the triply 
branched nonane isomers. These data show 2,2,5- 
trimethylhexane to be more stable than the other tri
ply branched nonane isomers by enthalpy differences 
ranging from 2.23 to 4.77 kcal/mol. It may be sur
prising that one of 11 isomers should be 90% of the 
equilibrium distribution; however, 2,2,5-trimethylhex- 
ane is the isomer which minimizes the steric repulsion 
among the methyl groups.

The observed relative reaction rates may be ratio
nalized in terms of a carbonium ion reaction mechanism. 
These concepts have been reviewed by Condon1 and 
Pines,2 and applied in detail to the hexane isomerization 
by McCaulay4 and by Brouwer and Oelderik.6 Kramer 
and Schriesheim6 have discussed the heptane isomeriza
tion mechanism. In large measure the octane and 
triply branched nonane isomerizations behave as 
would be expected from these studies but a few novel 
features require comment.

The kinetics of the singly branched octane and doubly 
branched nonquaternary octane interconversions are in 
puzzling contrast; the singly branched octane isomeriza
tion is a sequential reaction while all products are 
formed from the start of reaction during the doubly 
branched nonquaternary octane isomerization. If it is 
assumed that carbonium ions rearrange via shifts of 
alkyl groups between adjacent carbons, then the ki
netics of the singly branched octane and doubly 
branched nonquaternary octane interconversions will be 
shown in Schemes I and II. The observed kinetics 
may be explained by the ad hoc assumptions that during 
the singly branched octane interconversions the hydride 
transfer steps are all faster than the approach to equilib
rium among the isomeric carbonium ions and that dur
ing the doubly branched nonquaternary octane inter
conversions the hydride transfer steps are all slower. 
The former assumption predicts that there will be no 
direct interconversion between 2-methylheptane and 
either 4-methylheptane or ethylhexane, as is observed. 
The latter assumption implies that all isomers should 
be formed from the start of the reaction at a rate pro
portional to the equilibrium concentration of the corre
sponding carbonium ion times the hydride transfer rate 
constant. Hence the ratio of any two products at the 
start of the reaction should be the same irrespective 
of which isomer is used as the starting material. The 
data in Figure 3 are in accord with this prediction.

There has been some question in the literature as to 
whether during carbonium ion rearrangement larger 
alkyl groups can migrate with the same ease as the 
methyl group. The isomerization of the EtHex car
bonium ion to the 4-MC7 carbonium ion requires a pro
pyl group shift. Since the overall rate of EtHex —►
4-MC7 is comparable with the rates of the other singly 
branched octane interconversions, and the singly

Scheme I
2-MC7 3-MC, 4-MC, EtHex

+ + + +
R+ R+ R+ R+

2-MC,+
+

RH RH +
RH

Scheme II
2-M-3-EtP 2,3-DMH 2,4-DMH

+  +  +
R+ R+ R+

2,5-DMH 3,4-DMH 
+  +
R+ R+

RH RH

branched octane interconversions are rate limited by the 
ion isomerizations, the rates of methyl and propyl 
shifts are comparable.

The observation that the singly branched octane iso
mers can isomerize directly to 2,2-dimethylhexane im
plies that a significant fraction of 2,2-dimethylhexyl 
ions formed are converted to 2,2-dimethylhexane by 
hydride transfer before they can isomerize to doubly 
branched nonquaternary octane ions. Hence, during 
the isomerization of the doubly branched nonquater
nary octane isomers to 2,2-dimethylhexane the hydride 
transfer step must be facile and the slowness of the 
overall reaction must be attributed to a slow ion 
isomerization step.

The isomerization of a carbonium ion containing two 
tertiary carbons to an ion containing a quaternary car
bon (DBNO+ 2,2-DMH+) is a slow process. The 
isomerization of a carbonium ion containing three terti
ary carbons to an ion containing one tertiary and one 
quaternary carbon is a fast process, since the triply

(4) D. A. McCaulay, Symposium on Isomerization and Related 
Processes, presented before the Division of Petroleum Chemistry, 
American Chemical Society, Boston, Mass., April 5-10, 1959.
(5) D. M . Brouwer and J. M . Oelderik, Preprints, Division of 
Petroleum Chemistry, No. 13, American Chemical Society, Wash
ington, D. C., 1968, p 184.
(6) K. M . Kramer and A. Schriesheim, J. Phys. Chem., 65, 1283 
(1961).
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branched nonane isomers interconvert freely between 
forms which do and do not contain quaternary carbons. 
The manner in which the third tertiary carbon facili
tates the ionic isomerization is obscure.

That the triply branched octanes crack at a rate 
comparable to their interconversion is consistent with 
the observations of Condon.7 However, it is surprising 
that the triply branched nonane isomers interconvert 
with negligible cracking. This anomaly may be tenta
tively explained if one assumes that the equilibrium dis
tribution among the isomeric ions is similar to the 
equilibrium distribution of the corresponding paraffins. 
From the API data 2,2,4-trimethylpentane is most 
abundant in the triply branched octane equilibrium

distribution. Hence for the triply branched octane 
system the most abundant carbonium ion would be the
2.2.4- trimethylpentyl ion. In this ion the charged 
tertiary carbon is ¡3 to the quaternary carbon and rapid 
cracking is to be expected. For the triply branched 
nonane system the dominant ion would be the stable
2.2.5- trimethylhexyl ion.
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The pyrolysis of ethane in an argon diluent has been studied over the temperature range 1220-1660°K using 
a single-pulse shock tube technique. In agreement with previous work, the reaction shows a complex tem
perature dependence, the activation energy falling almost to zero at the highest temperatures. The transition 
in kinetic behavior is accompanied by a change in product distribution. Numerical integration of the kinetic 
equations shows that the behavior cannot be explained in terms either of the falloff characteristics of the uni- 
molecular reactions involved or of inhibition by the products of reaction. The only explanation which has 
been found to reproduce both the observed kinetics of reaction and the product distribution is the participa
tion of an alternative decomposition step for the ethyl radical, C2H5 -*■ C2H3 +  H2, followed by reactions of 
the vinyl radical, including C2H3 —► C2H2 +  H.

Introduction
The kinetics of the thermal decomposition of ethane 

have been studied extensively and, although there has 
been some controversy over the orders of reaction of the 
separate steps and over the involvement of surface 
processes, there appears to be qualitative agreement on 
the basic reaction mechanism, at least below 1000°K. 
During a program of investigations1'2 on the pyrolysis 
of higher molecular weight hydrocarbons, it was found 
that some pyrolyses displayed normal linear Arrhenius 
behavior over a wide range of temperatures while 
others showed very marked departures from an Ar
rhenius temperature dependence, accompanied by 
correspondingly pronounced transitions in product 
distribution. As previous shock tube studies3-5 had

suggested similar behavior for ethane, it was decided to 
reexamine this reaction at temperatures above 1000° Iv, 
in the hope that the system would prove sufficiently 
simple to permit reliable computer simulation of all the 
kinetic processes involved.

Experimental Section
The apparatus and experimental method have been 

described in detail in the first paper of the series.1

(1) J. N. Bradley and M. A. Trend, Trans. Faraday Soc., 67,72 (1971).
(2) M . A. Frend, Ph.D. thesis, University of Essex, 1969. J. N. 
Bradley and M. A. Frend, to be submitted for publication.
(3) G. I. Kozlov and V. G. Knorre, Combust. Flame, 6, 253 (1962).
(4) I. F. Miller and S. W . Churchill, A.I.Ch.E. J., 8,2, 201 (1962).
(5) G. B. Skinner and W. E. Ball, J. Phys. Chem., 64, 1025 (1960).
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Briefly, the design of the shock tube follows that 
constructed originally by Glick, Squire, and Hertzberg.6 
The timing of the rupture of the diaphragms is achieved 
electrically,7 rather than by the use of an auxiliary 
shock tube, to give more precise control. The reac
tants are confined to a small section of the tube sep
arated from the experimental section by two sliding- 
vane valves which are opened immediately prior to 
firing the shock. The products are flushed into a small 
vessel at the end of the tube by introducing a high pres
sure of nitrogen into the driving section.

The reflected shock conditions are calculated from 
incident velocity measurements in the usual way. The 
major source of error in determining the temperature 
and pressure history of the reacting gas lies in esti
mating the time of arrival of the rarefaction wave, since 
the change is not a step transition as in the case of the 
shock and is more easily obscured by noise. This 
means that reaction times cannot be measured to better 
than ±  50 ¿isec, corresponding to a possible error of ca.
5-10%. This prevents the use of a range of reaction 
times and makes the results at the ends of the tempera
ture scale rather less accurate.

Ethane was supplied by Cambrian Chemicals Ltd. 
at better than 99% purity and was further purified by 
bulb-to-bulb distillation. Argon (99.995%) was sup
plied by British Oxygen Co. Ltd. Analysis was carried 
out by vapor phase chromatography using Porapak Q 
and Porapak T columns. The identity of the peaks 
was checked by mass spectrometry. The computer 
simulation was carried out using a program devised 
originally by Gear8 and subsequently modified by Dr. 
J. Oliver of the Computing Centre, University of Essex. 
The improved stability characteristics permitted the 
numerical integration of a series of simultaneous linear 
differential equations roughly two orders of magnitude 
faster than corresponding Runge-Kutta-Merson pro
cedures. The considerable improvement in speed of
fered by this program for integrating systems of stiff 
differential equations should prove extremely valuable 
for solving kinetic equations and some further details 
have been provided in an Appendix to the paper.

Results

The pyrolysis of ethane in an argon diluent has been 
studied for total pressures of 400-800 Torr over the 
temperature range 1250-1660°K. Some experiments 
were conducted with 0.5% mixtures but the majority 
employed 1% mixtures. The sole detectable products 
were ethylene, methane, and acetylene and the amount 
of hydrogen formed was estimated on this basis. Ex
periments with other hydrocarbon systems1’2 showed 
that the analytical technique would certainly have re
vealed products present in greater than 0.1% yield. 
The experimental technique as presently in use would 
only permit small variations in pressure and/or reaction

Figure 1. Arrhenius plot of apparent first-order rate constants 
for ethane decomposition: 0 ,1 %  C2H6 in Ar; •, 0.5% C2H6 in 
Ar; 0 ,  results which do not meet the 100° criterion (see text); 
□, 0.4% C2H6, 0.6% C2H4 in Ar. The smooth curve is intended 
to be representative of the results for the 1 %
C2H6 in Ar mixtures.

time so that the principal experimental variable is the 
reaction temperature.

Reaction times were normally restricted to the range 
0.9-1.5 msec and the degree of conversion varied 
between 1 and 52%. A significant range was achieved 
at lower temperatures (from 2 to 31% at 1300°K) but 
only a much smaller range at higher temperatures 
(37 to 52% at 1500°K).

The data were interpreted in the form of apparent 
first-order rate constants and an Arrhenius plot of the 
results is shown in Figure 1. There is already consid
erable evidence to show that the decomposition of eth
ane does not display a constant kinetic order over a wide 
temperature range and the adoption of a first-order 
representation is merely a convenience. A smooth 
curve would therefore be expected only if the pressure 
were either constant or varied monotonically with tem
perature. The latter would be true for ideal shock tube 
behavior since the driver pressure is held virtually con
stant and the experimental pressure reduced in order to 
increase the temperature. Due to nonreproducible 
losses in the diaphragm rupture this condition cannot 
always be maintained: experiments in which the 
temperature deviated by more than 100° from the 
mean value for the same starting conditions were dis
carded in the subsequent analysis. It should be em-

(6) H. S. Glick, W . Squire, and A. Hertzberg, S y m p . (l i l t .) C om bust. 
[P ro c . ], 5th , 393 (1955).
(7) J. N. Bradley, R. N. Butlin, and J. G. Quinn, J . S et. In stru m ., 
42, 901 (1965).
(8) C. W . Gear, P roc . I .F . I .P .  Congr., A81 (1968).
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Figure 2. Product yields, expressed as a ratio of the ethane 
consumed, vs. reciprocal temperature: O, C2H4;
X, C2H2; + , CH4.

phasized that there is no suggestion that the data from 
such experiments were unreliable but simply that inclu
sion of this small number of results would have made 
the subsequent analysis intractable. For the same 
reason results obtained with 0.5% mixtures were not 
employed in the analysis nor were those experiments in 
which the products failed to give a satisfactory mass 
balance. With these restrictions the scatter was well 
within the experimental error predicted from the reac
tion times. In order to permit computer simulation, a 
smooth curve was selected as representative of these 
data. The curve illustrated has no theoretical signifi
cance and was deliberately drawn in such a way as to 
underestimate the sharpness of the transition and the 
turnover at high temperatures. This was intended 
to avoid the danger of very specific features of the be
havior being given an undue role in the subsequent 
analysis.

A number of experiments were conducted wbh mix
tures of 0.6% ethylene, 0.4% ethane, and 99.0% argon, 
and the results are also shown in Figure 1. The uncer
tainty in the analysis is much greater in these experi
ments.

The variation with temperature of the product dis
tribution in the experiments using 1% mixture is illus
trated in Figure 2.

Discussion
The most significant feature of the present investiga

tion is the sharp transition in the Arrhenius behavior, 
the apparent activation energy changing from about 
90 kcal/mol at 1250°K almost to zero at 1600°K. 
Although the total pressure of co. 700 Torr is insufficient 
to maintain unimoleeular rate constants at their high- 
pressure limiting values at these elevated temperatures

Figure 3. Comparison of present results with those of previous 
workers: I, Skinner and Ball (ref 5); II, Kozlov and Knorre 
(ref 3); III, Miller and Churchill (ref 4); IV, Kuchler and 
Thiele (ref 9); Lin and Back, footnote c (Table I); Laidler and
Wojciechowski (ref 10). -------------denotes present results,
---------denotes results of calculations using “ basic”  mechanism.

such a pronounced effect is quite unpredicted. In 
addition, the variation of product distribution with 
temperature demonstrates that a change in mechanism 
parallels the change in Arrhenius behavior. The 
change in the nature of the products cannot be explained 
solely on the basis of the subsequent decomposition of 
ethylene to acetylene, denoted by

C2H4 C2H2 +  H2

because the total formation of acetylene and ethylene 
falls relative to the amount of methane produced as the 
temperature increases.

The results of other investigations on ethane decom
position are shown for comparison in Figure 3.9'10 
Coincidence of the plots is not to be expected as the 
investigations cover a wide range of pressure; however, 
all four high-temperature investigations show the same 
anomalous kinetic behavior, with the transition 
occurring at very similar temperatures. Shock tube 
studies on cyclopropane1 and butane2 pyrolysis have 
shown a similar effect. However, other systems, studied 
under the same experimental conditions, display no such 
deviation and demonstrate that the effect cannot be 
attributed to an artifact of the experimental technique.

A complete analysis of the ethane pyrolysis reaction 
would require the inclusion of experimental results at 
various pressures and compositions as, for example,

(9) L. Kuchler and H. Thiele, Z . P h ys. Chem ., A bt, B , 42, 359 (1939).
(10) K . J. Laidler and B. W . Wojciechowski, P roc . R oy . Soc. A ,  260, 
91 (1961).
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Table I : High-Pressure Limiting Rate Constants for h  and h
log Ai, Eh log ki log Al, El, log la,
sec-1 kcal/mol at 1300°K Ref sec-1 kcal/mol at 1300°K

16.3 86.0 1.85 a 10.9 31.0 5.7
17.45 91.7 2.05 b 12.6 40.4 5.8
16.0 86.0 1.55 c 13.6 38.0 7.2
16.3 88.0 1.52 d 14.4 40.9 7.5
16.1 87.0 1.49 e

a See ref 13. b C. P. Quinn, Proc. R oy. Soc. A , 275, 190 (1963). « M. C. Lin and M. H. Back, Can. J . Chem., 44, 2357 (1966).
d A. B. Trenwith, Trans. Faraday Soc., 62, 1538 (1966). * G. L. Pratt, Proc. R oy. Soc. A , 293, 235 (1966). > J. A . Kerr and A. F. 
Trotman-Dickenson, J . Chem. Soc., 1602, 1611 (1960). « J. H. Purnell and C. P. Quinn, Proc. R oy. Soc. A , 270, 267 (1962). * L. F. 
Loucks and K. J. Laidler, Can. J . Chem., 45, 2795 (1967).

those obtained by previous workers. However the 
significant feature of all the investigations is the 
anomalous high-temperature behavior and variation of 
the apparent first-order rate constant with pressure and 
composition is readily explained by the occurrence of 
at least two reactions of intermediate order in the 
mechanism ((1) and (4) below). It was therefore 
necessary, and indeed desirable, to attempt in the first 
instance an explanation of the data obtained with one 
apparatus at one composition.

The most serious shortcoming of the technique, which 
applies to all the investigations, is that it does not allow 
a wide variation in the extent of conversion for a given 
set of starting conditions. In those cases where such 
variation was obtained the rate appeared to increase 
with conversion and no evidence was provided for in
hibition by reaction products. This observation is far 
from conclusive and was disregarded in the subsequent 
analysis.

A very simple mechanism which can be proposed to 
explain the kinetics of the thermal decomposition of 
ethane is the following

c 2h 6^ c h 3 +  c h 3 (1)
c h 3 +  c h 3 — > c 2h 6 (2)

c h 3 +  c 2h 6 -—► c h 4 +  c 2h 5 (3)

C2H6 — > H +  CTL (4)

H +  C2H6 -- >  H2 +  c 2h 6 (5)
C2H5 T  C2H5 ■—»■ C2H4 +  c 2h 6 (6)

and it is worthwhile to examine the extent to which this 
mechanism can explain the experimental observations. 
The mechanism differs from that known to operate at 
lower temperatures only by the inclusion of reaction 2. 
Under high-temperature conditions with a larger value 
of kh the methyl radical concentration will be appreci
able and it becomes necessary to allow competition be
tween reactions 2 and 3.

The first three reactions are together responsible for 
chain initiation. The various determinations of fc3 
are in good agreement11 and a “ best” value12 of 7.95 
X 108 exp( —38.0 kcal/RT) 1. mol-1 sec“ 1 has been

selected. The rate constants and fc2 are related by the 
equilibrium constant which has been taken to have the 
value 1.74 X 108 exp( —86.1 kcal/RT) atm.13 The 
rate constant fc2 is then completely specified by the se
lection of the appropriate value for the rate constant /iq. 
Experimental determinations of the high-pressure limit
ing value of ki are listed in Table I together with the 
values at 1300°Iv. The agreement here is rather less 
satisfactory, although the variation lies more in the 
preexponential factor than in the activation energy. 
A value of 1.26 X 1016 exp( — 87.0 kcal/RT) sec-1 has 
been selected in the knowledge that it is somewhat lower 
than the average value.

At the high temperatures used here, the high-pressure 
limiting values are not applicable and it is therefore 
necessary to make the following correction. As men
tioned above, because the formation of the shock wave 
is not instantaneous, a given set of starting conditions 
does not always lead to the same experimental condi
tions and, for this reason, a shock velocity measure
ment is always necessary to specify the latter. From a 
series of experiments at or close to a particular shock 
temperature, a corresponding average reflected shock 
pressure has been obtained. This shock pressure has 
then been converted to an apparent ethane pressure by 
assuming that argon has an energy transfer efficiency of 
0.07 relative to ethane. This apparent ethane pressure 
has then been converted to an “ effective”  pressure at 
978°K using the relation

P 2/ P 1 =  (T 2/ T i ) s

which appears in all theories of unimolecular reactions. 
The value of s has been chosen as 13. The falloff 
curves at 978°K given by Lin and Laidler14 have then 
been used to give the correction factors listed in Table II.

(11) A. F. Trotman-Dickenson and G. S. Milne, “Tables of Bi- 
molecular Gas Reactions,” National Bureau of Standards NSRDS- 
NBS9, 1967.
(12) J. R. McNesby and A. S. Gordon, J . A m er. Chem . Soc., 77, 
4719 (1955).
(13) H. G. Davies and K . D. Williamson, W orld P etrol. Congr., P roc ., 
5th, 4 (1959).
(14) M . C. Lin and K . J. Laidler, Trans. Faraday Soc., 64, 79 (1968).
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Table II: Correction Factors for Falloff Behavior of k, and fc4

T em p,
°K h/h™ ki/ki°

1250 0.166 0.0302
1300 0.132 0.0261
1350 0.104 0.0226
1400 0.083 0.0183
1450 0.062 0.0164
1500 0.050 0.0138
1550 0.035 0.0113
1600 0.022 0.0091
1650 0.011 0.0073

The falloff behavior of k, has a lower effect on the 
overall rate than the table suggests because, at high 
temperatures, the stationary methyl radical concentra
tion tends to be controlled by competition between 
reactions 1 and 2, rather than 1 and 3. As microscopic 
reversibility requires that ki and k2 are related by the 
equilibrium constant, the falloff of ki is parallelled by a 
corresponding fall in k2 leaving the stationary methyl 
radical concentration unaffected. This argument does 
not apply to the falloff behavior of fc4, which has been 
estimated assuming s = 6.

Literature values of kA are also listed in Table I. The 
situation here is more serious as two of the rate constant 
expressions differ from the other two by a factor of 
about 30. As no reason could be found for preferring 
one pair of rate constants compared with the other, a 
rate constant expression of 8.0 X 1016 exp( —38.0 
kcal/RT) sec“ 1 has been selected which is the arithmetic 
mean of the logarithms of the rate constants at 1250 
and 1550°K. Over the temperature range in question, 
this rate constant expression has a temperature coeffi
cient close to all four literature values. However, the 
uncertainty in the preexponential term is much greater 
than that of any of the other rate constants involved in 
the mechanism. This means that the arbitrariness in
volved in the selection of the other rate constants, for 
example fcj above, is unimportant and the preexponent
ial term in fc4 may be regarded, within limits, as the sole 
adjustable parameter available for fitting to the experi
mental data.

In contrast to fc4, rate constant expressions for kh and 
k6 are reasonably well known. Schofield16 has carried 
out a least-squares analysis on the available values of 
h  and his “ best”  value of 1.3 X 1011 exp(—10.45 
kcal/RT) 1. mol“ 1 sec-1 has been chosen. Typical 
radical recombination rate constants are known to lie 
in the range KP-TO11 l.2 mol-2 sec-1 and a value of 2.5 
X 1010 I.2 mol~2 sec-1 has been adopted for fc6. A 
slightly low value has been chosen because recombina
tion rate constants frequently show small negative tem
perature coefficients and at sufficiently low pressures 
falloff behavior would be expected. However, once 
again, the uncertainty is less than that of fc4.

Figure 4. Comparison of experimental curve with the 
computer simulation: I, basic mechanism; II, basic mechanism
plus CH3 +  C2H5 CH4 +  C2H4 (eq 9).

Reaction 6 has been chosen as the sole termination 
reaction in the mechanism. The alternative which

C2H6 +  C2H6 — ^ C4H10 (7)

occurs at lower temperature has been neglected because 
no butane has been detected in the products, presum
ably because it breaks down rapidly at these tempera
tures.

The pyrolysis has been simulated on the computer 
without invoking any steady-state approximations, using 
the values of the rate constants discussed above. At 
the end of the reaction time, all radical concentrations 
are small compared with those of the stable products, 
apart from [CH3]. The final product composition has 
therefore been calculated by assuming that the methyl 
radicals recombine to form ethane during the expansion. 
This assumption is very reasonable in view of the rapid 
fall in temperature and has been verified by simulating 
the expansion on the computer for a number of typical 
cases.

From the computations a plot of the apparent first- 
order rate constants fcapp has been constructed for com
parison with the experimental data (Figure 4, curve I). 
The agreement is reasonable at about 1250-1350°K 
although this agreement is to some extent artificial in 
view of the uncertainty in the preexponential term 
of fc4. It also gives very satisfactory agreement with 
the low-temperature results shown in Figure 3. For 
these calculations, the rate constants were assumed to 
have their limiting values and the concentration chosen

(15) K . Schofield, P lanet. Space Sci., 15, 643 (1967).
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Table III: Effect of Variation of the Selected Rate Constants on the Rate of Decomposition

■1300°K---------------------------------, ,—  ------------------- -------1550°K-

Variation

Rate
constant,

sec-1 Factor
Factor, 
log units

Rate
constant,

sec"1 Factor
Factor, 

log units

No change 
fa X 5

32.75
79.9 X2.44 +  0.387

2368
2840 X I .20 +  0.079

fa X 5 83.0 X2.54 +  0.405 3855 X I .63 +  0.212
fa X 5 150.4 X 4.6 +  0.663 3240 X I .37 +  0.136
fa X 5 48.7 X I .49 +  0.173 3135 X I .32 +  0.122
ti X 5 25.5 X 0.806 -0 .109 1183 X0.5 -0 .301

was that employed in the low-temperature determina
tions. Each rate constant has been varied in turn by a 
factor of 5 for temperatures of 1300 and 1550°K and 
the effect on the overall rate is shown in Table III. 
The most significant conclusion which can be drawn is 
that at low temperatures the overall rate is most sensi
tive to hi, which is the rate constant whose value is 
known with least accuracy. Similar calculations have 
shown that the reactions

H +  H +  M — > H 2 +  M

CH3 +  H +  M — »- CH4 +  M

c 2h 4 +  c 2h 4 — >  c 2h 3 +  c 2h 5 

c 2h 6 +  c h 4 — c 2h 6 +  c h 3

play no significant role in the decomposition.
Although the mechanism gives a satisfactory explana

tion of the low-temperature behavior it does not explain 
the falloff observed in this and in other high-tempera- 
ture investigations of ethane decomposition. It will 
be noted that some curvature in the calculated fcapp 
is observed, arising from the falloff behavior of hi, 
but this is quite inadequate to explain the experimental 
findings.

A further insight into this behavior is obtained by 
examining the chain length of the decomposition. For 
each ethyl radical produced in the initiation sequence 
(l)-(3 ) one methane molecule is produced and 3/ 2 eth
ane molecules are consumed. Thus an “ effective” 
chain length cf>en may be defined as

[C2H6]init -  [C2H6]finai -  y 2[CH4]
0eff ~  [CH4]

It should be noted that this is not the true chain length 
since it neglects the reappearance of some of the ethane 
in the termination step. The true chain length is there
fore greater than the effective chain length. The latter 
has been chosen to obviate difficulties which would 
arise if an alternative termination step not involving 
the formation of ethane becomes important at high 
temperatures.

In Figure 5, the experimental values of log <£eff have 
been compared with the computed values as a function 
of reciprocal temperature. Despite considerable scat-

103 k/ t

Figure 5. Logarithm of “effecive”  chain length ¡j>ea vs. 
reciprocal temperature: I, predicted by basic mechanism; II, 
predicted after inclusion of reactions 13 and 17.

ter it is apparent that the experimental falloff is asso
ciated with a reduction in chain length. With the 
mechanism above such a reduction could occur only if 
the falloff behavior of /c4 were so acute as to cause its 
rate actually to fall with increasing temperature. Thus 
although the falloff characteristics of fc4 calculated 
above may be imprecise, it would be difficult to repro
duce the experimental observations in this way.

One pair of reactions which might have been expected 
to occur is

CH3 +  C2H6 C3H8 (8)

— > CH4 +  C2H4 (9)

The first of these can be eliminated as propane was not 
detected in the products even in low-temperature in
vestigations and, because the ratio k9/k$ is known to be 
co. 0.04 at low temperature,11 the same evidence indi
cates that reaction 9 is also unimportant. It might be 
expected that the value of k9 would be intermediate 
between those of fc2 and 7c6, although the same dispro
portionation-recombination ratio would indicate a 
lower value. The possible effect of reaction 9 has 
therefore been deliberately exaggerated by carrying out 
the calculation with k9 set equal to k9: the effect on
the overall rate is illustrated in Figure 4, curve II.
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It is interesting to note that both the overall rate and 
the effective chain length are significantly reduced. 
However, although the average temperature coefficient 
is lowered, the curvature of the Arrhenius plot is not 
reproduced.

It is therefore necessary to search for additional reac
tions which could inhibit the chain as the temperature 
increases. Three such reactions have been suggested 
previously

H +  C2H6— >  c 2h 6 (10)

H +  C2H4 c 2h 6 (ID
c 2h 6 +  h 2 - ■> C2H6 +  H (12)

Of these, reaction 10 could clearly lead to a genuine 
reduction in chain length since the stationary radical 
concentrations will be greater at higher temperatures. 
On the other hand reactions 11 and 12 provide an ex
planation of the inhibition of the decomposition by the 
products which has been observed in some low-tem
perature investigations.16 In principle, it should be 
possible to test the effects of (10) and (12) experi
mentally either by varying the degree of conversion or 
by adding ethylene and hydrogen to the reactants.

The experiments with added ethylene proved incon
clusive: it appears that, in the range 1500-1600°K, 
fcapp may be reduced by a factor of about 2 for an in
crease in average ethylene concentration of about 10. 
The relative importance of these reactions is illustrated 
better by computer simulation.

In the first simulation of the effects of these three 
reactions, the “ best”  available values of the rate con
stants have been used (Table IV) and the result is 
shown in Figure 6,17 curve I. It is apparent that in
corporation of these reactions into the mechanism leads 
to a change in the correct direction but the magnitude 
of the curvature is far from that required. Since the 
change is of the form expected it is necessary to con
sider whether the “ best”  values could be seriously in 
error. It is perhaps of some significance that Skinner 
and Ringrose17 deliberately selected rate constants for 
these reactions in excess of the literature values in order 
to explain induction periods in the hydrogen-oxygen 
reaction. Simulation using these values (Table IV) 
yielded curves II and III in Figure 6. (The value of 
ki was arbitrarily raised by a factor of 20.7 to obtain the 
upper curve.) The introduction of these additional 
reactions clearly reduces the temperature dependence 
of the decomposition but fails to reproduce the observed 
variation of the temperature coefficient. The altera
tion in behavior is almost wholly due to reaction 11 as 
expected from the relative magnitudes of the rate con
stants. Reactions 11 and 12 are merely the reverse of 
reactions involved in chain propagation and reaction 12 
is an additional chain termination reaction. The only 
feasible alternative which might lead to a reduction in 
chain length with temperature would be a reaction in

Figure 6. Comparison of experimental curve with the 
computer simulation including the reactions 10, 11, and 12: I,
using “best”  rate constants, ref 15 and footnote b in Table IV; 
II, using rate constants from ref 17; III, using rate constants 
from ref 17 +  20.7 X

parallel with the propagation step but with a higher 
temperature coefficient. One possibility is that the 
reaction

C2H6 — > C2H3 +  H2 (13)

competes with

C2H5 — ^  C2H4 +  H (4)

As both reactions have virtually identical heats of 
reaction,18 AH°29s = 38.4 kcal/mol for (4) cf. 38.8 for 
(13), it is not inconceivable that (13) would have the 
higher activation energy and hence become predomi
nant at high temperatures. Introducing this reaction 
necessitates additional reactions removing C2H3 radicals 
and the termination steps

c 2h 3 +  c 2h 3 - c 2h 4 +  c 2h 2 (14)

c 2h 3 +  c 2h 5 -> c 2h 4 +  c 2h 4 (15)

c 2h 3 +  c 2h 6 - ■> c 2h 2 +  c 2h 6 (16)

have been added to the mechanism and assigned identical 
rate constants to that of the major chain termination 
reaction 6. A value of /c13 of 7.95 X 1017 exp(— 93.5 
kcal/RT) sec-1 gave a 'capp shown by curve I in Figure 7.

(16) M . C. Lin and M . H. Back, Can. J . Chem., 44, 2369 (1966).
(17) G. B. Skinner and G. H . Ringrose, J . Chem . P h y s ., 43, 4129 
(1965).
(18) W . M . D. Bryant, J . P olym . Sci., 6, 359 (1951); A. G. Harrison 
and F. P. Lossing, J . A m er. Chem . Soc., 82, 519 (1960); J. B. 
Farmer and F. P. Lossing, Can. J . Chem ., 33, 861 (1955).
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Table IV : Rate Constants for Reactions 10, 11, and 12

------------------------------------------------- —Rate constants, 1. mol-1 sec-L
Reaction Best available value Ref Ref 17 value

H +  C2H5 C2H6 (10) 3.98 X 1010 4.40 X 1012
H +  C2H4 — C2H5 (11) 2.7 X 1010 exp( —3.04 kcal/ET) a 4.00 X 1010 exp(—1.58 kcal/ET)
C2H5 +  H2 —► C2H6 ~h H (12) 3.24 X 1010 exp( —11.3 kcal/ET) b 1.56 X 109 exp( —4.05 kcal/ET)

See ref 15. 6 P. J. Boddy and E. W. R. Steaeie, Can. J. Chem., 39, 13 (1961).

Figure 7. Comparison of experimental curve with the 
computer simulation: I basic mechanism with (13);
II with (13) and (17); and III with (19).

This curve explains the observed kinetic behavior quite 
well but the acetylene yields of the revised mechanism 
are still below the experimental values. Manipulation 
of the termination rate constants within “ reasonable” 
limits, e.g., by a factor of 10 above the selected value or 
by reducing to a very low value, failed to give any 
significant improvement.

It is apparent that other reactions must produce 
acetylene at these high temperatures and an obvious 
step to follow (13) is the unimolecular decomposition of 
the vinyl radical

C2H3 — >  C2H2 +  H (17)

This will clearly lead to the acetylene necessary but at 
the same time it reduces the effect of (13) as a chain re
tarding reaction because it yields hydrogen atoms which 
can continue the chain. The computer simulation was 
therefore used to determine whether rate constants 
could be allotted to (13) and (17) which would simulate 
both the overall rate behavior and the product yields. 
The results of calculations based on fc43 = 3.0 X 1016

exp( —80.0 kcal/RT) sec-1 and kv  = 2.0 X 104 sec“ 1 
are shown in Figure 7, curve II and Figure 5, curve II 
and it can be seen that satisfactory simulation is possi
ble.

It should be emphasized that the numerical values 
allocated to k13 and ka have only limited significance 
and, in particular, the Arrhenius temperature co
efficients should not be equated with activation energies. 
To begin with both are unimolecular reactions and 
would not be expected to obey simple Arrhenius rela
tions. Furthermore the simulation did not include 
reactions 9 and 11 above nor did it include the reaction

C2H3 +  C2H6 — >  CJI, +  C2H6 (18)

which is a parallel to reaction 17 in that it repropagates 
the chain. The important feature is that it has only 
proved possible to simulate the experimental behavior 
by incorporating reactions 13 and 17 into the mecha
nism but in order to determine the absolute values of 
these rate constants it would be necessary to know 
values for the remaining rate constants with greater 
certainty.

One further possibility must be investigated. The 
sequence

C2H6 — > C2H4 +  H (4)

H +  C2H4 — >  C2H3 +  H2 (19)

would be equivalent in principle to the one-step reac
tion

C2H5 — > C2H3 +  H2 (13)

A mean value of ku of 1.746 X 1010 exp( —6900 kcal/ 
RT) 1. mol“ 1 sec-1 has been compiled from several 
sources16 and has been used in the mechanism as an 
alternative to (13). Reactions 14-17 were not in
cluded to provide the maximum opportunity for reac
tion 19 to have the desired effect. Figure 7, curve III 
shows that this reaction is inadequate to explain the 
behavior: its effect would have been even lower if the 
other reactions had also been included.

The parallel reaction

CH3 +  C2H4 — ^  C2H3 +  CH4 (20)

is readily discounted because the rate constant is 
known19 and incorporation of this step into the mecha-

(19) A. F. Trotman-Dickenson and E. W . R. Steacie, J . Chem. P h ys ., 
19, 169 (1951).
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Figure 8. Variation of [C2H2]/[C2H4] with temperature. The 
line corresponds to the results predicted by the mechanism which 
includes reactions 13 and 17.

nism, both with the literature value of the rate constant 
and with a value ten times greater, had no significant 
effect on the overall rate.

It is perhaps worth noting that the apparent turnover 
at the highest temperatures can also be explained by the 
inclusion of reactions 13 and 17. The minor discrep
ancy at intermediate temperatures has been removed in 
subsequent computer simulations by manipulation of 
fc4 within the limits imposed by the experimental mea
surements: the results have not been recorded as the 
exercise appears to be of little quantitative value.

No mention has been made of the subsequent de
composition of ethylene to acetylene (Figure 8). 
The experiments with ethane-ethylene mixtures dem
onstrate that the reaction becomes significant at high 
temperatures. It will not affect the kinetic behavior 
under discussion, except via reactions already men
tioned, but it will affect the yield of acetylene. This 
further emphasizes the difficulty of ascribing reliable 
values to the rate constants ku and kn. The suggested 
high-temperature decomposition of the ethyl radical 
would predict a similar transition in the pyrolysis of 
any hydrocarbon in which ethyl radicals play a similar 
role. It should be noted in conclusion that the 
pyrolysis of butane shows an almost identical transition 
but the pyrolyses of propane and isobutane are quite 
normal.

Acknowledgments. The authors wish to express their 
gratitude to the Institute of Petroleum (Hydrocarbon 
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Appendix
Unstable propagation of absolute errors occurs in 

step-by-step methods for the numerical solution of an 
initial-value differential system

y'{x) = f(x,y), y(0) specified

when the step-length h is such that /iA< lies outside the 
method’s region of stability for any eigenvalue A* of 
df/dy having Re (h\t) <  0. The boundary of this 
region in the left-half complex plane usually lies within 
a fairly small distance from the origin (intersecting the 
real axis near —2.7 for the Runge-Kutta-Merson 
method, for example), in which case stability requires 
that \h\ be very small for stiff differential systems. 
Gear (1968) has, however, devised a class of multistep 
methods whose stability regions include much of the 
left-half Ah plane, and in particular the whole of the 
negative real axis, so that error propagation is stable for 
all \h\, except possibly when Re (hkt) >  0 or |Re 
(At)| «  |lm (A<) | for some A; .
. Gear’s step-by-step method of order k (1 <  k <  6) 
is conveniently written in a Nordsieck form, in which 
the approximate solution vector

an = {yn, hyn', h2yn"/2!, . . . ,  hkynM/k\}T
is calculated at each pivotal point xn (=  xn-\ +  h) in 
turn using the Newton iterative process

a,<0) = Aa„_ i

an{m+1) = an(m) -  1{I -  h m f r y ) - 1 X 

{hy'n{m) -  hf(xn, 2/sw )} (m =  0, 1, . . . ,  M -  1) 

where A is the Pascal triangle matrix

A t, = ( J.)(f <  ,/)

0 (i > j )

and the elements of l { Zo, h, ■ ■ ■, h }T are given in 
Table V.

Table V : Coefficients for Gear’s Method

k 1 2 3 4 5 6

to 1 2/3 6/11 24/50 120/274 720/1764
k 1 3/3 11/11 50/50 274/274 1764/1764
u 0 1/3 6/11 35/50 225/274 1624/1764
h 0 0 1/11 10/50 85/274 735/1764
u 0 0 0 1/50 15/274 175/1764
h 0 0 0 0 1/274 21/1764
u 0 0 0 0 0 1/1764

The iteration is terminated when

\\yn(m+1) -  ynim)\\/\\yn{m+l)\\
is comparable with the relative accuracy of the number 
representation, 11 ■ 11 being interpreted as the element of 
largest magnitude for computational convenience, 
though another norm could be substituted. The 
Jacobian àf/ày is evaluated only when the iteration has 
not effectively converged after a small number (3, on
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empirical grounds) of iterations. It may either be 
calculated exactly if appropriate code has been gener
ated by the user or by an automatic differentiation 
package, or alternatively each column d//dy;- may be 
approximated numerically by

i f  (%n> Vn “1“ f(%n} ]Jn) \ / 8

for some suitable 8, where the jih  element of e} is unity 
and the remainder zero. A continuing failure to con
verge is countered by reducing \h\.

The step-length may also be reduced by the error 
control procedure, which ensures that

\\yn{M ) -  y u m \\/\\ynn \  <  \Mv

is effected by simply multiplying the z'th vector element 
(i = 1, . . . ,  k) of an by c*.

The integration commences with k — 1, and k is 
successively increased to 5 by unit steps, the stability 
region for k =  6 being unsatisfactory. The additional 
vector element in an required at each increase is calcu
lated by approximating

by

hk+l
( fc+  D!

y (fc+1) Un

1 Ih*
(k +  1) \fc! Vn

hk
w -  -  yn-imk\

where i? is the maximum relative error which the user 
will tolerate over a unit interval in x. Failure of this 
test results in repetition of the step with \h\ decreased, 
while otherwise the probable effect of increasing | h \ 
is assessed on the assumption that the local error be
haves likes hk+1. Note that changing h by a factor c

Whenever h or k are changed, no increase in either is 
permitted for at least k steps to allow the resulting per
turbation to decay.

Further theoretical details are contained in ref 8 and 
an Al g o l  program is available from Dr. J. Oliver, 
Computing Centre, University of Essex.

Ignition of Aromatic Hydrocarbon-Oxygen Mixtures by Shock Waves
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Induction periods r for the oxidation of various hydrocarbons were measured by using shock-tube technique. 
The following linear relationships were obtained between log r [0 2] and 1/T, where T is temperature behini the 
reflected shock wave: log r [0 2] = (9300 ±  280)/71 — (7.00 ±  0.77) for benzene, log r [0 2] =  (10,360 ±  
310)/T -  (7.22 ±  0.21) for toluene, log r [0 2] =  (8880 ±  260)/T -  (6.29 ±  0.20) for o-xylene, log r [0 2] = 
(8920 ±  310)/T  -  (6.24 ±  0.24) for w-xylene, log r [0 2] = (8420 ±  310)/T -  (5.98 ±  6.23) for p-xylene, 
log r [0 2] = (6840 ±  240)/T  — (5.33 ±  0.17) for ethylbenzene, log t[02] =  (9660 ±  390)/T — (7.52 ±  
0.17) for propylbenzene, and log r [0 2] =  (12,200 ±  530)/T — (8.72 ±  0.23) for 1,3,5-trimethylbenzene. 
Here t is expressed in seconds, [0 2] in moles per liter, and T is degrees Kelvin.

Induction periods for the oxidation of aromatic hy
drocarbons at high temperatures were measured by 
Mullins1 in the range 750-1100° by injecting the fuel 
into a hot air stream. Also, at higher temperatures, 
Kogarko and Borisov2 measured induction periods for 
3% benzene-97% air mixtures in shock wave and ob
tained the relationship

r =  10- 13.6 exp( —26,000/T) (1)

where r is induction period in seconds and T is shock 
temperature in degrees Kelvin. However, no data are 
available for other aromatics at higher temperatures. 
It is expected that aromatics having different substitu

ents such as methyl, ethyl, and propyl may give dif
ferent expressions for r values depending on the kind, 
number, and position of the substituents in a benzene 
ring. Therefore, in the present study, we measured 
induction periods for benzene-, toluene-, o-xylene-, 
wi-xylene-, p-xylene-, ethylbenzene-, propylbenzene-, 
and 1,3,5-trimethylbenzene-oxygen-argon mixtures.

Experimental Section
A shock tube consisting of a 2.4-m long driver section

(1) B. P. Mullins, Fuel, 32, 363 (1953).
(2) S. M . Kogarko and A. A. Borisov, B ull. Acad . Sci. USSR, 
No. 8, 1255 (1960).
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and a 3.5-m experimental section each made of 7.6-cm 
i.d. diameter stainless steel tubing was used. The 
velocity of an incident shock wave was measured with 
two thin platinum film thermometers which were 
placed at a distance of 130.000 mm from each other, 
and with an electronic counter. One of the thermom
eters was stationed 5.5 mm from the end plate where 
two calcium fluoride windows which were used for in
frared emission measurement, a quartz window for ul
traviolet emission measurement, and a pressure trans
ducer were inserted flush with walls of the tube. In
frared emission was measured with an InSb infrared 
detector coupled to a monochromator.3 In the present 
study, the induction period of pressure increase, that of 
OH absorption (3067 A), and that of aromatic hydro
carbon emission (3.29 y  for benzene, toluene, and xylene, 
3.30 y  for ethylbenzene and propylbenzene, and 3.33 y  

for 1,3,5-trimethylbenzene) were measured simultane
ously in reflected shock wave. Since the three induc
tion periods coincided exactly, values of the induction 
period measured by following the infrared emission were 
employed. All runs were performed in a fuel-lean re
gion where no soot appeared during the reaction.

The gas mixtures were prepared manometrically in an 
all-glass apparatus and stirred magnetically in a 10-1. 
reservoir for 1 hr before use. Commercially available 
aromatic hydrocarbons of a special grade were used 
after washing with concentrated sulfuric acid, aqueous 
sodium hydroxide, and distilled water, successively, 
dehydration with calcium chloride, and distillation over 
metallic sodium. Dry oxygen (99.5%) and argon 
(99.999%) were used without further purification. 
Other experimental details were the same as in the 
previous paper.4

Results and Discussion
Experimental conditions are summarized in Table 

I. For all mixtures, the best expression for the de
pendence of r on the temperature and on the composi
tion of the mixture was found to be a linear relationship 
between log r [0 2] and 1/7', where T is temperature be
hind the reflected shock wave. The case of benzene is 
shown in Figure 1.

The equation (1) of Kogarko and Borisov2 was ob
tained for 3% benzene-97% air mixtures at 1 atm. 
This can be converted into two plots in Figure 1 by 
assuming two possible cases: (a) nitrogen is relaxed
translationally, rotationally, and vibrationally; and 
(b) nitrogen is relaxed translationally and rotationally. 
Our plot for benzene-oxygen-argon is close to their 
plot corresponding to case a. This agreement was also 
confirmed by measuring r for benzene-oxygen-nitrogen 
mixtures and was discussed in a previous paper.6

The least-squares expressions for eight aromatics are

log t [Oj] =  (9300 ±  280)/?' -  (7.00 ±  0.07)
(for benzene-oxygen-argon) (2)
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log t [Oj] = (10,360 ±  310)/T -  (7.22 ±  0.21)
(for toluene-oxygen-argon) (3)

log t  [O2] =  (8880 ±  260)/7 1 -  (6.29 ±  0.20)
(for o-xylene-oxygen-argon) (4)

log r [O2] =  (8920 ±  310)/T -  (6.24 ±  0.24)
(for m-xylene-oxygen-argon) (5)

log r [0 2] =  (8420 ±  310)/T -  (5.98 ±  0.23)
(for p-xylene-oxygen-argon) (6)

log t  [02] — (6840 ±  240)/T  -  (5.33 ±  0.17)
(for ethylbenzene-oxygen-argon) (7)

log T[02] =  (9660 ±  390)/T -  (7.52 ±  0.17)
(for propylbenzene-oxygen-argon) (8)

log r [0 2] =  (12,200 ±  530)/?’ -  (8.72 ±  0.23)
(for 1,3,5-trimethylbenzene-oxygen-argon) (9)

Temperature (°K )
1600 1400 1200

Figure 1. Relation between log r [0 2] and 1/T for benzene- 
oxygen-argon: O, mixture BI; •, BII; O, B ill ; ®, BIV; □, 
BV; ■, BVI; 0, BVII. Dotted line: case a (data of 
Kogarko and Borisov for benzene-air); dashed line: case b
(data of Kogarko and Borisov for benzene-air).

(3) C. R. Orr, Sym p. Combust., 9th, Cornell Univ., Ithaca, N . F., 
1962, 1034 (1963); K . G. P. Sulzmann, ,/. Quant. Spectrosc. R adiat. 
Transfer, 4, 375 (1964).
(4) H. Miyama and T. Takeyama, B ull. Chem . Soc. J a p ., 38, 37 
(1965); T . Takeyama and H. Miyama, S ym p. Combust., 11th, Univ. 
Calif., B erkeley , 1966, 845 (1967).
(5) H. Miyama, J. Chem. P h ys ., 52, 3850 (1970).
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Table I : Experimental Conditions

Mixture
Fuel,

%
O2,
%

Ar,
%

Temp,
“K

Pressure,
atm

Induction
period,

/¿sec

Benzene-oxygen-argon BI 0.5 19.5 80 1150-1490 5.50-7.40 15-1280
BII 1.0 19.0 80 1130-1410 5.94-7.00 27-1200
B ill 2.0 18.0 80 1090-1450 5.46-7.00 18-1220
BIV 4.0 16.0 80 1140-1520 5.40-7.37 13-1375
BV 1.0 9.0 90 1210-1590 5.90-6.65 8- 640
BVI 2.0 8.0 90 1175-1545 5.58-7.08 20-1125
BVII 2.75 7.25 90 1210-1615 5.41-6.74 14-1180

T oluene-oxygen-argon TI 0.25 9.75 90 1255-1795 5.44-6.47 8- 825
TII 0.5 9.5 90 1230-1760 4.85-6.39 9-1300
T ill 1.0 9.0 90 1265-1745 4.99-6.60 10-1130
TIV 2.0 8.0 90 1340-1725 5.37-6.46 13-1080
TV 2.25 7.75 90 1235-1800 4.82-6.45 11-1300
TVI 2.5 7.5 90 1305-1805 5.21-6.34 18-1420
TVII 2.75 7.25 90 1330-1770 5.00-6.70 18-1020

o-Xylene-oxygen-argon OI 0.25 9.75 90 1250-1900 4.60-7.03 7-1250
Oil 0.5 9.5 90 1265-1835 5.15-6.87 5-1000
OUI 1.0 9.0 90 1285-1870 4.00-5.76 11- 960
OIV 2.0 8.0 90 1360-1940 3.50-6.02 12- 520
OV 2.25 7.75 90 1385-1940 2.77-5.56 20- 165
OVI 2.5 7.5 90 1500-2160 3.38-5.36 10- 120
OVII 2.75 7.25 90 1470-2035 3.98-5.34 10- 175

m-Xylene-oxygen-argon MI 0.25 9.75 90 1270-1685 5.50-6.93 13-1125
M il 0.5 9.5 90 1245-1765 4.94-6.81 4-1300
M ill 1.0 9.0 90 1235-1770 4.91-6.79 14-1225
MIV 2.0 8.0 90 1265-1880 4.71-7.70 18-1160
MV 2.25 7.75 90 1360-1920 4.91-6.91 17- 440
MVI 2.5 7.5 90 1380-1985 3.35-6.70 14- 400
MVII 2.75 7.25 90 1585-2120 3.98-5.87 4 - 35

p-Xylene-oxygen-argon PI 0.25 9.75 90 1235-1625 5.13-6.92 22-1500
PII 0.5 9.5 90 1265-1715 5.36-6.69 16- 860
PHI 1.0 9.0 90 1280-1720 5.30-6.96 12- 800
PIV 2.0 8.0 90 1240-1790 4.47-7.03 16-1250
PV 2.25 7.75 90 1285-1875 3.93-6.70 21- 890
PVI 2.5 7.5 90 1330-1875 4.10-6.71 11- 460
PVII 2.75 7.25 90 1330-1985 4.63-6.75 12- 470

Ethylbenzene-oxygen- El 0.25 9.75 90 1140-1625 4.62-5.77 12- 450
argon E li 0.5 9.5 90 1170-1715 4.77-6.00 7- 800

EIII 1.0 9.0 90 1120-1700 4.66-6.03 12- 900
EIV 2.0 8.0 90 1210-1760 4.23-6.19 22- 300
EV 2.25 7.75 90 1260-1900 4.08-6.10 10- 240

Propylbenzene-oxygen- PBI 0.25 9.75 90 1190-1870 4.48-5.90 2- 900
argon PBII 0.5 9.5 90 1235-1735 4.46-5.72 4- 296

PBIII 1.0 9.0 90 1565-1735 4.66-5.23 2- 12
1,3,5-Trimethylbenzene- TBI 0.25 9.75 90 1235-1800 4.43-5.69 1-1280

oxygen-argon TBII 0.5 9.5 90 1425-1925 3.96-5.59 2- 200
TBIII 1.0 9.0 90 1810 4.53-5.10 1- 4

Here r is expressed in seconds, [02] in moles per liter, 
and T is degrees Kelvin. Activation energies ob
tained from these equations are 42.5 kcal/mol for ben
zene, 47.4 kcal/mol for toluene, 40.6 kcal/mol for o- 
xylene, 40.8 kcal/mol for m-xylene, 38.5 kcal/mol for 
p-xylene, 31.3 kcal/mol for ethylbenzene, 44.2 kcal/mol 
for propylbenzene, and 55.8 kcal/mol for 1,3,5-trimeth- 
ylbenzene. On the other hand, Mullins’ values for 
aromatic hydrocarbon-air mixtures are 47.2 kcal/mol 
for benzene, 41.0 kcal/mol for toluene, 34.3 kcal/mol 
for xylene, and 45.7 kcal/mol for ethylbenzene. There 
is no close agreement between his and our values.

Also, relative values of activation energies among vari
ous fuel-oxygen mixtures are different between his and 
our experiments. These differences cannot be ex
plained even if the difference of experimental methods 
is taken into account.

Many years ago, the mechanism of benzene oxidation 
at 500-700° was proposed by Burgoyne6 and Norrish 
and Taylor.7 The former assumed the existence of

(6) J. H. Burgoyne, P roc . R oy . Soc., Ser. A , 175, 539 (1940).
(7) R. G. W . Norrish and G. W . Taylor, ib id ., 234, 160 (1955).
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C6H60 2 and the latter C6H502 as an intermediate species. 
However, at higher temperatures as in the present ex
periment, these intermediates are considered to be very 
unstable. Thus, the following mechanism assuming 
C6H5 as a chain carrier is considered as one possibility.

C6H6 +  0 2 — ► C6H50  +  0  (I)

C6H60  +  CeHe — > C6H6OH +  C6H6 (II)

0  +  C6H6 — ► C6H6 +  OH (III)

OH +  C6H6 — > H20  +  C6H6 (IV)

If the stationary-state method is applied to this 
scheme on an assumption that reaction I is rate deter
mining, a linear relationship between log r [0 2] and 
1 /T may be derived as in the case of H2- 0 2 reaction.8 
If a similar mechanism is applied to other aromatics, 
these aromatics having different substituents may give 
different radicals such as (C6H5)CH2, (CH3C6H5)CH2,

(C6H5)C2H5, (C6H6)C3H7, and (CH3)2(C6H6)CH2, which 
show different reactivity in each reaction corresponding 
to (I). However, we could not find any reasonable 
correlation between the above described experimental 
activation energies and reactivities of different aromatic 
radicals. In order to explain the difference of activa
tion energies of oxidation among various aromatic hy
drocarbons, a more detailed mechanism is desired. 
The present results are not sufficient for this purpose 
and further accumulation of experimental evidence is 
required.
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Induction times for OH were determined in incident shock wave experiments with H2:02:C0:Ar = 1:5:3:91 
mixtures over the temperature range 1400-2500°K. The data are compared to similar experiments with 
H2:0 2:Ar = 1:5:94 and used to derive a rate constant for the chain initiation reaction CO +  0 2 = C02 +  
0. The resulting Arrhenius expression k = 3.1 X 10s exp( —38,000 kcal/RT) 1. mol-1 sec-1 is compared to 
previous measurements.

I. Introduction
Finding the identity and rate of the homogeneous 

chain initiation step in the hydrogen-oxygen reaction 
has proved to be a difficult experimental problem.1 
In mixtures of hydrogen and oxygen containing carbon 
monoxide, however, some direct experiments on the 
chain initiation rate can be done.2-6 It is assumed 
that the atom transfer reaction

CO -f- 0 2 = C 02 +  O (10)

provides an alternative to the pathways usually as
sumed for chain initiation in absence of CO

H2 +  0 2 = OH +  OH
or

H2 +  0 2 = H 02 +  H

or

H2 -t- 0 2 = h 2o -f  o

or

(1) C. B. Wakefield, Dissertation, University of Texas, 1969.
(2) B. F. Walker, Dissertation, University of Texas, 1970.
(3) B. F. Myers, E. R. Bartle, and K. G. P. Sulzmann, J . Chem. 
P h ys., 42, 3969 (1965); 43, 1220 (1965).
(4) R. S. Brokaw, Sym p. Combust., 11th, B erkeley, Calif., 1966, 1063 
(1967).
(5) A. M . Dean and G. B. Kistiakowsky, J . Chem . P h y s ., 53, 830 
(1970).
(6) T . A. Brabbs, F. E. Belles, and R. S. Brokaw, S ym p. Com bust., 
ISth, Salt L ake C ity, 1970, to be published.
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impurities =  atoms or radicals

Shock tube experiments on other systems also yield 
information on the rate of reaction 10 or its reverse 
( -1 0 ) .7- 10

Several measurements of the rate constant of reaction 
10 have been reported. They are not at all in agree
ment with one another in the temperature range in 
which the oxidation of CO in the presence of hydrogen 
can be studied by shock tube methods, about 1200- 
2500°K. For a temperature of 1600°K, the Arrhenius 
expressions recommended give, in 1. mol -1 sec-1 units: 
fcio =  410 (ref 3); 740 (ref 4); 540 (ref 5); 43,000 (ref 6);
12,000 (ref 7, from h  = 30 X value of ref 3); 300,000 
(ref 8); 280 (ref 9); 820 (ref 10); and 990 or 1400 (ref 11). 
It is clear that the available data do not permit any 
definite conclusions about the chain initiation rate to be 
drawn and that additional experiments are needed.

II. Experimental Section
We investigated induction times for appearance of 

OH radical in mixtures with nominal compositions 
H2:0 2:Ar = 1:5:94 and H2:0 2:C 0 :A r = 1:5:3:91 
heated in incident shock waves to temperatures in the 
range 1400 <  T <  2500°K and pressures in the range 
0.15 <  p <  0.3 atm. The apparatus and procedures 
have been described previously.12 As in previous 
experiments with H2- 0 2-Ar mixtures, the induction 
time was defined by attainment of [OH] = 2.5 X 10 ~7 
mol/1.13 To compensate for random run-to-run varia
tions in the Bi lamp source, the extinction coefficient e 
in /  = I0 exp(—« [OH]) was calculated from the formula 
«i,N = to.2b(n/e). Here e0.25 is the average extinction 
coefficient of the lamp for [OH] <  10-6 M found by 
Ripley,13 e; is the extinction coefficient found from 
applying Beer’s law to the measured transmission and 
computed post-combustion value of [OH] in a given 
experiment, e is the average extinction coefficient for 
the range of [OH ] in which the post-combustion value of 
[OH] falls, and « ¡,n  is the normalized extinction coeffi
cient used to determine the transmission at [OH] =
2.5 X 10-7 M. The time between arrival of the shock 
wave, as detected by a laser-schlieren station, and igni
tion was multiplied by the shock density ratio a to 
convert from laboratory to gas time14 and by the initial 
post-shock oxygen concentration [02 ]0 to scale the igni
tion rate according to reactant concentration.16 The 
results are shown in Figure 1.

The induction time data were subjected to a con
ventional regression analysis in the log (o-[O 2]0ii) , 10i/T 
plane16 using a locally modified version of a standard 
least-squares routine.17 An “ F”  test showed that 
there was not a significant difference between the vari
ances of the two data sets. Both the H2:0 2:Ar = 
1:5:94 and the H2:0 2:C 0 :A r = 1:5:3:91 data sets 
proved to have virtually identical variances when fit 
with quadratic [log (cr[O2]0h) = a +  6(104/T ) +  c-

Initiation R ate for Shock-Heated Gas M ixtures

(108/T 2)] rather than linear [log (o-[O2]0fi) =  a +  b- 
(104/T )]  regression lines. Linear regressions were 
therefore adopted for comparing the two sets of data 
with one another. The two straight lines generated by 
the regressions are shown in Figure 1. Their equations 
are

log (<r[O2]0h) = -8 .150 ±  0.0078 +

(0.3401 ±  0.0075) (104/T  -  5.213)

for 33 data points with H20 :0 2: Ar = 1:5:94 and

log (<r[02]„fi) =  -8 .122 ±  0.0064 +

(0.3392 ±  0.0065) (104/T  -  5.518)

for 46 data points with H2:0 2:C 0 :A r = 1:5:3:91. 
The indicated errors are standard deviations.

A “ t”  test was first performed to test for a significant 
difference in slope in the two sets of data. The value 
t = 0.0069, with 75 degrees of freedom, is insignificant. 
Accordingly, a common slope was computed, giving 
b =  0.3395. A second “ t”  test was performed to see if 
the lines might be identical within the scatter of the 
data. The computed value t = 7.5, with 76 degrees of 
freedom, is significant at the 99.9% confidence level 
(t = 3.2). The lines are therefore not identical: the 
least-squares regression through the H2:0 2:C 0 :A r = 
1:5:3:91 data is statistically different from the least- 
squares regression through the H2:0 2:Ar = 1:5:94

(7) S. H. Garnett, G. B. Kistiakowsky, and B. V. O’Grady, J . 
Chem . P h ys., 51, 84 (1969).
(8) T . C. Clark, S. H. Garnett, and G. B. Kistiakowsky, ibid., 51, 
2885 (1969).
(9) E. R. Bartle and B. F. Myers, presented at the 157th National 
Meeting of the American Chemical Society, Minneapolis, Minn., 
April 1969; Division of Physical Chemistry Abstract 152.
(10) S. S. Penner, K . G. P. Sulzmann, A. Boni, and L. Leibowitz, 
Astronaut. Acta, 15, 473 (1970); K . G. P. Sulzmann, L. Leibowitz, 
and S. S. Penner, Sym p. Combust., 13th, Salt L ake City, 1970, to 
be published.
(11) Unpublished work of E. R. Bartle and B. F. Myers (B. F. 
Myers, private communication). The lower value is obtained from 
the 03-C02-Ar results of these authors when the value of k (CO2 +  
M = CO +  O -f* M) of Fishburne, et al. (E. S. Fishburne, K . R. 
Bilwakesh, and R. Edse, J . Chem. P h ys., 45, 160 (1966), is used in 
the data analysis, while the higher value is obtained with k (CO2 +  
M  =  CO +  O +  M ) from K . W . Michel, H. A. Olschewski, H. 
Richterling, and H. G. Wagner, Z . P h ys . Chem. (Frankfurt am M a in ), 
3 9 ,9  (1964); 44 ,160  (1965).
(12) W . C. Gardiner, Jr., K . Morinaga, D. L. Ripley, and T. Take- 
yama, J . Chem. P h ys ., 48, 1665 (1968).
(13) D . L. Ripley, Dissertation, University of Texas, 1967.
(14) Boundary layer growth restricts the validity of this procedure. 
Cf. R. L. Belford and R. A. Strehlow, A n n . R ev. P h ys . Chem ., 20, 247 
(1969).
(15) G. L. Schott and J. L. Kinsey, J . Chem . P h ys ., 29, 1177 (1958). 
The actual test gas compositions varied slightly from the nominal 
1 :5 :94  and 1 :5 :3 :9 1  compositions. The actual compositions were 
used for computing a, [O2 ]o, and the postcombustion steady value 
of [OH]. All other computed results were done assuming the 
nominal compositions.
(16) K . A. Browmlee, “Statistical Theory and Methodology in 
Science and Engineering,” 2nd ed, Wiley, New York, N . Y ., 1965, 
Section 11.6.
(17) Los Alamos “ l e a s t ” least-squares package. Los Alamos 
Scientific Laboratory Publication LA2367.
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o

Figure 1. Induction times. The solid symbols are data taken 
with various mixtures of the nominal composition H2:02:Ar = 
1:5:94. The open symbols are data taken with various 
mixtures of the nominal composition H2:02:C0:Ar = 1:5:3:91. 
The solid lines are the computer-generated least-squares lines 
through the two sets of data. The three dotted lines were 
computed using the rate constant set of Table I, except that for 
the middle dotted line km had the value given by Brokaw (ref 
4). For the upper dotted line the gas composition was H2:C>2: 
Ar = 1:5:94, while the other two dotted lines were computed 
for H2:C>2:CO:Ar = 1:5:3:91.

data. At 1800°K, the difference between the regres
sion lines corresponds to a difference in induction time 
of 19% or 8 /nsec laboratory time.

There is a significant decrease in induction time when 
CO is added to the experimental gas. The difference is 
too large to be attributable to an error in the tempera
ture assigned to the gas caused by ignoring the vibra
tional relaxation of CO, which proceeds on a time scale 
comparable to the time scale of ignition. It must 
therefore be due to changes in the chemistry of the 
induction zone when reactions involving CO are added 
to the induction zone reactions of the H2 0 2 system. 
Two kinds of reactions are possible. In the induction 
zone itself, the reaction of CO with OH

CO +  OH = C 02 +  H (9)

can accelerate the conversion of OH into H by supple
menting the reaction responsible for this in the H2- 0 2
system

H2 +  OH =  H20  +  H

In the initiation zone, reaction 10 can supplement the 
H2- 0 2 initiation reactions. In order to see which of

these reactions of CO is responsible for the observed 
decrease in induction time, a number of computer simu
lations of the shock-initiated combustion of these mix
tures were made. The simulations were accomplished 
by numerical integration of the kinetic equations for 
the mechanism shown in Table I under the constraint 
of steady shock flow. The rate constant expressions 
used for reactions 01 to 8 in Table I were chosen as a 
set which gives optimum reproduction of induction 
times in H2- 0 2-Ar shocks over wide ranges of tempera
ture and composition. The fit to the induction times 
of H2:0 2: Ar = 1:5:94 obtained with this set, assuming 
ideal shock flow, is very good. We experimented with 
the rate constant parameters for reactions 9 and 10 to 
determine whether the induction time decreases were 
occurring in the initiation zone or in the exponential 
growth region of the induction zone and to deduce a 
value of the appropriate rate constant.

A complication of the numerical integrations arises 
due to the effects of the wall boundary layer on incident 
shock propagation.6'14 Extensive computer investiga
tions of these effects were carried out in the course of 
this study;2 they will be reported elsewhere. For the 
purpose at hand it turns out that as long as a consistent 
treatment of the shock propagation is made, the results 
will not be dependent upon whether the shock propa
gation is assumed to be ideal, or whether the boundary 
layer flow is laminar or turbulent. This is so because 
the reaction primarily responsible for the induction 
time decrease is indeed reaction 10, which participates 
to a significant extent only in the chemistry immediately 
behind the shock wave. The calculations reported 
here are based on the assumption of ideal steady shock 
flow. The calculations done for the case of steady 
boundary layer flow, both laminar and turbulent, con
firm that the rate constants deduced for the H2- 0 2 
system would change with the flow models, while the 
rate constant for reaction 10 would not.

The calculated times between shock heating and 
attainment of [OH] = 2.5 X 10-7 M were scaled as 
the experimental data and plotted vs. inverse tempera
ture for comparison between calculation and experi
ment. A number of such calculated induction times 
are shown in Figure 2, and three of these are compared 
with the data in Figure 1.

III. Results

The goal of the computer simulations was to explain 
the difference in induction times between the H2- 0 2 
experiments and the H2 0 2-CO experiments, the magni
tude of which is the separation of the solid lines in Fig
ure 1. Such a difference could be computed in various 
ways, and it was necessary to decide which of the several 
possibilities is the proper one.

First it was required to discover whether the thermal 
effects of changing the gas composition affect the induc
tion time appreciably. To this end the mechanism of
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Table I : Mechanism and Rate Constant Expressions for U Calculations

Reaction k Ref

(01) H2 +  M = 2H +  M 2.23 X 10ar ‘^ exp (-9 2 ,6 0 0 )/E r a
(02) 0 2 +  M = 20 +  M 3.60 X 1016 T -1 exp( —118,000/ßT) b
(03) H2 +  M = H2* +  M (Calculated) c
(04) HU +  0 2 = 20H 6.5 X 107T,/! c
(1) H +  O2 = OH +  O 2.34 X 1010 exp(-10,000/ET) c
(2) O +  H2 = OH +  H 6.28 X 1010 exp(-10,900/ÄT) c
(3) OH +  H2 = H20  +  H 2.30 X 10“  exp(-5150/ET) d
(4) H +  O2 +  M = HO2 +  M 2 X 109 exp(+870/E7’ ) e
(5) H +  0 2 +  H2O = H 02 +  H20 6 X 10“  exp(+870/ÄT) f
(6 ) H +  OH +  M = H2O +  M 2 X 10“  exp(+870/ß!r) g
(7) OH +  OH = H20  +  O 7.59 X 109 exp( —lOOO/ET) h
(8) H2 +  H 02 = H2O +  OH 2 X 108 exp( —24,000/ßT) i
(9) CO +  OH = CO2 +  H 3.1 X 10s exp(-600/ET) d

(10) CO +  0 2 = CO2 +  O 3.14 X 10s exp(-37 ,600/E r) j
(1 1 ) CO +  O +  M = C02 +  M 3.16 X 106 exp(+23,400/ET) k

“ A. L. Myerson and W. S. Watt, J. Chem. Phys., 49, 425 (1968). b M. Camac and A. Vaughan, ibid., 34,460 (1961). c C. B. Wake
field, Dissertation, The University of Texas, 1969. The rate of reaction 03 was adapted for the composition of these mixtures from
J. H. Kiefer and R. W. Lutz, J. Chem. Phys., 44, 668 (1966). The rates of reactions 04, 1, and 2 were adjusted for optimal fit of 
fL-Ch-Ar induction times. It should be noted that the initiation mechanism of the H2-O2 explosion is not of importance for the pur
poses of the present paper. All that is necessary is a correct accounting for the length of the induction period in the one H2-O2 mix
ture with which we are comparing the H2-O2-CO mixture. Any other combination of elementary reactions and rate constants which 
would give the correct induction times would also be satisfactory. d G. Dixon-Lewis, W. E. Wilson, and A. A. Westenberg, J. Chem. 
Phys., 44, 2877 (1966). c D. Gutman, E. A. Hardwidge, F. A. Dougherty, and R. W. Lutz, ibid., 47 , 4400 (1967). / The efficiency 
of H2O was taken to be 30 times that of Ar; cf. ref g. a The ratio ke/ki was suggested by G. L. Schott and P. F. Bird, J. Chem. Phys., 
41,2869 (1964); R. W. Getzinger and G. L. Schott, ibid.. 43, 3237 (1965); and R. W. Getzinger, Symp. Combust., 11th, Berkeley, 1966, 
117 (1967). * F. Kaufman and F. P. Del Greco, Symp. Combust., 9th, Ithaca, 1962, 659 (1963); Ea = 1000 cal was assumed. Recent 
high-temperature measurements of the reverse rate (E. A. Albers, K. Hoyermann, H. Gg. Wagner, and J. Wolfrum, paper presented 
at the 13th Symposium (International) on Combustion, Salt Lake City, Aug 1970) confirm that this expression is a suitable ex
trapolation to shock tube temperatures. * V. V. Voevodsky, Symp. Combust., 7th, London, 1958, 34 (1959). ’ B. F. Walker, Disserta
tion, The University of Texas, 1970. k M. C. Lin and S. H. Bauer, J. Chem. Phys., 50, 3377 (1969).

Table I was used to calculate the induction times of a 
H2:0 2: CO: Ar = 1:5:3:91 mixture in which all chemi
cal effects of CO were suppressed by setting the rates 
of reactions 9 and 10 equal to zero. (The termolecular 
reaction 11 was found to be too slow to affect any part 
of the profiles at the low pressures used in these experi
ments.) The induction times were almost the same as 
in a mixture in which [CO ] =  0 (Figure 2).

Next we tested the effect of reaction 9 alone on the 
chemistry of the induction period. Including reaction 
9 with a rate constant expression that was proposed as 
a consensus of several measurements at high tempera
tures,18 while still holding ki0 =  0, gave about half of 
the necessary correction at 1600°K but had no effect at 
2000°K. In order to calculate an acceleration of the 
right magnitude from reaction 9 alone, it was necessary 
to increase its rate to about 4 times the consensus value, 
well beyond the range of the scatter of the measured 
values of this rate constant19 (Figure 2).

With the rate constant for reaction 9 set at the con
sensus value, the rate constant for reaction 10 was 
varied until good agreement with the experimental 
values was obtained. It can be seen in Figure 2 that 
this rate had to be taken somewhat faster than the 
slower rates assigned by previous authors (e.g., ref 5

and 10), but far slower than the fast rate assigned by 
other previous authors (ref 6).

Finally, a check was made to see if the assumed na
ture of the shocked gas flow had an effect upon the 
results. The absolute value of the effect itself is large 
(Figure 2 again), but if the rate constants for the H2- 0 5 
system alone were adjusted to give proper agreement 
once more with H2- 0 2 induction times, either for lami
nar or for turbulent boundary layers, the relative change 
in induction time when CO is added to the mixture is 
almost the same as in the case when ideal shock propa
gation is assumed.

IV. Discussion
The rate constant expression for reaction 10 obtained 

in the final comparison with the data is compared with 
earlier results on the Arrhenius plot of Figure 3. It is 
clear from this representation that our results are in 
good agreement with the lower values obtained by 
previous authors, but in disagreement by over an order

(18) W . E. Wilson, Report on the Establishment of Chemical 
Kinetics Tables, Chemical Propulsion Information Agency, 1967.
(19) D . L. Baulch, D. D. Drysdale, and A . C. Lloyd, “ High Tem
perature Reaction Rate Data,“ No. 1, Leeds University, 1968.
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Figure 2. Computed induction times. Except as noted, all 
computations were done assuming ideal shock propagation, the 
composition H2:C>2:CO:Ar = 1:5:3:91, and the rate constant 
set of Table I. The symbols denote the exceptions: km = 0;
SLP, rate constant for km as given by Sulzmann, Leibowitz, and 
Penner (ref 10); W, no exceptions; [CO] = 0; k<,: kw = 0;
DK, rate constant for kio as given by Dean and Kistiakowsky 
(ref 5); BBB, rate constant for kw as given by Brabbs, Belles, 
and Brokaw (ref 6); TBL, rate constant for km of Brabbs, 
Brokaw, and Belles (ref 6) and turbulent boundary layer 
growth; km = 0, fco = 4W, rate constant for km = 0 and rate 
constant for k<, = 1.24 X 109 exp( — 600/RT), 4 times the 
consensus value recommended by Wilson (ref 18 and 19).
The symbols are to the right of the corresponding
solid lines and to the left of the corresponding dotted lines.

of magnitude with the higher values obtained previ
ously.

The discrepancy with the rate constant of Brabbs, 
Belles, and Brokaw6 is well outside of the error range of 
our measurements, as can be seen by comparing Figures 
1 and 2. Mechanistic complications seem unlikely, as 
the compositions, temperatures, and pressures used by 
these authors were similar to ours. If dissociation of 
impurities is an important initiation mechanism for 
experiments under these conditions, then a possible 
explanation of the difference would be that the purity 
of our experimental mixtures was greater than that of 
theirs. In view of the fact that many different mix
tures, made with gases from different sources, gave 
induction times that agreed within experimental error, 
we believe that impurities do not play a controlling 
role at least in our experiments.

An interesting possible reconciliation of the discrep
ancy between the present results and those of ref 6 lies 
in the fact that the experimental mixtures used by 
them contained about 5% C 02 as a catalyst for assuring 
vibrational relaxation of CO through the rapid V -V

1 3 5 7 9
ioooo / t no

Figure 3. Rate constants for reaction 10. B = Brokaw, ref 4; 
BBB = Brabbs, Belles, and Brokaw, ref 6; BM = Bartle and 
Myers, ref 9; CGK, Clark, Garnett, and Kistiakowsky, ref 8;
D = L. J. Drummond, Aust. J. Chern., 21, 2631 (1968); DK = 
Dean and Kistiakowsky, ref 5; O = Garnett, Kistiakowsky, 
and O’Grady, ref 7; SMB = Sulzmann, Myers, and Bartle, 
ref 3; W = this study.

transfer between the v% mode of C 02 and the v =  1 
state of CO.20 It may be that the rate constant mea
sured in our experiments (and the other low values as 
well) pertains to vibrationally cold CO, while the higher 
value of ref 6 pertains to vibrationally relaxed CO. 
This would be subject to direct experimental test by 
repeating the experiments reported here with a C 02- 
containing mixture. The finding of Myers, et al.,3 that 
addition of He to C O -02-A r mixtures did not alter the 
ignition data speaks against the idea, however.

It is also possible that the use of the CO flame spec
trum emission, as in ref 6, provides a mechanistically 
different diagnostic of reaction progress than in our 
case and that the present results are to be preferred 
since they were done directly with observations of a 
ground state reaction intermediate. This appears un
likely to us, since exponential growth constants have 
been measured quite successfully in reflected shock 
waves by monitoring the growth of the CO flame spec
trum emission intensity in a manner that is spectro
scopically very much like the method employed in ref 
6.21

It seems most likely to us that the discrepancy be
tween our value for kw and the value derived in ref 6

(20) W . A. Rosser, Jr., R. D. Sharma, and E. T . Gerry, J. Chem. 
P h y s ., 54, 1196 (1971).
(21) D. Gutman and G. L. Schott, ibid., 46, 4576 (1967); D . Gut
man, E. A. Hardwidge, F. A. Dougherty, and R. W . Lutz, ibid., 47, 
4400 (1967).
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is attributable to their measurements being affected by 
scattered light. Downstream scattering of just a small 
amount of the intense CO flame spectrum radiation 
from the end of the reaction zone would be sufficient 
to exaggerate the apparent linear increase of chain 
center concentrations between the shock front and the 
exponential growth occurring in the later part of the 
initiation zone. If this occurs, it would certainly lead 
to spuriously high values of fcjo- The ki0 values in
ferred by Dean and Kistiakowsky8 from ir emission 
growth measurements in the same temperature range, 
which would be expected to show less disturbance from 
scattered radiation, are in good agreement with our 
results.

Extrapolation of our Arrhenius expression to higher 
temperatures gives rate constants smaller than the

Optical Properties of 1-Methyluracil Crystal

direct measurements9'11 and much smaller than the 
indirect ones.7'8 The inaccuracy of the long extrap
olation makes the first comparison of doubtful value, 
but it would seem to be impossible to increase the ac
tivation energy obtained in our experiments to such a 
high value that agreement with the indirect measure
ments could be obtained. It has been suggested that 
the indirect measurements were affected by small con
centrations of hydrocarbon impurities.22

Acknowledgment. This research was supported by 
the U. S. Army Research Office, Durham, and the 
Robert A. Welch Foundation.

(22) T. C. Clark, A. M . Dean, and G. B. Kistiakowsky, J . P h ys. 
C hem ., 54, 1726 (1971).
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An all-order classical oscillator model which takes molecular absorption band shapes into account was used 
to calculate the polarized refractive indices, reflection spectra, and absorption spectra of 1-methyluracil crystal 
in the near-ultraviolet region. Lattice sums were evaluated from theoretical transition monopoles for the 
three lowest w -*■ r* molecular transitions and point dipoles for the in-plane components of the background 
polarizability. At the first crystal band the spectral shapes and intensities agree well with experiment for 
two directions of the light propagation but are uniformly shifted to higher frequencies. At the second crystal 
band the calculated frequencies, but not the intensities, are satisfactory. The crucial importance of the back
ground polarizability to the crystal optical properties is demonstrated. It is pointed out that molecular 
transition moment directions cannot be reliably determined from crystal polarization ratios.

Introduction

The optical properties of molecular crystals are 
usually calculated by tight-binding (Frenkel) exciton 
theory as originally developed by Davydov.1'2 The 
frequency shifts and intensity changes of absorption 
lines are derived by first-order quantum mechanical 
perturbation theory. The present paper is an applica
tion of a classical oscillator model3 which differs from 
exciton theory in treating intermolecular interactions 
to all orders and in taking the empirical molecular ab
sorption band shapes into account.

In common with exciton theory, the classical oscilla
tor model assumes that intermolecular electron ex

change and charge transfer are negligible in the ground 
and excited states so that the crystal differs optically 
from an oriented gas only because of intermolecular 
coulomb interactions. The exciton crystal frequency 
shifts are the same as in the classical theory to first 
order. Rhodes and Chase4 have shown that the classi
cal oscillator model is equivalent to an all-order quan-

(1) A. S. Davydov, “Theory of Molecular Excitons,”  McGraw-Hill, 
New York, N. Y ., 1962.
(2) D. P. Craig and S. H. Walmsley, “ Excitons in Molecular Crys
tals,” W . A . Benjamin, New York, N . Y ., 1968.
(3) H. DeVoe, J . Chem. P h ys.. 43, 3199 (1965).
(4) W . Rhodes and M . Chase, Rev. M od . P h ys ., 39, 348 (1967).
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turn mechanical derivation in which one assumes that 
the electrons in different chromophores are partially 
decorrelated and that transitions between excited 
molecular states are absent.

The model is similar in its use of coupled oscillators to 
classical dipole treatments applied to hydrocarbon 
crystals by Mahan8 and by Philpott.6’7 Their treat
ments, however, are restricted to absorption lines or 
Lorentz band shapes.

The classical oscillator model is applied here to cal
culations of the refractive index, reflection, and absorp
tion of crystals of the pyrimidine base 1-methyluracil. 
The primary purpose is to see how well the model, with 
carefully chosen values of the initial parameters, suc
ceeds in reproducing recent measurements of these 
properties,8'9 and to observe the effect of changing some 
of the parameter values. 1-Methyluracil is a favorable 
crystal for these calculations because the observed 
band splitting8 of less than 100 cm-1 compared with a 
band width of about 5000 cm“ 1 corresponds to weak 
coupling for which it is appropriate to make use of 
empirical molecular band shapes in the classical 
model;10 furthermore, the crystal symmetry allows one 
to neglect out-of-plane molecular transitions for the di
rections and polarizations of the light that are of inter
est.
Theory

The model employed here is a general one for the 
interaction of light with an aggregate of interacting 
chromophores (e . g a molecular crystal, molecular 
aggregate, or polymer).3'10 Each allowed electronic 
transition of the chromophore is described by a one
dimensional electronic oscillator fixed in the chromo
phore along the direction of the transition moment. 
The complex frequency-dependent polarizability of an 
oscillator has real (in-phase) and imaginary (out-of
phase) components which one may evaluate empirically 
from the spectrum of the corresponding molecular 
absorption band. The aggregate in the electric field 
of plane polarized light at a fixed frequency is treated 
as a system of oscillators coupled through coulomb 
interactions and undergoing forced oscillations which 
may be evaluated by the simultaneous solution of the 
coupling equations.

In the case of a crystal with incident light propagat
ing along unit vector k and incident electric vector 
polarized along unit vector 1, the resulting complex re
fractive index n is given by

n* -  1 =  (4 v /y )X X - (e r l) (e r D (1)
i j

where V is the unit cell volume, and e, are unit 
vectors along the directions of oscillators i and j, and 
the summations are over the oscillators contained in 
the molecules of one unit cell. The complex quantities 
A a are elements of a symmetric matrix A obtained by 
inverting a matrix B

A =  B -1 (2)

Bij dij/oii T  Gij
(47r/3F)[er e, -  3(er k)(e,-k)] (3)

Here 5W is the Kronecker delta; a* is the complex polar
izability of oscillator i at the frequency of the light; 
and GiS is a spherical lattice sum defined as the coulomb 
interaction of oscillator i with a sublattice of oscillators 
translationally equivalent to oscillator j  (including 
oscillator j  itself if it belongs to a different molecule) 
contained within a large spherical region about i when 
the oscillators all have unit dipole moments. The 
spherical lattice sums depend on the crystal structure 
but not on the direction or polarization of the light. 
The term proportional to V~x in eq 3, on the other 
hand, depends on the propagation direction k but not 
on the detailed crystal structure.

The equations given above for calculating n were 
derived for a macroscopic crystal from Maxwell’s 
equations.3 They are also valid for a slab-shaped 
crystal of any thickness relative to the wavelength, 
oriented perpendicular to the light propagation, pro
vided it is thick enough for the lattice sums to converge 
and there are no dominating surface effects. It is as
sumed here that the equations are applicable to the 
thinnest crystals (0.05 n or l/6 of the wavelength) of 1- 
methyluracil whose absorbance was measured by 
Eaton and Lewis.8

The polarized molar extinction coefficient e of the 
crystal (per mole of molecules, in units of liter mole-1 
centimeter-1) is evaluated from the imaginary part of 
n by the relation

e = 3.29r(F/A0 Im n (4)

where v is the frequency of the light in kilokaisers 
(1 kilokaiser =  103 cm-1), N is the number of mole
cules per unit cell, and V is the unit cell volume in 
cubic ingstroms. The reflectivity R at normal inci
dence is evaluated by

R =  \(n — 1 ) /(n  +  1)|2 (5)

Calculations
Molecular Transitions and Polarizabilities. In the 

vapor phase absorption spectrum of 1-methyluracil 
(Figure 1),11,12 maxima are seen at frequencies of 39.1 
and 49.8 kK with a rise toward a third maximum lo
cated somewhere above 52 kK. Figure 1 shows an

(5) G. D . Mahan, J . Chem. P h ys., 41, 2930 (1964).
(6) M . R. Philpott, ibid.. 50, 5117 (1969).
(7) M . R. Philpott, ibid., 52, 1984 (1970).
(8) W . A. Eaton and T . P. Lewis, ibid., 53, 2164 (1970).
(9) L. B. Clark, unpublished data.
(10) H. DeVoe, J . Chem . P h ys ., 41, 393 (1964).
(11) N. Q. Chako, ibid., 2, 644 (1934).
(12) N . E. Dorsey, “ Properties of Ordinary Water Substance,”  
Reinhold, New York, N . Y ., 1940.
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Figure 1. Experimental absorption spectrum of 1-methyluracil 
vapor (solid curve) with the assumed division into two bands 
(dashed curves). The solid curve was derived from experimental 
absorbances of the vapor in contact with crystals of 
1-methyluracil in a 120-mm path length cell heated to 
approximately 107°, measured in a Cary Model 14 
spectrophotometer by W. A. Eaton, unpublished work. The 
absorbances were converted to molar extinction coefficients e 
(in units of liters mole-1 cm-1) by multiplying by the factor 
which yielded a value of 7790 at the first band maximum (39.1 
kK). This value of « (vap) is obtained from the measured band 
height of 1-methyluracil in water8 i(soln) = 9500 by applying 
a theoretical Lorentz internal field correction3,11 e(vap) =
[9ra/(n2 +  2)2]e(soln) where n  — 1.3704 is the refractive index 
of water at the frequency (37.5 kK) of the solution maximum.12

arbitrary division of the spectrum into an asymmetric 
band with maximum at 39.1 kK and a symmetric 
Gaussian band centered at 50 kK with peak height 7000 
and half-width 4.5 kK. The third band maximum may 
be assumed to be located at 53.5 kK, where a maximum 
is seen in the vapor spectrum of both uracil and 1,3- 
dimethyluracil.13

To obtain theoretical molecular transition moments 
and transition monopoles for the in-plane t -*■ w* 
transitions, a self-consistent field molecular orbital 
calculation of the w electrons of 1-methyluracil was 
made followed by configuration interaction of all the 
excited configurations. Necessary integral values were 
obtained by using the semiempirical parameterization 
selected by Berthod, et al.,u to best fit the transition 
frequencies and other properties of the tt electrons of 
several organic compounds containing nitrogen and 
oxygen. The methyl group was treated as two ir 
atomic orbitals having the integral values suggested by 
Denis and Pullman,15 with the omission of an inductive 
effect on the N -M e bond.

The resulting theoretical frequencies, oscillator 
strengths, and transition moment directions of the 
four lowest frequency transitions are tabulated in 
Table I, together with assignments to the observed 
bands. The first, third, and fourth theoretical transi
tions are assigned to the three lowest frequency bands; 
the agreement of frequencies and oscillator strengths is 
reasonably good. The second theoretical transition, 
despite its high oscillator strength (0.28), is assumed 
to be weak or hidden in the observed spectrum (possibly 
appearing as the shoulder at about 46.5 kK in the spec
trum of Figure 1) and was omitted from the optical 
calculations. These assignments are the same as 
reported by Berthod, et ah,14,16 for the corresponding 
transitions in uracil. The remaining 20 calculated
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Table I : Theoretical and Experimental Transitions in the 
1-Methyluracil Molecule (the Italicized Values Were Used 
in the Classical Oscillator Calculations)

Oscil
lator V,

----------Theoretical— ' ,—Experimental—%
V,

no. kK r 9, deg& kK r

i 39.6« 0.24« — 2 . 3 « 3 9 .1 0 .1 6
42.8« 0 .2 8 ' - 1 1 .5 «

2 45.6« 0.24« 6 4 . 5 « 5 0 .0 0 .2 4
3 48.5« 0 .5 2 ,' 0 .5 8 d - 2 6 . 9 C 5 3 .5
4 3 .  o r 6 2 .6 " 8 4 f
5 2 .1 5 e - 2 7 . 4 " 8 4 f

“ Oscillator strength. b Angle between the Nr C4 line and the 
transition moment direction, measured counterclockwise when 
viewed as in Figure 1; the N1-C4 line makes an angle of 3.2° 
with the a  crystal axis. c From molecular orbital calculation. 
d Calculated from theoretical transition moment length and 
experimental frequency. * From bond polarizabilities. f From 
vapor spectra of uracil and 1,3-dimethyluracil.

transitions have oscillator strengths below 0.2 and 
were not included explicitly in the crystal calculations.

The three assigned transitions were represented in 
the crystal calculations by oscillators 1-3 in each mole
cule (numbered in order of increasing frequency). The 
oscillator directions were taken from the molecular orbi
tal calculations (Table I). The position of each os
cillator within the molecule (for evaluating lattice 
sums) was taken as the “ center of gravity”  of the theo
retical transition monopoles defined by a position vector 
p from an arbitrary origin

p =  Ep.l«<l/Elg<l (6)
i  i

where p, is the position vector of atom i and \g.-\ is the 
absolute value of the transition monopole at atom i. 
The directions and positions are indicated in Figure 2.

The calculated first transition (oscillator 1) is polar
ized almost parallel to the a axis in the crystal, at an 
angle of 5.5°; this is in close agreement with Eaton and 
Lewis’ determination8 of 3.5° from the crystal polariza
tion ratio. It is interesting to note that oscillator 1 is 
located near the midpoint of the double bond between 
atoms C5 and C6, and that oscillator 3 lies between the 
two oxygen atoms; these atoms bear the predominant 
transition charges for the respective transitions.

The complex polarizabilities a(p) of oscillators 1 and 
2 at any frequency v were calculated from the extinc
tion coefficients e of the first and second molecular 
bands, respectively, as indicated in Figure 1, using the 
relations3

(13) L. B. Clark, G. G. Peschel, and I. Tinoco, Jr., J . P hys. Chem., 
69, 3615 (1965).
(14) H. Berthod, C. Giessner-Prettre, and A. Pullman, Theor. Chim. 
Acta, 5, 53 (1966).
(15) A. Denis and A. Pullman, ibid., 7, 110 (1967).
(16) H . Berthod, C. Giessner-Prettre, and A. Pullman, In t. J . 
Quantum  Chem ., 1, 123 (1967).
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Re a{v) =  0.0925f  e ( /)  d, ' / [ ( / ) *  -  r2] (7)

I m  « ( J - )  =  - 0 . 1 4 5 3 « ( v ) / i »  ( 8 )

Here, a(v) is in units of cubic angstroms, v and v' are in 
kilokaisers, and e is in liters mole-1 cm-1. The inte
gral indicated by eq 7 was evaluated numerically with 
a frequency interval of 0.2 kK in v’ (omitting the points 
where v' =  v) between limits of 32.8 and 45.2 kK for the 
first band and 40-60 kK for the second.

Oscillator 3 below its absorption frequency v' =
53.5 kK was assumed to have a real polarizability with 
simple Drude dispersion given by

a{v) =  2.14 X 104/ / [ ( / ) 2 -  r2] (9)

In addition to oscillators 1-3, two additional oscilla
tors (numbered 4 and 5) were included in some of the 
calculations to take account of the in-plane background 
polarizability caused by transitions above 53.5 kK. 
Equation 9 was used for the dispersion of this polariza
bility, choosing v' = 84 kK as the apparent source fre
quency as estimated from the experimental refraction 
dispersion of benzene and pyridine.

Figure 2. Structure of one of the eight molecules in the unit 
cell of 1-methyluracil viewed down the c axis. The origin is 
in the molecular plane at a center of symmetry of the 
crystal. The coordinates were kindly supplied by Dr. F. S. 
Mathews. The directions of the oscillators used in the 
calculations are indicated by double-headed arrows labeled with 
the oscillator numbers. The midpoints of the arrows are 
located at the positions assumed in the calculations and the 
end-to-end distances are equal to the transition moment lengths.

Estimates of the directions and oscillator strengths 
of oscillators 4 and 5 were made. The in-plane com
ponents of the polarizability tensor of the 1-methyl- 
uracil molecule at 16.98 kK (the Na d  line frequency) 
were evaluated from the longitudinal and transverse 
bond polarizability components at this frequency as 
determined in model compounds by Le Fèvre.17 This 
was a necessarily approximate calculation because it 
neglected any effects of altering the bond environments 
and hybridizations from the model compounds and 
assumed the bond tensor components to be additive. 
The contributions of oscillators 1-3 to the tensor com

ponents were subtracted from the total values to give 
the in-plane background polarizability tensor. The 
resulting principal directions and oscillator strengths 
at 84 kK are given in Table I. Oscillators 4 and 5 were 
arbitrarily placed at the center of the ring, midway 
between atoms Ni and C4.

Crystal Structure. 1-Methyluracil crystallizes in the 
orthorhombic space group Ibam with eight molecules 
per unit cell, unit cell dimensions a =  13.22 A, b =
13.25 A, c =  6.27 A, and unit cell volume 1098.3 A 3.18 
The molecular planes lie in layers 3.135 A apart parallel 
to the crystal ab plane.

Figure 2 shows the structure of one of the molecules 
of the unit cell, designated molecule 1 here, looking 
down the c axis. Positions in molecules 2, 3, and 4 
equivalent to crystal coordinates x, y, 0 in the plane of 
molecule 1 are given by

- x ,  - y, 0

- x ,  y, c/2

x, - y ,  c/2

respectively. Since the crystal is body centered, 
molecules 5-8 are related to these four by a transla
tion a/2, 6/2, c/2.

Lattice Sums. Interactions among pairs of the os
cillators 1-3 located in molecules up to 30 A apart were 
calculated as the coulomb interaction between the 
transition monopoles, using the theoretical transition 
monopoles. The spherical lattice sums Gtj for these 
interactions were evaluated in this monopole-monopole 
approximation for a spherical radius out to 30 A, and in 
the point dipole approximation from 30 to 50 A.

Interactions involving oscillators 4 and 5 (which 
represent the in-plane transitions contributing to the 
background polarizability) were calculated by treating 
these oscillators as point dipoles located at the centers 
of the rings. Thus the term in a lattice sum for the 
coulomb interaction between oscillator 1, 2, or 3 in one 
molecule and oscillator 4 or 5 in a second molecule was 
calculated in a monopole-dipole approximation as

(i / mims )12qiV{
i

In this expression y, and m are the transition dipole 
moments for the first and second molecules, q, is the 
theoretical transition monopole at atom i in the first 
molecule, and F 4 is the potential at this point due to 
the transition charge distribution at the second mole
cule. This potential in the point dipole approximation 
is given by

V, =  y2 R /R3 (10)

where R is the vector from the dipole y2 to atom i.

(17) R. J. W. Le Fevre, Advan. Phys. Org. Chem., 3, 1 (1965).
(18) D. W. Green, F. S. Mathews, and A. Rich, J. Biol. Chem., 237, 
PC 3573 (1962).
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It is interesting to note that eq 10 also describes the po
tential at a point outside a uniformly polarized sphere 
having a total dipole y2, where R is measured from the 
center of the sphere; thus the same lattice sums will be 
obtained if a uniformly polarized sphere of molecular 
dimensions is used to replace a point dipole as a (per
haps conceptually superior) model for the transition 
charge distribution of the background polarizability.

The lattice sums for interactions among oscillators 
4 and 5 were obtained by the point dipole approxima
tion. Both the monopole-dipole and dipole-dipole 
sums were evaluated out to a radius of 50 A.

Out-of-plane oscillators were omitted for the calcu
lations. This is valid because for the present crystal 
symmetry and light polarization parallel to the ab 
crystal plane the out-of-plane oscillators are inactive.

A considerable reduction in the computer time 
needed to invert matrix B (eq 2) was possible for this 
particular crystal by performing the calculations on an 
optical unit cell having 0.25 the volume of the crystallo
graphic unit cell and the oscillators of two molecules 
instead of eight. This was possible for two reasons: 
(1) molecules 5-8 (preceding section) are related by 
translation to molecules 1-4 and so are optically equiv
alent; and (2) molecules 1 and 2 which are related by a 
center of symmetry have the same lattice sums and 
opposite oscillator directions; the same is true of mole
cules 3 and 4. The oscillators in molecules 1 and 3 con
stituted the optical unit cell. The calculations require 
two lattice sums for each combination i, j  of oscillator 
types, designated Gv(eq) and (ry (in) depending on 
whether the oscillators are in equivalent or inequivalent 
molecules within the optical unit cell. These sums 
were obtained by the following relations from the calcu
lated lattice sums for the crystallographic unit cell 
Gik,n for the interaction of oscillator i  in molecule k 
with oscillatory in molecule l

Gy(eq) = fiji./i — Ga,j2 +  G n — Gu,ii ^

Gy (m) =  Gji.js — Gn,j 4 +  Ga.fl — Ga,j s

The values of the lattice sums used in the optical calcu
lations are given in Table II.

Results and Discussion
The real part of the refractive index, the reflectivity, 

and the molar extinction coefficient were calculated at 
0.2-kK intervals for frequencies up to 52 kK by eq 
1-5.

The values of the refractive indices at 16.98 kK for 
light incident along the c axis and polarized along the 
a or b axis, when calculated with the background polar
izability included, are fairly close to the experimental 
values but the magnitudes of na and n„ have the wrong 
relative order (Table III).

The values of na and nb calculated with the back
ground polarizability omitted are low (Table III).

Table II : Calculated Spherical Lattice Sums“

Oscil
lators O ij(eq ), G ij( in),

i,3 Â-3 A"®

Monopole-Monopole Interactions
id 0.02143 0.00488
1,2 0.00228 0.00868
1,3 0.00830 -0.01246
2,2 0.00115 0.01318
2,3 -0.00407 -0.01192
3,3 0.00768 -0.00715

Monopole-Dipole Interactions
1,4 -0.00823 -0.00262
1,5 0.02355 0.00138
2,4 -0.00481 0.00335
2,5 0.00218 0.01265
3,4 -0.01151 -0.00006
3,5 0.01071 -0.01677

4,4
Dipole-Dipole Interactions 

-0.01119 -0.00840
4,5 -0.00639 0.00077
5,5 0.02505 -0.00732

“ For the calculations each oscillator or transition
moment in molecule 1 was taken as having a positive
component, and in molecule 3 a negative a axis component.

Table III: Refractive Indices at 16.98 kK for Light Incident 
along the c Axis and Polarized along the a and 6 Axes

na nb
Calculated with back- 1.670 1.712

ground polarizability
Calculated without back- 1.297 1.134

ground polarizability
Experimental“ 1.830 ±  0.005 1.688 i 0.002

“ W. A. Eaton and T. P. Lewis, J. Chem. Phys., 53, 2164 
(1970).

One would expect this since even in an oriented gas 
model the background polarizability (oscillators 4 and 
5) contribute more polarization at 16.98 kK than do the 
low-lying transitions (oscillators 1-3). Philpott,7 in 
classical dipole calculations of the refractive indices of 
anthracene, came to the same conclusion that the back
ground polarizability makes an important contribution.

The calculated polarized reflection spectra for light 
normal to the (001) crystal face (Figure 3) are qualita
tively similar in appearance to experimental reflection 
spectra obtained by Rosa19 and more recently by Clark.9 
The main differences are that the frequencies of the 
calculated maxima and minima in both Ra and Rt are 
about 2 kK too high and the calculated maximum in 
Rt has about twice the measured intensity. At 30 kK

(19) E. J. Rosa, Ph.D. Dissertation, University of Washington, 
1964.
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Figure 3. Calculated normal reflectivity for light incident 
along the c axis and polarized along the a or 6 axis.
The background polarizability was included.

in the transparent region close to the first absorption 
band edge, where the reflectivities depend only on the 
real refractive indices, the calculated values are Ra =  
0.10 and R„ =  0.09 which are reasonably close to the 
measured values9 Ra =  0.13 and Rh =  0.08.

The calculated absorption spectra for light incident 
along the c axis (Figure 4) agree closely in shape and 
intensity in the region of the first molecular band with 
the absorption spectra measured by Eaton and Lewis,8 
but appear to be shifted by about 2 kK to higher fre
quencies. The calculated a polarized crystal band 
(maximum at 37.8 kK) is correctly predicted to be red- 
shifted from the molecular band (but not as much as 
observed), and to be skewed in shape with a steep low- 
frequency edge and a broad tail on the high-frequency 
side. One may closely superimpose the calculated 
band spectrum curve on the experimental spectrum if 
one imagines the vibrational structure appearing in the 
latter to be smoothed out.

Clark9 has recently derived crystal absorption spec
tra extending to higher frequencies from experimental 
reflection spectra. The calculated a and b polarized 
crystal bands in the region of the second molecular band 
for light incident along the c axis (Figure 4) appear with 
approximately the same frequencies and splitting as 
determined by Clark, but with about twice the intensity 
in the b polarized band.

Omitting the background polarizability from the 
calculations (Figure 5) greatly alters the crystal band 
intensities, changes the band positions, and in general 
decreases the agreement with the experimental spectra.

Compared with the a polarized spectrum for light 
incident along the c axis, the first crystal band calcu
lated with inclusion of background polarizability for 
light incident normal to the (110) crystal face and 
polarized perpendicular to the c axis (Figure 6) appears 
at a higher frequency (maximum at 39.7 kK) and is 
much more symmetric in shape. Both differences 
agree qualitatively with the absorption spectrum 
obtained by Clark9 from the reflection normal to the 
(110) face. Clark found the band maximum at 38 kK. 
The calculated band height is about 30% greater than 
measured by Clark. The calculated second crystal 
band (Figure 6) is at approximately the measured fre
quency but has almost twice the measured intensity.

Figure 4. Comparison of calculated and observed polarized 
absorption spectra for light incident along the c axis 
and polarized along the a or b axis. Solid curves: calculated
with background polarizability included. Dashed curves : 
measured by direct absorption of thin crystals by Eaton and 
Lewis.8 The molar extinction coefficient e is plotted in units 
of liters mole-1 cm-1.

Figure 5. Effect of background polarizability on calculated 
absorption spectra for light incident along c 
axis and polarized along the a or b axis: solid curves, with 
background polarizability (same as solid curves in Figure 4); 
dashed curves, without background polarizability.

Figure 6. Calculated absorption spectra for light incident 
normal to (110) face and polarized perpendicular to c axis: 
solid curve, with background polarizability; dashed curve, 
without background polarizability.

Omitting the background polarizability (Figure 6) 
greatly changes the calculated band positions and in
tensities.

A common pattern emerges in comparing the calcu
lated reflection and absorption spectra with the experi
mental spectra. In the region of the first crystal band 
the calculated spectral shapes and intensities are close 
to the experimental values, but the positions are about 
2 kK too high. In the region of the second crystal 
band the calculated positions are satisfactory but not 
the intensities.

The errors in the calculated band positions could be 
resolved if one assumed that the position of the first 
molecular absorption band appropriate to the time- 
average (static) crystal environment is 2 kK lower than 
in the vapor spectrum used for the present calculations. 
The finding that a 2-kK discrepancy between the cal
culated and experimental crystal band positions is ob
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tained for two different directions of the light propaga
tion, although the calculated frequency shifts from the 
molecular band are in opposite directions, suggests that 
this explanation is correct. The first two absorption 
bands of 1-methyluracil are observed to shift by 1.6 
kK to lower frequencies on going from the vapor phase 
to aqueous solution;8 thus a 2-kK shift seems reasonable 
in the highly polarizable environment of the crystal. 
A similar correction of pyrimidine and purine molecular 
spectra was found to be necessary for calculating the 
absorption spectrum of helical DNA by the classical 
oscillator model.20

The errors in the calculated intensities of the second 
crystal band are probably due to the approximate na
ture of the derivation of the directions and polariza
bilities of the oscillators for the background polariza
bility. The absorption in the second crystal band re
gion is especially sensitive to the presence or lack of back
ground polarizability, as is clear from Figures 5 and 6. 
On the other hand, the absorption was not observed to 
be very sensitive to the polarizability of oscillator 3 
(for the molecular band at 53.5 kK); essentially no 
change in the polarized spectra for light incident along 
the c axis was obtained when the oscillator strength of 
this oscillator was halved.

Another possible source of significant error is in
accurate values of the spherical lattice sums, which 
could be due to poor transition monopoles from inac
curate molecular orbitals, inappropriate locations

Optical Properties op 1-Methyluracil Crystal

for the oscillators in point dipole interactions, or an 
inadequate representation by point dipoles of the cou
lomb interactions involving the background polariza
bility.

Finally, it should be pointed out that the calculated 
polarized crystal absorption spectra in one frequency 
region have a polarization ratio which is sensitive to the 
oscillator strengths assumed for oscillators absorbing 
in other regions. This is seen for instance in Figure 5 
where the removal of the background polarizability 
changes the polarization ratio t j t „  in the first crystal 
band although the absorbing oscillators have not 
changed directions. Therefore, an oriented gas model 
of crystal band intensities, in which intensity exchanges 
among bands are ignored, may lead to a quite inaccurate 
estimation of a molecular transition moment direction 
from experimental polarization ratios.
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(20) H. DeVoe, Ann. N. Y. Acad. Sci., 158, Art. 1, 298 (1969).
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Circular Dichroism Studies of Lysine-Rich Histone f-l-Deoxyribonucleic 

Acid Complexes. Effect of Salts and Dioxane upon Conformation1
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Nucleoprotein complexes reconstituted from calf thymus DNA and lysine-rich histone (f-1 fraction) in a 
variety of neutral salts and in dioxane were examined by circular dichroism. The alteration of the DNA 
ellipticity bands is interpreted as a reflection of conformational change of the DNA in the complexes. Gradient 
dialysis of DN A and f-1 in various ratios into 0.14 or 0.3 M uni-univalent salt solutions results in circular dichroic 
spectra which can be approximately ordered according to the lyotropic series. This sequence was found to 
be, in order of the effect on the DNA circular dichroic spectrum (that is, beginning the sequence with salts that 
alter the circular dichroism spectra the most): guanidine-HC1 > NBUC1, NH4OAc »  CsCl > KC1, KF > 
NaOAc, NaBr, NaF, NaCl >  LiCl »  NaCICh, KCNS, Nal. Most of the effect is exerted through cations. 
Alkali metal ions enhance the ellipticity changes of complexes to various extents. Ammonium and guani- 
dinium ions cause the largest changes in the circular dichroism; these specific ion effects are remarkable because 
of the relatively low salt concentration at which they operate. Most anions (OAc~, F- , Cl- , Br~) have 
little effect, except for CIO4- , CNS- , and I - , which dissociate the complexes. Very low MgCl2 concentration 
(<0.006 M) augments conformational changes; at higher concentration MgCl2 causes dissociation. Addition 
of dioxane (up to 40% by volume) enhances distortion of the DNA ellipticity. Different types of complexes 
result (1) from direct mixing of f-1 histone and DNA in 0.14 M NaF, (2) from dialysis into 0.01 M NaF, and
(3) from dialysis into 0.14 M NaF. Filtration experiments indicate that histone binds to DNA in a partially 
cooperative manner. f-l-DNA interaction is modified by salt concentration, specific salt effects, dioxane, 
and manner of complex formation. This complicated behavior indicates that charge attraction between histone 
and DNA, even when supplemented by hydrophobic bonding, is insufficient to account for the observed circular 
dichroic changes. Specific association of complexes may be involved, mediated by the presence of various 
salts.

Introduction
In the cell nuclei of higher organisms DNA is found 

complexed to basic proteins, the histones, as well as to 
other constituents. These proteins may have two 
functions— to stabilize the condensed structure of DNA 
and to regulate transcription (RNA synthesis) from 
the DN A; the evidence has been reviewed elsewhere.2 
This laboratory has been studying the interaction of 
calf thymus DNA with the very lysine-rich histone 
fraction f-1 from the same source3'4 (as well as other 
histone fractions5 and chromatin6). The f-1 histone 
fraction is a protein of molecular weight 21,000, and con
tains 29% lysine residues, little arginine, and much ala
nine and proline.7 Circular dichroism (CD)8 studies of 
reassociated f-l-D N A  complexes has shown that f-1 
causes large changes in the conformation of DNA. The 
distortions of the DNA CD spectrum increase with the 
ratio of histone in the complex,3 and decrease if the his
tone is phosphorylated at the ser-37 position.4 The 
solvent used for most previous experiments was 0.14 
M  NaF, a physiological concentration of a salt trans
parent in the ultraviolet region. The present paper 
reports an extension of these studies to complexes formed 
in various concentrations of several uni-univalent salts, 
MgCl2, and aqueous dioxane mixtures.

Circular dichroism and the closely related method of 
optical rotatory dispersion have recently been utilized 
in studies of native and partially dissociated chroma
tin (nucleoprotein taken from interphase cells),6 9-14

(1) Publication No. 772 from the Graduate Department of Bio
chemistry, Brandeis University. This work was supported by 
research grants from the National Science Foundation (GB-8642), 
the National Institutes of Health of the U. S. Public Health 
Service (GM  17533-09), the American Heart Association (69-739), 
and the American Cancer Society (P-577).
(2) S. C. R. Elgin, S. C. Froehner, J. E. Smart, and J. Bonner, 
A dvan. Cell M o l. B io l., in press.
(3) G. D . Fasman, B. Schaffhausen, L. Goldsmith, and A . Adler, 
B iochem istry, 9, 2814 (1970).
(4) A. J. Adler, B. Schaffhausen, T . A . Langan, and G. D . Fasman, 
ib id ., 10, 909 (1971).
(5) T . Y . Shih and G. D . Fasman, ibid., 10, 1675 (1971).
(6) T . Y . Shih and G. D . Fasman, J . M ol. B io l., 52, 125 (1970).
(7) M . Bustin and R. C. Cole, J . B io l. Chem ., 244, 5291 (1969).
(8) Abbreviations used: CD, circular dichroism; GuCl, guanidine 
monohydrochloride.
(9) P. J. Oriel, A rch . B iochem . B iop h ys., 115, 577 (1966).
(10) D . Y . H . Tuan and J. Bonner, J . M o l. B io l., 45, 59 (1969).
(11) V. I. Permogorov, V. G. Debabov, I. A. Sladkova, and B . A. 
Rebentish, B ioch im . B iop h ys. A cta , 199, 556 (1970).
(12) R. T . Simpson and H. A . Sober, B iochem istry , 9, 3103 (1970).
(13) F. X . Wilhelm, M . H . Champagne, and M . P. Daune, E u r. J . 
B iochem ., 15, 321 (1970).
(14) J. Sponar, M . Boublik, I . Fric, and Z. SormovA, B ioch im . 
B iop h ys. A cta , 209, 532 (1970).
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nucleohistone complexes reconstituted from purified 
DNA, and isolated histone fractions,3-6'10'14-16 and 
complexes formed from DNA and synthetic, basic 
polypeptides (such as poly-L-lysine).17-21 Other physi
cal techniques applied to these systems include22 23 
X-ray,24 ultraviolet,25 and infrared spectroscopy,26 
fluorescence,27 equilibrium dialysis,28 sedimentation,29 
and electron microscopy.21 In spite of all this effort 
the molecular structure of nucleohistone is still largely 
a matter for conjecture. For example, it is not known 
definitely whether the B-form of DNA is retained in 
nucleoprotein.21 -24 ■'26 >30

Different inorganic salts vary in their ability to de
stabilize the native conformations of macromolecules. 
This order of effectiveness, the lyotropic or Hofmeister 
series,31 is roughly the same for lowering the melting 
temperature of DNA,32 reducing the «-helical content 
of proteins,31 and dissociating actin33 and other polym
erized proteins into subunits.31 These specific salt 
effects usually occur only at very high salt concentra
tion. For example, below 1 M all univalent salts alter 
the melting temperature of DNA to the same extent,34 
exhibiting only an ionic strength dependence. On the 
other hand, the present work shows that f-l-D N A  com
plexes are sensitive to large, specific salt effects in 0.14 
M salt solutions. Organic solvents are known to 
destabilize the helical structure of D N A;35’36 in the 
present case the circular dichroic spectral changes 
characteristic of f-l-D N A  complexes are progressively 
enhanced by addition of increasing amounts of dioxane.

Two steps appear to be necessary for production of 
f-l-D N A  'complexes whose circular dichroism differs 
from that of DNA. The first step involves the binding 
of negatively charged DNA to positively charged his
tone to form a partially neutralized complex (with a re
maining negative charge of —0.7 to —0.85 per nucleo
tide in typical experiments), and can be reversed by 
C104- , for example. The second step is specific asso
ciation of these complexes, and this process is aided most 
by NH4+ and by dioxane. Schematically

m (f-l)+a +  n(D N A)-6 ~
cio*-

NH< +
n (f-l-D N A )-4 ^  (f-l-DN A)*-™  

Experimental Section
Materials. The f-1 histone fraction from calf thy

mus was prepared and characterized as described previ
ously;3 concentrations of stock solutions in water, fol
lowing centrifugation at 4000g for 10 min, were about 
10-2 M  peptide residues, as determined by a modified4 
biuret method.37 The same calf thymus DNA prepara
tion was utilized as for previous studies;4 its median 
molecular weight was 12.7 X 106. Inorganic salts 
were reagent grade; GuCl was Baker grade. Stock 
solutions (usually 1 M) of salts were adjusted to pH
7.0, introducing no extraneous ions. Water was redis

tilled from glass; p-dioxane was a Matheson spectro- 
quality solvent.

Histone~DNA complexes. Unless otherwise speci
fied, complexes of f-1 and DNA were prepared by first 
mixing these components, at the desired concentration 
and ratio, in 2 M  NaCl. (At such high salt concentra
tion the histone and DNA remain dissociated.) Then 
stepwise gradient dialysis38 was carried out at 4° (in 
Union Carbide no. 8 tubing which had been boiled in 0.01 
M  NaHC03, 0.001 M  ethylenediaminetetraacetic acid) 
in order to reconstitute the complexes. Dialysis was 
performed first overnight into 0.4 M  of the salt under 
consideration, then for 6 hr into 0.3 M, then overnight 
usually into 0.14 M  salt. In experiments involving 
various amounts of MgCl2 or dioxane in the salt solu
tions, these additives were mixed into the solvents for 
all stages of dialysis. No buffers were used. The 
final pH of all solutions examined by CD was 7.0 ±  
0.2 (except for solutions to which dioxane was added, in 
which the apparent pH rose to 8.0 at 40% dioxane). 
No attempt was made to adjust the pH, since variation 
of pH between 6.5 and 8.3 did not affect the CD spec
tra. A few complexes were prepared by further dialysis

(15) D . E. Olins, J . M ol. B io l., 43, 439 (1969).
(16) T . E. Wagner, N ature, 227, 65 (1970).
(17) P. Cohen and C. Kidson, J. M ol. B io l., 35, 241 (1968).
(18) J. T . Shapiro, M . Leng, and G. Felsenfeld, B iochem istry, 8, 3219
(1969) .
(19) B. Davidson and G. D. Fasman, ibid., 8, 4116 (1969).
(20) S. Inoue and T . Ando, ibid., 9, 395 (1970).
(21) M . Haynes, R. A. Garrett, and W . B. Gratzer, ibid., 9, 4410
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New York, N. Y ., in press.
(24) M . H . F. Wilkins, Cold Spring H arbor S ym p. Quant. B io l., 21, 
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(25) T . Y . Shih and J. Bonner, J. M ol. B io l., 48, 469 (1970).
(26) K . Matsuo, Y . Mitsui, Y . Iitaka, and M . Tsuboi, ibid., 38, 129
(1968) .
(27) J. Evett and I. Isenberg, A n n . N . Y . A cad . Sci., 158, 210
(1969) .
(28) E. O. Akinrimisi, J. Bonner, and P. O. P. Ts’o, J. M o l. B iol., 
11, 128 (1965).
(29) S. Inoue and T . Ando, B iochem istry, 9, 388 (1970).
(30) S. Bram and H. Ris, J. M ol. B io l., 55, 325 (1971).
(31) P. H. von Hippel and T . Schleich in “ Structure and Stability 
of Biological Macromolecules,” S. N . Timasheff and G. D . Fasman, 
Ed., Marcel Dekker, New York, N . Y ., 1969, p 417.
(32) K . Hamaguchi and E. P. Geiduschek, J . A m er. Chem . Soc., 84, 
1329 (1962).
(33) B. Nagy and W . P. Jencks, ibid., 87, 2480 (1965).
(34) C. Schildkraut and S. Lifson, B iopolym ers, 3, 195 (1965).
(35) T . T . Herskovits, A rch . B iochem . B iophys., 97, 474 (1962).
(36) L. Levine, J. A. Gordon, and W . P. Jencks, B iochem istry, 2, 
168 (1963).
(37) S. Zamenhof, M ethods E nzym ol., 3, 696 (1957).
(38) R. C. C. Huang, J. Bonner, and K . Murray, J. M ol. B iol., 8, 
54 (1964).
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Table I : Filtration of Complexes" through 
Cellulose“ Membranes

Fraction of 
DNA held

Histone/DNA6 Solvent on filter

0 (DNA alone) 0.14 M  NaF 0.08
0.5 2 M  NaCl' 0.11
1.0 2 M  NaCl' 0.09
1.0 0.14 M  NaF' 0.60
1.0 0.01 M  NaF 0.70
1.0 0.14 Af NaF 0.55
1.0 0.14 Af NHiOAc 0.53
1.0 0.14 M  NaC104 0.46
i.O 1¡0.05 M  MgCk plus 

10.14 M  NaCl
0.51

0.5 0.14 Af NaF 0.33
0.5 0.14 M  NaClOi 0.22
0.5 (¡0.05 MMgCls plus 

10.14 M  NaCl
0.25

0.5 0.14 Af NaOAc 0.35
0.5 0.14 M  NaBr 0.30
0.5 0.14 Af KC1 0.33
0.5 0.14 M  CsCl 0.37
0.5 0.14 Af NH4CI 0.30
0.5 0.14 Af GuCl 0.30

“ Usually mixed cellulose ester filter 0.45-/* pore size. 6 Ratio
of amino acid residues/nucleotide residue. '  Components mixed 
directly; no gradient dialysis. d Average errors from duplicate 
experiments are about 0.02. All concentrations are about 10-4 
Af (nucleotides). * Formed by gradient analysis, unless other
wise stated.

change). The CD spectrum for each particular mix
ture was attained within 15 min of mixing, and re
mained unchanged for at least 5 days. This variable 
CD behavior, plus the decrease in binding cooperativity 
indicated in Table I, suggests that simple mixing of f-1 
and DNA produces nonspecific complexes. Histone 
is certainly bound to DNA; however, without the bene
fit of annealing through gradient dialysis, it binds ir
reversibly without reaching the most stable position on 
the DNA. (Differences between mixed and dialyzed 
complexes have been observed also with DNA and 
oligopeptides.29)

Still another type of f-l-D N A  complex is obtained 
upon dialysis down to 0.01 M  NaF. The CD spec
trum is reproducible, independent of r, and very similar 
to that of DNA3'16 ([8]m = 7800, [0]%46 = -9200). 
Complex formation occurs under these conditions (as 
well as after dialysis to 0.14 M salt), as shown by equi
librium dialysis,28 melting curve,26 and precipitation* 40 
data. Table I shows that the binding cooperativity of 
this type of complex (in 0.01 M  NaF) is lower than that 
of complexes formed by dialysis into 0.14 M NaF. 
Furthermore, there is little aggregation of these com
plexes, as is seen by their lack of turbidity and light 
scattering. Once formed, these complexes cannot be 
reverted to the type formed by dialysis into 0.14 M 
NaF. Neither simple addition of salt nor dialysis vs.

0.14 M  NaF accomplished this conversion, even after 6 
days. A similar set of two types of complex, one 
formed at low salt, one at moderate salt concentration, 
was found for DNA plus arginine-rich histone (IV).5 
These findings may have implications for chromatin- 
chromosome conversions within eukaryotic cells.

Circular' Dichroism of DNA in Various Solvents. 
The main purpose of the present investigation was to 
examine f-l-D N A  complexes in a variety of media at. 
moderate ionic strength, since it was known that 
changes in concentration of NaF and addition of small 
amounts of organic solvents alter the CD of complexes.3 
Before such a study could be initiated, it was necessary 
to know the concentration limits of various uni-univa
lent salts, MgCl2, and dioxane which could be added to 
calf thymus DNA without causing a large CD change. 
Table II summarizes the results on DNA. Only the 
positive band peak values are tabulated, since the re
mainder of the CD spectrum (including the 245-nm 
negative band) was remarkably insensitive to solvent 
conditions.

Table II: Ellipticity of DNA in Various Solvents
Solvent [ri—2-7“

0.01 Af NaCl 8400
0.14 M NaF or NaCl 8400
0.4 M NaF 8200
2.0 Af NaCl 5600
0.14 M NaC104 8500
0.4 Af NaClOi 8400
0.14 Af NH4OAc 6800
0.4 Af NH/OAc 5700
0.0001M MgCls 6600
0.0001 Af MgCh plus 0.01 Af NaCl 7800
0.0001 Af MgCls plus 0.14 M  NaCl 8500
0.001 Af MgCl2 plus 0.14 Af NaCl 8200
0.01 Af MgCh plus 0.14 Ai NaCl 7800
0.03 Af MgCl2 plus 0.14 Af NaCl 7400
0.2 Af MgCla plus 0.14 Ai NaCl 6100
10% Dioxane plus 0.14 Ai NaF 8000
20% Dioxane plus 0.14 Af NaF 8000
30% Dioxane plus 0.14 Af NaF 8000
40% Dioxane plus 0.14 Af NaF 73006

“ Peak positive ellipticities are listed. There was very little
change in the negative band; [6]245 remained at -9000 ±  300.
DNA concentration 10-4 Af (nucleotides). 6 Solution opales
cent. DNA precipitated in 50% dioxane.

The DNA CD spectrum was unaffected by univalent 
salts at moderate concentration, except for ammonium 
acetate. The CD spectrum in 0.4 M  NH4OAc was 
similar to that in very high concentrations of other salts 
(e.g., 2 M  NaCl). (The CD11 and optical rotatory dis
persion41 of DNA at high concentrations of salts has 
been previously examined.)

(40) M . Sluyser and N. H. Snellen-Jurgens, B iochim . B ioph ys. Acta, 
199, 490 (1970).
(41) M .-J. B. Tunis and J. E. Hearst, B iopolym ers, 6, 1218 (1968).
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Addition of tiny amounts of MgCl2 (10-4 M) greatly 
affected the CD of DNA in the absence of other elec
trolytes and, to a smaller extent, in the presence of 0.01 
M  NaCl. When 0.14 M  NaCl was present, in addition 
to MgCl2, much higher concentrations of MgCl2 resulted 
in smaller changes in the DNA ellipticity than in the 
absence of supporting electrolyte.

Similarly, p-dioxane added to DNA in the presence of 
0.14 M  NaF did not affect the CD greatly until 50% 
(by volume), at which point the DNA precipitated. 
DNA was not denatured, even by 40% dioxane at 23°; 
single-stranded DNA ([0]273 = 9300, [0]247 = — 6000)3 
was never observed.

The CD of f-1 histone alone (10~3 M peptide, 1-mm 
cell) remained unchanged (within experimental error) 
upon addition of MgCl2 (as above), various 0.4 M salts 
including NaC104, and 40% dioxane.

Therefore, univalent salts (with the possible excep
tion of NH4OAc) up to 0.4 M (the highest concentration 
used during dialysis), MgCl2 up to 0.1 M  (in the pres
ence of 0.14 M NaCl), and dioxane up to 40% (volume/ 
volume) could safely be used without greatly changing 
the native conformation of DNA or f-1.

Effect of Various Uni-mnivalent Salts upon Circular 
Dichroism of f-l-DN A Complexes. In Figure 1 are 
seen the CD spectra of f-l-D N A  complexes (f-1 histone/ 
DNA ratio, r =  0.5, approximately the physiological 
ratio; complex concentrations ~  10~4 M nucleotides) 
reconstituted by gradient dialysis into 0.14 M  salts. 
Various degrees of distortion of the DNA CD spectrum 
are evident, dependent upon the salt. The types of 
CD changes which occur as increasingly effective salts 
are used are identical to the progression observed as r 
is increased for complexes in 0.14 M NaF.8 For exam
ple, the CD spectrum for r =  0.5 in 0.14 M  NaC104 
is similar to that for r ~  0.15 in 0.14 M  NaF; the CD 
spectrum for r =  0.5 in 0.14 M guanidine hydrochloride 
looks similar to that for r = 1.5 in 0.14 M NaF. (It 
is difficult to express these changes in spectrum by 
means of any single quantitative parameter. Analysis 
with a Du Pont curve resolver show sthat several CD 
bands are simultaneously involved in the CD distor
tions.)

Thus, large specific salt effects on the interaction of 
f-1 with DNA are apparent, even at the relatively low 
salt concentration of 0.14 M. This salt sensitivity is 
unique. Other macromolecular interactions and con
formation changes,31 including the melting of DN A,32’34 
are influenced only by nonspecific ionic strength shield
ing of ions at salt concentrations lower than 1 M. It 
might have been expected that all uni-univalent salts 
at 0.14 M would shield the negatively charged phos
phates on DNA from the positive lysyl residues on f-1 
to the same extent, and thus have the same influence 
upon DNA-f-1 interactions. This is not the case.

The effect upon the CD of f-l-D N A  complexes, r = 
0.5, of stopping dialysis at 0.3 M  uni-univalent salts is

Figure 1. Circular dichroism of f-l-D N A complexes, r (peptide 
residues/nucleotide) = 0.5, in various 0.14 M  salt solutions as 
labeled. Complex concentration = 7-8 X 10-5 M  nucleotide 
residues, path length 1 cm, temperature 23°. Figures la and 
lb show different salts. The CD of DNA alone (r = 0) in 
0.14 M  NaF or NaCl is given for comparison; the curve 
“ DNA +  f-1”  is the calculated sum of isolated DNA and f-1 
CD contributions (at r — 0.5) in the same solvent.

demonstrated in Figure 2. The same order of salt 
effectiveness in causing CD distortions is apparent as 
in 0.14 M  salts. The magnitude of CD changes is en
hanced in 0.3 M salts, except for NaC104 and KCNS 
(where the CD spectra are identical with the sum of un- 
complexed DNA and histone). Thus, the specific 
salt effects are augmented at higher salt concentrations, 
as expected. (NaCl has the same effect at 0.3 as at 
0.14 M; NaC104 and KCNS are causing dissociation, 
as will be shown later.)

CD curves for f-l-D N A  complexes at r =  1.0 in 
several solvents are given in Figure 3. In each case 
there is greater CD distortion than for the r =  0.5 
complex in the same solvent. The trends are identical
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X (nm)

Figure 2. Circular dichroism of f-l-D NA complexes, r =
0.5, in various 0.3 M  salt solutions. The conditions are the 
same as for Figure 1. Error bars indicate typical average 
errors between duplicate experiments. Note that the curve 
for complexes in 0.3 M  NaC104 or KCNS is identical with that 
for the sum of isolated DNA and f-1 (see Figure la). The data 
for KCNS extend only to 258 nm.

to those at r = 0.5: the order of effectiveness in caus
ing CD change at 0.14 M  is ammonium acetate >  
NaF >  NaC104, and 0.3 M  NaF is more effective than 
0.14 M NaF.

It was found that increased opalescence, indicative 
of aggregation, always accompanied increased CD dis
tortion. For example, Values of OD4oo/OD258 (a mea
sure of light scattering due to large particles) were, for 
r =  1.0 complexes in 0.14 M  salt, 0.02 in NaC104, 0.06 
in NaF, and 0.10 in NH4OAc.

The extent to which different salts might cause dis
sociation of protein from DNA (that is, might not allow 
the f-l-D N A  complexes to form) was examined by fil
tration through cellulose membranes. It has already 
been shown that complexes in 0.14 M  NaF are retained 
on filters to an extent consistent with nearly cooperative 
binding of f-1 to DNA. Table I shows that in 0.14 M 
concentration of most salts (including ammonium and 
guanidinium salts as well as other alkali halides) f - l -  
DNA complexes at r = 0.5 and r =  1.0 displayed the 
same filtration behavior as in NaF. This result indi
cates, in these uni-univalent salts, that all the histone is 
bound, that it is bound to DNA in the same manner as 
in NaF, and that no more DNA is involved in complexa- 
tion in NH4OAc than in NaF or NaOAc. The only 
exception among the salts tested is sodium perchlorate. 
In this solvent less DNA is caught on the filters, indi
cating that complex formation is not complete. This 
result is consistent with the finding42 that NaC104 causes 
gradual dissociation of f-1 from native nucleohistone in 
the range below 0.25 M (whereas NaCl does not remove 
f-1 until 0.4 to 0.6 M).

Figure 3. Circular dichroism of f-l-D N A  complexes, r = 1.0, 
in selected solvents as indicated. Conditions as in Figure 1.

This dissociation of f-1 from DNA in NaC104 could 
account, in part, for the CD results of Figures 1-3. 
Thus, NaC104, KCNS, and Nal are inhibiting forma
tion of f-l-D N A  complexes. These three salts at 0.3 
M  are more potent than at 0.14 M  in preventing com
plex formation. Therefore, the CD spectra in 0.3 M 
of these salts appear more like DNA than in 0.14 M.

However, the filtration experiments show that simple 
dissociation of histone from DNA cannot adequately 
be used to interpret the CD spectra in the remainder 
of the uni-univalent salts. Furthermore, increasing 
the concentration of the other salts from 0.14 to 0.3 M  
results in enhancement (not destruction) of the CD 
distortions. (In contrast, polarization of fluorescence 
experiments on DNA-polylysine complexes27 could be 
explained purely by specific salt effects upon complex 
dissociation; in that study NH4C1 was found to be more 
effective at dissociation than was NaOAc.)

An order of effectiveness of uni-univalent salts in 
bringing about changes in f-l-D N A  complex circular 
dichroism can be obtained from the data of Figures 1 
and 2. The sequence is: GuCl >  NH4C1, NH4OAc 
»  CsCl >  KC1, KF >  NaOAc, NaBr >  NaF >  NaCl 
>  LiCl »  NaC104, KCNS, Nal. (Salts are grouped 
together if they result in identical CD curves, within 
experimental error. Finer resolution of the series could 
probably have been obtained by collecting data at

(42) H . H. Ohlenbusch, B. M . Olivera, D . Tuan, and N . Davidson, 
J . M o l. B io l., 25, 299 (1967).
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higher salt concentrations, as is the case for NaF and 
NaCl at 0.3 M.) From comparison of salts sharing 
common ions, independent series can be written for 
cations and for anions. Cations: Gu+ >  NHi+
Cs + >  K+ >  Na+ >  Li+; anions: OAc~, Br~ >  F -  >  
C l-  »  CIO4- ,  CN S-, I " .

Differences in anions have relatively little effect upon 
the CD spectra, except for CIO4- ,  CNS~, and I~, 
which prevent formation of f-l-D N A  complexes, even 
at 0.14 M. For example, NH4C1 and NH4OAc yield 
similar data. Cations cause a larger range in spectra, 
indicating that salts may exert their primary influence 
upon the complexes through cation binding to nega
tively charged DNA, and not to histone. (Although 
the CD of f-1 was not altered by salts, it has been 
found43 that both KCNS and NaC104 bind to and in
crease the a-helical content of poly-L-lysine at neutral 
pH. The possibility exists, therefore, that binding of 
CIO4- ,  CNS- , or I -  onto f-1 may alter the conforma
tional stability of the protein, thereby influencing its 
ability to interact with DNA.)

The order of effectiveness in causing CD changes of 
complexes, given above, is similar to the Hofmeister or 
lyotropic series; von Hippel and Schleich31 have sum
marized the effectiveness of salts in retaining or altering 
the native structure of macromolecules. For example, 
DNA is resistant to heat denaturation32 and F-actin 
remains associated33 in (CH3)4NC1 solutions. Per
chlorate, thiocyanate, and iodide salts favor denatura
tion, dissociation, and salting-in. The specific effects 
of anions upon interaction of f-1 and DNA in recon
stituted complexes coincide with the lyotropic series 
quite well, and can be partially paralleled by the effects 
of salts on water structure,31 and consequent hydration 
of macromolecules. However, the specific cation ef
fects show some discrepancies. Cs+ is a large ion and 
disorders water structure, yet it stabilizes structure in 
f-l-D N A  complexes.

The most difficult specific ion effects to understand 
are those exerted by ammonium and guanidinium. 
These ions, at only 0.14 M, bring about huge conforma
tional changes in the complexes, as monitored by CD; 
the magnitude of this stabilization is more than might 
be expected from the position of NH4+ in the lyotropic 
series. It is likely that these ions bind tightly to DNA 
itself. The CD spectrum of DNA was seen to be af
fected by 0.14 M  NH4OAc to an extent not observed 
until very high (~ 2  M) concentrations of other uni
univalent salts. In some ways 0.14 M  (or 0.3 M) 
NH4OAc has an influence upon DNA and f-l-D N A  
complexes similar to that of very low concentrations of 
M g2+ (see later), an ion which binds to DNA more 
strongly than do monovalent cations.44 It may be 
significant that films of DNA cast from NH4OAc yield 
CD spectra45 characterized by a large negative band at 
265 nm, which are very different from spectra of films 
cast from NaCl or LiCl. Shapiro, et aZ.,46 have demon

strated a binding preference of tetraalkylammonium 
ions at 0.15 M  (but not of alkali metal ions) for ade
nine-thymine-rich DNAs; calf thymus DNA contains 
57% A -T . In the case of oligolysine binding to syn
thetic polynucleotides,47-48 inhibition of this binding by 
salts was interpreted in terms of competition between 
inorganic cations and lysine residues for the polynucleo
tide phosphate groups. On the other hand, for lysine- 
rich histone interaction with DNA the binding of cat
ions, especially NH4+ or Gu+, onto DNA appears to 
assist in whatever aspect of f-l-D N A  association leads 
to CD changes. Strong binding of cations may alter 
the structural stability of DNA, and thus influence its 
ability to combine with histone in a manner which re
sults in conformational change or in formation of asym
metric superstructures. Or perhaps these nitrogen- 
containing cations are sufficiently similar to charged ly
sine that they are incorporated into f-l-D N A  aggre
gates in the same manner as additional histone would 
be. This would have the same effect upon the CD 
spectrum as would an increase in f-l-D N A  ratio, as is 
observed (Figures 1-3).

Effect of MgCh upon Circular Dichroism of f-l-DNA  
Complexes. The study of the effect of inorganic ions 
on f-l-D N A  complexes was expanded to investigate the 
effect of Mg2+. Small amounts of MgCl2 were added 
to the media used for gradient dialysis. The CD curves 
for complexes at histone/DNA ratio r = 0.5 in the 
presence of varying amounts of MgCl2 plus 0.14 M  
NaCl are shown in Figure 4a. The concentration of 
DNA in the complexes was 8 X 10-6 M  nucleotides. 
All solutions contained 0.14 M  NaCl as supporting 
electrolyte in addition to the MgCl2, in order to prevent 
large disturbances of the DNA CD by MgCl2 alone 
(see Table II). In Figure 4b the peak ellipticity values 
of the positive band ([0]~283) for the complexes are 
plotted as a function of MgCl2 concentration. The 
CD curve for r =  1 at 0.005 M  MgCl2 (plus 0.14 M  
NaCl) is shown in Figure 3.

At very low concentrations of MgCl2, 0.00004 to 
0.006 M, this salt enhances distortion of the DNA CD 
spectrum. The Mg2+ case is another example of a 
specific cation effect upon the f-l-D N A  interaction. 
The spectral changes cannot be attributed to chloride 
ion (see above) or to a nonspecific electrostatic influ
ence: at 0.003 M  MgCl2 the ionic strength is 0.149 
instead of 0.14 (at 0 MgCl2), and there is a large differ-

(43) (a) A . Ciferri, D . Puett, L. Rajagh, and J. Hermans, Jr., 
B iopolym ers, 6 , 1019 (1968); (b) J. Y . Cassim and J. T . Yang, ibid., 
9, 1475 (1970).
(44) G. Felsenfeld and H. T . Miles, A n n u . R ev. B iochem ., 3 6 , 407 
(1967).
(45) M .-J. B. Tunis-Schneider and M . F. Maestre, J . M ol. B io l., 52, 
521 (1970).
(46) J. T . Shapiro, B. S. Stannard, and G. Felsenfeld, B iochem istry, 
8, 3233 (1969).
(47) S. A . Latt and H. A. Sober, ibid., 6 , 3293 (1967).
(48) S. A . Latt and H. A . Sober, ibid., 6 , 3307 (1967).
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Figure 4. Effect of MgCl2 upon the circular dichroism of 
f-l-DNA complexes, r =  0.5. All solutions contain 0.14 M  NaCl 
in addition to specified MgCl2 concentrations: a, 
circular dichroism spectra at various MgCl2 concentrations; 
b, variation of [0] positive band as a function of [MgCl2].
The arrow indicates concentration of DNA in the complexes.

ence in ellipticity. Figures 1 and 2 show that an in
crease in ionic strength from 0.14 to 0.30 for NaCl alone 
induces only a slight change in CD. Figure 4b shows 
that the Mg2+ effect is not stoichiometric (even though 
Mg2+ is tightly bound to DNA phosphate44) ; the curve 
varies continuously at MgCl2 concentrations both 
above and below the concentration of phosphate 
groups. The type of specific ion effect exhibited by 
Mg2+ at very low concentrations is similar to that 
shown by NH4+ at 0.14 M: both cations shift the 
f-l-D N A  specific association toward a form of com
plex having a CD spectrum very different from that of 
DNA. Both cations appear to exert their influence 
largely through binding to DNA. Perhaps this ion 
binding alters the stability of the DNA, thus allowing

greater conformational changes upon binding f-1. 
A previous study49 showed that, at 0.01 M, MgCl2 is 
more effective than NaCl in causing precipitation of 
f-l-D N A  complexes.

MgCl2 concentrations above 0.006 M  begin to disso
ciate f-1 from DNA. The ellipticity values are given 
in Figure-4b. (At 0.01 and 0.02 M  MgCl2 the CD 
changes are still greater than at zero M g2+; both en
hancement of change and dissociation are operative in 
this Mg2+ concentration range.) In Figure 4a is seen 
a CD curve at 0.05 M  MgCl2, which is very similar to 
that for a mixture of the isolated components. Further 
evidence of partial dissociation at 0.05 M  MgCl2 is the 
filtration data listed in Table I. The disruption of 
f-1-DNÁ complexes at [MgCl2] >  0.08 M  has been 
noticed previously,28'49 and is not surprising in view of 
the position of Mg2+ in the lyotropic series.31

Effect of Dioxane upon Circular Dichroism of f - l -  
DNA Complexes. 1,4-Dioxane was chosen as a typical 
organic solvent (dielectric constant 2) for investiga
tion of complexes in partially nonaqueous media. Or
ganic solvents,36 among them dioxane,36 destabilize 
native DNA structure (observed as a lowering of the 
melting temperature) largely through disruption of hy
drophobic bonding. The present results were ob
tained under conditions (23°, 10-40% dioxane, by 
volume, presence of 0.14 M  NaF) at which DNA re
mains double-stranded (see Table II), although its 
stability may be weakened. At 50% dioxane both 
DNA and complexes precipitated.

CD curves for f-l-D N A  complexes at r =  0.5, 10~4 
M, for several dioxane concentrations are shown in 
Figure 5. NaF (0.14 M) was present in all solutions. 
Addition of dioxane progressively enhances the confor
mational difference between complexes and DNA. 
A similar effect is demonstrated in Figure 3 for r =
1.0 in 20% aqueous dioxane. A set of experiments at 
r =  0.5 and r = 1.0 for 10-3 M  complexes confirmed 
the nature of the dioxane effect. Thus, the presence 
of dioxane allows the bound f-1 to exert a greater 
influence upon the DNA in f-l-D N A  complexes, even 
though organic solvents usually tend to destroy native 
maeromolecular conformations. The DNA may be 
destabilized as expected, thus allowing larger conforma
tional changes by f-1. (In the case of some proteins, 
for example /3-lactoglobulin,60 high concentrations of 
organic solvents like dioxane cause formation of addi
tional segments of a-helix, but not until after the pro
tein has been partially unfolded.) No unfolding (or 
dissociation) is observed in the present case.

When dioxane was removed from the complexes by 
dialysis against 0.14 M  NaF, the CD spectra were only 
partially reverted to values typical of aqueous solutions. 
For example, for r =  1.0, 10-4 M  complexes (see

(49) E . W . Johns and S. Forrester, B iochem . J ., I l l ,  371 (1969).
(50) C. Tanford and P. K . De, J . B io l. Chem ., 236, 1711 (1961).
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Figure 5. Effect of dioxane upon the circular diehroism, of 
f-l-D N A complexes, r  = 0.5. In addition to dioxane each 
solution contained 0.14 M NaF. Conditions as given in Figure 
1. (See Figure 3 for CD spectrum of a r  = 1.0 complex 
in 20% dioxane.)

Figure 3) aqueous dialysis of a sample in 20% dioxane 
resulted in a change in the relative sizes of the negative 
peaks ([0]247 =  —36,000, [0]263 = —32,000); similar 
dialysis of a complex in 10% dioxane caused no change 
in CD spectrum. These results show that formation 
of complexes in dioxane is a largely irreversible process 
(c/. formation of complexes in 0.01 M NaF).

The sensitivity toward salt concentration during 
complex formation3 is retained in the presence of diox
ane. f-l-D N A  complexes, r = 1, reconstituted in 
0.01 M NaF plus 10-30% dioxane are characterized by 
CD spectra very similar to that of DNA alone, as re
ported for the f-l-D N A  complex at 0.01 M  NaF.3 
These spectra cannot be altered significantly by further 
dialysis against 0.14 M  NaF plus dioxane.

Conclusions
This study has shown that there are highly selective 

solvent effects operating upon the interaction of DNA 
with lysine-rich histone, f-1. The f-l-D N A  complexes 
formed in the presence of dioxane (5-40%) or of quite 
low concentrations of certain cations are characterized 
by circular diehroism spectra very different from that 
of DNA. The counterions which increase this distor
tion are alkali metals (especially Cs+) at 0.14 or 0.3 M, 
Mg2+ up to 0.006 M  (in the presence of supporting 
electrolyte), and particularly NH4+ and guanidinium+ 
at 0.14 M. Furthermore, those ions which cause dis
sociation of histone from DNA (C104_ CNS~, and I -

at 0.14 M; Mg2+ at >  0.006 M) do so at unusually low 
concentrations. An attempt will now be made to 
correlate the factors that are common to all these ef
fects of neutral salts and organic solvents.

As has been noted, reconstitution of f-l-D N A  com
plexes showing CD alteration (relative to DNA) is 
always accompanied by a proportional amount of 
aggregate formation (as shown by turbidity). Under 
conditions where f-1 is bound to DNA but where there 
is little CD change (for example, at 0.01 M  NaF), there 
is very little light scattering. When a large change in 
CD occurs (for example, in NH4OAc) there is no in
crease in the amount of DNA involved in complex for
mation (as is shown by filtration experiments), but 
there is an increase in aggregation. These results im
ply that the requirements for CD distortion include 
not only binding of f-1 onto DNA in a cooperative and 
specific manner, but also specific association of the 
f-l-D N A  complexes formed. (It should be remem
bered that the DNA in these complexes is only 15-30% 
neutralized by the f-1, and retains considerable nega
tive charge.)

Other evidence for the ability of lysine-rich histone 
to bind to DNA and cause a selective sort of aggregation 
is that f-1 (but not other histone fractions) is apparently 
important in maintaining the cross-linked structure of 
nucleoprotein in interphase chromatin61 and in meta
phase chromosomes.62 Furthermore, poly-L-lysine- 
DNA complexes (a similar model system) form aggre
gated particles of definite, large radius;18 these complexes 
have CD spectra characterized by a large, negative 
band at 269 nm.18>21 On the other hand, recent X-ray 
diffraction63 and hydrodynamic64 studies of partially 
dissociated nucleohistones suggest that the supercoiled 
structure of nucleoprotein is maintained after removal 
of the f-1 histone fraction. The CD spectrum char
acteristic of native nucleohistone is also maintained 
after removal of f-1.12'13,56

It is not clear by what mechanism complex formation 
or association of complexes can alter the circular di- 
chroism of DNA. Since there is negligible change in 
absorption spectrum for DNA when it is incorporated 
into f-l-D N A  complexes at the ratios considered here, 
an alteration in CD is most likely effected through a 
change in the asymmetric environment of the nucleo
tide base chromophores. X-Ray diffraction data on 
chromatin23 24 and on poly-L-lysine-DNA complexes21'26 
are not yet conclusive, but suggest that the DNA prob
ably retains the geometry of its B conformation in these

(51) V. C. Littau, C. J. Burdick, V. G. Allfrey, and A . E. Mirsky, 
P roc. N at. A cad. S ci. U. S „  54, 1204 (1965).
(52) A. E. Mirsky, C. J. Burdick, E. H. Davidson, and V. C. Littau, 
ibid., 61, 592 (1968).
(53) K . Murray, E. M . Bradbury, C. Crane-Robinson, R. M . 
Stephens, A . J. Haydon, and A. R. Peacocke, B iochem . J ., 120, 859 
(1970).
(54) P. Henson and I. O. Walker, E ur. J . Biochem.., 14, 345 (1970).
(55) P. Henson and I. O. Walker, ibid., 16, 524 (1970).
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systems. However, a distortion of base-base distance 
or of tilt has not been completely ruled out. It has been 
suggested that polylysine-DNA complexes may form 
a liquid crystalline system.21 However, classical 
liquid crystal systems derive their circular dichroism 
from reflection (not absorption); the wavelength of the 
CD signal in liquid crystals varies with molecular spac
ing (and concentration) but is not a function of absorp
tion spectrum.66 In nucleoprotein systems the wave
length of circular dichroism is close to that of DNA ab
sorption. Thus, the CD distortion for f-l-D N A  com
plexes is not a simple liquid crystal phenomenon, al
though long-range order of oriented complexes in a 
supercoil may well be responsible for the CD changes 
observed here.18 Perhaps interactions of (or con
straints upon) the DNA within the aggregated com
plexes give rise to CD changes, as appears to be the 
case with optical rotation of DNA packed within 
viruses.57 Additional alternative interpretations of
fered for the CD changes upon complex formation are 
alterations in DNA hydration3'18 and interaction be
tween base and peptide chromophores.18'21

Two factors appear to be important in producing 
f-l-D N A  complexes with altered CD: (1) Specific
complex formation involves the interaction of DNA 
(having negatively charged phosphates) and f-1 (con
taining 29% positively charged lysyl amino groups plus 
some arginine) to form a partially neutralized complex. 
The charge remaining on a complex at r =  1.0 is still 
—0.70 per nucleotide. Only complexes reconstituted 
by dialysis into moderate salt solutions are then capable 
of the second step. (2) Specific association of com
plexes involves aggregation of negatively charged mole
cules, and depends upon the solvent. This association 
can be prevented by dialysis against 0.01 M  NaF, en
hanced by dioxane, but only partially reversed by re
moval of dioxane. The effect of different solvents upon 
the CD of f-l-D N A  complexes can be partially under
stood by a consideration of how various salts and diox
ane may influence each step [(1) complexation and
(2) association].

Although step 1 (binding) can occur at very low salt 
concentration,26’28'40 greater than 0.01 M  salt appears 
necessary for step 2. That is, some shielding of re
pulsive charges is needed for the association of com
plexes which results in CD change. However, at salt 
concentrations high enough to allow aggregation to 
occur, the influence of salts is not a simple ionic strength 
dependence, as might be expected in a reaction involv
ing the association of molecules with the same charge. 
Instead, even at 0.14 M, each salt has a different spe
cific influence upon the CD change.

DNA is known to interact strongly with cations. 
Alkali metal counterions are bound to a moderate ex
tent, and Mg2+ is bound stoichiometrically, to the phos
phates.44 It is not yet resolved how much binding can 
be attributed to the ion atmosphere, and how much is

caused by specific site binding to the phosphates.44 
M g2+ at very low concentrations would thus neutralize 
the excess negative charge on f-l-D N A  complexes, 
enhance aggregation (step 2) by allowing the complexes 
to come together, and lead to increased CD distortion. 
Since NH4+ (at 0.14 M) has the same effect upon the 
CD of native calf thymus DNA as does M g2+ (at stoi
chiometric amounts), it is likely that NH4 + is binding to 
DNA strongly, and in the same manner as M g2+ (al
though with a smaller binding constant). Then NH4 + 
(and Gu+) would aid in association of complexes 
through charge neutralization. Possibly NH4+ and 
Gu + act in a more specific manner: they might be in
corporated into f-l-D N A  complexes as though they 
were -N H 3+ groups on the histone, thus increasing the 
apparent f-l/D N A  ratio.

Those salts which dissociate f-1 from DNA at 0.14 M 
(NaC104, KCNS, Nal) are also exerting specific ion 
effects at fairly low concentration. They are not acting 
merely by reversing step 1 (complex formation) through 
shielding; 0.5 M  NaCl is required for destruction of 
complexes. These anions may denature DNA (and 
destroy f-l-D N A  complexes) by forming complexes 
with the nucleotide bases,68 or by specific binding to the 
histone, as has been shown to be the case for poly-L- 
ly sine.43

The enhancement of CD change brought about by 
dioxane cannot be explained simply by a decrease in 
solvent dielectric constant. If only charge attraction 
and repulsion were important, dioxane would be expected 
to aid step 1 and to hinder step 2. Furthermore, if 
dioxane acted by breaking hydrophobic interactions 
between nonpolar groups on the DNA and the histone, 
it would probably interfere with both step 1 (proper, 
specific binding) and step 2 (complex association). 
Perhaps step 2 is facilitated by partial removal of water 
from the histone-DNA complexes, as well as by the 
binding of certain cations. In addition, dioxane would 
be expected to enhance ion-pair formation between 
charged phosphates and lysines; the resultant charge 
neutralization could aid in aggregation of complexes. 
Both dioxane and strongly bound cations affect the 
structural stability of DNA. Although the DNA re
mains double stranded under the present conditions, it 
might be more susceptible to conformational change 
and specific aggregation upon complexing with f-1.

Thus the effects which neutral uni-univalent salts 
have upon f-l-D N A  complexes fall within the Hof- 
meister series. These specific ion effects have been 
attributed to their influence upon water structure, hy
dration of the biopolymer, ion-dipole type interactions, 
etc., but these concepts as yet do not “ account satis-

(56) C . Robinson, T etra h ed ron , 13, 219 (1961).
(57) M .  F . M aestre  and I .  T inoeo, J r., J ■ M o l .  B io l . , 23, 323 (1967)
(58) D . R . Robinson and M . E . G ran t, J . B io l .  C hern ., 241, 4030 
(1966).
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factorily for all the observed effects.” 31 However, 
this study has shown that the interaction between his
tone f-1 and DNA is extraordinarily sensitive to salt 
and solvent effects. This interaction results in changes 
in the CD spectrum of the DNA, implying a conforma
tional change of state. Thus, small alterations in sol

vent medium may be a selective means of affecting the 
state of aggregation of these complexes. Both the con
formational control and aggregative phenomena have 
relevance to the purported role that histones may play 
in association with DNA in the chromatin of eukary
otes.

Reform ulation of the Q uasiequilibrium  Theory of Io n ic Fragm entation1

by Cornelius E. Klots
H ea lth  P h y s ic s  D iv is io n , O a k  R id g e  N a tio n a l L a b o ra to ry , O a k  R id g e , T en n es s e e  3 7 8 3 0  (R ece iv ed  D ecem b er  3 , 1 9 7 0 )

P u b lic a tio n  costs a ss is ted  b y  O a k  R id g e  N a t io n a l  L a b o r a to r y

An alternative to the transition-state formalism of unimolecular decomposition theory is further developed. 
When the conservation of angular momentum is heeded, the content of this formulation is seen to be that of 
phase-space theory. Application to the fragmentation processes of methane ions proves generally successful, 
although some difficulties are delineated. Tunneling is implicated as a source of the metastable decomposi
tions occurring in methane.

Introduction

The work of Butler and Kistiakowsky2 has strongly 
suggested that the kinetics of unimolecular fragmenta
tion are determined by the energy content of an acti
vated species but not otherwise by its mode of prepara
tion. Since then chemical activation techniques have 
constituted an important branch of chemical kinetics, 
and have been instrumental in the ascension of those 
theories which explicitly predict such behavior and 
likewise the demise of at least one theory which explic
itly does not. Thus, the quasiequilibrium theory of 
unimolecular decompositions specifically describes an 
activated species in terms of microcanonical ensemble 
theory; hence its average lifetime can be a function of 
only a small number of “ constants of motion”  and not 
at all of its past history—precisely as the Butler and 
Kistiakowsky paper implied.

The essential content of quasiequilibrium theory has 
found its most common expression within the formalism 
of the transition state.3-6 The first-order rate con
stant for fragmentation of a species with total energy 
(■E +  E &  is given in this formalism by

kt =  Z  g^ix,^)/p(E +  Eo±,oci)h (1)
z = 0

where g^ix) is the internal statistical degeneracy fac
tor for the transition state of energy (x); the summation 
extends by energy conservation over the range 0 <  x 
<  E. A'0=t is the activation energy. These degener
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acy factors must further be chosen to be compatible 
with any additional constraints a{. Similarly p(E +  
Eo±,ai) is the density of states of the activated species, 
again evaluated with the indicated constraints. This 
expression has found wide use in calculating the rates 
of unimolecular reaction in the absence of collisions. 
When coupled with the strong collision hypothesis, the 
Rice-Ttamsperger-Kassel-Marcus description, appli
cable at all pressures, is obtained.6

There is a second formalism available for calculating 
a fragmentation rate constant

ki =  E  g ,M  ■ - T T  / hP(E + Ê  (2)
x = 0  7 ™  /

where gf (x,af) is the degeneracy factor for the sepa
rated fragments, a(f,i) is the cross section for their asso
ciation to form the pertinent activated species, and X 
is the deBroglie wavelength associated with their rela
tive kinetic energy (E — x). Equation 2 follows from 
the quasiequilibrium hypothesis and microscopic re-

(1) Research sponsored by the  U . S. A to m ic  E nergy Com m ission 
under con trac t w ith  U n io n  C arb ide C orpora tion .

(2) J. N . B u tle r  and G . B . K is tia ko w sky , / .  A m e r .  C h em . S o c ., 82, 
759 (1960).

(3) H . M . Rosenstock, A d v a n . M a s s  S p ec tro m ., 4 , 523 (1968).

(4) B . S. R a b in o v itch  and D . W . Setser, A d v a n . P h o to ch em ., 3, 1 
(1964).

(5) M . L .  V esta l in  “ F undam enta l Processes in  R a d ia tio n  Chem is
t r y , ”  P . Ausloos, E d ., W ile y , N ew  Y o rk , N . Y ., 1968, pp  59-118.

(6) E . V . W aage and B . S. R ab in ov itch , C h em . R e v . , 70, 377 (1970).
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versibility. It has been used in the contexts of both 
unimolecular fragmentations7 and autoionization.8'9

We shall make extensive use of this latter formalism 
in the present paper. At this point however we should 
clarify the relation between eq 1 and 2 and enumerate 
whatever advantages accrue to the latter. This is most 
simply done by noting that Marcus10 and, more re
cently, Karplus and coworkers11 have shown that the 
relationship

'Edf(x,oci) =  Y,0^(x,a{) (3)

defines the thermodynamic properties of the transition 
state if the latter is to provide numerically consistent 
answers. Whether or not these properties will corre
spond to those calculated from the potential energy sur
face remains an open question. This hinges upon such 
ancillary matters as whether the concept of a separable 
reaction coordinate is meaningful and whether trans
mission coefficients are unity. Recent work has tended 
to cast some doubt on each of these.11'12 Hence we see 
that eq 2 rests upon the quasiequilibrium hypothesis; 
eq 1 presupposes both this and the usual further as
sumptions associated with the theory of the transition 
state. Any work which purports to test the quasi
equilibrium hypothesis itself is evidently more safely 
rooted in eq 2.

Further advantages of eq 2 may also be noted. Its 
evaluation requires the thermodynamic properties of 
the separated fragments. These are amenable to ex
perimental observation, while properties of the transi
tion state are not. The latter can be constructed only 
after the potential energy surface in the neighborhood 
of the saddle point has been mapped. Despite im
pressive recent advances in this direction,13 some im
patience on the part of the experimentalist is under
standable.

These advantages are not obtained, however, without 
some cost. One does need good cross-section data for 
the evaluation of eq 2. But again these are amenable 
to experimental observation or, again for the impatient, 
estimation from the interaction potential. This latter 
procedure is exemplified by the Langevin treatment 
whereby collision cross sections are obtained from the 
long-range forces.14 We shall use this method below.

Before doing so, however, some further general re
marks are appropriate. It is well known15'16 that bi- 
molecular association rate constants obtained with 
Langevin cross sections are equal to those obtained 
from the “ loose transition state”  models of Gorin17 and 
Eyring, Hirschfelder, and Taylor.18 This is merely a 
reflection of the fact that eq 3 is fulfilled for such “ loose 
transition states.”  We conclude then that the Gorin- 
EHT method for constructing transition states is the 
correct one for reactions governed by Langevin cross 
sections. Now, scrutiny of eq 2 shows that it is equiv
alent to the phase-space methodology19 for estimating

how a collision couple will fragment. Mies20 has ob
served that phase-space theory is equivalent to transi
tion state theory for “ loose transition states.”  This 
also follows from the above remarks. Actually a 
stronger statement is possible. Phase-space theory is 
equivalent to quasiequilibrium theory; they are each 
equivalent to transition state theory whenever the 
latter is correct.

Illustrative Calculations
We shall illustrate the use of eq 2 in the context of the 

fragmentation processes of the CH4+ ion. The sim
plicity of this system lends itself to a scrutiny of the 
quasiequilibrium hypothesis relatively unobscured by 
ancillary assumptions. Thus only three reactions need 
to be considered. These are, together with their acti
vation energies21a

CH4+ — ► CH3+ +  H ,E° = 1.71 eV (I)

CH4+ — > CH2+ +  H2, E° =  2.65 eV (II)

CH3+ — > CH2+ +  H, E° =  5.42 eV (III)

The following observations must be accounted for by
any unimolecular decomposition scheme. (1) The 
appearance potentials for these processes correspond 
well to the above-indicated activation energies, as deter
mined by independent means.21“ Thus there is little, 
if any, kinetic shift22 for these reactions. (2) Meta
stable ions have been observed to undergo reaction I 
for all isotopic variants,23'24 and with comparable in-

(7) C . E . K lo ts , J . C h em . P h y s ., 41, 117 (1964).

(8) C. E . K lo ts , ib id ., 46, 1197 (1967).
(9) P rov ided one assigns the  pho ton  a p o la riza tio n  degeneracy fa c to r 
o f 2, eq 2 also gives the  usual E in s te in  re la tio n  between emission 
life tim es and photoabsorp tion  cross sections. T h is  is o f m ore tha n  
pu re ly  fo rm a l in te rest. The energy random iza tion  fre que n tly  
th o u g h t o f as u n de rly in g  un im o lecu la r decom positions is also one 
of the  factors w h ich  com plicates the  use o f the  E in s te in  re la tio n ; 
see, fo r example, A . E . Douglas, ib id ., 45, 1007 (1966).

(10) R . A . M arcus, ib id ., 45, 2138, 2630 (1966).
(11) K .  M o rokum a, B . C . E u, and M . K a rp lu s , ib id ., 51, 5193 
(1969).
(12) R . A . M arcus, ib id ., 41, 2614 (1964).

(13) I .  S h a v itt, R . M . Stevens, F . L . M in n , and M . K a rp lu s , ib id ., 
48, 2700 (1968).
(14) P . Langevin , A n n .  C h im . P h y s ., 5, 245 (1905).
(15) B . M ahan, J . C h em . P h y s ., 32, 362 (1960).
(16) K .  Y ang  and T . Ree, ib id ., 35, 588 (1961).
(17) E . G orin , A c ta  P h y s ico ch im . U R S S , 9, 691 (1938).
(18) H . E y rin g , J. O. H irschfe lder, and H . S. T a y lo r, J . C h em . P h y s .,  
4, 479 (1936).
(19) P . Pechukas and J. C. L ig h t, ib id ., 42, 3281 (1965); J. C. L ig h t, 
D is c u s s . F a ra d a y  S o c ., 44, 14 (1967).
(20) F . H . M ies, J . C h em . P h y s . ,  51, 798 (1969).
(21) (a) “ Io n iza tio n  P oten tia ls , Appearance P oten tia ls , and H eats 
o f F o rm a tio n  o f Gaseous P os itive  Ion s ,”  N S R D S  P ub lica tio n , 
N a tio n a l Bureau of S tandards R epo rt NBS-26, 1969; (b) the struc
tu re  of C H 4+ has been estim ated b y  F . A . G rim m  and J. Godoy, 
C h em . P h y s .  L e t t ., 6, 336 (1970).
(22) W . A . Chupka, J . C h em . P h y s . ,  30, 191 (1959).
(23) Ch. O ttinge r, Z . N a tu r fo r sch . A ,  20, 1232 (1965).

(24) J. H . F u tre ll,  p r iva te  com m unica tion.

The Journal of Physical Chemistry, Vol. 75, No. 10, 1971



1528 Cornelius E. Klots

tensity. This is not easily reconciled with the predic
tions of the usual transition state theory.25 (3) Rota
tional energy can assist in overcoming the activation 
energy of reaction I. (4) The breakdown curves, a 
function of internal energy of the parent ion, are known 
from the work of vonKoch.26 We shall see that the 
present formalism is able to account for each of these 
observations.

The thermodynamic properties of H2 are well known. 
Those of the hydrocarbon ions are not21b and so were 
estimated in the following way. The structures of 
CH4+, CH3+, and CH2+ were taken as tetrahedral, 
planar symmetric, and linear symmetric, respectively. 
For computations of moments of inertia, all their bond 
lengths were arbitrarily assigned the value 1 A. The 
vibrational frequencies of CH4+ were taken as those of 
CH4,27 from which were derived in the simplest fashion 
possible those of the fragment ions. These are sum
marized in Table I in units hvt =  et(eV ), together with 
their degeneracy factors. Also included in the table 
are the rotational constants which define rotational 
energy via Er(eV) = BJ(J +  1), where J is the rota
tional quantum number. For CH4+, CH2+, and H2 
these follow from the assumed structures. Since CH3 + 
will be treated below as a spherical top, its rotational 
constant was taken as the geometrical mean of those 
obtained from the three principal moments of inertia.

Table I : Vibrational Energies (with Degeneracy Factors) 
and Rotational Parameters in Units of eV

cm * CHj + cm * H2
0.361 (1) 0.361 (1) 0.361 (1)
0.189 (2) 0.189(1)
0.374(3) 0.374(2) 0.374(1)
0.162 (3) 0.162 (2) 0.162(2)

0.545 (2)
0.771» 1.09“ 1.03» 3.75“

1 B X 103.

One further preliminary datum, the statistical reac
tion-path factor for each decomposition, must be dis
cussed. For reactions I, II, and III there are, respec
tively, four, six, and three equivalent reaction paths. 
But for the reverse reaction, the total cross section ap
pearing in eq 2 is apportioned among two, two, and one 
routes, respectively. The net statistical reaction- 
path factors for these reactions, then, are two, three, 
and three, respectively. Note that, by a theorem due 
to Laidler,28 these are also the ratios of the respective 
symmetry factors for the several reactants.

The manner by which one includes conservation of 
angular momentum in fragmentation kinetics has been 
amply illustrated by Nikitin29 and Light,19 and so need 
not be belabored here. Reaction I will be treated as a 
sphere dissociating to a sphere plus an atom. The

Figure 1. Allowed L, J, Jo combinations and limitations 
imposed by Langevin cross sections.

initial angular momentum, indexed as J0, must appear 
as orbital angular momentum L or as product angular 
momentum J. The cross section (c/irX2) for an (L +  
J -*■ Jo) association is (2L +  1) times the fraction of 
such collisions which result in J0, specifically (2J0 +
1) -r- (2L +  I) (2.7 + 1 ) .  At this point it is useful to 
consider Figure 1; the L,J combinations compatible 
with a given J0 are contained within the rectangular 
area defining L =  J0 +  J ... \ Jo — J \ ■ Energy con
servation, and the use of the Langevin model for the 
total cross section, poses the further restriction

(Lmax +  l ) 2 =  y[(E -  x) -  BJ(J +  l)]** (4)

where (E — x) is the energy not appearing in the vibra
tions of the products, B is the rotational constant of 
the product sphere, given by

B =  ft2 ¡21

where I  is the moment of inertia. The parameter y 
is given by the Langevin model for ion-molecule col
lisions

7 = (2fj./m){a/Ra/)'h

where ;u is the reduced mass of the separating pair, m 
that of an electron, a the polarizability of the neutral 
fragment, a0 the Bohr radius, and R the Rydberg en
ergy.

With reference again to Figure 1, curve (a) is typical 
of the restriction obtained with B =  0. This is exactly 
the approximation used in some earlier work of the 
present author.7 But, as Nikitin29 has pointed out, 
it is extremely limited in its applicability. In fact, a

(25) M .  L . Vesta l, J .  C h em . P h y s ., 41, 3997 (1964).
(26) H . von K o ch , A r k .  F y s . , 28, 529 (1964).

(27) G. Herzberg, “ In fra re d  and R am an Spectra,”  V an N ostrand, 
N ew  Y o rk , N . Y ., 1945.

(28) D . M . B ishop and K . J. La id le r, J . C h em . P h y s . .  42, 1688 
(1965).

(29) E . E . N ik it in ,  T h em . E x p .  C h em ., 1, 144 (1965).
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quite different limiting approximation, illustrated by 
curves (b) and (c), is more appropriate. On expansion 
of eq 4, with L ~  J as will always be the case for not 
too large J0, and assuming

(.E -  *) «  72R 2 (p*R) (5)
one finds that the curve defined by eq 4 cuts the 
allowed rectangle nearly vertically. Since the criterion 
of (5) is easily justified—the excess energy of frag
mentation tends to appear as vibrational excitation7— a 
considerable simplification in the calculation of rate 
constants is obtained.

Noting that the rotational degeneracy of the product 
sphere is (2J +  l ) 2, we have

v2 (JjR>Jo) — (2Jo +  1)(2J +  1) (6)

This is to be summed, for each J, over the allowed L 
and then over the allowed J up to ./max «  [(E — x)/ 
B]l/\ We obtain finally
k(E -j- Eo,Jo) — [h(2J0 +  1 )2pv(Ev +  Eo)]-1 X 

/•BJV 4 /E — x\1/2
(2Jo +  1) J  Pd(z) ~ J d (E — x) +

(2 Jo + d (E -  *)

where p,(x) is the density of vibrational states of the 
products and pv(E0 +  E v) is the density of vibrational 
states of the activated species. Except in the im
mediate vicinity of threshold, this may be written as

k(E +  E0,J o)
çe (

J  P,(x) yE~B1 ) d(E ~  x)/hp^E ’ +  ^  (8)

Through a similar analysis, we obtain for two product 
linear fragments, as in reaction II

k(E +  Eo,J o) —
B i ft +  B2h -  (B1 +  Bt) l/t 

B\B2 ] X

( E <rv(x) (E -  x)a/*d(E - * ) - * ■  hPv(Ev +  E0) (9)
Jo

where BhB2 are the rotational constants of the two 
linear fragments. Likewise, when the products include 
a linear fragment and an atom, as in reaction III

k(E +  E0>J o) —

~(E -  x)~ 
B

V2
d (E — x) +  hp„(E, +  E0) (10)

again provided J0 is not too large. To all of these 
expressions must then be added the appropriate 
reaction-path statistical factor, as discussed earlier.

Before passing on to an evaluation of these expres
sions, it will be appropriate to comment on the use of 
Langevin cross sections here. Such cross sections have

frequently been compared with the experimental cross 
sections of ion-molecule reactions and often found want
ing, especially at large kinetic energies. But the frag
ments from the decompositions of reasonably complex 
species rarely carry much kinetic energy;7'30 the weight 
of this objection is accordingly diminished. Again the 
cross section for an ion-molecule reaction is the prod
uct of two factors, the collision cross section and the 
probability that the intermediate complex fragments 
into the observed products. Equation I requires only 
this first factor and hence is more plausibly evaluated 
with the Langevin model.

It should be noted that the polarizability appears in 
eq 4 but not in the final eq 7-10. This insensitivity to 
the precise magnitude of the collision dynamics is 
again welcome. It stems from the approximation con
tained in relation 5.

Evaluation
A large number of recipes for vibrational densities- 

of-states can be found in the literature. Those of 
Hoare and Ruijgrok are conceptually appealing and 
have been used here.31 It is to be noted, however, 
that the integrand in eq 8, for example, contains such a 
density-of-states together with the factor (E — x)/B. 
This integral can be evaluated by noting that it is just 
the density-of-states, at energy E, for a fictitious mole
cule containing the several vibrational degrees of free
dom and a four-dimensional rotor. The partition func
tion of the fictitious rotor would be just

Qr = (kTY/B

Hoare gives expressions for the density-of-states of such 
compound systems. Likewise, the integrals appearing 
in eq 9 and 10 may be evaluated. We have found, inci
dentally, that these recipes of Hoare give extraordi
narily precise results down to the immediate neighbor
hood of threshold where they are easily supplemented 
by precise hand calculations.

Figure 2 illustrates the rate constants obtained for 
reaction I in the vicinity of threshold, presented as 
functions of the initial vibrational energy content of 
the ion. Curve (a) is for a nonrotating ion; curve (b) 
for an ion with rotational energy 0.03 eV. Each curve 
rises abruptly but smoothly from zero at threshold, as 
required by eq 7. Thus we do not obtain the step- 
function behavior in rate constants as implied by the 
transition-state formalism.26’32 The observation of 
mestastable decompositions for all isotopic variants of 
methane is hence accounted for in principle. (Whether 
this is indeed the source of the metastables is examined

(30) M . A . H aney and J. L . F ra n k lin , J. Chem. Phys., 48, 4093
(1968) ; E . L . Spitz, W . A . Seitz, and J. L . F ra n k lin , ibid., 51, 5142
(1969) .
(31) M . R . H oare and T h . W . R u ijg ro k , ibid., 52, 113 (1970); M . R . 
H oare, ibid., 52, 5695 (1970); m isp rin ts  in  eq 2.12 and 3 .I f f  o f th is  
reference are to  be noted.
(32) M . W olfsberg, ibid., 36, 1072 (1962).
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Figure 2. Decomposition rate constants for CH4+ near 
threshold, (a) nonrotating and (b) with 0.03-eV 
rotational energy.

further, below.) The nevertheless rapid rise with 
energy, duplicated also in calculations for reactions 
II and III, explains the absence of significant chem
ical shifts. Again, the nearly complete availability of 
rotational energy, indicated by curve (b), mirrors the 
observation of Chupka33 to this point.

Before proceeding to calculations of a breakdown 
curve for methane, we must obtain an expression for 
the fraction of ions from reaction I which can further 
dissociate in reaction III. Noting the facility with 
which rotational energy can promote a dissociation, we 
identify the fraction of CH3+ products which do not 
further dissociate with the fraction with total vibra
tional and rotational energy insufficient to do so. This 
is given by

Est(Q,f) = f  Pv(e — z)(z/B)dz -k J  o

f P,(Q -  z)(z/B)dz 
Jo

Here Q is the energy of a CH4+ in excess of that needed 
to undergo reaction I, and e is the activation energy, 
less than Q, required for the secondary reaction. The 
vibrational density-of-states function refers to the 
CH3+. Thus for any CH4+ ion with Q >  5.42, it is a 
simple matter to obtain that fraction of its CH3+ frag
ments which further dissociate.

The breakdown curve for methane ions thus obtained 
is displayed in Figure 3. It has been put on an absolute 
energy basis by using 12.55 eV as the ionization poten
tial of methane.21 In the 15.2-19.7-eV region, the 
relative abundance of CH3+ and CH2+ follows from 
the predicted rate constants for reactions I and II. At 
higher energies the secondary decomposition of CH3+ 
is manifested. The experimental points are from von- 
Koch.26 The agreement is satisfactory and could be

The Journal o} Physical Chemistry, Vol. 75, No. 10, 1971

0 1  2 3 4 5 6 7 8 9INTERNAL ENERGY (eV)
Figure 3. Breakdown pattern for CHU as a function of 
internal energy.

further improved by tampering with the assumed param
eters of Table I.

We have made no attempt to calculate mass spectra 
from electron impact or photoionization data, since 
this would require further assumptions about the in
ternal energy distributions in each such experiment. 
Indeed, some autoionization apparently occurs in 
methane33 and so would further complicate such an 
analysis. The comparison with the charge-transfer 
data of vonKoch is much more definitive.

Discussion
It would appear, from the above, that a quasiequilib

rium hypothesis is capable of embracing the most perti
nent experimental data relating to the fragmentation of 
the methane ion. Further, since the EHT method for 
constructing a transition state is equivalent to our use 
of Langevin cross sections, the transition-state formal
ism should also lead to numerically identical and hence 
equally acceptable results. Unfortunately, things are 
not quite so roseate. Several misgivings about a quasi
equilibrium treatment of methane fragmentation must 
be noted. Figure 2, for example, shows that the ab
solute magnitudes of the rate constants obtained are 
quite high— so much so that it is difficult to visualize 
how a quasiequilibrium hypothesis can be applicable. 
There have been attempts to estimate the minimum 
time scale on which such a hypothesis might be mean
ingful.34'35 While only approximate, these estimates 
suggest that rate constants -~1014 (sec)-1 are too high.

This difficulty might be ameliorated in the following 
fashion. As Rice36 has discussed, a fast association 
reaction implies an abnormally high frequency factor

(33) W . A . Chupka, J .  C h em . P h y s . ,  48, 2337 (1968).
(34) R . L . LeR oy, ib id ., S3, 846 (1970); A . H eng le in , ib id ., 53, 458 
(1970).

(35) D . L . B unker, ib id ., 40, 1946 (1964).

(36) O. K . Rice, P h y s .  C h em ., 65, 1588 (1961).
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for the reverse dissociation reaction, and this in 
turn implies drastic “ anharmonicity”  in the activated 
species. The density-of-states for this species, appear
ing in the denominator of eq 1 and 2, must then be ac
cordingly increased. This will have the desired effect 
of reducing the implied rate constants, perhaps to more 
plausible magnitudes. At the same time this need not 
affect the apparent achievements obtained above. 
Thus, the results of Figure 3 hinge only upon relative 
rate constants and so will remain unaltered.

Several authors have introduced anharmonicities into 
density-of-states expressions, usually as minor pertur
bations. 37-39 These treatments seem unsatisfactory. 
The role of the long-range potential, as implied by the 
use of the Langevin cross sections, would appear to re
quire a more drastic model. It is not presently clear 
how this is best done. Note that Ottinger40 has 
achieved a similar effect by allowing the flow of energy 
between vibrations and rotations. The treatment, due 
originally to Whitten and Rabinovitch,41 does not con
serve angular momentum and hence is not satisfactory.

Figure 2 contains an intimation of still a second dif
ficulty. A role for metastable decompositions in meth
ane is indeed predicted by the monotonic behavior of 
rate constants near threshold. We would emphasize 
here that this monotonic behavior is not an artifact 
introduced by the use of continuous approximations to 
densities-of-states. It results rather from the mono
tonic behavior of <t/tv\2 in the Langevin model. Nev
ertheless, it is also clear that the energy width leading 
to rate constants characteristic of metastable behavior, 
and hence ^ lO 6 (sec)-1, is vanishingly small. The 
predicted' abundance of such metastables is then much 
too small to account for Ottinger’s observations.23 
Indeed, as a referee has noted, there is a fundamental 
inconsistency between the absence of significant, kinetic 
shifts and the presence of metastables in detectable 
amounts.

Again, a possible explanation can be proffered. The 
lower limit for the integrations in eq 7, for example, is 
strictly not zero but rather er(tr/y2B02) where eT is the 
rotational energy of the activated complex and B0 its 
rotational constant. This can be understood by refer
ence to region (d) of Figure 1. Conservation of angular 
momentum and the use of the Langevin model suffice 
to prohibit decomposition unless Lmax2 >  ./o2- Except 
in the neighborhood of threshold, this is of little conse
quence. But when the excess energy E lies in the 
range 0 <  E <  tJ( tT/ y 2B a‘i) , the reaction cannot pro
ceed classically. Now Rosenstock3 has suggested 
tunneling as a source of Ottinger’s metastables. In
deed, when E lies in this range, it is the only available 
mechanism. The great preference for H vs. D fragmen
tation and the vanishingly small kinetic energies asso
ciated with such metastables40 each suggest such an 
interpretation.

Ionization with light particles is not expected to en

hance rotational temperatures significantly. Hence, 
it is not immediately evident that a tunneling mecha
nism can account for the observed metastable intensi
ties. This can be established, however, by observing 
that for an ion to have rotational energy eT and a total 
energy between E0 and E0 +  er(er/y 2B02), the width of 
possible vibrational energies is also er(er/y2B02). When 
averaged over a rotational equilibrium distribution, the 
average such width is seen to be

A Z
(kT)2 r(7 /2) 
7 W  r(3 /2 ) (ID

Now only parent ions with vibrational energy less than
1.71 eV are eligible for the tunneling mechanism. If 
these are roughly equally distributed over this range, 
then the probability that such an ion will fall into the 
average tunneling width is ~ A Z /1 .71 ; with kT ~  
0.03 eV and y2B02 — 2.5 eV, this gives 6 X 10-4 as a 
predicted metastable to parent ion intensity ratio. 
The agreement with Ottinger is quite satisfactory.

Two other predictions follow from the above model. 
In the sequence CH4+, CH3D+, CH2D2+, CHD3+, the 
average moment of inertia increases, as then does A Z 
of eq 11. The metastable intensity should increase 
accordingly, as indeed Ottinger observes.41 Note too 
that such intensities should go as the square of tem
perature. This could be easily checked.

The above discussion makes no reference to the rate 
of tunneling and indeed it is crucial that this rate fall 
within the metastable range. We shall not attempt 
any elaboration here other than to observe that tunnel
ing through such centrifugal barriers is of some current 
interest in bimolecular scattering.42 Its probable role 
in the present context would seem to merit further in
vestigation. Thus, the small but finite intensity of 
CD4+ metastables interestingly reflects its relative 
tunneling width and with no indication of the usual 
mass dependence of tunneling.43

Having noted earlier a consistency between the 
quasiequilibrium calculations and the breakdown curves 
of vonKoch, we should also point out that Brehm44

(37) M . L . Vesta l and H . M . Rosenstock, J .  C hem . P h y s ., 35, 20C8 
(1961).
(38) K . A. W flde, ib id ., 41, 448 (1964).
(39) E . W . Schlag, R . A. Sandsmark, and W . G. Valence, ib id ., 40, 
1461 (1964); W . F o rs t and Z. Pr&sil, ib id ., 53, 3065 (1970).
(40) Ch. O ttinge r, Z . N a tu r fo r sch . A,  22, 20 (1967).
(41) G. Z. W h itte n  and B . S. R ab in ov itch , J .  C hem . P h y s ., 41, 1883 
(1964).
(42) R . E . Roberts, R . B. B ernste in, and C . F . C urtiss, ib id ., 50, 
5163 (1969).
(43) L . P . H ills , M . L . Vestal, and J. H . F u tre ll (to  be subm itted
fo r pu b lica tion ) have confirm ed the  observations o f O ttin g e r and 
have in te rp re ted  the  metastables in  term s of f in ite  re flection  coef
fic ients above the  p o te n tia l ba rrie r. T h is  seems unnecessary, b u t 
also u n like ly  fo r ion-m olecu le  systems. See E . V og t and G. H . 
W ann ie r, P h y s . R ev ., 95 , 1190 (1954). On the other band the  in 
s e n s it iv ity  of tunne ling  th roug h  cen trifuga l barriers  to  mass is now 
understood: C. E . K lo ts , C hem . P h y s . L ett., in  press.
(44) B . B rehm  and E . von  P u ttka m er, Z . N atu rforsch . A , 22, 8 (1967).
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has obtained breakdown data which do not agree with 
those of vonKoch. Brehm’s data can only be inter
preted as implicating CH4+ ions with energy greatly in 
excess of that required for reaction I and yet not frag
menting. Such a result would require “ isolated states” 
and hence is incompatible with the fundamental prem
ise of the quasiequilibrium model. Again this would 
warrant the most careful scrutiny.

Experiments such as those of Brehm and of Ottinger 
are taking much of the guess work out of unimolecular 
fragmentation studies. The formulation of quasi
equilibrium theory that has been presented here is 
hoped to have a similar result by obviating any need

to estimate transition-state parameters. Our illustra
tion of its use has, by contrast, involved only the most 
transparent of approximations. And, of course, there 
is the not inconsiderable advantage that this formalism 
satisfies microscopic reversibility. Accordingly, while 
discrepancies between theory and experiment persist, 
one can be reasonably certain that these are not arti
facts of the theory but rather worthy of a more mea
sured study.
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P u b lica tio n  costs a ssis ted  by  T h e  U n iv e r s i ty  o f  A la b a m a

Energies of several possible structures for the HNCO+ ion have been calculated by INDO methods. Com
pared with the linear HNCO+, a cyclic structure was found to be more stable by 80 kcal. A fragmentation 
pattern and appearance potentials for the major fragment ions are reported, and a mechanism involving the 
cyclic structure is presented. The mechanism explains the observed features, including a metastable transi
tion, of the mass spectrum of HNCO. The successful use of INDO calculations in this problem suggests that 
semiempirical methods may be generally useful in the interpretation of mass spectra.

Introduction
The major product of the thermal decomposition of 

cyanuric acid has the empirical formula CHON, corre
sponding to the two possible structures HOCN (cyanic 
acid) and HNCO (isoeyanic acid). Compelling evi
dence of the true structure comes from an infrared 
study2 in which all the spectral features were accounted 
for by the structure HNCO, with a linear NCO group 
and an HNC angle of ca. 130°. The structural con
stants were later very accurately determined by milli
meter wave techniques.8 Thus, although some chem
ical evidence4 suggests the existence, in solution, of a 
tautomeric equilibrium with < 3 %  HOCN present, 
and photolytically generated HOCN has been ob
served in low temperature matrices,5 the conclusion is 
inescapable that gaseous samples at room temperature 
consist almost exclusively of HNCO.

The mass spectrum of HNCO6’7 shows a large peak 
at m/e 29, corresponding to an ion of formula HCO+;

this species is the second most abundant fragment ion 
in the spectrum. This is a curious feature inasmuch as 
the HCO+ fragment cannot be formed without exten
sive rearrangement of the parent structure. Mass 
peaks corresponding to CH+, OH+, and NO+ also 
appear, and on this basis Smith and Jonassen7 sug
gested that HNCO+ might have a “ triangular struc
ture.”

(1) Presented in  p a rt a t the  Southeast-Southwest R eg iona l M e e tin g  
of the  A m erican  Chem ical Society, N ew  Orleans, La ., D ec 2, 1970.
(2 ) G. H erzberg and C. Reid, D is c u s s . F a ra d a y  S o c ., 9, 92 (1950); 
C. Reid, J . C h em . P h y s ., 18, 1544 (1950).

(3) R . K ew ley, K .  L . V . N . Sastry, and M . W innew isser, J . M o l .  
S p e d r o s c . , 10, 418 (1963).

(4) (a) A . A m e ll, J ■ A m e r .  C h em . S oc ., 78, 6234 (1956); (b) N .
G rav ing  and A . H o lm , A c ta  C h em . S ca n d ., 19, 1768 (1965).
(5) M . E . Jacox and D . E . M illig a n , / .  C h em . P h y s ., 40, 2457 (1964).

(6) J. M . R u th  and R . J. P h ilippe , A n a l . C h em ., 38, 720 (1966).

(7) S. R . S m ith  and H . B . Jonassen, J . In o r g . N u c l. C h em ., 29, 860 
(1967).
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Appearance potentials for HNCO+, NCO+, HCO+, 
and NH+ from HNCO have been reported by Row
land, et al.,8 who also observed a metastable peak at 
m/e 19.6, corresponding to the process

HNCO+ — >  HCO+ +  N (1)

The metastable peak has a flat-top width corresponding 
to a kinetic energy release of 0.53 eV. The existence of 
a metastable peak for such a small molecule was ex
plained8 in terms of a slow spin-forbidden predissocia
tion to a repulsive surface, with consequent kinetic 
energy release in the fragmentation processes. That 
is, the reaction path (2), (2a) was considered more likely 
than the simpler reaction 3.

HNCO+ (2A ") —^  HNCO+ («A") (2)

HNCO+ (4A ") — > HCO+ (1S+) +  N (4S) (2a)

HNCO+ (2A ") — >  HCO+ (»2+) +  N (2D) (3)

The present work was undertaken in the hope of 
establishing the structure of the HNCO+ ion. We 
report the results of INDO calculations and of redeter
mination of the molecular ion and principal fragment 
ion appearance potentials in the mass spectrum of iso
cyanic acid. A mechanism which satisfactorily ex
plains all of the experimental data is proposed.

Experimental Section
Isocyanic acid was prepared by the thermal decom

position of cyanuric acid under vacuum.9 The mass 
spectrum of the crude product showed 10-20% carbon 
dioxide and a lesser amount of water. Although hydro
gen cyanide has been reported to be a product of this 
reaction,9 the mass spectrum showed that it could not 
have been present in more than trace quantities.

Water was removed by passing the product gas 
through phosphorus pentoxide four times, followed by 
passage through a —20° trap. Carbon dioxide was 
removed by successive freeze, pump, thaw cycles at 
— 84°. The process was repeated, usually 8-12 cycles, 
until the mass spectra showed no further change in the 
ratio m/e 44:43. The final value of this ratio was 
0.018, in good agreement with the ratio 0.015 expected 
from known isotopic abundances. The infrared spec
trum of the purified product was identical with that re
ported by Herzberg and Reid.2

Argon was Matheson ultrahigh purity and was passed 
through a —196° trap before introduction into the 
vacuum system.

Most of the experimental work was done with a 
Bendix Model 12-107 time-of-flight mass spectrometer 
(TOF) equipped with a 14-107 ion source, in which the 
pressure was monitored with a cold cathode gauge. 
For comparison of results, two measurements of the 
appearance potential of the molecular ion were made 
with a magnetic deflection mass spectrometer, the 
CEC 21-104.

Mixtures of ca. 2 :3 Ar:HNCO were admitted to the 
TOF from a 2.3-1. reservoir via a gold leak. Reservoir 
pressure was measured by a capacitance manometer 
(MKS Baratron Type 144). The effusion rate through 
the pinhole was measured for an air sample, and the 
pressure drop was found to be about 15%/hr. 
Therefore, the pressure drop was taken to be linear with 
time over the shorter duration of appearance potential 
and fragmentation pattern measurements, and the 
data were corrected accordingly. Since Smith and 
Jonassen7 found that isocyanic acid trimerizes to cy
anuric acid by a first-order mechanism with a half-life 
of 18 hr at 30°, the pressure drop due to polymeriza
tion is also linear over a time span of 1 hr or less.10

Background pressure in the ion source of the TOF 
was less than 10~7 Torr, and a pressure of 15 Torr in the 
reservoir resulted in a source pressure of 3 X 10 ~6 
Torr. The background mass spectrum was sufficiently 
low that the fragmentation pattern required correction 
only at m/e 17.

INDO calculations were performed using the pro
gram c n i n d o 11 obtained from the Quantum Chem
istry Program Exchange, Indiana University, Bloom
ington, Ind., and the Univac 1108 time sharing system 
of the University of Alabama Research Institute at 
Huntsville, Ala.

Results
The fragmentation pattern and appearance poten

tials of the major fragments from HNCO are shown in 
Tables I and II, together with previously reported 
values. The appearance potential for the parent ion 
is the result of five determinations, all of which agreed 
to within 0.05 eV, made with both TOF and magnetic 
instruments. Appearance potentials were measured 
relative to that of argon, used as an internal standard, 
and the data were treated by the extrapolated potential 
difference method.12 This method is discussed by 
Field and Franklin13 and is considered to be the best 
method of obtaining appearance potentials from elec
tron impact data, exclusive of those methods utilizing 
monoenergetic electron beams. Ionization efficiency 
curves for HNCO+ and Ar+ were of the same shape at 
low ion currents, and therefore the simpler linear ex-

(8) C . G . R ow land, J. H . D . E land, and C. J. D anby, C h em . C o w -  
m u n ., 1535 (1968).
(9) M . L inh a rd , Z . A n o r g . A U g. C h em ., 236, 200 (1938).
(10) In  the  present w ork, a sample o f isocyanic acid ke p t in  the  reser
v o ir  fo r 3 days showed no mass spectra l evidence o f tr im e r fo rm a tio n .
(11) (a) J. A . Pople and D . L . Beveridge, “ A pp rox im a te  M o le cu la r 
O rb ita l T h e o ry ,”  M c G ra w -H ill,  N ew  Y o rk , N . Y ., 1970, A ppend ix 
A ; (b) J. A . Pople and G. A . Segal, J . C h em . P h y s . ,  44, 3289 (1966); 
(c) J. A . Pople, D . L . Beveridge, and P. A . Dobosh, ib id ., 47, 2026 
(1967).
(12) (a) J. W . W arren, N a tu re , 165, 810 (1950); (b) J. W . W arren  
and C. A . M cD o w e ll, D is c u s s . F a ra d a y  S o c ., 10, 53 (1951).
(13) F . H . F ie ld  and J. L . F ra n k lin , “ E le c tro n  Im p a c t Phenomena 
and the  P roperties o f Gaseous Io n s ,”  Pure and A p p lie d  Physics 
Series, Y o l. 1, Academic Press, N ew  Y o rk , N . Y ., 1957, Section 
I I - D .
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trapolation method yields the same value for F(HN- 
CO+) as the extrapolated potential difference method. 
Four measurements were taken using the linear ex
trapolation method in order to check on the reproduc
ibility of results.

Table I : Fragmentation Pattern of HNCO
at 70 eV Ionizing Energy

✓—Intensity relative to  m/e 43 according to—s

m/e
This
work R ef a R ef b

45 0.1 0.5 0.10
44 1.8 10 1.56
43 100.0 100.0 100.0
42 21.7 26 22.77
30 1.5 3 2.04
29 13.8 27 17.77
28 6.5 12 4.08
27 2.0 5 3.53
26 2.4 7 3.51
22 0.0 0.02
21.5 1.0 1 1.83
21 0.06 0.21
17 0.08 1 0.09
16 0.4 2 0.94
15 6.9 14 13.49
14 1.2 3 3.35
13.5 0.0 0.03
13 0.08 0.4 0.35
12 1.2 5 4.39

“ See ref 6. b See ref 7. Ionizing energy not stated.

Table II : Mass Spectrometric Appearance Potentials 
of Ions Arising from HNCO

Appearance potentials in eV according to 
Ion This work R ef o

HNCO 12.15 ±  0.05 11.60*
NCO 16.66 <16.1
NO 15.76
HCO 15.76 15.1-15.3
NH 17.26 <17.7

° See ref 8. 6 Determined by photoelectron spectrometry.

The ionization efficiency curve for the HCN fragment 
has an unusually long tail (even for a fragment ion), 
and four determinations of F(H CN +) gave results 
ranging from 13.5 to 14.3 eV with an average of 13.9 eV. 
The inconsistency of the results and the close agreement 
of the average with the known electron impact ioniza
tion potential of HCN14 led us to suspect the presence 
of HCN, formed by pyrolytic decomposition of HNCO 
on the ion source filament. The existence of a similar 
pyrolytic decomposition of N 02 has been established.16

In order to test this hypothesis, a tungsten filament 
was placed in the gliss line between the pinhole leak 
and the ion source, and ionization efficiency (I.E.) 
curves of the m/e 27 species were taken with the fila-

structure charge

1.064 1.210 1.289
b. H-----N----- C-----0

c. same as above

d.

e. same as above 

O

f.
1.330

1.103
— H 

l5°-

binding
multiplicity energy (a.u.)

O 1 -1 ,5 0 4

+1 2 -1 .0 9 4

+1 4 -0 .8 3 7

41 2 -1.21 7

+1 4 -1.014

+1 2 -1.105

+1 2 - 0 .9 5 6

Figure 1. Structures and energies calculated by INDO. All 
structures are planar, and all bond lengths are in Angstroms. 
Structures a, b, and d are the result of an optimization 
procedure to find the geometry of minimum binding energy. 
Energies of structures c, e, f, and g are the result of a single 
calculation of the designated geometry.

ment power on and off. The results show a significant 
difference between the two situations. In addition, 
an I.E. curve of HCN+ from pure HCN was taken. 
Comparison of this curve with the curves of HCN + 
from HNCO clearly showed that neutral HCN was 
being formed prior to ionization and that the amount 
formed was a function of the power applied to the fila
ment upstream of the ion source.

Several attempts to estimate F(H CN + from HNCO) 
indicate a value of approximately 17.5 ±  1 eV; how
ever, this result is not given in Table II because of the 
magnitude of the error limits. Similar difficulties were 
encountered for the C 0 + fragment; furthermore, there 
is reason to believe that the pyrolytic decomposition of 
HNCO produces an appreciable amount of N2 and, 
therefore, no attempt was made to estimate F(CO + 
from HNCO). The I.E. curves for NCO +, N 0 +, 
HCO+, and NH+ show no irregularities and their ap
pearance potentials are reproducible to ±0.15 eV; 
therefore, it is assumed that each of these ions has a 
single origin.

The kinetic energy released in fragmentation pro
cesses was determined for all species whose appearance

(14) J. D . M o rrison  and A . J. C. N icho lson, J . C h em . P h y s ., 20, 1021 
(1952).

(15) (a) J. D . M o rrison , ib id ., 2 2 , 1219 (1954); (b) E . C. G . S tuecke l- 
berg and H . D . S m yth , P h y s .  R ev ., 36, 478 (1939).
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Table m  : Orbital Energy Levels for INDO Structures
-Neutral HNCO- -Linear doublet ion—

-Coordinates, A—
-Cyclic doublet iona-

Atom X  Y Z X  Y Z X Y Z

H 0.748 0.0 -0 .748 0.0 0.0 -1 .064 0.289 0.0 -1 .0 6 8
N 0.0 0.0 0.0 0.0 0.0 0.0 -0 .638 0.0 1.134
C 0.0 0.0 1.250 0.0 0.0 1.210 0.0 0.0 0.0
O 0.0 0.0 2.493 0.0 0.0 2.499 0.669 0.0 1.188

Energy levels,
atomic units a  spin ß spin a  spin ß spin

-1 .5846 -2.0073 -1.9438 -2.4314 -2.3770
-1.4680 -1.8987 -1.8485 -1.5659 -1.5159
-0.8933 -1.3184 -1 .3020 -1.4505 -1 .4397
-0.7861 -1.2356 -1.1970 -1.3402 -1 .1816
-0.7693 -1.2095 -1.0960 -1 .1980 -1.1536
-0.6682 -1 .1297 -1.0876 -1.1185 -1 .0997
-0.4861 -0.9912 -0.9217 -0.9995 -0.9837
-0.4750 -0 .9502 -0.3574 -0.9109 -0.3151

0.1384 -0.2178 -0.2067 -0.2817 -0.2305
0.2137 -0 .1810 -0.1809 -0.1929 -0.1896
0.2562 -0.1797 -0.0789 -0.1332 -0.1234
0.3490 -0.0660 -0.0566 -0.1033 -0 .0800
0.5652 0.1609 0.1713 0.0463 0.0517

Binding
energy -1 .504 -1 .094 -1 .217

a Structure d in Figure 1.

potentials are listed in Table II. The method was 
based on measurement of peak widths in TOF spectra,16 
and yielded a value of kinetic energy released at onset, 
that is, at the appearance potential. The excess ki
netic energy of HCO+ was 0.16 ±  0.03 eV, correspond
ing to a total kinetic energy release of 0.5 ±  0.1 eV for 
the fragmentation process (1); this is in agreement with 
the previously reported value.8

The results of INDO calculations are reported in 
Table III and Figure 1. An iterative procedure was used 
to find the optimum geometries for HNCO ('A '), open 
chain doublet HNCO+, and cyclic doublet HNCO+. 
In addition, calculations were made for open chain 
quartet HNCO+ and cyclic quartet HNCO+. The 
latter calculations were made using the same geometries 
as the respective doublet states, that is, no attempt was 
made to optimize the quartet geometries. Energies for 
several other structures were also calculated, using 
estimated structural parameters and no geometrical 
optimization.

Discussion
The energies, calculated by INDO for neutral HN

CO and open chain doublet HNCO+, can be combined 
to give a value of 11.15 eV for the ionization potential 
of HNCO. The observed (12.15 eV) and calculated 
ionization potentials come into even closer agreement 
when one considers that the electron impact ionization 
is a vertical process, that is, a process occurring without 
change in bond lengths or angles. The open chain ion 
is linear whereas the neutral species has an equilibrium

HNC angle of approximately 130°, hence the ion will 
be formed with vibrational excitation of the HNC bend. 
The extent of this excitation is available from the 
INDO calculations, and is ca. 0.45 eV. Thus, the 
calculated vertical ionization potential is 11.6 eV.

From Figure 1 it is clear that the cyclic ion is consid
erably more stable than the open chain ion, and in view 
of the accuracy of the ionization potential calculation, 
the true energy difference between the open chain and 
cyclic structures is probably quite close to the calculated 
value of 80 kcal. The calculated energy difference of 
160 kcal between the doublet and quartet states of 
the open chain ion is probably less reliable, since the 
width of the effective Franck-Condon region and the 
slope of the upper state curve are unknown. The 
calculated energies for the remaining structures in 
Figure 1 were sufficiently high that these structures 
were eliminated from consideration immediately, with
out calculation of optimum geometry.

The existence of the more stable cyclic structure leads 
us to conclude that the reaction scheme given in Table 
IV is preferable to the mechanism (2), (2a). The cyclic 
ion pathway serves to explain the experimental observa
tions, as follows.

We found, as did previous workers, a comparatively 
large amount of HCO+ in the fragmentation pattern. 
This species can only be formed following extensive 
rearrangement of the open chain structure, and such

(16) J. L . F ra n k lin , P. M . H ie rl, and D . A. W han, J . C hem . P h y s .,  
47, 3148 (1967).
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Table IV : Reaction Scheme for HNCO+ Fragmentation“

HNCO 12'15 eV HNCO+ —  
('A ') (linear)

| ~ 3.4eV

HNCO+ — >-
(cyclic6)

Ion
%

abundance A.P.

NH + 6 .9 1 7 .2 6

NCO + 2 1 .7 1 6 .6 6

CH + 0 .0 8

NO + 1 .5 1 5 .7 6

HCO + 1 3 .8 1 5 .7 6

“ HCN+ and CO+ are not assigned in the reaction scheme 
because their appearance potentials could not be determined 
accurately. See text for discussion. b Structure d in Figure 1.

rearrangements are not observed at low ionizing vol
tages unless there is a lower energy state available in 
the rearranged configuration. On this basis, the 
mechanism (2,) (2a) seems an unlikely source of HCO +.

The transition from open chain to cyclic configuration 
is expected to be slow, since a considerable change in 
structure is involved. If the process is sufficiently 
slow, i.e., on the order of 10-6 sec, metastable peaks 
corresponding to each of the subsequent fragmentation 
processes of the cyclic ion should be observed. Since 
ion rearrangements are known to give rise to metastable 
peaks in mass spectra,* 17 the reaction scheme in Table 
IV can explain the m/e 19.6 metastable peak without 
recourse to a spin-forbidden predissociation. Only 
the m/e 19.6 metastable peak has been reported in the 
mass spectrum of isocyanic acid, and we did not observe 
it, either with the conventional magnetic deflection 
instrument or with the TOF. It was marginally ob
served by Rowland, et al.,s with a conventional in
strument, then confirmed and characterized with the 
more sensitive double focusing instrument and the re
focusing method of Barber and Elliott.18 Since the 
ion abundances of CH+ and NO+ are an order of mag
nitude lower than that of HCO+, it is not surprising 
that the corresponding metastable transitions have 
not been observed.

It is important to note that the relative magnitudes 
of the rate constants for the fragmentation of the linear 
ion and the slower rearrangement to the cyclic ion can
not be determined accurately. The quasiequilibrium 
theory of mass spectra developed by Rosenstock, 
Eyring, and coworkers19 predicts that the lifetimes of 
metastable ions will increase rapidly with increasing 
molecular complexity, but the theory does not work 
well for small molecules. Although Friedman, et 
al.,20 applied the theory successfully to methanol, it 
cannot be expected that quantitative agreement with 
experiment can be achieved for a tetraatomic molecule. 
Qualitatively, the quasiequilibrium theory predicts

that the lifetimes of linear HNCO+ and cyclic HNCO+ 
will be of similar magnitude, although it is expected 
that fragmentation through the cyclic ion pathway will 
be somewhat slower than the linear ion pathway. Fur
thermore, the low intensity of the 19.6 metastable, ob
served by Rowland, et al.,s indicates a relatively short 
lifetime for the metastable parent.

The energies required for two fragmentation processes 
of the cyclic ion can be calculated from tabulated heats 
of formation,21'22 the heat of formation of gaseous 
HNCO,23 the appearance potential of HNCO+, and our 
calculated energy difference between the open chain 
and cyclic structures. The energies thus obtained are 
not exact, since the calculation assumes no stabilization 
or vibrational excitation of the fragments, and we wish 
merely to show that the resulting heats of reaction are 
quite reasonable for the breaking of two bonds. The 
results appear in Table V.

Table V : Thermochemistry of Fragmentation 
Reactions of Cyclic Doublet HNCO +

H N C O + --------------- NO+ PS) +  CH (2n )
AHi(products) = 377 kcal 

AH I = 180 kcal Aff reaction = 197 kcal

— >  HCO+ 02 ) +  N (2D) +  0.5 eV 
Afff°(products) =  379 kcal 
Aff reaction = 199 kcal

“ T. W. Shannon and A. G. Harrison, Can. J. Chem., 39, 1392 
(1961), report AffffHCO) = —0.3 ±  3 kcal. Also, R. I. Reed 
and J. C. D. Brand, Trans. Faraday Soc., 54, 478 (1958), report 
an ionization potential of 9.88 ±  0.05 eV for HCO.

In conclusion, we feel that the slow rearrangement of 
the open chain ion to the more stable cyclic structure 
accounts for the observed features of the mass spectrum 
of isocyanic acid. The INDO calculations provide 
strong support for this mechanism.
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M ethylene Reaction Rates. Quantum  Y ield s in  the D iazom ethane-Propane 

Photolysis System : Effects of Photolysis T im e, Reactant Ratios, and Added Gases

by J erry  A . B e ll

D e p a r tm en t o f  C h em istry , S im m o n s  C ollege , B o s to n , M a ssa ch u se tts  0 2 1 1 5  (.R eceived  J a n u a r y  2 5 , 1 9 7 1 )

P u b lica tio n  costs  a ss is ted  b y  th e  P e t r o le u m  R ese a rch  F u n d

Quantum yields have been measured for the production of the isomeric butanes in the photolysis of diazo
methane-propane mixtures as functions of the C3H8/CH2N2 ratio, total pressure, photolysis time, and added 
competitor gases, CH4, Ns, 02, Ar, and Xe. At C3H8/CH2N2 ratios above about 50, <£(C4H10) = 0.76; at 
lower ratios <£(C4Hio) decreases. Added gases decrease </>(C4Hi0) by reacting with XCH2 and/or causing inter
system crossing to 3CH2. The results are all consistent with the following set of reactions and rate constants 
(cm3 molecule-1 sec-1): CH2N2 +  hv (405 nm) -► XCH2 +  N2, <j> 1 = 1.0 ±  0.4 (1); XCH2 +  C3H8 -*■ C4H10, 
(6.3 ±  1.7) X 10-12 (2); XCH2 +  C3H8-^ 3CH2 +  C3H8, (2.4 ±  1.0) X  10-12 (3); 1CH2 +  CH2N2 C2H4 +
N,, (31 ±  10) X 10-12 (4); XCH2 +  CH4 ^  C2He*, (1.9 ±  0.5) X 10-12 (ref 4); XCH2 +  CH4 3CH2 +
CH4, (1.6 ±  0.5) X 10-12 (ref 4); XCH2 +  N2 3CH2 +  N2, (0.5 ±  0.5) X 10-12; XCH2 +  0 2 3CH2 +
0 2 (or other products), (4.0 ±  1.0) X 10-12; XCH2 +  Ar-> 3CH2 +  Ar, (0.8 ±  0.3) X  10-12; 1CH2 +  Xe -*•
3CH2 +  Xe, (1.8 ±  0.6) X 10-12. The results imply that the yield of 3CH2 in CH2N2-C3H8 systems is due 
to reaction 3. Analysis of the isomeric hexane yields gives the ratio of the reaction rates for 3CH2 +  C3H8 -* 
CH3 +  C3H7 (h) and 3CH2 +  CH2N2-^ C2H4 +  N2 (h); fa/h = 400 ±  100, so 3CH2 is efficiently scavenged 
by CH2N2. T wo reaction pathways are responsible for the isomeric pentane products: secondary *CH2 +  
C4Hi0 reactions and, probably, C2H5-forming reactions followed by C2H6 +  C3H7. Below 100 Torr total 
pressure the dissociation of C4Hi0*, formed initially in reaction 2, adds significantly to the yields of the pen
tanes and hexanes, products associated with the radical reactions following reaction 5. Comparison of these 
results with other studies of CH2 reactions indicates that great care must be taken in assessing relative XCH2 
and 3CH2 yields in the photodissociation of their precursors and the contributions of XCH2 and 3CH2 reactions 
to overall product yields.

Introduction

Following the initial work of Frey and Kistiakowsky,1 
a number of other workers have studied systems in 
which they assume free methylene is produced in the 
presence of propane.2 There appears to be substantial 
agreement among the various workers upon certain 
points: singlet methylene, 1CH2, inserts into the car
bon-hydrogen bonds, favoring a secondary bond by a 
factor of 1.20 per bond; intersystem crossing from 
singlet to triplet methylene, 3CH2, can be collisionally 
induced; 3CH2 abstracts hydrogen atoms to form 
methyl and propyl radicals, favoring secondary ab
straction by a factor between 12 and 20; 3CH2 is much 
less reactive than XCH2; both XCH2 and 3CH2 are pro
duced (in varying ratios) by dissociation of photolyt- 
ically excited precursors. There is still, however, 
some question as to whether or not triplet methylene 
inserts into carbon-hydrogen bonds and about the 
details of the formation of minor products, for example, 
the C5 hydrocarbons.2d’E’3

This work on the diazomethane-propane system was 
begun to study some of these minor reactions. The 
serendipitous discovery that diazomethane was stable 
for relatively long periods (a few hours) in reaction 
vessels “ seasoned”  with diazirine led to an extensive 
investigation. The present analysis of the effects of

photolysis time, reactant ratios, and added gases on 
the quantum yields, combined with other recent re
sults, 2b,e’4 gives a detailed picture of the reaction mecha
nism and may serve to caution those of us trying to 
assess the relative yields of XCH2 and 3CH2 from the 
photodissociation of its precursors.

Experimental Section
Materials. Fresh diazomethane (DM) was synthe

sized each day by mixing in vacuo about 1 g of N- 
methyl-iV-nitroso-p-toluenesulfonamide, Eastman, with 
about 5 ml of degassed propylene glycol containing 4 
or 5 KOH pellets. The product was trapped at —195°

(1) H . M . F rey  and G. B . K is tiakow sky , J . A m e r .  C h em . S oc ., 79, 
6373 (1957).
(2) T h is  is a leading, n o t an exhaustive, reference l is t  o f w o rk  to  be 
referred to  la te r in  the paper: (a) G. Z. W h itte n  and B . S. R abino- 
v itch , J . P h y s . C h em ., 69, 4348 (1965); (b) M . L. H a lbe rs tad t and 
J. R . M cN esby, J . A m e r . C h em . S oc ., 89, 3417 (1967); (c) S -Y . H o 
and W . A . Noyes, J r., ib id ., 89, 5091 (1967) ; (d) D . F . R in g  and
B . S. R ab in ov itch , C a n . J .  C h em ., 46 , 2435 (1968); (e) T . W . E der
and R . W . C arr, J r., J . C h em . P h y s ., 53, 2258 (1970) ; (f) A . K . 
D h in g ra  and R . D . K oob , J . P h y s . C h em ., 74, 4490 (1970); (g)
C. J. M itsche le , P h .D . Thesis, U n iv e rs ity  o f C a lifo rn ia , R iverside, 
C a lif., 1967.
(3) (a) D . C. M ontagne and F . S. R ow land, J . P h y s . C h em ., 72, 
3705 (1968) ; (b) T . W . E der and R . W . C arr, J r., ib id ., 73, 2074
(1969) .
(4) W . B raun, A . M . Bass, and M . P illin g , J .  C h em . P h y s ., 52, 5131
(1970) .
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(liquid nitrogen), twice distilled from —80° (Dry Ice- 
trichloroethylene) to —195°, and held at —195° until 
use. Propane (Pr), Matheson instrument grade con
taining about 0.017% ethane and a slightly larger 
amount of propylene (indeterminate by our analytical 
techniques), and xenon, Matheson research grade con
taining no detectable hydrocarbon impurities, were put 
through several freeze-pump-thaw cycles to remove 
more volatile gases (0 2). Oxygen, Linde industrial 
grade, methane, Matheson research grade, and Mathe
son counting gas mixture P-10, 0.10 methane and 0.90 
argon, were used directly from their cylinders.

Photolysis Procedure. All photolyses were carried 
out in 42.5-ml cylindrical, detachable quartz cells with 
greaseless stopcocks. One cell was used for most of the 
results reported here, in order to keep all optical parts 
of the system as constant as possible. This cell had 
about 7 Torr of diazirine, the cyclic isomer of DM, 
stored in it for 6 months prior to its use in these experi
ments. Under the conditions of the experiments re
ported here, cells without such pretreatment gave 
erratic and useless results ascribable to rapid, nonpho- 
tolytic decomposition of DM. (Two months storage 
of diazirine followed by addition of propane and pho
tolysis of the diazirine at 320 nm for 1 hr produced the 
same conditioning effect. No shorter storage times 
were tried. Attempts to produce the same “ poisoning” 
by using DM — 100-Torr portions renewed every few 
hours—failed.)

The sample cell was filled on the conventional high- 
vacuum system used for DM synthesis and storage. 
To begin each experiment, the DM  storage trap was 
warmed to —80° and pumped briefly; the appropriate 
pressure of DM, measured on a mercury manometer, 
was allowed to fill a small volume and expand into the 
evacuated photolysis cell to give the desired initial 
amount. Other reactant gases were then expanded 
into the cell and the final total pressure in the cell 
measured with a mercury manometer after each addi
tion. Mixing was assumed to take place as the expand
ing gas rushed into the cell; the order of addition of 
reactants (other than DM  which could not be tested) 
made no detectable differences in results.

The photolysis lamp was a 200-W PEK super-high- 
pressure mercury arc powered by a direct current sup
ply. The light was passed through a Bausch and Lomb 
high-intensity monochromator, catalog no. 33-86-01 
(entrance and exit slits, 3.3 and 2.0 mm; band pass,
6.6 nm), set at 405 nm and focused axially at the center 
of the photolysis cell. A selenium photocell and micro
ammeter were used to monitor the light beam emerging 
from the cell to be sure the intensity remained constant 
within 5% during and between runs. Light fluxes were 
measured by ferrioxalate actinometry.6 In only a 
few cases were reactions carried beyond 20% depletion 
of the initial D M ; 10-15% was more typical. No 
more than 2%  of the Pr ever reacted, so its concentra

tion was effectively constant for all runs. The light 
distribution was not uniform throughout the cell, but, 
due to the slit and cell geometries and focusing char
acteristics of the lens, probably was about twice as in
tense (per unit cross sectional area) on the axis in the 
center of the cell as at either end. Since almost no 
light is absorbed in the cell, less than 0.4% (Torr of 
D M )-1, the nonuniform distribution probably does not 
lead to any severe mixing effects.

Analyses. All product analyses were done with a 
!/„ in. X 5 ft gas chromatographic column of 20% 
SF-96 on Chromosorb, nm at 0° with N2 carrier gas, 
and a flame ionization detector and electrometer, 
Yarian Aerograph Model 1200. The inlet system, 
stainless steel, Kovar, Teflon, and glass, caused the 
complete decomposition of the DM  left in the product 
mixture to C2H4 and very small amounts of the C4H io 
isomers. The product yields and ratios from this de
composition were quite reproducible. Analyses of 
unphotolyzed blank runs for all sets of reaction condi
tions were used to correct the observed C4Hi0 product 
yields for this extraneous source. Unfortunately, the 
large amount of C2H4 thus formed made it impossible 
reproducibly to determine the relatively small yields of 
CH4, C2H4, and C2H6 from the photolysis. The chro
matograph output was calibrated for almost all the iden
tifiable products; those not calibrated directly were 
assumed to have the same sensitivity as their isomers. 
Calibrations were made with mixtures that reproduced 
typical reactant mixtures as nearly as possible, since 
the large excess of Pr in all product mixtures altered the 
detector response. The response was also slightly de
pendent on the total pressure of sample injected, so all 
data were empirically corrected to the same injection 
conditions. Analyses were done at least in duplicate 
for all runs. Absolute yields and ratios are estimated 
to be good to ± 5 % . Yields of C5 compounds, which 
are formed in small amounts and elute soon enough 
after Pr to make their analysis on its tail very imprecise, 
and n-hexane, n-H, which is formed in very small 
amounts, are known less precisely, only to within 
±20% .

Results
The major products of the reaction under all condi

tions were n-butane (n-B) and isobutane (i-B). CH4 
and C2H6, which were not quantitatively determined, 
were formed in much smaller amounts. C2H4 was 
formed in moderate amount at low initial [Pr]/[D M ]0 
ratios, but also could not be determined quantitatively. 
Other products, never present in toto in amounts greater 
than about 10% of the total C4H i0 product, were 2,3- 
dimethylbutane (2,3D MB), 2-methylpentane (2MP), 
n-hexane (n-H), C4H8 (isobutene and/or butene-1,

(5) J. G. C a lve rt and J . N . P itts , Jr., “ P h o to chem is try ,”  W ile y , 
N ew  Y o rk , N . Y ., 1966, pp 783-786.
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Table I : Yield Ratios in the DM-Pr System*

[DM]), jR(2,3DMB)6»c R( 2MP)6'c ÄCCiH,)6 Ä(P1)6 Ä(4MPiy
Torr [Pr]/[DM]o Ä(i-B)“ X 102 X 10» X 102 X 102 X 102

1.8 29 0.44 0.9 0.6 3.4 0.9 2.0
1.8 56 0.46 1.2 0.6 1.8 0.4 1.5
1.8 105 0.47 2.1 1.2 0.5 0.1 1.0
1.8* 152 0.48 2.1 1.0 0.5
1.8* 345 0.49 2.3 1.1

3.3 9.1 0.42 0.5 0.4 7.2 2.0 1.9
3.3 53 0.46 1.1 0.6 1.6 0.3 1.2

10 5.0 0.42 0.2i 0.18 7.0 1.8 1.3
10 8.8 0.43 0.30 0 . 2 5 4.5 1.4 1.1
20 5.0 0.42 0.11 0.09 5.5 1.6 1.0
19 8.6 0.43 0.18 0.16 4.5 1.3 1.1

“ Values are ±0.01. 6 Values are ±20%  except for R ’ s  less than 1 X 10-2 where the error increases to about ±50% . c Averages
for runs of 20 min or less. These yields are time dependent, Figure 5, but not enough data are available for all runs to extrapolate to 
zero time, so averages are used in all cases. d Results of a single run. e A blank space indicates the yield was not detectable.

which were not separated by our technique), isopentane 
(fi-P), n-pentane (n-P), pentene-1 (PI), 4-methylpen- 
tene-1 (4MP1), and two unidentified, very minor, 
products that eluted between 2MP and n-H. In the 
longest runs a small amount of neopentane and traces 
of cyclopropane and 2-methylbutene-2 were also de
tected. All product yields are given as a ratio to 
[n-B], the yield of n -B, and labeled /¿(product.) for 
ease in writing, e.g., R (¿-B) =  [z-B]/[n-B],

DM-Pr: Butanes. In the pure D M -Pr system 
with [Pr]/[D M ]0 = 5 to 10, R(i-B) = 0.43 ±  0.01. 
Figure 1 shows that this product yield ratio is invariant 
with photolysis time as [n-B] is monotonically increas
ing; about 50% of [DM]0 has been reacted at the long
est time shown. Similar results in relation to time are 
obtained for all the D M -Pr systems; S(f-B) does in
crease slightly, Table I, as [Pr]/[D M ]0 increases. 
Addition of small amounts of 0 2, less than 0.1 [Pr], 
gives R(i-B) = 0.42 ±  0.01 in all cases and also elimi
nates all products except the butanes and pentanes 
(see below). The effect of the 0 2 is presumably to 
intercept 3CH2, or the radical products of its reac
tions,26'6 leaving only the products of ‘CFh insertion 
reactions. The 0 2 addition has no effect on [n-B], 
within analytical error. Assuming that the ratio of 
butanes formed as a result of 3CH2 abstraction-recom
bination reactions (see mechanism below) in these sys
tems is 4,2c we can calculate the fraction of the ob
served [n-B] that would result from the 1CH2 reaction 
in the above systems. In all cases more than 98% of 
the [n-B] arises from ‘0112 reaction. In the DM -Pr 
systems, therefore, all [n-B] was assumed to be the 
result of 1CH2 insertion. In systems where 3CH2 reac
tions contributed significantly to [n-B], the yield due to 
1CH2 reaction was calculated as above. The [f-B] 
formed by 'GIF insertion was taken to be 0.42[n-B] 
in these cases.

Figure 1. n-B yield, •, and yield ratios, R{i-B), O; 
R(2,3DMB), V; and R(2MP), A, as a function of 405 nm 
photolysis time for 10 Torr of DM with 88 Torr of Pr.

Figure 2 shows that [n-B]/[D M ]0 is a linear function 
of photolysis time for short times, fie., low conversions 
of DM. A large amount of data from other series at 
different [Pr]/[D M ]0 and total pressures has been 
omitted from this plot in order to simplify it; the results 
are the same in all cases, a linear initial increase in 
[n-B]/[D M ]0. With these initial rates of formation, 
the total photon flux through the cell (3.32 X 1016 
photon sec“ 1), and the amount of light absorbed per 
Torr DM  initially present (with a decadic absorptivity 
= 3 1. mol-1 cm“ 1 for DM at 405 nm7), the quantum 
yield for formation of the C4H10 from ’ChF may be cal
culated; <KC4Hio) =  0.59 ±  0.12 when [Pr]/[DM ]„

(6) (a) R . L . Russell and F . S. R ow land, J . A m e r . C h em . S o c ., 90, 
1671 (1968); (b) F . S. R ow land, C . M c K n ig h t, and E . K .  C. Lee 
B e r .  B u n s en g es . P h y s .  C h em ., 72, 236 (1968).
(7) R . K .  B r in to n  and D . H . V o lm an, J .  C h em . P h y s ., 19, 1394 
(1951).
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Photolysis Time , Minutes

Figure 2. n-B yields as a function of 405 nm photolysis time: 
10 Torr of DM, 88 Torr of Pr, O; 1.8 Torr of DM, 101 Torr of 
Pr, ♦; and 1.8 Torr of DM, 191 Torr of Pr, •.

= 8.8 and ^(CiHio) =  0.76 ±  0.15 when [Pr]/[D M ]0 
>  50. The large error estimate arises mainly from the 
estimated uncertainty in the absorptivity of DM, not 
from scatter in the experimental data. At intermediate 
values of [Pr]:[D M ]0, intermediate <t>’s are obtained, 
but the experimental scatter is too large to tell exactly 
when the limit 0.76 is reached, although it is possible 
that a ratio of 30 is sufficient.

DM-Pr: Pentanes. Figure 3 shows that R(i-P) 
and R(n-P) increase linearly with photolysis time for 
[Pr]/[D M ]0 = 8.8 and total pressure about 100 Torr, 
and that extrapolation back to zero time yields finite 
intercepts. Addition of 0 2 reduces the relative pentane 
yields substantially, but they again show an increase 
with photolysis time that may be extrapolated back to 
zero intercept at zero time. The rates of increase with 
time appear to be the same, within the considerable 
experimental error of these analyses, with or without 
0 2.

Figure 4 shows that R(i-P) behaves similarly for all 
[Pr]/[D M ]0 ratios as a function of photolysis time in 
systems with a total pressure of 100 Torr or greater. 
All other factors being equal, however, when the total 
pressure of the system is reduced below 100 Torr, 
R(i-P) increases. Since the slope of the time depen
dence appears to be about the same at all total pressures, 
the increase must reflect a change in the mechanistic 
factor that gives rise to the nonzero intercept at zero 
time. The butane yields in these lower pressure series 
are those expected on the basis of the [Pr]/[D M ]0 
ratios and Figure 2.

DM-Pr: Hexanes. Figure 1 shows 72(2,3DMB) 
and 72(2MP) as functions of photolysis time for [Pr]/ 
[DM ]0 = 8.8 at a total pressure of about 100 Torr. 
72(n-H) is not shown because its small yield and the 
large scatter in the analyses make interpretation im-

Photolysis T im e ,  Minutes

Figure 3. C5H12 yield ratios as a function of 405 nm photolysis 
time and added 0 2, less than 0.1 [Pr], for 10 Torr of DM with 88 
Torr of Pr: R(i-P), ♦,£>, and li(ra-P), #,0, Open symbols are 
runs with added 0 2.

Figure 4. Yield ratios for i-P as a function of 405 nm 
photolysis time and mixture composition: 10 Torr of DM,
88 Torr of Pr, 0 ; 3.3 Torr of DM, 30 Torr of Pr, V; 1.8 Torr 
of DM, 52 Torr of Pr, □; 1.8 Torr of DM, 101 Torr of Pr, ♦; 
and 1.8 Torr of DM, 191 Torr of Pr, <). The line is the R(i-P) 
line from Figure 3 without added 0 2.

possible. At relatively short photolysis times the 
yield ratios for the isomeric hexanes remain constant, 
but as the time increases and a substantial fraction of 
DM  is depleted, the ratios increase somewhat. Figure 
5 illustrates the striking increase in this trend as [Pr]/ 
[DM ]0 increases. Also we see that the initial values of 
72(2,3DMB) increase as [Pr]/[D M ]0 increases; a plot, 
Figure 6, of 72(2,3DMB)0 (extrapolated to zero time) 
vs. [Pr ] / [DM ]0 is linear. The points at total pressure 
below 100 Torr are neglected, because they again show 
larger yields relative to the [Pr]/[D M ]0 ratios. The 
addition of small amounts of 0 2 eliminates all traces of

The Journal o f Physical Chemistry, Vol. 75, No. 10, 1971



Methylene Reaction Rates 1541

2.5

2.0

O
x  1.5 
m 
S  Q

(C

0.5

0

Figure 5. Yield ratios for 2,3DMB as a function of 405 nm 
photolysis time and mixture composition: 20 Torr of DM, 100 
Torr of Pr, A; 10 Torr of DM, 88 Torr of Pr, O; 3.3 Torr of 
DM, 30 Torr of Pr, ▼; 1.8 Torr of DM, 52 Torr of Pr, □; 1.8 
Torr of DM, 101 Torr of Pr, ♦; and 1.8 Torr of DM, 191 Torr 
of Pr, 0 . Dotted curves are the smooth extrapolations to zero 
photolysis time used in Figure 6.
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Figure 6. Yield ratios for 2,3DMB extrapolated to zero 405 
nm photolysis time as a function of mixture composition. 
Symbols correspond to those in Figure 5. The points that lie 
above the line are for runs at a total pressure 
less than 100 Torr.

the isomeric hexanes, and we can conclude that they 
are formed by radical and/or 3CH2 reactions. At 
pressures below about 100 Torr these radical and/or 
3CH2 reactions must be enhanced by some mechanism. 
The same mechanism is probably responsible for the 
similar increases in R(C6H12) ’s at lower total pressures.

Olefin Products. Table I presents product yield 
ratios for the three olefins formed in highest yield: 
C,[H8 (isobutene and/or butene-1), P l,and4M P l (iden
tified only by retention time and analogy with other 
work2d). Addition of small amounts of 0 2 eliminates 
all olefins. Yield ratios for olefin formation were some
what erratic, so averages for runs with photolysis times 
less than 20 min were used in Table I. At long photol

ysis times there is an apparent increase (10-20%) in the 
olefin yield ratios, but this may be an artifact resulting 
from the falloff of [n-B] at long times. As [Pr]/[D M ]0 
is increased the yield of olefins decreases markedly; at 
ratios above about 200 they are no longer formed in 
detectable amounts. At pressures below about 100 
Torr, there is again, as with the pentanes and hexanes, 
an increase in olefin yield ratios. There is some evi
dence from those [Pr]/[D M ]0 series done at about 100 
Torr and also at higher pressures that even at 100 Torr 
there may be slightly larger yield ratios than are ex
pected. Unfortunately the analytical errors are too 
large to make an unequivocal assessment.

DM-Pr-Other Gases. Since at [Pr]/[D M ]0 >  50, 
0 (C4H10) is constant and attributable to 1CH2, it seemed 
reasonable to add other gases to the D M -Pr system as 
competitors with Pr for 1CH2 and hence to determine 
relative rates of !CH2 reactions. CH4, Xe, and 0 2 
were studied in this way by adding them in increasing 
amounts to the system [DM]0 = 1.8 Torr, [Pr] = 
100 Torr. [n-B]/[n-B ] m , the ratio of [n-B] with no 
added gas to that with added gas, M, is shown in Figure 
7 for 20-min photolyses as a function of [M ] /  [Pr ].

Table II gives R(z'-B) and yields, F(products), for the 
hydrocarbons formed in largest amounts in the D M - 
Pr-Xe system. In this series there is an increase in 
3CH2 contribution to the C4H10 yields, reflected in the 
increasing R(i-B) with increasing [Xe]/[Pr], Using 
the assumptions cited previously, we can compute that 
the 3CH2 reaction has contributed about 6% of the 
[n-B] at the highest [Xe]/[Pr] used. This amount, 
and the corresponding corrections for other runs, was 
subtracted from the observed yield before Figure 7 
was plotted in order that the [n-B] presented there 
should be wholly the result of 1CH2 reactions.

For these competitive systems absolute yields (or 
quantities proportional thereto) are more meaningful 
than ratios to [ t i - B ] m ,  which is reduced due to the com
petition. The values in Table II are F(product) =  
2?(product) ([n-B]ii/[n-B]). The yields of 2,3DMB 
(perhaps 2MP, but the results are ambiguous), C4H8, 
and 4MP1 increase as [Xe]/[Pr] is increased. Within 
the experimental error of these analyses the yields of 
i-P and PI appear unaffected by the addition of Xe.

The CH4 series, Table II, presents different problems. 
More than half the reactions of [Cih  with CH4 lead to 
the formation of C2H6*, much of which dissociates be
fore collisional stabilization to yield CH3,4'8 upsetting 
the relative concentrations of radicals characteristic of 
3CH2 reactions with Pr. More of the propyl radicals 
combine with the increased CH3, yielding more C4H10 
by non-'CH2 reactions and reducing propyl-propyl 
reactions and, hence, the isomeric hexane yields, as 
Table II indicates. The ratio of isomeric C4H i0’s thus

(8) J. A . B e ll and G . B . K is tiakow sky , J . A m e r . C hem . S oc., 84, 
3417 (1962).
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Table II: Yield Ratios and Yields for the Systems [Pr]/[DM]o = 55 with Added Gases“

M [M]/[Pr] RO'-B)
Y (i-F )b’e 
X KR

F(2,3DMB)&,C 
X 102

Y(2MP)&,C 
X 102

YCCiHs)6-' 
X 102

Y (P l)b’d 
X 102

Y(4MP1) 
X 102

Xe 0 0.46 1.0 1.6 1.0

00T-4 0.4 1.5
1.00 0.51 1.0 2.0 0.9 3.2 0.5 2.4
1.56 0.52 0.9 2.5 1.2 3.2 0.4 2.7
1.98 0.56 1.1 2.5 1.3 4.0 0.7 3.0
3.20 0.57 1.0 2.5 1.1 4.3 0.5 3.3

c h 4 0 0.46 1.0 1.6 1.0 1.8 0.4 1.5
1.02 0.53 0.9 1.1 0.5 2.6 0.3 1.1
1.91 0.56 0.8 1.1 0.4 2.1 0.3 0.8
2.97 0.59 0.7 0.9 0.4 1.8 Trace 0.6

Ar +  CH4e 3.08 0.51 1.0 1.4 1.1 2.1 1.5

n 2 0f 0.42 1.5 0.5 0.4 7.2 2.0 2.0
0° 0.43 1.0 0.3 0.3 4.5 1.4 1.1

10. Qh 0.44 0.8 0.5 0.2 12.2 1.3 2.6

“ [DM]» = 1.8 Torr; 20-min photolyses at 405 nm. b Yields, F, are corrected values Y = R0bsd([ra-B] m/D-B] ), as explained in the 
text. c Values are ±20% . d Values are ±50% . 6 0.10 CH4; 0.90 Ar. 1 [Pr]/[DM ]0 = 8.9; [DM]„ = 3.3 Torr. 0 [Pr]/[DM ]0 =
8.8; [DM], = 10 Torr. h [Pr]/[DM]„ = 9.0; [DM]» = 3.3 Torr.

formed will still, however, reflect the ratio of relative 
rates of 3CH2 attack on primary and secondary bonds, 
so the technique for correcting observed [n-B] for 
3CH2-reaction contributions should be valid; at [CH4]/ 
[Pr] = 3, the correction (reduction) is only 5%. Not 
only isomeric hexanes, but f-P, PI, and 4MP1 also 
decrease in yield as [CH4]/[Pr] increases, although the 
change is not large for i-P and may not be a real effect. 
In a blank photolysis run, D M -CH 4 (no Pr), at a total 
pressure of 200 Torr, the major analyzable product was 
C4H8 (Ci’s and C2’s not analyzable). The yield was 
about 5 times the [C4H8] in the D M -Pr-C H 4 system, 
total pressure 200 Torr, with [Pr]/[CH4] =  1. [R-
(C4H8) ~  11, but all the n-B could be attributed to 
DM  decomposition in the gas chromatographic inlet 
system.] The rapid rate of CH3 and 8CH2 formation 
in the D M -C H 4 system4 combined with their low reac
tivity toward CH4 probably means that reactions with 
DM  and, perhaps, radical-3CH2 reactions9-10 account 
for the enhanced yield of C4H8. Time dependence 
studies on the [CH4]/[Pr] =  1 system were carried 
out to test whether rapid depletion of [DM] by such 
side reactions might cause lower yields of C4Hi0 that 
would lead to spurious values of [n-B]/[n-B]m- The 
falloff in [n-B]/[D M ]0 in these runs exactly parallels 
that in the pure systems, so no significant amount of 
DM  is being destroyed by the side reactions.

For the D M -P r-0 2 series the only detectable prod
ucts were C2H4, i-B, n-B, and traces of i-P.

One run was done using a counting-gas mixture of 
CH4 and Ar as the additive at a pressure of 313 Torr. 
The mixture contained 31 Torr of CH4 and 282 Torr of 
Ar, and had the same effect on [?i-B ]m as the addition 
of 100 Torr of CH4. Thus we can estimate that 69 
Torr of CH4 is as effective as 282 Torr of Ar in competi

tion with Pr for 1CH2 or that the rate of the CH4 reac
tion^) is 4.1 times that of the Ar reaction.

The results of a single experiment done with 329 
Torr of N2 added to 3.4 Torr of DM  and 30.2 Torr of Pr 
are given in Table II. As a comparison, the yields for 
both a low and high pressure system with [Pr]/ 
[DM ]0 =  9 are also given. The changes observed with 
addition of N2 compared to the higher pressure D M -Pr 
system are qualitatively similar to those in the D M - 
Pr-Xe system. For this run with [N2]/[Pr] =  10.9, 
[w -B]/[n-B]M  = 1-45.
Discussion

Mechanism. A reaction mechanism consistent with
previous work as well as this study is

CH2N2 ‘CH, +  N2 (la)

CH2N2 3CH2 +  N2 (lb)

+  C3H8 n-C4H10 (2a)

'CH, +  C3H8 z'-C4Hio (2b)

1CH2 +  C3H8 —^  3CH2 +  C3H8 (3)

'CH, +  CH2N2 C2H4 +  N2 (4)

3CH2 +  C3H8 CH3 +  n-C3H7 (5a)

3CH2 +  C3H8 CH3 +  f-C3H7 (5b)

3CH2 +  CH2N2 C2H4 +  N2 (6)

(9) P . S. T . Lee, R . L . Russell, and F . S. R ow land, C h em . C o m m u n ., 
18 (1970).
(10) H. M . F rey  and R . W alsh, J . C h em . S o c ., 2115 (1970).
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2CH3 - X  C2H6 (7)

CH3 -]- W.-C3H7 — *■ n-C4H10 (8a)

CH3 +  f-C3H7 - X  f-C4H10 (8b)

2n-C3H7 C6H14 (n-H) (9a)

n-C3H7 +  f-C3H7 C6H14 (2MP) (9b)

2f-C3H7 C6H14 (2,3DMB) (9c)

4CH2 +  M  ^  3CH2 +  M (10a)
k 10b

1CH2 -(- M  — > other products (10b)
kn

3CH2 +  0 2 — > other products (ID

7a is the absorbed light intensity per unit concentra
tion of DM per unit time and cf>1 and <f>3 are, respec
tively, the quantum yields for TTU and 3CH2 produc
tion in the initial photodissociation.

The steady state concentration of 'CIU is

[‘CH,]. ____________ 7.^1 [DM]____________
(fc2 +  A*)[Pr] +  [DM] +  kio [M ]

(12)

The yield of n-B is unaffected by the addition of small 
amounts of 0 2, less than 0.1 [Pr], but all radical recom
bination products, reactions 7 and 9, are eliminated; 
R(i-B) is constant, 0.42, under these conditions. Thus, 
the contribution of reaction 5a, followed by 8a, to the 
[n-B], in the absence of M, is negligible, and we have

d[n-B]/df =  M 'C H sU P r ]

à[n-B]/àt = _______ Wa</»i[Pr]_______ , .
[DM] ~  (jfc* +  k3) [Pr] +  ki[DM ] 1 ’

The slopes, X, of the lines in Figure 2 are equal to 
(d [n-B ]/di)/  [DM ]0 ; for two different sets of reaction 
conditions we can write

Xa =  ([Pr]/[D M ]0)A{ (fc2 +  fc,)([Pr]/[DM ]0)B +  fc,}
XB ([Pr]/[D M  ]„)Bj (k2 +  fc3)([P r]/[D M ]0)A +  kt\

(14)

We can choose for condition (A), [Pr]/[D M ]0 =  8.8, 
but condition (B) is a problem, since the higher slope 
in Figure 2 is a limit that may be reached when [Pr]/ 
[DM]0 ~  30. Using (14) with XA/XB =  0.77 and 
([P r]/[D M ]0)B = 30 gives (k2 +  /c3)/fc4 =  0.25; with 
([P r]/[D M ]0)B =  50, the rate constant ratio = 0.30. 
Thus the reactions of 1CH2 with DM are about 3 to 
4 times as fast as with Pr. At [Pr]/[DM ] >  50, at 
least 94% of all 1CH2 reacts with Pr, so (12) may be 
written approximately as

[1CH2]ss
[DM]

(h  +  k3) [Pr]
(12a)

and under these initial conditions, eq 13 reduces to

d[w-B]/d£ _
[DM]0 k2 -f- fc3 (13a)

Since [C4Hio] =  1.42[n-B] and k2 = 1.42/c2a, we have

d[C4H10]/d<
[DM]»/, 4>(C4H10) k2(f>i

k2 -f- k3 =  0,76 (15)

The ratio k2/(k2 +  k3) may be estimated from in
formation available in the literature. For reactions 
10a and 10b with M = CH4, Braun, et ah,4 have 
measured fc10a =  (1.6 ±  0.5) X 10-12 and fciob = 
(1.9 ±  0.5) X 10-12 cm3 molecule-1 sec-1, where 
reaction 10b refers to

+  CH4 — C2H6*

(C2H6* may either be collisionally stabilized or dis
sociate to give 2CH3.) The ratios k2a/k10h = 2.33 and 
k2b/k10b = 1-00 were derived by Halberstadt and 
McNesby.2b Thus fc2 =  fc2a +  k2h = (2.33 +  1.00)- 
(1.9 X 10-12) =  (6.3 ±  1.7) X 10-12 cm3 molecule-1 
sec-1. Carr has suggested that the rate constants for 
the intersystem crossing reactions 3 and 10a are approxi
mately proportional to the polarizabilities of the 1CH2 
collision partners.26 In the range of polarizabilities for 
CH4, a =  27 X 10-26 cm3, and Pr, 63 X 10-26 cm3, 
his intersystem crossing rate constants increase about 
a factor of 2 for a threefold change in polarizability. 
(Relative rather than absolute values are cited here, 
because our absolute values do not agree with Carr’s.) 
Thus we can estimate that k3 = (2/3) (63/27)/c10a = 
(1.5)(1.6 X 10-12) =  (2.4 ±  1.0) X 10-12 cm3 mole
cule-1 sec-1 and k2/(k2 +  k3) =  6.3/(6.3 +  2.4) = 
0.73 ±  0.20. Comparison with (15) indicates that 
<j>i =  1.0 ±  0.4; we shall assume that 4>i is unity in 
further data analyses.

Further evidence, but not unequivocal proof, of the 
validity of the assumptions made to obtain k2 and k3 is 
obtained from the competitive reaction systems, D M - 
Pr-M . The mechanism predicts that [re-B]M/[DM ]o 
for competitive systems, [Pr]/[D M ]0 >  50, will be 
related to [n-B ] /  [DM ]0, their pure counterparts, under 
constant, short-photolysis-time conditions, by the 
equation

[n-B]/[DM ], =  fcio [M]
[n-B]M/[D M  ]0 k2 +  k3 [Pr]  ̂ ;

where both [n-B]’s represent the yields due to reaction 
2a. Figure 7 shows the straight-line relationships ob
tained and Table III gives values for k10/(k2 +  k3) 
derived from the slopes of the lines. The rate con
stant ratio for CH4, 0.37 ±  0.08, is4 (fci0a +  fci0b)/(fc2 +  
k3) and, using the rate constants above, we calculate 
this ratio to be 0.40 ±  0.16, in excellent agreement with 
the measured value.

This agreement gives us confidence in the conclusion
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Table III : Rate Constant Ratios Determined 
or Assumed in This Study

Ratio Value Notes

fa/(fa 4“ fa) 0.76 ± 0 .1 5 Assumes <f> 1 =  1
0.73 ±  0.20 Assumes absolute values 

for k’s; see text
h/(k2 +  k3) 0.39 ±  0.10 From [n-B]/[DM ], falloff

0 .2 8 ±  0.10 Assumes absolute values 
for k’s

k2a/kib 2.33 Reference 2b
ki/(k2 +  k3) 3.6 ± 0 .6 From relative [n-B] at dif

ferent [Pr]/[DM ]0
M X e )/( fe  +  k3) 0.21 ±  0.06 Figure 7
M  CH4)/(fe +  k3) 0.37 ±  0.08 Figure 7

0.40 ±  0.16 Assumes absolute values 
for k’s

ki^Ot) / (k2 +  k3) 0.46 ±  0.09 Figure 7
kit>(J$2) / {ki +  k3) 0.06 ±  0.06 See text
fc10(Ar)/(fe +  h ) 0.09 ±  0.03 Ar is 1/ i  as effective as 

CH4; see text
ks/ks (4.0 ±  1.9) 

X 102
From 2,3DMB yields

Comparisons with Other Work
M A r )/M C H 4) 0.25 ±  0.05 This work

0.18 Ratio of absolute rate con
stants measured by 
Braun, et al., ref 4

fcio(Xe)/fe 0.29 This work
0.047 Carr, ref 2e“

fao(02)/fa 0.63 This work
0.46 Carr, ref 2ea

fao(N2)/fa 0.08 This work
0.048 Carr, ref 2ea

fao(Ar)/Ai2 0.12 This work
0.030 Carr, ref 2e°

0.024, 0.033 Koob, ref 2f6

° Ketene photolyzed at 313 nm. The data analysis used 
assumes k3 = k10. b Vacuum ultraviolet photolysis of Pr at 
123.6 and 147 nm. The figures given assume that the quantum 
yield for CPU production is unity for 'CER. &io(Ar)/(fe +  k3) 
is obtained directly and is 0.014 and 0.013 at the two wave
lengths investigated.

that the photodissociation of DM yields 1CH2, with a 
quantum yield of unity, which, at [Pr]/[D M ]0 >  50, 
all reacts with Pr either to form C4Hi0 (70-80% of total 
CH2) or to be deactivated to 3CH2 (20-30% of total 
CH2.) At lower [Pr]/[D M ]0, reaction 4 with fc4 = 
(3.6 ±  0.5) (k2 ±  fc3) =  (3.1 ±  1.0) X 10-11 cm3 mole
cule-1 sec-1 has to be taken into account. Assuming 
<ipi — 1, we can use eq 12, revised to include all butanes, 
to calculate 0(Q4Hlo) = 0.55 ±  0.20 for [Pr]/[D M ]0 
=  8.8, which agrees very well with the experimental 
value 0.59 ±  0.12.

To explain why the butane yield is not a function of 
[Pr]/[D M ]0 for ratios from 50 to 345, we must assume 
that reaction 6 is much faster than reaction 5, so that 
almost all the 3CH2 is removed by reaction with DM. 
The data for C6H14 yields confirm this assumption and

Figure 7. Relative n-B yields as a function of added 
competitor gases for 20 min, 405 nm photolyses of 1.8 Torr 
of DM with 100 Torr of Pr: Xe, O; CH4, • ; 0 2, A.

provide an estimate for ke/k5. For pure D M -Pr sys
tems the above mechanism predicts

[3CH2]S3
Zad>3 [DM ] +  k3pCH2],3[Pr] 

fc6[Pr] +  fee [DM]

h i1 CHsUPr] 
fce [DM]

[3CH2]S9 = fc3[Pr] 
[»CH 2].s h[DM]

(17)

where we have assumed fc6[DM] »  [Pr ] and, <£3, the
quantum yield for 3CH2 production, is equal to zero. 
The mechanism indicates that a constant ratio of CH3, 
n-C3H7, and ¿-C5H7 will be produced and, therefore, 
that a fixed fraction, / ,  of each of these radicals will 
disappear by each of the reactions 7-9. (That this 
assumption is not completely true is indicated by the 
A (2,3D M B) / P (2M P) results from Table I, which show 
a variation with [Pr]/[D M ]0, presumably because of 
side reactions with DM and radicals derived there
from.2'1 This effect is small, however, and will be 
neglected.) Thus the rate of formation of any radical 
recombination product will be a fixed fraction of the 
rate of radical production, reaction 5, e.g.

//c6[3CH2]ss[Pr] =  *„[*- C3Ht]2 (18)

Assuming that kSb =  4/,;5a (secondary hydrogen abstrac
tion favored by a factor of 12) and that the dispropor
tionation-combination rate constant ratio is 0.6,2d 
we get /  ~  0.1 in this case. (Disproportionation is not 
included in the mechanistic scheme explicitly since none 
of the disproportion products, CH4, C3H6, and C3H8, 
could be analyzed quantitatively in these experiments, 
but its effects have to be accounted for here.) We get, 
therefore

d[2,3DMB]/d(
~d[n-B]/di

=  i£(2,3DMB)0 =
/fc5[3CH2]sa[Pr] 
h  aFCHzUPr]

where /¿(2,3DMB)0 is the yield ratio at the initial 
reaction conditions, extrapolated for the higher [Pr]/
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[DM ]o, as shown in Figure 5. Combining this expres
sion with (17) yields

R(2,3DMB)„ M [ P r] 
U [ D M ] (19)

Figure 6 is a plot of R(2,3DMB)0 vs. [Pr]/[D M ]0. 
The slope of the line, 1.6 X 10-4, combined with /  =
0.1 and fc3/fc2a = 0.54, gives h/ke =  3.0 X 10-3.

Another method of analyzing the 2,3DMB data is 
possible; at higher [Pr]/[D M ]0, combination of (12a) 
and (17) gives

[3CH2], ksla.
ks(ki, +  ka) (20)

i.e., [3CH2]SS is constant at constant light intensity. 
Combining (20) with (18) and integrating, we obtain

[2,3DMB] fh h  7a [Pr]
k&(ki +  fc3)

(21)

assuming that [Pr] is constant, an assumption valid 
within much better than 1%. A plot of [2,3DM B]/ 
[DM]0, the total number of molecules of 2,3DMB pro
duced per Torr of DM initially present, vs. photolysis 
time is presented in Figure 8 for [Pr] =  191 Torr =
2.7 X 1020 molecules. 7a is 8.6 X 10-6 sec“ 1 or 11.9 
X 1013 photons sec-1 (Torr of D M )-1. The slope of 
the line in Figure 8 is 1.34 X 1012 molecules sec-1 (Torr 
of DM )0-1 and, combining this value with the con
stants already calculated or assumed, we get fc6/7 6 =
2.1 X  10-3, which agrees satisfactorily with the results 
of the previous paragraph. Using all the data, we 
estimate h/kt, — (2.5 X  1-2) X  10-3.

At [Pr]/[D M ]0 = 345, only about l/ 2 the 3CH2 
reacts with Pr. Since about 20% of the total CH2 
is 3CH2, approximately 10-15% of the products of CH2 
+  Pr reactions should be the result of 3CH2 reactions. 
The yield of 2,3DMB in this system is about 1.6%

Figure 8. Absolute yields of 2,3DMB as a function of 405 nm 
photolysis time for 1.8 Torr of DM with 191 Torr of Pr.

that of the butanes formed by 'CIU insertion. If, as 
assumed previously, this yield represents about 10% of 
the overall yield of radical reactions following 3CH2 
attack on Pr, then the 3CH2 reactions account for 16% 
of the products, in agreement with the prediction. 
Similar arguments can be made for systems with added 
gases, in which the [3CH2]SS/ [ 1CH2]SS ratio is increased; 
the results are consistent with the above relative reac
tivity of 3CH2 toward DM and Pr.

Analysis of the [n-B ]/[D M ]0 falloff shown in Figure 
2 provides further evidence for the mechanism and 
rate constants derived above. The depletion of DM 
at [Pr]/[DM ] >  50 is almost entirely a result of reac
tions la and 6

—d[D M ]/di =  Ia [DM] +  /c6[3CH2]ss[DM] (22) 

Combining (20) and (22) and integrating gives

[DM], =  [DM]0 e x p (-I f)  (23)

where

1 = 7a( X +  h +  k )  (24)
By substituting (23) into (13a), integrating the result
ing equation, and fitting the observed [n-B ]/[D M ]0 
vs. t data to the integrated equation, we can calculate 
7, (1.2 ±  0.2) X 10-4 sec-1; 7/7a = (1.2 X 10-4)/(8.6 
X 10-6) =  1.39. Thus h/(h  +  %) = 0.39 ±  0.10, 
which may be compared to the value 0.28 ±  0.10 
derived from the rate constants themselves. In the 
runs with [Pr]/[D M ]0 = 8.8, the falloff in [n-B ]/ 
[DM ]0 is somewhat faster, reflecting the contribution of 
reaction 4 to the depletion of DM.

Competitive Systems. In the systems with added 
gases, the increased fraction of 3CH2 reacts mainly with 
DM and depletes it faster than in pure systems, thus 
decreasing the rate of light absorption faster than in the 
pure systems. Since this means a lower rate of n-B 
production, the effect could lead to spurious results for 
the competitive systems because the conclusions are 
based on analyses of the reductions in n-B yields. In 
the D M -P r-0 2 system, no trouble should arise since 
the 3CH2 presumably reacts with 0 2, reaction 11, and is 
removed before it can react with DM .6 (If anything, 
the [n-B ] should be slightly enhanced, since DM is not 
being depleted as rapidly, but, at the largest [02]/[Pr], 
the enhancement would be only about 2%.) For the 
highest [Xe]/[Pr] used, we can use the rate constants 
already derived to calculate that 20% of the initial DM 
will have disappeared, compared with 13% in the ab
sence of Xe under the same conditions. Very crudely, 
then, the average amount of DM present during the 
photolysis will be decreased from 0.93 [DM ]0 to 0.90’ 
[DM ]0. Such an effect is within the experimental error 
of the technique and, therefore, was neglected in the 
data analyses. The special case of the CH4 systems 
was treated in the Results section.
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We can calculate k10 for N2 by using an appropriate 
modification of eq 16 to include reaction 4, which makes 
a significant contribution under the reaction conditions 
used, [Pr]/[D M ]0 =  8.9. The result is fc10(N2)/(fc2 +  
h) = 0.06 ±  0.06 and fcM(N2) =  (5 ±  5) X 10-13 
cm3 molecule-1 sec-1. (The large error limit reflects 
the great uncertainty involved in the analysis of only a 
single run.) 1CH2 probably undergoes reaction 10b4’11

iCH, +  N2 =  CH2N2

In the analysis of short-photolysis-time runs we as
sume a constant [DM], which is an average, but uncal
culated, value. The reproduction of DM via reaction 
10b will only make this average higher and hence could 
make the apparent effect of reaction 10 less than its 
true value. Time dependence studies need to be car
ried out in the D M -Pr -N2 system to judge the relative 
size of Aioa and fc10b.

The results for other added gases have been previ
ously discussed, and the results are given in Tables III 
and IV. The results for Ar relative to CH4 are in 
moderately good agreement with those measured di
rectly by Braun et al.i Comparing our results with 
those of Carr,2® in Table III, however, we note that, 
although the 0 2 and N2 results agree moderately well, 
for Ar and Xe our intersystem crossing rates relative to 
reactions with propane are 4-6 times as large. We see, 
Table IV, that our rate for N2 is only about x/ 2 that ob
tained by Braun, et al. If the upper error limit for the 
N2 run represents the correct value, then our result 
agrees with Braun’s but is almost 3 times as high as 
Carr’s. (The complications due to reaction 10b, re
forming DM, probably make all N2 data a bit suspect.) 
It is disturbing to see this almost systematic discrep
ancy between the two sets of results in steady-state, 
low-intensity systems. For his data analysis Carr 
assumes ks «  feWa, which is probably not a very good 
assumption, since k:i =  1.5/c10a for Xe, the most efficient 
gas, relative to Pr, that we used. Carr’s technique in
volves reducing [Pr] as [M] is increased; removal of a 
more efficient 1CH2 quencher tends to increase the 
contribution of HDHj to the reaction and to make the 
apparent effect of M  less than the equal-efficiency as
sumption suggests. However, if this were a major de
fect of his analysis, it is difficult to see how the data 
could yield the straight-line plots presented. (In a 
different system, vacuum ultraviolet photolysis of 
P r-A r-02 systems, Koob2f finds ki0a/k2 =  0.024 and 
0.033, in agreement with Carr.) More experiments are 
necessary to resolve this discrepancy.12

Pentanes. Since 72(¿-P) and 72(n-P) increase linearly 
with photolysis time, it is evident that one mode for 
their formation is

'CH j +  n-C4Hio — > n-C5H12 (25a)

1CH2 +  n-C4H10 — > i-C6H12 (25b)
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1CH2 +  1-Cifii„ — ¿-CBH12 (25c)

1CH2 +  i-C4Hio — > neo-C^Hn (25d)

With R(i-B) =  0.4 and secondary insertion favored by
1.2 per bond over primary insertion, this scheme pre
dicts R(i-P)/R(n-P) =  1.4. The observed ratio, 
Figure 3, with added 0 2, is about 1.6 ±  0.5, which is 
reasonable agreement. The formation of neo-C6II42, 
detected at long photolysis times, is further confirma-

Table IV : 'Of B Reaction Rate Constants

Rate constant, 
cm 3 m olecule-1

Reaction sec-1 X  1012

'CEB +  CH4 -*■ C2H6* (10a) 1.9 ±  0.5°
'CEB +  CH4 3CH2 +  CH4 (10b) 1.6 ±  0.5a
'CH2 +  C;,HS — ri-CJIio (2a) 4.4 ±  1.2*
'CEB +  C3H8 — ¿-OJTo (2b) 1.9 ±  0.56 * * * *
'CIE +  C3Hs — "CEB +  C3H8 (3) 2.4 ±  1.0*
'CH2 +  CH2N2 C2H4 +  n 2 (4) 31 ±  10“
'CEB +  0 2 ^  3CH2 +  0 2 (10) 4.0 ±  1.0“

(or other products)
'CEB +  Xe ^  sCH2 +  Xe (10a) 1.8 ±  0 .6“
■CTO +  Ar SCEB +  Ar (10a) 0.8 ±  0 .3“ 

0.67 ±  0.13'
'CEB +  N2 3CEB +  N2 (10a) > 0 .5  ±  0 .5“

0.90 ±  0.20“

“ Values of Braun, et al., measured directly, ref 4. b These are 
the values assumed in our data analysis; they are internally con
sistent with all the experimental results with <j>i = 1. “ These
values are derived from our assumed rate constants and the 
experimental ratios of rate constants, Table III.

tion of this mechanism. When the yield of C4Hi0 is 
about 1% of the starting amount of Pr, the yield of 
C6H12 is about 0.5% of the C4Hjo, which is consistent 
with the very roughly equal rates of reaction of 'CII2 
with CgHs and C4H10.

In the absence of 0 2 there is obviously a second source
of CsH12, which probably involves 3CH2 or radicals, or
both. As this source, Rabinovitch2d has' suggested 
the reactions

CH3 +  CH2N2 C2H6 +  N2 (26)

C2H6 -f- C3H7 > C6HI2 (27)

The present results offer little clear evidence regarding 
this mechanism, although it seems quite plausible.

Any clear dependence of R(i-F) on [Pr]/[D M ]0 is 
hard to discern from Figure 4, although total pressure, 
below 100 Torr, has a large effect which is discussed

(11) A . E . Shilov, A . A . Shteinm an, and M . B . T ja b u , T etra h ed ro n  
L e t t ., 4177 (1968).

(12) R . W . C arr, p r iva te  com m unica tion, has suggested th a t 'C H 2 
fro m  diazomethane photo lys is  m ig h t be form ed in  a m ore h ig h ly  
energetic state th a n  th a t fro m  ketene. The dens ity  o f f in a l 3C H 2 
states could then  be su ffic ie n tly  large to  account fo r the  h igher in te r
system crossing rates observed in  the  diazom ethane system.
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below. Reactions 2 and 25 together imply that R(i-P) 
should be inversely proportional to [Pr] (as well as 
directly proportional to photolysis time when [Pr] 
is constant). Assuming that reactions 1-10 determine 
the overall characteristics of the system and that (26) 
and (27) have little effect on radical steady-state con
centrations, we see that the nearly constant [3CH2]BS, 
eq 20, implies that [CH3]SS and [C3H7]SS are proportional 
to [Pr]I/s and hence that [C2H5]BB is proportional to 
[DM]. The rates of production of C6Hi2 and ?i-B 
are then, respectively, functions of [DM][Pr]1/2 and of 
[DM], eq 13a, so that the contribution to the observed 
R(i-P) from reactions 26 and 27 should be proportional 
to [Pr]1/!. The observed R(i-P) will, therefore, be a 
complex function of [Pr] with decreasing and increasing 
terms whose contributions to the total vary as the 
photolysis proceeds. There is a slight bit of evidence 
from Figure 4 that the intercepts at zero time increase 
as [Pr] increases and that at longer photolysis times 
R(i-P) decreases at higher [Pr].

“ Hot" Butane. At pressures below about 100 Torr 
the mechanism (1)-(10) still seems to work for C4HW pro
duction, but it has to be modified to account for the 
sharp increase in relative yields of radical recombination 
products, Figures 4 and 6 and Table I. Reaction 2 
accounts quantitatively for the production of C4H10 
under all conditions studied. But it has been simpli
fied and should be written

>CH2 +  C3H8 — >  C4H10* (2 c)

C4H10* C4H10 (2d)

C4H10* CH3 +  C3H7 (and some 2C2H6) (2e)

At lower pressures reaction 2e can begin to compete 
with 2d, collisional stabilization, to act as a second 
source of radicals added to those from reaction 5. Since 
¿6 is so much larger than fcs, the yield of radicals from
(5) is very small under most reaction conditions. 
Whitten and Rabinovitch2a have found that to2a//c2e = 1 
at 0.5 Torr and 1.5 Torr for n-B* and i-B*, respec
tively. At 50 Torr, therefore, about 1% of the initially 
formed C4H10* would dissociate to produce radicals. 
The occurrence of 1% of (2e) relative to (2d) would be 
undetectable in the C4Hi0 yield, but would add very 
significantly to the radical concentrations and hence to 
their reactions. This hot butane effect on radical 
product yields is also observed in other results below 
about 70 Torr.2°'g

At higher [Pr]/[D M ]0 ratios, R(2,3DAIB)/R(2MP) 
approaches a constant value, 2.2 ±  0.5, for systems 
with and without added gases, presumably reflecting 
reactions 5 and 7-9 plus disproportionation. At 
lower [Pr]/[D M ]0 ratios the R(2,3DMB)/R(2MP) 
ratio decreases, probably because of side reactions with 
DM. At low pressures, reaction 2e should alter the 
ratio [f-C3H7]/[n-C3H7] in favor of Ji.-C3H7, but this

effect, if present, is masked by the side reactions, since 
the low pressure reactions were also carried out at 
relatively low [Pr]/[D M ]0.

There is some evidence from the data presented in 
Table I that even at 100 Torr the yields of hexanes and 
olefins are a bit higher than expected. The analytical 
error is too large to make this certain but, to be on the 
safe side, one should probably use pressures above 100 
Torr to eliminate hot-molecule effects.

Olefin Production. Tables I and II show that olefin 
production is dependent on [Pr]/[D M ]0 and increases 
with decreasing total pressure below about 100 Torr. 
Olefin production is increased by the addition of “ un- 
reactive”  gases, Xe and N2, which take part in reaction 
10a; the behavior is more complex with added CH4 
because it reacts with 1CH2 to give C2H6* that dissoci
ates to yield CH3 in decreasing amounts as the total 
pressure increases. Clearly DM is involved directly 
in the olefin-forming reactions, but whether the reac
tions involve mainly 1CH2, 3CH2, or other radicals is 
very difficult to ascertain. Radicals must be involved 
at some stage, since, at low pressures where radical 
processes are enhanced by the small amount of C4- 
Hio* dissociation, the yield of olefins increases. The 
formation of C4H8 (butene-1 probably) in DM photol
ysis systems with hydrocarbons is universal and prob
ably, Table II, involves 3CH2, CH3, and DM. (It 
was the largest analyzable product in the blank photol
ysis run with CH4 instead of Pr.) PI production is 
little affected by increase in 3CH2 and may be the result 
of 1CH2, DM, and radical reactions. 4MP1 follows 
trends closely similar to C4H8, except that its formation 
is definitely inhibited in the presence of CH4. Although 
the mechanisms for olefin formation remain obscure, 
their yields are low enough that they do not pose a 
major problem in interpreting the other results mech
anistically.

Implications for Other Systems. It now appears well 
established that reaction 1, varies with precursor, 
DM, ketene (K), or diazirine, and with photolysis wave
length for a given precursor. The conclusion reached 
here is that 4>s/<Pi = 0 and <j>i = 1 for DM at 405 nm. 
A comparison of the results of this study with others in 
the literature indicates that a great deal of care in 
interpretation must be exercised as a result of dif
fering rates for reactions 4 and 6 for the different pre
cursors.

Carr finds fc4(K)/fc2 = 0.9 and, thus, /c4(K) = 5.7 
X 10-12 cm3 molecule-1 sec-1 for ketene at 313 nm 
and 760 Torr of total pressure,26 compared with fc4 
(DM)//c2 =  5 from this work. Braun, et al.fi suggest 
that the sum of the rate constants for CH2 (multiplic
ity unspecified) +  Iv reactions, not including intersys
tem crossing, lies between 1 X 10-12 and 5 X 10-12 cm3 
molecule-1 sec-1 which compares favorably with this 
estimate for fc4(K). Equation 12a should hold for Iv 
at a [Pr]/[Iv] ratio Vs as large as the [Pr]/[DM]
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=  50 necessary for DM. If all CH2 is initially formed 
as 'CEL, then the maximum possible yield of C4H10 from 
reaction 2 is fc2/(fc2 +  fc3) = 0.73 ±  0.20. Analysis of 
Noyes’ data,20 Table V, for K-Pr at 280 nm and 200 
Torr of total pressure indicates a C4H10 yield (corrected 
for 3CH2 reaction) that is 0.66 of the total CH2 (based 
on CO yield). It is conceivable, therefore, that a large 
fraction of all the 3CH2 product in this system is a result 
of reactions 3 and 5-9 and that & is close to zero for K 
at 280 nm.13 Looking at “ singlet” and “ triplet” 
products without also doing relative quantum yield 
studies may, therefore, lead to spurious conclusions 
regarding fa/fa.

Table V : Data for the K-Pr System at 280 nm. 
Yields Relative to CO°

Total 
pres
sure, [P r]/
Torr [K]o [CiHio] R(i-B) [C2H4] [ChHe] [cm]
196 5 0.576 0.546 0.131 0.059 0.008
200 10 0.728 0.505 0.064 0.049 0.006
° Ho and Noyes, ref 2c.

A further implication of the small /c4(K)/fc2 is that the
reaction

1CH2 +  CH2CO — > 3CH2 +  CH2CO (28)

may be very important in K systems. We would ex
pect, on the basis of Carr’s polarizability correlation,26
that this reaction would be relatively important com
pared with (3). K has a = 44 X 10-26 cm3, based on
molar refractions, and a total polarizability 159 X
10 _25 cm3 when its permanent dipole is taken into
account;14 it should be at least as effective as Xe in
inducing intersystem crossing in CH2. Disregarding 
reaction 28 might lead to serious errors in assessing 

i- On a molecule-for-molecule basis, the reactivi
ties of olefins and saturated hydrocarbons toward
'CFL are comparable,15 so reaction 28 may, under some
conditions, be an important source of 3CH2 in the K - 
olefin systems often used to assess 03/$ 1.2o’3b

For DAI we find /c6//c5 =  400, but the corresponding 
ratio for K must be much lower. For [Pr]/[DM ]0 
=  9, we find the R(i-B) = 0.42 ±  0.01 characteristic 
of the 1CH2 reaction. In systems with [Pr]/[K ] =  10 
photolyzed at 280 or 313 nm, the observed R(f-B) = 
0.53,2o'g which implies a large 3CH2 contribution via 
reactions 5 and 8. Using Noyes’ results, Table V,2e 
we can estimate k6(K)/k5. The CO yield, corrected 
for the nonphotolytic production by reactions anal
ogous to (4) and (6), is equal to the total amount of 
CH2 produced upon photolysis. The sum of the yields 
of CH.i, C2H4, C4H10, and twice C2H6 should, given the 
mechanism we have been using, equal the CH2 yield,

but in all cases the sum is slightly less. We assume 
that this “ lost”  CH3 is lost via 3CH2 reactions with K 
(an assumption that can only make the apparent reac
tivity with K larger than its true value). The amount 
of singlet product, C2H 4 +  C4H i0, is calculated by using 
R(i-B) to correct the observed C4H4o yields for 3 *CH2 
reaction and then using fc4 (K)//c2  to compute C2H4 
from reaction 4. The yields of C2H4 and C4H io from 
3CH2 reactions are obtained by subtracting the amounts 
computed for 'CEL reactions from the totals. The 
yield of C2H4 from 3 *CH2 plus the “ lost”  CH2 is taken to 
be proportional to the rate of 3CH2 reaction with K. 
The sum of the yields of CH4, twice C2H6, and the 
C4Hjo from 3 *CH2 is taken as proportional to the rate 
of 3CH2 reaction with Pr. Combined with [Pr]/[K ]0, 
these relative rates give fc6(K)//c5 =  6 ±  2 for a total 
pressure about 200 Torr in 280-nm photolyses. Thus 
the reaction of 3CH2 with DM is about 60-70 times 
faster than with K.

Results for diazirine are qualitatively similar to K, 
i.e., relatively low reactivity relative to Pr, but the 
experiments have not been completely analyzed as 
yet.16

A number of workers have studied systems with large 
proportions of inert to reactive gases to induce complete 
intersystem crossing of CH2 and, hence, to study pure 
3CH2 reactions.211'17 The interpretation of these results 
has been questioned, because other work has suggested 
that a substantial fraction of !CH2 is still present under 
these conditions.3a,b'10 The evidence from this study 
indicates that in DM-alkane systems there certainly 
could be a substantial contribution from 1CH2 reac
tions; this would occur, not because there is a large 
proportion of ICH2 left in the system, but because the 
scavenging action of DM reduces the fraction of 3CH2 
that reacts with the substrate to only a small percentage 
of the total 3CH2 formed. Thus a small amount of 
10 H2 would be responsible for a large percentage of the 
products observed as diagnostic for 3CH2. In the sys
tem [D1VI]0: [Pr]: [N2] =  1:68:68 X 800, for example, 
Rabinovitch2d found R(i-B) = 1.47. Assuming^ = 1 
and the rate constants derived here, we can calculate 
that 1.5% of the CH2 will react with Pr as 1CH2 under 
these conditions. We have also assumed that all 
'0112 reactions with N2 lead to 3CH2, which is not cor
rect4'11 * but has the effect of increasing the predicted 
role of 3CH2 in the reaction. Since h/k5 = 400, only 
14.5% of the 3CH2 will react with Pr via reaction 5. 
On a statistical basis about 25% of the radicals so

(13) Recent w o rk  in  G. B . K is tia ko w sky ’s labo ra to ry , p r iva te  com
m un ica tion , suggests th a t <p\ 1 fo r ketene photo lys is  a t 260 nm .
(14) H . B . H anney and C. P. Sm yth, J . A m e r . C h em . S o c ., 68, 1357 
(1946).

(15) J. A . B e ll, P ro g r . P h y s . O rg. C h em ., 2, 1 (1964).
(16) J. A . Bell, P . M c llv a in e , and M . R itch ie , unpublished results.

(17) (a) H . M . Frey, J . A m e r . C h em . S oc ., 82, 5947 (1960); (b)
R . F . W . Bader and J. I .  Generosa, C a n . J . C h em ., 43, 1631 (1965); 
(c) R . A . Cox and K . F . Preston, ib id ., 47, 3345 (1969).
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formed will undergo reaction 8, i.e., about 3.6% of the 
total CH2 will react with Pr as 3CH2 to yield C4H10. 
Combining the predicted contributions of 1CH2 and 
3CH2 reactions, we calculate 7£(7-B) =  1.8, in reasonable 
agreement with experiment without the invocation of 
3CH2 insertion reactions. The reaction of TJhh with 
N2 to recycle CH2 through DM will increase the contri
bution of reactions to overall C4H10 yields, while 
depletion of DM will increase the 3CH2 component. 
(If information on the depletion of DM in these experi
ments was available, the relative sizes of these effects 
could be assessed and the relative rates of reactions 
10a and 10b estimated.) At lower [Pr]/[D M ]0, Rab- 
inovitch finds a lower R(i-B), which is consistent with 
the decreased role of reaction 5 with the higher propor

Expressions for Multiple Perturbation Energies

tion of scavenger. With [K]0: [Pr]: [N2] =  1:6:6 X 
1110, R(i-B) =  1.55, consistent with the lower reac
tivity of K toward 3CH2. The suggestion here, that 
the large percentage of ‘CHa reaction products in inert- 
gas-diluted systems is due to relative reactivities and 
not to large absolute amounts of 1CH2, will presently be 
tested via absolute quantum yield measurements in 
DM-Pr-inert gas systems.
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Expressions for M ultiple Perturbation Energ ies1

by D. P. Chong
D e p a r tm en t o f  C h em is try , U n iv e rs ity  o f  B r it ish  C olu m bia , V a n co u v er  8 , B . C ., C an ad a  ( R ece iv ed  S ep tem b er  1 5 , 1 9 7 0 ) 

P u b lica tio n  costs a ssis ted  b y  th e  N a t io n a l  R es e a rch  C o u n c il  o f  C a n a d a

New expressions for multiple perturbation energies have been derived to complement the old. Possible 
applications in experimental as well as theoretical chemistry are discussed.

In double perturbation theory, the Hamiltonian for 
the perturbed system can be written as

3C =  H q \Hi -f- ju772 (1)

where 770 is an unperturbed Hamiltonian. In this 
work, we consider only the case in which (a) the eigen
value of H0 for the state of interest is nondegenerate, 
and (b) H 0, Hi, and 772 are all Hermitian. The eigen
function and eigenvalue of 3C are expanded in the 
usual2 double power series

*  = E  £  A V Il,m) (2)1 = 0 m = 0

E =  Z  £  x V f£ (i 'M) (3)
L = 0 M = 0

The calculation of E (L-U) requires knowledge of the 
perturbed wave function up to some \l,m). Great em
phasis has been placed in keeping l as low as possible. 
For example, the well known Dalgarno’s interchange 
theorem2 gives

= (0,1177,10,0) +  (0,0177,10,1) (4)

7?(1’2) = (0,2l77x|0,0) +  (0,ll77x|0,l) +  (0,0|77x|0,2) (5)

In a recent paper,3 Tuan extended Dalgarno’s inter
change theorem to higher orders. Two examples of her 
eq 12a are

E =  (0,0|77x'|l,l) +  (0,1 |77x/11,0) (6)

7?(2'2) =  (0,0|J7i'|l,2) +

(0,l|77x'|l,l) +  (0,2|77x'|l,0) (7) 

where 77/ = 77x -  JiM).
In this work, we (a) present an expression for E {L'M) 

which requires low (l +  m) in |Z,m), (b) extend Tuan’s 
work to triple perturbation, and (c) point out some 
possible applications of these new expressions for the 
perturbation energies.

Double Perturbation. In contrast to Tuan’s two 
models,3 we consider both perturbations together. 
Instead of eq 1-3, we write

(1) Supported b y  grants fro m  the  N a tio n a l Research C ounc il o f 
Canada.
(2) J. O. H irsch fe lder, W . B . B row n, and S. T .  E pste in , A d v a n . 
Q u a n tu m  C h em ., 1, 255 (1964).
(3) D . F .-T . T uan, J . C h em . P h y s . ,  46, 2435 (1967). H er summa
tio n  l im its  are a ll correct o n ly  i f  one regards a ll wave functions of 
negative orders as zero.
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3C — Ho -p U (8)

$<*> (9 )
s = 0

E =  £  e<s> (10)
£ = 0

where

H = Xffi +  pH, (11)

$(») =  £  -  1)
¡ = 0

s
= £  As-,V mls — m,m) (12)

m — 0
S

e(S) =  £  ^S-L^d.S -L )
i  = 0
s

= £  xa- MpME ŝ~M-M'> (13)
M =  0

It is well known2'3 that 

6(S) = ($(^)|C/|$(B)) -

(1 -  «si) £  «<*>*£ <$<*+»+*-*>|$<B- « )  (14)
fc = 1 j' = 0

where S >  0; B is S/2 for even S and (S — l ) /2  for 
odd S; and A = S — B — If we substitute eq
11-13 into eq 14, regroup terms, and match the coef
ficients of \LpM, we get (after several pages of algebra)

= (1 _  5m) Y , ( l , A -  l\Hi\L -  l -
i

P B — L +  l +  1) +  (1 — 5mo) £  (A —
m

m,m\H,\B — M +  m + 1 ,  M — m — 1) —

(1 -  Ssi) E  E  E E # (i- p“ s' * -i+p+s) X
k  j  P  q

(v, A +  1 +  j  -  k -  p\q, B -  j  -  q) (15)

In eq 15, S = (L +  AT) > 0 ;  A, B, k, and j  have the 
same meaning as in eq 14. The new limits of sum
mation are

max (0, L — B — 1) ^ l ^ min (A , L — 1) (16) 

max (0, M  — B — 1) ^ m ^ min (A, M  — 1) (17)

max (0, L — k — B +  j) ^ p ^
min (L, A +  1 +  j  — fc) (18)

max (fi, L — k — p) ^ q ^ min (5  — j, L — p) (19)

If all the operators are real, a factor (1 — <5S2) can be 
inserted into the last term of eq 15, and simplifies the 
expressions for E {L'M) with L +  M =  2. For example

E ™  = (0,0|F/|0,1) +  <0,0|H/|1,0) (20)

E ™  =  <0,1|H/|0,1) +
<1,0|H2'|0,1) +  <0,1|H/|1,0) (21)

EV’» =  <0,11^/11,0) +
(1,0|H/|0,1) +  <1,0|F/|1,0) (22)

where # /  =  Hi -  E «•"> and H /  =  H2 -  E®-». 
Equation 20 is just an example of eq IV. 12 of Hirsch- 
felder, et alA

Triple Perturbation. Let us now consider the Hamil
tonian

3C = H0 -j- A Hi T  pH, -f- vH3 (23)

where all the operators are Hermitian, and the triple 
power series expansions

*  = E  E  E  \lumvn\l,m,ri) (24)
1 = 0 m = 0 ?i = 0

E  =  E  E  E  \LpMvNE<L-M’N> (25)
L  =  0 M =  0 N =  0

It is easy to extend Tuan’s eq 12a. The expression 
requiring low l in |l,m,n) becomes 

M N
Ê l.m.n> = £  E  { <c,m,n|Hi|d, M — m, N — n) —

m =  0 7i = 0
d k  — l M  — m N  — n

(l  -  sL1) E  E {k'm’n) E  E  E  <c +  i +
k = 1 j  =  0 p = 0 <? = 0

j  -  k,p,q\d -  j, M -  m -  p, N -  n -  q)} (26)

where d is L/2 for even L and (L — l ) /2  for odd L, 
and c = L — d — 1. If Hi is real, a factor (1 — SLi) 
can be inserted into the second term of eq 26, and simpli
fies the expressions for E {'l’M•N). For example

£<MU> = <0,0,0|Hi|0,l,l) +  (0,0,1 |Hi|0,1,0) +
(0,l,0|Hi|0,0,l) +  (OTTlHxlOAO) (27)

In contrast, the formula for which requires the
lowest (l +  m +  n) in | l,m,n) is

=  (0,0,1 |H/|0,1,0) +
(0,1,01H/|0,0,1) +  (0,0,1|H2'|1,0,0) +  
<1,0,0|H/|0,0,1) +  (0,1,0|H3'|1,0,0) +

<1,0,0|H/|0,1,0> (28)

where HT =  Hx -  H(1'°-0>, H/  =  H, -  and
Hz' =  H z -  £ ,(0'°'1).

Discussion
The new expressions in eq 15, 26, and 28 may be use

ful to experimental as well as theoretical chemists.
If finite basis sets are used and the matrix representa

tions of H0, Hi, and H, can be regarded as known quanti
ties, then the use of eq 15 is relatively simple. A com
puter program has been written for E (L’M) up to (L +  
M) = 7 and has been submitted to Quantum Chem
istry Program Exchange.

Consider H =  H0 +  A//) as the true Hamiltonian of a 
system. Exact first-order properties are given by2

(W) = E«1'» +  A F T '» +  A2#*2'»  +  . .. (29)
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The first-order correction E W  can be easily evaluated 
by Dalgarno’s interchange theorem expressed in eq 4. 
To calculate the second-order correction E (2'1), Tuan’s 
expression requires ¡1,1) in eq 6; our new formula in 
eq 22 needs only 11,0) and ¡0,1). If Hi involves the 
usual two-electron operator, then it is still difficult to 
determine ¡1,0) exactly. However, we hope that eq 
22 will stimulate some interest in the calculation of 
approximate second-order correction to first-order prop
erties using approximate |1,0).4

For second-order properties such as electric polariz
abilities, eq 15 does not lead to simple expressions. One 
has to use Dalgarno’s interchange theorem expressed in 
eq 5 for the first-order correction and Tuan’s formula 
expressed in eq 7 for the second-order correction (if the 
necessary perturbed wave functions are obtainable).

For second-order properties of a second type, such as 
chemical shifts and nuclear spin-spin coupling con
stants, eq 27 provides a simple way of calculating the 
first-order correction (if the necessary functions can 
be determined). One could, in principle, use eq 26 for 
higher order corrections; however, the perturbed wave 
functions required are extremely difficult to obtain.

Theoretical chemists interested in physical properties 
should see that our new expressions have been derived to 
complement Dalgarno’s interchange theorem and 
Tuan’s extension, not to replace them.

Expressions for Multiple Perturbation Energies

For some experimental chemists, the new expressions 
may be helpful in an entirely different manner. Un
known parameters in a Hamiltonian, such as force 
fields6 and spin parameters,6'7 are often extracted from 
spectroscopic data by least-squares analysis. The 
iterative procedure usually employed has been based on 
first-order multiple perturbation theory and multidi
mensional simple Newton-Raphson corrections. With 
the aid of eq 15 and 28, it becomes quite feasible to use 
third-order multiple perturbation theory with multidi
mensional extended Newton-Raphson corrections.8 
One of the advantages of this new scheme is that it 
would reduce the chances of going from a safe initial set 
of parameter values to a set at which the sum of the 
squares is a local, but not true, minimum.
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(4) D . M .  Schrader has ind ica ted  an in te res t in  th is  d irection.
(5) J. A ldous and I .  M .  M ills , S p ec tro ch im . A c ta , 18, 1073 (1962); 
19, 1567 (1963).

(6) S. Caste llano and A . A . B o th n e r-B y , J .  C h em . P h y s . ,  41, 3863 
(1964).

(7) H . M . G ladney, IB M  Research R epo rt RJ-318 (1964); H . M .  
G ladney and J . D . Swalen, Q uantum  C hem is try  P rogram  Exchange, 
P rogram  N o . 134.

(8) J. A . Hebden, “ A n  E lec tro n  Param agnetic Resonance S tudy  o f 
M o le cu la r Spin M u lt ip le ts  w ith  S  >  1,”  P h .D . Thesis, U n iv e rs ity  o f 
B r it is h  C olum bia, 1970. T h e  fine -s truc tu re  param eters fo r the  
ground-state t r ip le t  o f p -n itro p h e n y l n itrene  were successfully 
extracted in  th is  manner.
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The Nitrogen Afterglow and the Rate of Recom bination of Nitrogen 

Atom s in  the Presence of N itrogen, Argon, and H elium 1

by W. Brennen* and Edward C. Shane
D e p a r tm en t  o f  C h em istry , U n iv e r s ity  o f  P en n sy lv a n ia , P h ila d e lp h ia , P e n n s y lv a n ia  1 9 1 0 4  ( R ece iv ed  J a n u a r y  2 2 , 1 9 7 1 )

P u b lica tio n  costs  a ss is ted  b y  th e  A d v a n c ed  R ese a rch  P r o je c t s  A g e n c y

Pressure jump experiments in static samples of decaying active nitrogen are used to determine the pressure 
dependence of the yellow Lewis-Rayleigh afterglow specific emission intensity. The form of the dependence 
is ( / / [N ]2) =  Zf[M](fcrB[M] +  1) l. Values of the apparent quenching constant, k, are reported for N 2, 
Ar, and He diluents. Describing N atom recombination by the equation —d[N ]/d i =  ftr[N]2[M] +  &S[N ]2 +  
r " l [N], analysis of afterglow decays in a static system has been used to evaluate the homogeneous and hetero
geneous recombination rate coefficients. The effect of impurity oxygen on r_1 is discussed. Our results on 
afterglow pressure dependence and atom recombination rate are combined with published measurements of 
the absolute afterglow intensity in pure nitrogen to evaluate the photon yield of recombination. The relative 
importance of the 52 and A 32 afterglow mechanisms is discussed on the basis of existing evidence.

Introduction

The lack of adequate means for sufficiently precise 
and accurate measurement of low light intensity and 
absolute atomic concentration has created a distressing 
situation in research on the kinetics and mechanism of 
nitrogen atom recombination and its attendant Lewis- 
Rayleigh afterglow emission. After more than 50 
years of effort it was not possible to write with confi
dence a tested rate law relating the relative (much less 
the absolute) intensity of a well defined portion of the 
afterglow spectrum to the atomic concentration and the 
concentration of diluent gas. In addition to that, the 
factor of 8 disagreement existing in the literature about 
the value of the homogenous termolecular overall 
recombination rate coefficient in pure nitrogen seemed 
a poor reward for the large effort that had been ex
pended.2'3

The important observation by Campbell and Thrush2d 
that [N]2/ / ,  the reciprocal of the specific intensity of 
the yellow portion of the visible afterglow, increases 
linearly with X (N 2), the mole fraction of nitrogen, in 
N2-Ar and N2-H e mixtures above X (N 2) =  0.2 and at 
total pressures above 2 Torr led these workers to in
clude in the afterglow mechanism strong quenching 
of the emitting N2(B8n g, v' = 10, 11, 12) molecules by 
nitrogen. Lifetime studies4 of the B 3n g state had 
previously given evidence of such a quenching process. 
This proposal has subsequently received support from 
the detailed work of Brown5 on the pressure and diluent 
composition dependence of the absolute intensity and 
spectral distribution of afterglow bands in the Av =  3 
sequence from levels v' = 6 to 12 of N2(B3n g).

The introduction of quenching of N2(B3n g) by dilu
ent gas, M, into either the Berkowitz-Chupka-Kistia- 
kowsky6 (52) or Campbell-Thrush2d (A32) mechanisms

implies that the steady-state specific intensity of the 
afterglow from the highest populated levels of the 
B 3n g state in pure diluent M should obey a rate law 
of the form

J _  =  K [ M]
[N]2 fcrB[M] + 1  U

where K  and k are constants for a particular diluent 
and tb is the radiative lifetime of the emitting state. 
Equation 1 shows that the specific intensity should be 
zero order with respect to diluent concentration, i.e., 
independent of pressure, at sufficiently high pressure 
and first order at sufficiently low pressure. The char
acteristic parameter in eq 1 is the half-quenching pres
sure, [M]i/2 = (fcrB) _I- We have reported preliminary 
results confirming eq 1 with M = N2.7 We report here 
the details of that work and extensions to M  = Ar, He. 
Jonathan and Petty,3 in an independent and simul
taneous investigation of the afterglow pressure depen-

(1) W o rk  supported by  the  Advanced Research P ro jec ts  A gency in  
p a rt under C o n tra c t D AHC 15-67-C -0215 and in  p a rt under C o n tra c t 
F446320-67-C-0106 m on ito red  b y  the A ir  Force Office o f S cien tific  
Research.
(2) (a) A . N . W r ig h t and C . A . W in k le r, “ A c tiv e  N itro g e n ,”  A ca
dem ic Press, N ew  Y o rk , N . Y ., 1968; (b) M .  A . A . C lyn e  and D . H . 
Stedman, J .  P h y s .  C h em ., 71, 3071 (1967); (c) H . H . B ro m e r and 
W . Zw irner, Z .  N a tu r fo r sch . A ,  24, 118 (1969); (d) I .  M .  C am pbell 
and B . A . Th rush , P r o c . R o y . S o c ., S e r . A ,  296, 201 (1967).
(3) K . H . Becker, W . G ro th , and D . K le y , Z .  N a tu r fo r sch . A ,  24, 
1840 (1969).
(4) M . Jeunehomme and A . B . F . Duncan, J .  C h em . P h y s . ,  41, 1692 
(1964).

(5) R . L . B row n, ib id ., 52, 4604 (1970).
(6) (a) J. B e rko w itz , W . A . C hupka, and G . B . K is tia ko w sky , ib id .,  
25, 457 (1956); (b) K . D . Bayes and G. B . K is tia ko w sky , ib id ., 32, 
992 (1960).
(7) W . B rennen and E . Shane, C h em . P h y s .  L e t t ., 2, 143 (1968).

(8) N . Jonathan and R . P e tty , J . C h em . P h y s ., 50, 3804 (1969).
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dence by a technique quite different from ours, have ob
tained data for M = N2 consistent with eq 1 which lead 
to a value of [M ]i/2 in fair agreement with ours. Becker, 
et al. ,3’9 have also independently studied the pressure 
dependence of the visible nitrogen afterglow in the
7.5-m diameter stainless steel sphere in Bonn by a 
technique similar to ours, and these workers also con
firm the form of eq 1 and agree with our values for the 
half-quenching pressure.

Knowing the pressure dependence of the specific 
afterglow intensity is important not only for under
standing the afterglow mechanism but also for facili
tating the study of total recombination rate by any 
method which relies on using the afterglow intensity to 
monitor the relative nitrogen atom concentration. 
We have used our findings on the pressure dependence 
of the afterglow in studying the total recombination 
rate of nitrogen atoms in nitrogen, argon, and helium 
diluents, and we have reported preliminary recombina
tion results in the case of pure nitrogen.10 Our pre
liminary conclusions have been revised as will be seen 
below. The present paper gives the details of this 
work and includes results in Ar and He diluents.

One of the stimuli for our work was the surprising 
estimate made by Campbell and Thrush2d that half 
of all homogeneous nitrogen atom recombination 
events in pure nitrogen proceed by way of the emitting 
B3n g state. Our results on afterglow pressure de
pendence and total recombination rate, when combined 
with existing knowledge about the absolute emission 
intensity, clarify further this matter of the photon yield 
of recombination. This question is dealt with in the 
discussion.

Experimental Section
Studies of the pressure dependence of the afterglow 

and the rate of nitrogen atom recombination were car
ried out with the apparatus shown schematically in 
Figure 1. Active nitrogen was produced in an air
cooled, electrodeless discharge in a fused silica tube 
using a 2450-MHz, 100-W Raytheon Model PGM-10 
microwave power generator coupled to a Type 5,11 
Vi wave cavity supplied by Ophthos Instruments. 
The per cent dissociation measured in the observation 
bulb was typically less than 0.25% in pure nitrogen 
and 1% for nitrogen diluted in He and Ar. A glass 
wool plug was inserted between the discharge and the 
light trap to remove vibrationally excited ground- 
state molecules formed in the discharge.12 Stopcocks 
permitted capture of a static sample of active nitrogen 
in either a 3.1-1. or a 5 1. Pyrex observation bulb which 
was housed in a wooden, light-tight box painted dead 
black inside. Light emitted by the gas in the bulb 
passed through the bulb wall, a filter, and an 18 cm 
long 2.5-cm i.d. blackened brass tube, and was detected 
by an uncooled EMI 6256-SA photomultiplier tube 
operated at 1100 V from a Northeast Model RE-1602

F ig u re  1. S chem atic  d ia g ra m  o f a p pa ra tus .

stabilized high-voltage power supply. The output of 
the photomultiplier tube was amplified by a Keithley 
Model 610-BR electrometer and displayed on a Leeds 
and Northrup Speedomax-G strip chart recorder. 
Experiments with nitrogen diluted in helium and argon 
employed a narrow-band interference filter (G-564- 
5800) from Oriel Optics Corp. which transmitted the 
nitrogen First Positive (11-7) and (10-6) bands. Some 
experiments with pure nitrogen employed a filter (G- 
564-5800) and some a two-filter set (600W-600B) from 
Optics Technology, Inc. Experiments with nitrogen 
containing added oxygen impurity employed the filter 
set (600W-600B). The two-filter set (550W-600B) 
was used for a number of preliminary experiments. 
Figure 2 shows the transmission curves of the filters 
obtained at normal incidence on a Cary Model 14 
spectrophotometer.

All measurements were taken at room temperature, 
which was 21.0 ±  1.5°.

The pressure dependence of the afterglow was stud
ied using a pressure-increase technique. A steady 
flow of discharged gas was established through the ob
servation bulb at the desired pressure. The bulb was 
then manually isolated by simultaneously closing stop
cocks at the entrance and exit of the bulb. The initial 
pressure in the bulb after isolation was measured with a 
tilting McLeod gauge, and then after the afterglow had 
been allowed to decay for about 1 min the pressure was 
suddenly increased by opening a stopcock connecting 
the observation bulb to a 30-cc bulb containing gas at a 
higher pressure. For experiments with nitrogen di
luted in argon or helium, pure diluent was added in the 
pressure increase. The afterglow intensity was re-

(9) K . H . Becker, A . E iner, W . G ro th , and D . K le y , S H A /2 , In s t i
tu te  fü r  Physikalische Chemie der U n ive rs itä t Bonn, 1968. W e are 
g ra te fu l to  D r. K le y  fo r m ak ing  us aware of th is  w o rk  p r io r to  pub
lica tio n .
(10) E . Shane and W . Brennen, C h em . P h y s . L e t t ., 4, 31 (1969).
(11) F . C. Fehsenfeld, K . M . Evenson, and H . P . B ro ida , R ev . S ei. 
I n s tru m ., 36, 294 (1965).
(12) J. E . M organ , L . F . P h illip s , and H . I .  Schiff, D is cu ss . F a ra d a y  
S oc ., 33, 119 (1962).
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Figure 2. Filter transmission curves. Approximate positions 
of some afterglow bands [B3n g(!;') —► A32u + (¡j")] are shown.

corded until several minutes after the pressure jump. 
The final pressure was also measured with the McLeod 
gauge.

Data on the rate of nitrogen atom recombination 
were extracted from static decay experiments. Dis
charged gas was passed through the observation bulb 
and the flow was adjusted to attain the desired condi
tions. The bulb was then isolated, and decay of the 
afterglow intensity in time was recorded. The pressure 
was measured at the end of each run. The initial ab
solute nitrogen atom concentration in the decay bulb, 
[N]0, corresponding to / 0, the afterglow intensity at 
the arbitrarily chosen zero of decay time— usually some 
seconds after the isolation of the bulb— was determined 
with the help of eq 1. If the signal current, i, is as
sumed to be proportional to / ,  eq 1 can be rearranged 
as follows.

z'(fcrB[M] +  1)| 
K '[ M] )

l/i
(2)

Knowing the value of krs from measurements on the 
pressure dependence of 7 /[N ]2, we established a value 
for K ' by carrying out a series of NO titrations at a 
known and experimentally convenient pressure. The 
value of K' of course depended on the filter used and on 
the nature of M. Once K' had been established, the 
absolute nitrogen atom concentration could be calcu
lated from eq 2 at any pressure by measuring the signal 
current and the pressure. The reliability of this pro
cedure was actually confirmed by doing NO titrations 
at several pressures and noting the constancy of K' 
and also by remeasuring K' from time to time to detect 
possible changes in the sensitivity of the photomulti
plier. Our use of eq 2 to measure [N ]0 made it possi
ble to study recombination at very low pressures where 
the direct use of the NO titration is difficult.

The NO titrations were carried out under steady- 
flow conditions in the exit tube leading from the obser
vation bulb. The NO inlet was located about 2 cm

away from the bulb and the end point was detected 
with an auxiliary RCA 1P21 photomultiplier tube 
equipped with a filter transmitting from 5200 to 6100 
A and located 45 cm downstream of the NO inlet. 
Under the conditions prevailing during the NO titra
tions with the 3.1-1. bulb, the mean residence time of 
the active nitrogen in the observation bulb was about 
10 sec, while the time of flow from the NO inlet to the 
end point detector was 0.3 sec. Also, under the same 
conditions, the time required for a nitrogen atom to 
diffuse a root mean square distance of one bulb diam
eter was 0.5 sec and the pseudo-first-order half-life for 
disappearance of atoms was about 40 sec. The obser
vation bulb clearly satisfied the conditions for a stirred 
reactor,13 and the concentration of atoms in the efflux 
was the same as the uniform concentration of atoms in 
the bulb.

Prepurified nitrogen, ultrahigh purity helium, argon, 
oxygen, and hydrogen, and technical grade (98.5%) 
NO were obtained from the Matheson Co. For experi
ments with nitrogen diluted in argon and helium, mix
tures containing 5% N2 were prepared in a 12-1. bulb 
and flowed from there through the discharge. For 
experiments in which oxygen impurity was added after 
the discharge, a measured amount of oxygen was intro
duced into the observation bulb from the 30-cc ap
pended bulb after the observation bulb had been iso
lated. All gas mixtures were passed through two spiral 
liquid nitrogen cooled traps before entering the dis
charge with the exception of N2-A r mixtures, which 
were passed through the same traps cooled with Dry 
Ice in acetone. Gases were always conducted from 
the tanks in glass or copper tubing. Glass-metal 
connections were all made either with soldered Kovar 
seals or with epoxy adhesive. NO was purified by 
vacuum distillation from a trap maintained at 113°K 
to one cooled with liquid nitrogen, with initial and final 
fractions being discarded.

Diluent and NO flow rates had to be measured to 
carry out the NO titrations. Diluent flow rates were 
measured using a Poiseuille flowmeter14 made with a 
29.70 ±  0.02 cm long piece of Fisher-Porter precision 
bore capillary tubing (0.500 mm nominal i.d.). The 
bore diameter was determined experimentally by re
peated weighing of mercury threads of known length 
at a known temperature and found to be 0.5028 ±  
0.0004 mm. The ends of the capillary were snapped 
off cleanly using a glass knife and sealed into larger 
tubes with epoxy adhesive. With this capillary under 
the flow conditions used, corrections for end effects and 
slip flow ŵ ere negligible. Flows were calculated from 
the measured pressures at the ends of the capillary,

v

(13) K . G . Denbigh, “ Chem ical R eactor T h eo ry ,”  C am bridge U n i
ve rs ity  Press, N ew  Y o rk , N . Y ., 1966.
(14) H. M e lv ille  and B . G. Gowenlock, “ E xperim en ta l M e thods in  
Gas Reactions,”  M a c M illa n  and Co., L td ., London, 1964.
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literature values for the gas viscosities,16 the capillary 
geometry, and the temperature. We estimate the 
accuracy of these flow rates to be ± 5 % . Diluent flow 
rates were typically 10~6 mol/sec. For experiments in 
which oxygen impurity was added to the nitrogen be
fore the discharge, flows were measured with less ac
curate (± 10% ) ball float flowmeters.

Added NO flow rates were measured by timing a 
pressure drop in a calibrated volume16 using Dow- 
Corning DC-704 silicone oil (p =  1.063 g /cc at 25°) 
as the working fluid in the differential manometer.

The 3-1. observation bulb was ritually poisoned 
against wall recombination by rinsing with fuming red 
nitric acid, distilled water, 10% aqueous HF, and again 
with distilled water. N atom recombination studies 
with an N2 buffer used both the 3-1. bulb and a 5-1. bulb 
whose walls were coated with syrupy phosphoric acid. 
The syrupy phosphoric acid was prepared by saturating 
85% aqueous orthophosphoric acid with P20 6.

Results
Pressure Dependence of the Afterglow Intensity. 

Equation 1 is used as the starting point for the analysis 
of the pressure jump experiments. The main assump
tion on which this technique rests is that the sudden 
addition of diluent to a sample of afterglowing gas does 
not significantly alter the volume density of nitrogen 
atoms in the observation bulb in a time comparable to 
the mixing time. If this assumption is correct, the 
experiment measures the ratio of specific intensities at 
two pressures, which is to say it samples values of the 
function [M ](fcrB [M ] +  l ) -1 at two pressures as long 
as K  (see eq 1) is not itself pressure dependent. Letting 
/i  and h  be the intensities before and after the pressure 
increase, respectively, and [M ]i and [M ]2 be the corre
sponding pressures, it follows from eq 1 that a single 
pressure increase experiment can be used to calculate 
a value for fcrB from the equation

[M]2/[M 1x -  U/h 
[M ] ,( / , / / !  -  1) (3)

For the most accurate results it is advantageous to 
choose the conditions of the experiment so that [M]i 
<  [M ]^ <  [M ]2. If [M]i and [M]2 are both smaller 
than [M]i/„ then the numerator of eq 3 is small and 
inaccurately determined; if [Mb and [M]2 are both 
much larger than [M]i/„ then the denominator of eq 3 
is small and inaccurately determined. Figure 3 shows 
the record of a typical pressure increase experiment in 
pure nitrogen.

A slight momentary overshoot in the intensity trace 
after the pressure jump, visible in Figure 3, was com
mon, especially in runs with large pressure increases. 
This effect was not due to underdamping of the re
cording system. We attribute this effect to momen
tary enhancement of the rate of recombination of 
atoms resulting from the introduction of gas which has

Figure 3. Typical pressure increase record. Nitrogen buffer 
with initial and final pressures of 0.046 and 
0.48 Torr, respectively.

been cooled by sonic flow17 through the nozzle formed 
by the bore of the stopcock through which the gas is 
added. Since the amount of gas introduced in a typical 
pressure increase experiment is greater than the amount 
of afterglowing gas present in the bulb before the in
crease, the relaxation of the cooling effect ought to 
require a small multiple of the diffusional mixing time. 
This is consistent with the appearance of the effect on 
the traces. A rough calculation of the magnitude of the 
excess recombination resulting from momentary cooling 
revealed it to be sufficiently small so as not to invalidate 
the assumption that the concentration of atoms is the 
same before and after the pressure increase. To 
measure h/Ii, the slow decay following the pressure 
increase was smoothly extrapolated back to the mo
ment of mixing, effectively cutting the overshoot off 
the trace.

Results of the pressure increase experiments with 
M = N2, Ar, and He are given in Table I .18 (See also 
footnote e in Table I.)

For the He and Ar experiments the gas composition 
changes during the pressure increase. The initial 5% 
N2-He or 5% N2-A r mixture is diluted with pure He 
and Ar. If, using He to illustrate, the contributions of 
the third bodies are considered to be of the form, k = 
/c(He)A(He) +  /c(N2)X (N 2), where X  is the mole frac
tion of the gas, then the apparent quenching constant 
for pure He, /c(He), may be calculated from the equa
tion

» /tt \ =  [M]2/[M ]t -  h/h
Tn 1 [M]2{ (72/ / 1)A 2(He) -  -Xb(He)} "

rBfc(N2){X 2(N2)(72/ / i )  -  ^ (N ,) }  
{ ( / 2/ / i )X 2(He) -  X^H e)} 1

(15) J. K e s tin  and W . Le idenfrost, P h y s ic a  (U tr e ch t) , 25, 1033 
(1959).

(16) W . R . Brennen and R . L . B row n, R ev . S c i . I n s t r u m ., 39, 608 
(1968).

(17) L . D . Landau and E . M . L ifsh itz , “ F lu id  M echanics,”  Addison- 
W esley, Reading, Mass., 1959.

(18) M . Jeunehomme, J . C h em . P h y s . ,  45, 1805 (1966).
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Table I : Recent Results of Studies on the Pressure Dependence of the Nitrogen Afterglow Intensity

M k r  a“ k b Comment Ref

n 2 8.6 ±  1.3 66 v =  12, 11, 10 This work
n 2 7.7 60 v not given 3
n 2 5.8» 45 v = 12, 11, 10 8
n 2 8.3 63 v = 2 8
n 2 27 v <  10 e

n 2 2.0 16 Determined from pressure depen
dence of the lifetime of the 
N2(B) state; v =  4-12

4

He 0.6 ±  0.1 4.6 [2.4fi v =  11, 10 This work
He 0.5 4.0 v and gas composition not given 3
He 0.8 v <  10; gas composition not given e

He 2.2 v =  6-12; 1 % N 2 5
Ar 1.5 ±  0.2 12 [ 1.8d] v =  11, 10 This work
Ar 1.1 v =  6-12; 1% N2 5
Ar 2.6 20 v and gas composition not given 3
Ar 1.5 12 v =  12, 11, 10; 11.5% N2 8
Ar 0.7 6 v =  2; 11.5% N2 8
Ar 1.6 v <  10; gas composition not given e

In units of Torr -1. 6 In units of 10" 12 cm3 molec-1 sec-1. When a value of 1ctb was reported, k was evaluated using tb =  4 X
6 sec for v = 12, 11, and 10 and tb = 9 X 10-6 sec for v = 2.18 A temperature of 21° was assumed in making unit conversions.

c Average of two sets of results, one observing the A v  = 5 sequence emission and one the A v  = 4 sequence emission. d Corrected 
using Brown’s6 intensity distribution to represent quenching of levels v  = 6-12. e R. A. Young, G. Black, and T. G. Slanger, J . C h e m .  

P h y s . ,  50 , 303 (1969).

and likewise for Ar. The value of rBfc(N2) comes from 
the pure nitrogen experiments. Typically the second 
term amounts to a few per cent of the first term in our 
experiments. Equation 3' was derived using the as
sumption that K  in eq 1 is independent of gas composi
tion. This assumption is not really a good one as 
Brown’s results show.6 Until we know more about the 
detailed mechanistic effects of third-body substitution, 
any procedure for dealing with the effects of composition 
on the afterglow intensity must needs be somewhat 
ad hoc and unsatisfactory.

Nitrogen Atom Recombination. Decay Experiments. 
The afterglow decays were analyzed in terms of the 
following differential equation, which was assumed to 
govern the rate of disappearance of nitrogen atoms

— d[N]/d£ = {M M ] +  fcs} [N]2 +  t- ‘ [N] (4)

where kr is the termolecular, homogeneous recombina
tion rate coefficient, ks is the sum of a homogeneous 
radiative recombination rate coefficient and a recently 
proposed second-order wall recombination rate co
efficient,2d and r~l is the apparent first-order wall re
combination rate coefficient. Since eq 4 is taken to 
represent the disappearance of nitrogen atoms by all 
possible processes, it is important to recognize that kT 
must be a composite rate coefficient which includes con
tributions of unknown relative magnitudes from recom
bination into the three bound states which correlate 
with normal atoms, i.e., 62, A 32 u+, and

The solution of eq 4, when combined with eq 1, gives 
the following equation governing the decay of light 
intensity at constant pressure

2 =  (Ia/iyh = (1 +  A) exp(t/r) -  A (5)

where I 0 is the intensity at t = 0, A =  [N]0r(/cr [M] +  
fes), and [N]0 is the atom concentration at t = 0. Two 
different methods can be used to extract values of the 
rate coefficients from the intensity-time relationship 
described by eq 5. One approach is to determine r 
and A graphically by approximating dz/di by Az/At 
and plotting In (Az/At) against t. The slope of such a 
graph is r_1 and the intercept is In { [N]0(fcr[M] fi
fes) +  t-1} .

An alternative procedure is to graph z against t. 
Where only processes which are second order in [N] 
are present such a graph is linear with a slope of (fer [M ] 
fi- fcs) [N]0. The introduction of first-order N atom 
recombination causes a deviation from linearity in the 
z vs. t graph. It can be seen from eq 5 that such a graph 
will have a limiting initial slope equal to { (fcr [M ] fi
fes) [NJo f i - r - 1}.

Traditionally, in studies of N atom recombination 
the value for the fer is derived from 2 vs. t graphs.2d>3’19-21 
Decays in a 5-1. bulb coated with syrupy phosphoric 
acid were analyzed using z vs. t graphs for which the 
zero of time was taken to be a few seconds after isola
tion. These graphs deviated significantly from lin
earity after 20-30 sec.

Such a graph is shown in Figure 4b. The initial

(19) J. T . H erron, J. L . F ra n k lin , P . B ra d t, and V . H . D ibe le r, J .  
Chem. Phys., 30, 879 (1959).

(20) P. H arteck, R . R . Reeves, and G. G. M anne lla , ibid.., 29, 608 
(1958).
(21) K . M . Evenson and D . S. B urch , ibid., 45, 2450 (1966).
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F i g u r e  4 .  ( a )  I n  ( A z / A i )  a g a i n s t  t i m e  f o r  a  p u r e  N 2 d e c a y  a t  5

T o r r .  T h e  b u l b  a n d  i n l e t  t u b e  w e r e  c o a t e d  w i t h  s y r u p y  

p h o s p h o r i c  a c i d ,  ( b )  z  a g a i n s t  t i m e  g r a p h  f o r  t h e  i n i t i a l  

p o r t i o n  o f  t h e  d e c a y .  T h e  a r b i t r a r y  t i m e  z e r o  f o r  b o t h  p l o t s  i s  

a b o u t  3  s e c  a f t e r  i s o l a t i o n  o f  t h e  b u l b .

F i g u r e  5 .  ( f c r [ M ]  +  ka)  a g a i n s t  p r e s s u r e  f o r  p u r e  n i t r o g e n .

T h e  f i l l e d - i n  c i r c l e s  r e p r e s e n t  r u n s  i n  w h i c h  t h e  b u l b  w a s  c o a t e d  

w i t h  s y r u p y  p h o s p h o r i c  a c i d .  T h e  o p e n  c i r c l e s  r e p r e s e n t  r u n s  

i n  w h i c h  t h e  d i s c h a r g e d  g a s  p a s s e d  t h r o u g h  a  t r a p  c o n t a i n i n g  

s y r u p y  p h o s p h o r i c  a c i d  l o c a t e d  j u s t  b e f o r e  t h e  o b s e r v a t i o n  

b u l b  ; t h e  o b s e r v a t i o n  b u l b  w a s  n o t  c o a t e d .

slope of the z vs. t graph was corrected for the r -1 con
tribution to give a value of (kr [M ] +  ks) [N]0. r -1 was
determined from the slope of a In (Az/At) graph of the 
initial decay data and amounted typically to a 20% 
correction. Using the absolute value of [N]0 derived 
from I0, (h  [M] +  ks) was calculated. A graph of 
(fcr [M] +  ka) against pressure is shown in Figure 5. 
The slope gives kt(N2) = (0.79 ±  0.10) X 10-32 (cm6 
molec-2 sec-1), and the intercept gives ks =  (0.13 ±  
0.05) X 10-15 cm3 molec-1 sec-1.

The same information that is derived from z vs. t 
graphs of initial data should be available in In (Az/  At) 
vs. t graphs for the duration of the decay. With syrupy 
phosphoric acid poisoning decays below 1.5 Torr gave 
identical results with both procedures. Above 1.5 
Torr the In (Az/At) graph is not linear, as expected, but 
develops curvature. Such a graph is shown in Figure

4a. The same effect is present for all decays in a clean 
Pyrex bulb above 0.4 Torr.

In a preliminary report10 for the clean Pyrex system 
the initial curvature was overlooked and results were 
reported based on long-time decay data. It can be 
seen in Figure 4a that beyond the first minute of the 
decay the data, within scatter, follow a straight line. 
Typical decays were long enough (1-Torr decays lasted 
1 hr) that 1-min time intervals were used in the In 
(Az/At) graphs. Thus long-time decay data were 
weighted most heavily and the initial curvature was 
obscured. The (fcr[M] +  ka) against [M] graph gen
erated with long-time decay data is represented by the 
upper curve in Figure 6. Higher values of (kr [I\I ] +  
ks) were obtained and the kr values were found to be 
pressure dependent. At this point the meaning of the 
results obtained from long-time decays with curved In 
(Az/Ai) graphs is not clear. Integration of eq 4 to 
give eq 5, which is used to derive the In (Az/At) rela
tionship, assumed that the rate coefficients are constant. 
Figure 5 shows clearly that at least one of the terms is 
changing in time. This invalidates the integration of 
eq 4 and obscures the meaning of the In (Az/At) graph.

The cause of the curvature in the In (Az/At) graphs is 
unknown, but we think it is probably an impurity 
problem. Weak CN violet and NO/3 emission is ob
served in our system. Experiments with added 0 2, 
to be discussed below, suggest that the small oxygen 
concentration responsible for NO¡3 emission does not 
produce curvature in the In (Az/At) graphs. The CN 
radical may be involved in reactions that are first and 
possibly second order in [N]. A change in [CN] in the 
course of a run would then produce curvature in the In 
(Az/At) graph as the slope, reflecting first-order pro
cesses, and the intercept, reflecting second-order pro
cesses, change. The question of impurity contribution 
will be investigated in future experiments.

Limited initial decay data from our preliminary 
experiments10 with a clean Pyrex bulb were analyzed 
with 2 vs. t graphs. A graph of (fcr[M] +  ks) against 
[M ] is shown in Figure 6. The results are significantly 
low'er than those we previously obtained using long
time data from the same experiments and within scatter 
described a straight line. A least-squares fit of the 
data gave kr(N2) = (1.1 ±  0.4) X 10-32 cm-6 molec-2 
sec-1 and ka =  (0.39 ±  0.04) X 10-15 cm3 molec-1 
sec-1. Within scatter the fcr(N2) value overlaps that 
obtained with phosphoric acid poisoning of the bulb.

Decays in which nitrogen was diluted in Ar and He 
buffers were not plagued with the difficulties just de
scribed for pure nitrogen; In (Az/At) graphs were linear 
for the duration of the decay, z vs. t graphs for the 
first 20-30 sec of the decay gave the same results as In 
(Az/At) graphs for long-time decay data. Graphs of 
(fcr[M] +  fcs) against [M] are shown for Ar and He 
buffers in Figures 7a and 7b, respectively. Values for 
the slopes and intercepts gave kT (Ar) =  (2.3 ±  0.5) X
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F i g u r e  6.  ( f c r [ M ]  - f  ks) a g a i n s t  p r e s s u r e  f o r  p u r e  n i t r o g e n  i n  a  

c l e a n  P y r e x  b u l b .  T h e  f i l l e d - i n  c i r c l e s  r e p r e s e n t  t h e  r e s u l t s  o f  

i n i t i a l  d e c a y  d a t a  a n a l y s i s .  T h e  u p p e r  c u r v e  r e p r e s e n t s  t h e  

r e s u l t s  o f  l o n g - t i m e  d e c a y  d a t a  a n a l y s i s  f o r  t h e  s a m e  

e x p e r i m e n t s .  F o r  t h e  o p e n  c i r c l e s  0 . 0 7 %  0 2 w a s  a d d e d  t o  t h e  

d e c a y  b u l b  a f t e r  i s o l a t i o n .

F i g u r e  7 .  ( f c r [ M ]  +  kB) a g a i n s t  p r e s s u r e  f o r  ( a )  A r  b u f f e r  a n d  

( b )  H e  b u f f e r  i n  a  c l e a n  P y r e x  b u l b .

10-32 and 7er(He) =  (2.22 ±  0.12) X 10-32 cm6 m olec-2
sec-1 and 7cs(Ar) = (0.22 ±  0.06) X 10-15 and 7cs(He)
= (0.65 ±  0.13) X 10-16 cm3 molec-1 sec-1. The 
results with Ar and He suggest that the difficulty with 
pure nitrogen decays may be an impurity that is present
in the prepurified nitrogen. When the N2 is sufficiently

diluted in Ar or He the impurity concentration is low
ered enough so as to be ineffective.

Stirred Flow Reactor Experiments. A completely 
independent measurement of kT is possible when the 
observation bulb is treated as a stirred flow reactor.10 * * 13'22 
Neglecting any contribution by 7cs, stirred flow reactor 
theory gives the result

k =  h -  [Nib _  ... T -1
r V [N]b2[M] [N]b[M] v ;

where r -1 is the first-order rate coefficient, f v is the 
volume flow rate of the gas at pressure [M ] in the bulb, 
V  is the volume of the bulb, and [N ]a and [N ]b are the 
atomic concentrations at the entrance and exit of the 
bulb, respectively.

NO titrations were performed at the entrance and 
exit of the bulb under constant flow and discharge con
ditions to give [N ]a and [N]b. Titrations with M = 
N2, Ar, and He performed at 0.8, 1.6, and 1.6 Torr, 
respectively, gave 7cr(N2) =  (1.2 ±  0.4) X 10-32 cm6 
molec-2 sec-1, 7er(Ar) = (2.7 ±  1.0) X  10-32 cm6 
molec-2 sec-1, and fcr(He) =  (3.2 ±  1.1) X  10-32 cm6 
molec-2 sec-1. These results are in reasonable agree
ment with the more accurate determination of 7cr from 
decay experiments. The main reason the stirred flow 
reactor calculations are inherently less accurate than 
the decay results is that three different flow rates must 
be measured to evaluate 7cr from eq 6. These flow 
rates enter eq 6 in such a way that we expect an error 
of 20-30% in a single kT determination by this method.

For experiments with Ar and He buffer the term 
which is first order in [N] reduces the calculated kT by 
less than 5%. With a N2 buffer the first-order correc
tion is large, amounting to approximately 50%. The 
value of r -1 was estimated from the data for the first 
10 sec of a decay at the pressure at which the stirred 
flow reaction calculation was performed. For M = 
N2 the inaccuracy in estimating the effective value of 
t-1 introduces an addhional 20% error in 7cr.

Effect of Added Oxygen on kT. Decays of N2 with 
0.07% 0 2 added after the discharge did not show the 
peculiar features of pure nitrogen decays; In (Az/At) 
graphs were linear for the duration of the decay. kr 
values derived from these graphs are represented by the 
open circles in Figure 6. Within experimental scatter 
they agree with the results of initial decay calculations 
for pure N2. Only lower pressure decays were taken 
with added oxygen because at higher pressures first- 
order removal of N atoms by atomic and molecular 
oxygen dominates the decay.

Real and Apparent First-Order Surface Recombination. 
Were the first-order recombination coefficient, r -1, due 
entirely to wall recombination, it should be independent

(22) (a) A . A . F rost and It. G . Pearson, “ K in etics  and M e ch a n ism ,”  
2nd ed, W iley , N ew  Y ork , N . Y ., 1961, p  265; (b ) G . B . K is tia k ow sk y  
and G . G . V o lp i, J . Chem. P hys., 27, 1141 (1957).
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of the total pressure and equal to 3ct/ 4R, where c is the 
average speed of the nitrogen atoms, y is the wall re
combination probability, and R is the radius of the 
spherical vessel. We observed, however, that t ~ x 

increased with increasing pressure as shown in Figure 8. 
These results forced us to consider the possibility that 
experimental r -1 values arose partly from wall recom
bination and partly from homogeneous processes in
volving impurities, the latter appearing kinetically to 
be quasi-first order in [N], The addition of only 
0.07% oxygen impurity after the discharge, Figure 8, 
drastically increased the slope of the r _1 vs. [M ] graph.23

The quantity r~x may be decomposed as follows

r - 1 = fcw +  ki [M] (7)

where k w is the true surface recombination rate co
efficient and ki contains the effects of impurity oxygen. 
We viewed the effect of added oxygen on the basis of 
the reaction scheme

N +  0 2 — ► NO +  O (8a)

N +  O +  M — >  NO +  M (8b)

N +  NO — > N2 +  O (8c)

O —|— O —I- M — ^ O2 M (8d)

Using this mechanism, the quantity ki in eq 7 becomes

ki =  2k^X(O2) T  2&b [0 ] (9)

where X (0 2) is the mole fraction of molecular oxygen. 
The factors of 2 enter eq 9 because the removal of a 
nitrogen atoms by reactions 8a or 8b guarantees the 
removal of another in each case by the subsequent very 
rapid reaction 8c. When molecular oxygen is added to 
afterglowing nitrogen the value of [0] is initially zero. 
As reactions 8 proceed, [02] decreases and [0] increases. 
Using literature values of the rate constants24 for reac
tions 8 and our results for the time dependence of [N] 
we have made step-by-step calculations of the time 
dependence of ki for our runs with 0.07% added 0 2. 
It appears that after 1-2 min of decay history, the 
value of ki remains essentially constant for a long time. 
These limiting values of ki were used to draw the upper 
curve in Figure 8. The agreement with experiment is 
good, which supports our interpretation of the effect of 
oxygen impurity. Very slight pressure dependence of 
t-1 for the helium mixture is consistent with the low 
oxygen impurity level claimed for the helium we used. 
The results for the argon mixture lead us to conjecture 
that we did not exhaust the air from our mixing bulb 
with sufficient care prior to making the mixture.

From extrapolations to zero pressure we derived an 
average value of k w = 3 X 10_I sec-1, which yields a 
value of y = 5.0 X 10 ~8 for the wall recombination 
probability. This is the lowest value of y for nitrogen 
atom recombination ever reported for any surface. 
The literature contains numerous reports of widely

F i g u r e  8.  t -1 a g a i n s t  p r e s s u r e  f o r  A r  b u f f e r  ( f i l l e d - i n  c i r c l e s ) ,

H e  b u f f e r  ( X ) ,  a n d  p u r e  n i t r o g e n  w i t h  0 . 0 7 %  O 2 a d d e d  a f t e r  

t h e  d i s c h a r g e  ( o p e n  c i r c l e s ) .  T h e  u p p e r  c u r v e  i s  a  c a l c u l a t e d  

c u r v e  b a s e d  o n  e q  8 ( s e e  t e x t ) .

varying y values for nitrogen atom recombination at 
ostensibly similar surfaces (ref 2a and Table II); 
however, it is hard to assess the significance of these 
values because, with one exception,9 no r _1 vs. [M] 
data have previously been published. It is very likely 
that some published y values are measures of gas im
purity instead of effective surface characteristics. As 
far as our value of y is concerned, we cannot confidently 
say this is a characteristic of clean Pyrex because of the 
possibility that tiny areas of stopcock grease or other 
material exposed to the afterglowing gas in our bulb 
may be very effective in destroying atoms. If such 
active regions of area S' have a wall recombination 
probability y ' , then it is sufficient that y'S' =  0.52 X 
10 ~4 cm2 for our calculation of the apparent 7 for the 
entire surface to come out as it did.

Obviously a very small active surface area could 
account for all the first-order heterogeneous recombina
tion which, by calculating as we did, we attempt to 
attribute to the large interior surface area of the entire 
bulb. It is entirely possible that y =  0 for clean Pyrex. 
Carefully designed experiments with pure gas in bulbs

(23) T h e  va lue o f  r _1 was tak en  from  the slope o f  In (A 2 /  Ai) graphs. 
D u e  to  the  am bigu ity  associated  w ith  in  (Az/A<) graphs fo r  an N i 
buffer, on ly  results fo r  A r and H e  buffers are reported . W h en  N 2 

w as poison ed  w ith  0 .0 7 %  O 2 the  In (A z /A f) graphs w ere norm al and 
r ~ l values ob ta in ed  from  the slopes cou ld  be used w ith  con fiden ce .
(24) (a) J. E . M orga n  and H . I . S chiff, J. Chem. Phys., 3 8 , 1495
(1963 ); (b) I . M . C am pbell and B . A . T hrush , Proc. Roy. Soc. Ser. 
A, 296, 222 (1 96 7 ); (c) M . A . A . C ly n e  and B . A . T hrush , ibid., 261, 
259 (1961 ); (d) K . Schofield , Planet. Space Sci., 15, 643 (1967); 
(e) W . E . W ilson , J. Chem. Phys., 46 , 2017 (1 96 7 ); (f) C . M a v -
royannis and C . A . W inkler, Can. J. Chem., 39 , 1601 (1961).
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of different surface-to-volume ratios would help to 
clarify this point.

Discussion
Pressure Dependence of the Afterglow and the After

glow Mechanism. Values of the apparent quenching 
constant, fc, for pure N2 are summarized in Table I. 
Pressure increase experiments reported here and by 
Becker, et al.,3 and an entirely independent experimental 
approach by Jonathan and Petty8 give similar values of 
fcNs. Jeunehomme and Duncan’s fcrB value is calcu
lated from the pressure dependence of the lifetime of the 
N2(B) state. Later, Jeunehomme18 reported more 
accurate data on the lifetime, but new data on the 
pressure dependence of the lifetime in pure N2 buffer 
were not reported, so a revised fern could not be calcu
lated. The results of Young, et al. (see Table I, 
footnote e), are low but they are difficult to compare 
with our experiments due to their different method of 
formation of N2(B) and their observation of lower 
vibrational levels. For pure nitrogen the pressure de
pendence of the afterglow for the topmost emitting 
levels of the B3n  state seems firmly established with 
kr-B — (8.0 ±  1.2) Torr-1.

The pressure dependence of the afterglow varies with 
the third body. For an N2 buffer the pressure at which 
the specific intensity, J /[N ]2, reaches 50% of its maxi
mum value—the so-called half quenching pressure—is 
0.12 Torr. Above 1 Torr little pressure dependence is 
detected, in agreement with higher pressure stud
ie d ,5,2 5 , 2 6  -which foun(i the specific intensity to be pres
sure independent above about 2 Torr. With Ar and 
He buffers there is much less apparent quenching than 
in pure N2; consequently the specific intensity de
pends significantly on pressure to higher pressures. 
The interpretation of pressure increase experiments in 
Ar and He is complicated by the fact that the vibra
tional distribution in B 3n  is, especially in Ar, rather 
strongly dependent on pressure and gas composition as 
Brown6 has shown. Since we observe emission from 
levels 11 and 10 in the pressure increase experiments and 
the distribution shifts to lower levels at higher pressure, 
failure to correct for the distribution shift gives values of 
/ctb in Ar and He which are too high. We used Brown’s 
vibrational distributions to correct our data for levels 
11 and 10 to represent apparent quenching of the top 
seven vibrational levels of N2(B). In Table I we have 
shown both our uncorrected and corrected values of 
krs in Ar and He.

As can be seen in Table I there is only fair agreement 
on the value of km for the inert gases. Becker, et al.,3 
report a preliminary fcHeTB value similar to ours, but 
since they did not report the gas composition it is not 
clear whether N2 made a contribution to the observed 
value. An N2 contribution will raise the observed fcrB 
value. In our experiments the nitrogen contribution 
was less than the scatter in the data, which amounted

to about 10%. Limited data by Young, et al.,21 for a 
1% N2-H e mixture indicated the specific intensity was 
pressure dependent between 1 and 4 Torr. Our results 
indicate that the specific intensity has reached 71% 
of its maximum value at 4 Torr. Our value of fcrb 
for Ar and He, as corrected with Brown’s6 intensity 
distribution, is in good agreement with Brown’s appar
ent quenching constant for v =  6-12. For an Ar 
buffer Becker, et al.,3 report a higher km but again the 
N2 contribution is unknown. Jonathan and Petty8 
report an uncorrected fcrB value identical with ours but 
for an 11.5% N2-Ar mixture. This value is not influ
enced by the distribution shift because JP used a direct 
titration technique to measure atom concentrations, 
but it does include an N2 contribution. Using the ap
proximation the fc =  fc(Ar)Y(Ar) +  fc(N2)Y (N 2), JP’s 
data suggest fcArrB = 0.23 Torr-1. The contribution 
to fcrB of the small amounts of N2 present in the inert 
gas mixtures need clarification.

Our experiments and other studies3,6,8 of the pressure 
dependence of the afterglow have determined the in
tensity-pressure relationship to be that represented in 
eq 1. The experiments of Jonathan and Petty8 suggest 
that the form of this equation is valid not only for the 
highest levels of N2(B), v = 12, 11, and 10, but also for 
lower levels, v =  6, 5, and 2. The pressure dependence 
of the afterglow is rooted in the mechanism of the 
afterglow. We will now consider the predictions of 
several proposed mechanisms and their agreement with 
experiment.

Berkowitz, Chupka, and Kistiakowsky6a (BCK) 
have proposed that the mechanism for population of 
the topmost vibrational levels of N2(B) involves nitro
gen atom recombination into the N2(62) state followed 
by collisionally induced transfer from N2(62) to N2- 
(B3n g). Introduction of the quenching reaction,

kQ
N2(B) +  M — > quench, into the BCK mechanism gives 
an intensity-pressure relationship of the form of eq 1 
where fc =  fcQ. For the lower vibrational levels of N2
(B) BCK suggest that N2(A32 U+) is involved as an 
intermediate.

Campbell and Thrush2d (CT) suggest that N2(A32 U+) 
is the sole intermediate in the recombination. See 
Figure 9a. Steady-state analysis of the CT mechanism 
gives an intensity-pressure relationship of the form of 
eq 1 where fc = fc_i(fc_ +  fcv)(fc_ +  fcv +  fci)-1 +  fcQ. 
fc is identified as a quenching constant plus a complex 
combination of rate constants. In the CT mechanism 
fc no longer simply represents electronic quenching of 
the N2(B) state.

The model shown in Figure 9b schematically repre
sents an obvious elaboration of the simple CT scheme,

(25) R . W . G ross, J . Chem. Phys., 4 8 , 1302 (1968).
(26) R . A . Y o u n g  and R . L . Sharpless, ibid., 3 9 , 1071 (1963).
(27) R . A . Y ou n g , R . L . Sharpless, and R . S tringham , ibid., 41 , 
1497 (1964).
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FREE ATOMS

(b)

FREE ATOMS

( a )

F i g u r e  9 .  ( a )  C a m p b e l l - T h r u s h  m o d e l  a n d  ( b )  e x p a n d e d

C a m p b e l l - T h r u s h  m o d e l .

which shows the vibrational structure of the A and B 
states and suggests the possibility of crossover between 
A and B at various energies. If the quenching and 
radiative rate constants are assumed to be independent 
of level, the steady-state solution for the intensity of 
emission from level n of B, though algebraically messy, 
can be written down. The expression for the intensity 
from the top level of B is naturally identical with that 
from the CT mechanism. For lower levels the inten
sity-pressure relationship becomes more complicated in 
appearance, and it seems odd that eq 1 should apply 
to any but the topmost level. Simplifications are possi
ble, however, when assumptions are made about the 
relative magnitudes of various rate constants. Con
sider two extreme examples. If quenching of N2(B) 
is always much more efficient that back-transfer to 
N2(A), i.e., if kQ »  fc_„, for all n, then the intensity 
from each level of N2(B) obeys an equation of the form 
of eq 1, and the apparent quenching constant is /cq. 
If, on the other hand, vibrational relaxation in N2(A) 
is always more efficient than crossing to N2(B), i.e., 
kn,n+1 kn for all n, then the intensity from each level
of N2(B) is again of the form of eq 1, but the apparent 
quenching constant for each level is 7cq +  fc_„. In this 
instance if k_n )i> for all n then k_n would have to 
depend weakly on n for the same formula to apply to 
all levels.

Until more precise level-by-level measurements of 
the pressure dependence of the intensity are available, 
it will not be possible to make a firm decision about the 
mechanistic significance of the apparent quenching 
constant.

An important contribution to the evaluation of mech
anistic models has been made by Brown.8 He mea

sured the intensity distribution of the nitrogen first 
positive bands in the Av =  3 sequence, coming from 
upper levels v =  6-12, in the range from 0.06 to 4.5 Torr 
with nitrogen, argon, and helium buffers. He at
tempted to fit the results for an Ar buffer to a model 
involving vibrational relaxation and electronic quench
ing in N2(B). The levels of N2(B) were assumed to 
be populated from an unidentified precursor. In order 
to obtain a reasonable fit to the observed N2(B) vibra
tional distributions it was necessary to use unreason
ably high vibrational relaxation rate coefficients, cor
responding to one transfer for every ten gas kinetic 
collisions. Brown concluded that vibrational relaxa
tion in N2(B) was not adequate to explain the observed 
vibrational distributions. He suggested it was most 
likely that the vibrational relaxation occurs mainly in 
the precursor state.

Estimates of the depth of the 82 potential well based 
on observed predissociations in other states28 and on the 
effect of temperature on the vibrational distribution in 
the B3n  state6b suggest that the 62 state could be a 
direct precursor, if not the only one, of the v =  12 and 
possibly also the v — 11 and 10 levels of N2(B3n). 
For N2(B3n) levels below v =  10 the A32 state is a more 
reasonable direct precursor than 62 on the grounds that 
amounts of electronic energy large compared to kT 
are unlikely to be dissipated into other degrees of free
dom in simple collision events. Providing that mole
cules in the B3n  and A 3II states can be easily intercon- 
verted by collision, it is possible for the 52 state to be 
the ultimate supplier of population in levels of the 
B3n state well below the topmost emitting ones as indi
cated by the sequence

M M M M
atoms — > 62 — B3n(i>k) — *■ A 32(iq) — *■

M
A32(t)j <  V i )  — > B3!!^ ! <  Vk) — >- emission

Our pressure dependence studies and those of others 
cannot be used to assess the relative importance of the 
several possible pathways by which molecules in various 
levels of B3n  are formed.

Nitrogen Atom Recombination. Values for the homo
geneous termolecular rate coefficient for nitrogen atom 
recombination are summarized in Table II. Recent 
studies28'b'2d’3 are in agreement that for M =  N2, kT 
= (1.0 ±  0.2) X 10~32 cm6 molec-2 sec-1 at room tem
perature. In our experiments the inconsistencies, ap
parently involving impurity reactions, that are asso
ciated with long time pure nitrogen decays have been 
avoided by using initial decay data. Initial decays on 
a clean Pyrex surface and on a surface coated with 
syrupy phosphoric acid give consistent results within 
experimental scatter. Experiments with added 0 2 
further suggested that impurity reactions are involved 
in N-atom removal and that 0 2 is acting to quench

(28) P . K . C arroll, J. Chem. P h ys ., 37, 805 (1962).
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Table II :  S u m m a r y  R e s u l t s  o f  N i t r o g e n  A t o m  R e c o m b i n a t i o n  S t u d i e s

Wall material or
M fcr“ fcs5 y coating; method R ef

n 2 0.79 ±  0.1 0.13 ±  0.05 S y r u p y  p h o s p h o r i c  a c i d  ; T h i s  w o r k

s t a t i c

n 2 1.1 ±  0.4 0.4 ± 0 .1 P y r e x ;  s t a t i c T h i s  w o r k

A r 2.3 ±  0.5 0.22 ±  0.06 5 X 10-8 P y r e x ;  s t a t i c T h i s  w o r k

H e 2.2 ±  0.2 0.06 ±  0.01 5 X 10-8 P y r e x  ; s t a t i c T h i s  w o r k

N 2 ,  A r 0.76 ±  0.06 1.44 N o t  d e t e c t e d P y r e x ;  f l o w 2d

H e 1.05 ±  0.2 1.44 N o t  d e t e c t e d P y r e x ;  f l o w 2d

n 2 0.96 ±  0.3 1.7 <10-6 P y r e x ;  f l o w 2b

n 2 0.75 ±  0.05 <0.17 <10-6 M e t a p h o s p h o r i c  a c i d ;  f l o w 2b

N 2 i A r 1.05 <0.002 5 X 10-7 S t a i n l e s s  s t e e l ;  s t a t i c 3
H e 0.91 S t a i n l e s s  s t e e l ;  s t a t i c 3
n 2 1.4 ±  0.5 N o t  d e t e c t e d 2 X 10-6 P y r e x ;  f l o w 2c

n 2 0.6 ±  0.3 2.7 7 X 10-6; 5.5 X 10-4' F u s e d  s i l i c a ;  f l o w 21
n 2 2.3 ±  0.9 2.8 5 X 10-7; 5 X 10-6C T e f l o n ;  f l o w 21
n 2 2.25 ±  0.2 0.35 2 X 10-7; 2.5 X 10-6C F u s e d  s i l i c a ;  s t a t i c 21
n 2 1.57 ±  0.2 1.5 X 10-6 P y r e x ;  f l o w 19
A r 0.78 ±  0.08 P y r e x ;  f l o w 19
H e 0.23 P y r e x ;  f l o w 19
n 2 3.3 ±  0.8 3 X 10-6 P y r e x ;  f l o w d
N 2,  A r 3.44 ±  0.4 P y r e x ;  f l o w 20
n 2 2.9 ±  0.5 7.5 X 10-6 P y r e x  ; f l o w e

°  I n  u n i t s  o f  1 0 -32 c m 6 m o l e c -2 s e c - 1 . E r r o r  l i m i t s  f o r  o u r  r e s u l t s  a r e  c a l c u l a t e d  s t a n d a r d  d e v i a t i o n s  b a s e d  o n  l e a s t - s q u a r e s  f i t s  a n d  

m e r e l y  g i v e  a  p r e c i s i o n  i n d e x  f o r  a  p a r t i c u l a r  s e t  o f  e x p e r i m e n t s .  5 I n  u n i t s  o f  1 0 -16 c m 3 m o l e c -1 s e c - 1 . e  V a l u e  o f  y  d e p e n d e d  o n  

s o u r c e  o f  n i t r o g e n .  d T .  W e n t i n k ,  J .  O .  S u l l i v a n ,  a n d  K .  L .  W r a y ,  J. Chem. Phys., 29, 3 2 1  ( 1 9 5 8 ) .  e C .  M a v r o y a n n i s  a n d  C .  A .  

W i n k l e r ,  Can. J. Chem., 39, 1 6 0 1  ( 1 9 6 1 ) .

the impurity. With added 0 2, data from the entire 
decay can be used and give results consistent with 
initial decays of pure N2. CN is a prime candidate for 
the impurity, and more experiments are needed to test 
this hypothesis.

The identity and value of the second-order coefficient, 
fcs, are still unresolved. Campbell and Thrush2d origi
nally proposed fcs as a second-order wall recombination 
coefficient. Clyne and Stedman2b supported this 
opinion when they found that a tube coated with phos
phoric acid gave a significantly lower fcs— equal to zero 
within their experimental error—than did a clean 
Pyrex tube. In our experiments decays in a clean 
Pyrex bulb with M =  N2, Ar, and He gave fcs =  (0.06- 
0.4) X 10-15 cm3 molec-1 sec-1; our highest value is 
still a factor of 4 lower than that observed by Campbell 
and Thrush. Since experiments with the three buffers 
were performed in the same bulb the indication is that 
the range of values reflects our ability to determine fcs. 
An average result of fcs =  (0.2 ±  0.2) X 10-15 cm3 
molec-1 sec-1 is reasonable. Within our experimental 
scatter, ks for clean Pyrex may be zero. We did not 
observe the large decrease in ks when using syrupy 
phosphoric acid that was observed by Clyne and 
Stedman. Two recent studies, one with a stainless 
steel surface3 and one with a Pyrex surface,20 failed to 
detect ks. .

It can be seen from Table II that agreement is poor 
on the absolute and relative effects of different third 
bodies on fcr. We find that Ar and He increase the

observed fcr by about a factor of 3 relative to the pure 
nitrogen value. Campbell and Thrush report that Ar 
and N2 have similar kT values while He is 50% higher. 
Becker, el ah,3 report similar results for Ar, He, and N2 
third bodies. Herron, et ah,19 report results for He and 
Ar that are significantly lower than those for N2. More 
careful experiments are required to clarify the third- 
body effect on fcr.

Luminous Efficiency of the Afterglow and the Vibra
tional Distribution in the / i3IIg State. Our results on the 
pressure dependence of the afterglow and the rate of 
homogeneous recombination when combined with ab
solute intensity measurements give the relationship 
between the rate at which molecules are formed and the 
rate at which photons are emitted. At pressures above 
1 Torr in pure nitrogen eq 1 reduces to I =  K  [N J2/  
(fcrb); he., the specific intensity is pressure indepen
dent. A value for the absolute intensity at a known 
atom concentration, when combined with our value for 
(ctb, gives an absolute value for K. Two absolute 
intensity measurements5 25 on First Positive bands in 
the afterglow with M =  N2 were corrected using the 
relative intensities of Bayes and Kistiakowsky6b and 
Brown5 to give the total absolute intensity for the 
First Positive system. An average value of K = 4 X 
10-33 cm6 sec-1 was obtained. Combining eq 1 with 
d[N2]/d( =  V2fcr[N]2[M] gives the result

(molecules formed/photons emitted) =

(V2fcr/ K) (fcrB [M ] +  1) (10)
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The ratio of the rate of molecule production to the rate 
of photon emission is directly proportional to pressure. 
Using our values for fcr(N2) and fcN2rB and the above 
estimate for K  it may be seen that in the limit of zero 
pressure about 1.3 molecules per photon are formed. 
At 5 Torr this ratio has increased to about 55. At 
higher pressures the N2(B) state or its precursor are 
significantly involved in nonradiative reactions.

In making our estimate of K  we have not allowed for 
the possibility that one molecule might emit more than

. . emission collision emissionone photon m a B ----- -—> A --------- > B --------- >  A
cascade process. The levels v = 7-13 of the A state 
overlap the energy range of levels v =  0-4 of the B state. 
We estimate that 69% of all emission events from levels 
v = 6-12 in the B state terminate on levels v =  7-13 
of the A state. On the other hand the total emission 
rate from levels v =  6-12 of the B state is about 36% 
of that from all levels of the B state. Therefore, if this 
cascade process were extremely efficient, it could ac
count for at most 25% of the total emission from the 
B state. The correction to K  does not seem justified 
at present in view of the probable inaccuracy of the 
absolute intensity and the lack of evidence about the 
efficiency of cascading.

The possibility of cascading may also be looked at 
from the standpoint of assessing the potential impor
tance of the 52 mechanism. The total emission from 
levels v =  12, 11, and 10 of the B 3n  state amounts to 
some 28% of all emission from the B state, and 87% 
of all the emission events from these top three levels 
could give rise to subsequent cascade emission. In 
other words, the potentiality for cascading is almost 
entirely the property of the top three emitting levels of 
the B state, just those levels which might be populated 
directly from the 52 state. Therefore, on this basis 
alone the 62 mechanism could account for over half of 
all the light emitted by the B state if cascading were 
very efficient. This, together with the possibility 
alluded to previously that the 52 mechanism could 
populate lower levels of B through collisional inter
change between B and A and vibrational relaxation in 
A, means that the 62 mechanism cannot be lightly dis
carded or ignored as a minor contributor to the after
glow. Furthermore, it must be remembered that in all 
that has been said, the direct and indirect contributions 
to light production made by the B '32 u_ state have not 
been taken explicitly into account, and insofar as this 
state may be populated by the 52 mechanism, the im
portance of the 62 mechanism may be enhanced.

Finally, the special role of the top three emitting 
levels of BTI in the afterglow is apparent on a graph of 
the steady-state vibrational populations of this state 
as shown in Figure 10. The relative populations in this 
figure were estimated using the combined relative in
tensity data of Bayes and Kistiakowsky6b and Brown,5 
the lifetimes of Jeunehomme,18 and the Franck-Condon

F i g u r e  1 0 .  V i b r a t i o n a l  d i s t r i b u t i o n  o f  t h e  B 3n g  s t a t e  i n  t h e  

p u r e  n i t r o g e n  a f t e r g l o w  a t  r o o m  t e m p e r a t u r e .  V i b r a t i o n a l  l e v e l  

n u m b e r s  a r e  s h o w n  n e a r  t h e  p o i n t s .  T h e  e n e r g i e s  o f  t h e  l e v e l s  

a r e  m e a s u r e d  w i t h  r e s p e c t  t o  t h e  l o w e s t  r e a l  l e v e l  o f  t h e  g r o u n d  

e l e c t r o n i c  s t a t e .

factors of Benesch, et al,29 The results apply to pure 
nitrogen at pressures in the 1-10 Torr range at room 
temperature. It should be noted that the population 
peak at v = 11 is not the result of a peculiar pattern of 
transition probabilities but is preserved on a graph of 
relative total emission rates from the various levels. 
This means that if the rate constants of nonradiative 
processes which destroy B3n  molecules in various levels 
are comparable to one another— as the quenching re
sults to date suggest—the actual rates of formation of 
molecules in the 11th and 12th levels must be consider
ably greater than those for all but the lowest three 
levels. If all levels of the B state were presumed to be 
populated from the A state, as in the CT mechanism, 
a rather special pattern of collisional transfer rate con
stants would have to be advanced to account for the 
observed population distribution. We are unaware of 
arguments which would make such a special pattern 
plausible, and the eventual quantitative assessment of 
the role played by the 52 state may render the inven
tion of such arguments unnecessary.
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The absorption spectrum of benzene vapor in the region of the Hg resonance line at 2536.52 A has been re
examined. An absorption band not previously reported is seen to be nearly coincident with the position of 
the Hg line. Assignments of the five or six absorption bands overlapping the Hg line are considered. Specific 
assignments for three of these bands and possible assignments for the others are derived. These assignments 
are summarized in Table II.

Introduction
The vibrational levels excited in the first singlet 

(Tbu) state of benzene by absorption of light from the 
2537-A Hg line have been used by many workers as 
the starting point for investigations of excited-state 
relaxation processes. The majority of these studies 
probe electronic energy transfer and sensitized photo
chemical reactions.2 Others use these levels for ex
ploration of vibrational relaxationSa'b’4 and for experi
mental characterization of intersystem crossing.4-6 
A few investigations have also used these levels as 
precursors to the photodecomposition of benzene it
self.7

In view of such extensive study, it is remarkable that 
the identity of these levels has never been carefully 
worked out. Their assignments remain largely un
known.

In this and the following paper, efforts to provide 
that information are described. In the present paper, 
results from a general reexamination of the entire 1B2u-  
lAjg absorption system of benzene8 are used for a de- 
tailed analysis of the 2537-A region. This provides a 
list of possible assignments for the absorption bands 
overlapping the position of the Hg line. In the follow
ing paper, some of those assignments are confirmed 
and others rejected by an analysis of the resonance 
fluorescence spectrum excited by the Hg line.

It is appropriate that these reports appear among 
papers dedicated to G. B. Kistiakowsky, for he was 
among the first to recognize the experimental virtues of 
benzene and the 2537-Â line. In 1932, he reported 
with Nelles9 the first really detailed characterization

of resonance fluorescence excited in benzene by absorp
tion from that line. In 1936, he and Cuthbertson10 
provided an analysis of that spectrum which correctly 
identified many of the progressions despite the fact that 
the vibrational frequencies and excited electronic states 
of benzene were then largely unknown. In 1937, 
Kistiakowsky and Solomon11 further advanced the 
understanding of benzene by showing that the 160- 
cm-1 band spacing seen throughout the 2600-A spec
trum was not a vibrational fundamental but rather a

(1) (a) C on tribu tion  N o . 1912 from  the C hem ical L aboratories  o f  
Ind iana  U n iversity . W e  are grateful fo r  a grant from  the N ation a l 
S cience F ou n d ation  w hich  has m ade this w ork  poss ib le , (b ) N a
tion a l Institu tes  o f  H ea lth  P red octora l F e llow .
(2) T w o  reports  particu larly  fun dam enta l to  subsequent energy 
transfer studies are H . Ish ikaw a and W . A . N oyes , Jr., J . Chem. 
P h ys., 37, 583 (1962), and R . B . C undall and T . F . Palm er, Trans. 
Faraday Soc., 56 , 1211 (1960). F o r  a review , see R . B . C u ndall in  
“ T ransfer and S torage o f E n ergy  b y  M o lecu les ,”  V o l. 1, G . M . B u r
nett and A . N . N orth , E d ., W iley -In terscien ee, L on d on , 1969, p p  
1 -63 .
(3) (a) H . F . K em p er and M . S tockburger, J . Chem . P h y s ., 5 3 , 268 
(1970), and earlier references therein ; (b ) L . M . L oga n , I . B uduls, 
and I . G . R oss, “ M olecu la r L um inescence ,”  E . C . L im , E d ., W . A . 
B en jam in , N ew  Y ork , N . Y ., 1969, p  53.
(4) C . S . P arm enter and A . H . W h ite , J. Chem . P h y s ., 50, 1631 
(1969).
(5) G . B . K istia k ow sk y  and C . S. P arm enter, ibid., 42 , 2942 (1 96 5 ); 
E . M . A nd erson  and G . B . K istiak ow sk y , ibid., 48 , 4787 (1 96 8 ); 
E . M . A nderson  and G . B . K istiak ow sk y , ibid., 51, 182 (1969).
(6) C . W . M ath ew s and A . E . D ou glas, ibid., 4 8 , 4788 (1968).
(7) F or  exam ple, see L . K a p la n  and K . E . W ilzb ach , J . A m er. 
Chem . Soc., 90, 3291 (1968).
(8) G . H . A tk in son  and C . S . P arm enter, to  be published .
(9) G . B . K istia k ow sk y  and M . N elles, P h ys. R ev., 4 1 , 595 (1932).
(10) G . R . C uthbertson  and G . B . K istiak ow sk y , J. Chem . P h ys ., 4 , 
9 (1936).
(11) G . B . K istia k ow sk y  and A . K . S o lom on , ibid., 5 , 609 (1937 ).
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1 -1 ,2 -2 ,... sequence structure in a low-frequency vibra
tion. Most recently, he has shown8 that excitation of 
benzene with the Hg line provides an ideal system with 
which to probe radiationless transitions in isolated 
molecules.

Notation

The scheme devised by Callomon, Dunn, and Mills12 
along with the vibrational mode numbering of Wilson13 
is used to describe transitions. This notation can be 
illustrated by the example 6i2Zi2l 01. The large numbers 
indicate the vibrational modes that change quanta 
during the transition. The superscripts denote the 
quanta of a given mode in the upper (1B2u) electronic 
state of the transition and the subscripts denote the 
quanta in the lower state ( ‘Alg). When a degenerate 
mode is multiply excited, the letter l is used to denote 
the specific angular momentum components associated 
with the transition, with super- and subscripts indicat
ing the upper and lower states, respectively. Thus the 
transition given above is between the 1B2u state with 
Vn' =  2(W =  2), Vi =  1 and the ground 'Aig state with 
v," = 1 {hn =  1 ) ,V ' = 0.

Assignment Criteria

The spectral region of interest for the present analysis 
is only a small (60 cm-1) segment of an absorption 
system extending over almost 10,000 cm-1. Assign
ments of bands in that segment must obviously derive 
from a more general assignment of vibronic structure 
throughout the entire spectrum. An extension and 
refinement of those assignments has recently been made8 
using new information on vibronic activity contained 
in fluorescence spectra from single vibronic levels of 
benzene.14,15 The extended assignments now form 
the basis for a more detailed examination of the 2537-A 
absorption region.

The new work on assignments has started with the 
results in three of the many papers concerned with the 
benzene problem. The first of these is that of Radle 
and Beck16 which provides the most complete compila
tion presently available of the positions and relative 
intensities of the benzene absorption bands. We use 
these positions and generally the intensities without 
modification. The second is the assignment of the 
more prominent features of the spectrum by Garforth 
and Ingold (G I)17 which provides an essentially correct 
fundamental interpretation of the spectrum. The last 
paper is that of Callomon, Dunn, and Mills (CDM ).12 
It provides the rotational analysis necessary to relate 
vibronic band origins with band maxima and to unravel 
the nature of the spectrum where much overlapping 
structure exists. CDM have also presented helpful 
refinements, corrections, and extensions to the assign
ments of GI.

In the sections below, some general criteria governing 
assignments in the TLu^Ajg absorption spectrum are

given. Then in the following sections, the spectrum 
in the 2537-A region is described and assignments are 
proposed.

Vibronic Selection Rules. The symmetry selection 
rules governing vibronic activity in the 'B^-hAig transi
tion are described in two excellent reviews18 and are set 
forth by CDM in a particularly useful form. The 
principal constraint is that vibrations must generate 
a component of e2g symmetry in order to induce the 
otherwise forbidden transition. The most important 
single and binary combinations of active vibrational 
symmetries in benzene that can induce the transitions 
are given below.

Type of 
transition

X»1, xp 
X„2, x 2°, xp
Xo'Yo1, XPYP, Xo'Y,0

Allowed
vibrational

species

e2g
Gig? ©2g> e2u 
©2g X 8>lgj 62g X ©2gj 

62u X C2uj ©2u X &2u

The symmetries and selection rules for the specific 
angular momentum components of degenerate vibra
tions can be derived by simple procedures presented 
elsewhere.12,19

In addition, quantum changes in other vibrations 
may combine with those changes above that induce the 
transition. These typically appear as Arx = ± 2  or as 
1-1, 2 -2 ,... sequence transitions. The totally sym
metric vibrations n and r2 are active without restriction. 
The mode vx is responsible for progressions seen through
out absorption and fluorescence.

Vibronic Activity in the 1B2u- 1Aig Transition as 
Derived from Single Vibronic Level Fluorescence. The 
recent acquisition14,16,20 of fluorescence spectra from 
various single vibronic levels (SVL fluorescence) in 
the !B2u state of benzene vapor has been helpful ir. 
assignment of the absorption spectrum. Analysis of 
SVL fluorescence is an easier task than absorption 
analysis because fluorescence transitions in general 
involve only ground-state vibrational frequencies, and 
these are well known from infrared and Raman studies 
Because of this, many SVL fluorescence spectra have

(12) J. H . C allom on , T . M . D u nn , and I . M . M ills, P h il. Trans. 
R oy. Soc. London, S er. A , 259, 499 (1966).
(13) E . B . W ilson , Jr., P hys. R ev., 4 5 , 706 (1934).
(14) C . S. P arm enter and M . W . Schuyler, J . Chim. P h ys., 92 
(1970).
(15) C . S. P arm enter and M . W . Schuyler, J ■ Chem. P h ys., 52, 5366 
(1970 ).
(16) W . F . R ad le  and C . A . B eck , ibid., 8 , 507 (1940).
(17) F . M . G arforth  and C . K . In go ld , J. Chem. Soc. {L ondon), 417 
(1948 ).
(18) T . M . D unn, “ S tudies on  C hem ical S tructure  and  R e a c t iv ity ,”  
J. H . R id d , E d ., M ethu en , L on d on , 1966, p 103 -132 ; G . H erzberg, 
“ E lectron ic S pectra  o f  P o ly a to m ic  M olecu les ,”  V an  N ostrand , 
P rinceton , N . J ., 1966, p p  555 -561 .
(19) I . M . M ills, M ol. P hys., 7 , 549 (1964).
(20) M . W . Schuyler, P h .D . Thesis, Ind iana  U niversity , B loom ing
ton , In d ., 1970.
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been analyzed, and examination of those assignments 
reveals an accurate picture of the activity of vibrations 
in the IB2u- 1Aig transition. This activity should be 
consistent in both fluorescence and absorption.

Vibronic transitions in fluorescence are entirely con
sistent with the selection rules developed from the 
absorption spectrum, but additional constraints on the 
activity of the various modes are also seen. Only eight 
vibrational frequencies are required to describe the 
significant structure in SYL fluorescence spectra. The 
other frequencies appear essentially inactive. Vibra
tional activity in fluorescence is limited to the modes 
n, v*, vi, r9, rio, ku, r«, and vn.

To this list of modes active in the 'B^-'Aig transition, 
one must add the mode r2. Its activity can be seen in 
absorption where it is responsible for weak transitions. 
Observation of r2 in fluorescence is difficult because its 
high frequency (r2 =  3073 cm-1) causes fluorescence 
bands with activity in r2 to fall in a region badly con
gested by members of many vx progressions. This is 
probably the reason why the weak transitions in r2 are 
not identified in SVL fluorescence.

Thus a list of nine active vibrational frequencies is 
compiled from the complete set of 20.21 The active 
vibrations are listed with their best values in Table I. 
By using this set of vibrations in the simplest combina
tions allowed by the selection rules, plausible assign
ments of nearly all the significant bands in the absorp
tion spectrum can be obtained.

Table I :  G r o u n d -  a n d  E x c i t e d - S t a t e  F r e q u e n c i e s  o f  

T h o s e  V i b r a t i o n s  K n o w n  t o  B e  A c t i v e  i n  t h e  A b s o r p t i o n  

a n d  F l u o r e s c e n c e  S p e c t r a  o f  B e n z e n e

-—Fundamental frequencies—-
f—Normal modes—• Djh 1A  : g * B 2u

W.D.C.“ H. symmetry statec state

l 2 3>lg 9 9 3 . 1“ 9 2 3

2 1 3 0 7 3 3 1 3 0

6 1 8 © 2g 6 0 8 . 0 “ 5 2 2 . 4 «

7 1 5 3 0 5 6 3 0 7 7 . 2 *

9 1 7 1 1 7 8

10 11 G ig 8 4 6 5 8 5 «

11 4 a 2U 6 7 4 . 0 * 5 1 4 . 8 «

1 6 20 © 2u 3 9 8 . 6 * 2 3 7 . 3 «

1 7 1 9 9 6 7 7 1 9 '

“  S e e  r e f  1 3 .  b G .  H e r z b e r g ,  “ I n f r a r e d  a n d  R a m a n  S p e c t r a  

o f  P o l y a t o m i c  M o l e c u l e s , ”  V a n  N o s t r a n d ,  N e w  Y o r k ,  N .  Y . ,  

1 9 4 5 .  «  G r o u n d - s t a t e  v a l u e s  f r o m  S .  B r o d e r s o n  a n d  A .  L a n g s e t h ,  

Kgl. Dan. Vidensk. Selsk., Mat. Fys. Skr., 1 ,  N o .  1  ( 1 9 5 6 ) ,  

e x c e p t  w h e r e  n o t e d .  d C o r r e c t i o n  t o  v a l u e  l i s t e d  b y  r e f  12. 

* F r o m  r e f  12. /  F r o m  G .  H .  A t k i n s o n ,  u n p u b l i s h e d  w o r k .

Vibrational Frequencies. Most of the ground-state 
frequencies in Table I have been obtained from infra
red and Raman work while most of the excited-state 
frequencies have been derived from analysis of the 
vibronic absorption spectrum. These frequencies form

the basis for the calculated positions of band maxima. 
It should be noted that the precise calculation of the 
position of a band maximum requires a complete an- 
harmonic expression for the vibrational energy. With
out a detailed understanding of the constants in such 
an expression (and in some cases also Coriolis coeffi
cients), calculated positions for band maxima are only 
approximate. Unfortunately, the anharmonic con
stants are presently not available for most modes.

Additional Constraints on Assignments. A number 
of other criteria have been used to support or reject a 
proposed assignment that otherwise is in accord with 
selection rules and fits the position of a band maximum. 
These might be termed consistency checks. For exam
ple, many bands are easily identified as progression 
members. Other bands are recognized as members of 
sequences in r16 (I611) by the 160-cm-1 separation be
tween a sequence band and its parent. The assign
ments must be consistent with this knowledge.

Intensities of bands also provide help with assign
ments. The relative intensities of progression mem
bers must be approximately that predicted by the 
Franck-Condon factors.22 For example, progressions 
from v\' =  1 are easily recognized by the unusually 
low intensity of the l j1 member. The intensities must 
be consistent with Boltzmann factors for proposed 
assignments of hot bands. The relative intensities of 
various types of progression origins must correspond 
roughly with that seen for analogous progression ori
gins in SVL fluorescence.

Further checks derive by searching for additional 
structure expected to be present as corollaries of pro
posed assignments. For example, the appearance of the 
hot band 6i°ll02 would also require the presence of the 
band 6i2l l 02 with nearly equivalent intensity. In addi
tion, the cold band fio'llo2 and its sequence 601llo216i1 
should be easily seen. Checks such as these will be 
used in the specific assignment discussed below.

The 2537-A Region of Absorption
The absorption spectrum of benzene in the region of 

the 2537-A Hg line is shown in Figure 1. The upper 
spectrum is from a sample of benzene containing Hg at 
its vapor pressure. The position of the Hg line is 
clearly marked by its intense absorption at 39,412 cm-1. 
The lower spectrum is obtained by exciting a mercury- 
free sample of benzene with a xenon arc carefully se
lected to be free of Hg structure. The continuum from 
the lamp alone is shown at the bottom of Figure 1.

One should note that an absorption maximum at 
about 39,412 cm-1 still appears in the lower benzene

(21) I t  shou ld  be em phasized th a t the  classification  o f  a  v ib ra tion  
as a ctive  or in active  in  the spectrum  is on e  o f degree. T h e  principa l 
op tica l a ct iv ity  is con ta in ed  in  the  v ibra tion a l m od es  classified  as 
“ a ct iv e .”  O ther m odes are p ro b a b ly  also “ a ct iv e ,”  b u t th e y  co n 
tribu te  on ly  to  structure o f  very  w eak intensity .
(22) D . P . C raig, J . Chem . Soc., 2146 (1 95 0 ); W . L . S m ith , P roc . 
P h ys. Soc. London (A t. M ol. P h y s .), 89 (1968).
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F i g u r e  1 .  T h e  a b s o r p t i o n  s p e c t r u m  o f  b e n z e n e  v a p o r  n e a r  

2 5 3 7  A .  T h e  t o p  s p e c t r u m  i s  f r o m  b e n z e n e  c o n t a i n i n g  H g  

a t  i t s  r o o m  t e m p e r a t u r e  v a p o r  p r e s s u r e .  T h e  s h a r p  a b s o r p t i o n  

n e a r  3 9 , 4 1 2  c m -1 i s  t h a t  o f  H g .  T h e  m i d d l e  s p e c t r u m  i s  f r o m  

b e n z e n e  v a p o r  c a r e f u l l y  h a n d l e d  t o  b e  f r e e  o f  H g .  T h e  

b o t t o m  s p e c t r u m  i s  t h e  x e n o n  c o n t i n u u m  u s e d  i n  o b t a i n i n g  

t h e  u p p e r  s p e c t r a .  T h e  p r e c i s e  p o s i t i o n s  o f  t h e  a b s o r p t i o n  

b a n d s  a r e  g i v e n  i n  T a b l e  I I .  T h e  s c a l e  i s  c m -1 ( v a c ) .

spectrum even though Hg is completely absent. This 
absorption maximum has not been previously re
ported,16 presumably because it is obscured by mercury 
in the lamps and/or the sample. It must play a signifi
cant role in the absorption of 2537-A excitation. This 
band is part of a v, progression with related members 
elsewhere in the spectrum, so that the structure is not 
an artifact of residual Hg in the benzene sample.

A determination of which bands are pumped in ab
sorption can be made from the rotational analysis pro
vided by CDM. Their analysis of band contours in 
the absorption spectrum indicates that observable 
band contours fall into one of two general types which 
differ only in a relatively minor way. Both are char
acterized by a sharp high-energy edge whose onset is 
within about 2 cm-1 of the band maximum. The 
band degrades slowly to the low-energy side of the 
maximum so that each band has a long “ rotational 
tail.”  This tail can be seen to extend in excess of 50 
cm-1 for strong bands in relatively open areas of the 
spectrum. Examples are shown in Figure 2.

The known contours suggest that bands with maxima 
at higher energy than the Hg line at 39,412 cm“ 1 may 
overlap that position with their rotational tails. Bands 
more than a few cm“ 1 to lower energy will miss the Hg 
line.

The highest energy absorption bands that will over
lap the Hg line with appreciable strength are the intense 
bands at 39,451 and 39,445 cm“ 1. These are so strong 
relative to other bands in the 2537-A region that they 
may be expected to be dominant in absorption. The 
band whose maximum at 39,412 cm“ 1 is nearly coinci-

F i g u r e  2. T h e  A 0° ,  A i ° ,  a n d  A 2°  a b s o r p t i o n  b a n d s 16 ( t o p  t o  

b o t t o m )  o f  b e n z e n e  v a p o r .  T h e  t r a n s i t i o n s  r e s p o n s i b l e  f o r  t h e  

s h a r p  m a x i m a  a r e  i n d i c a t e d .  T h e  p o s i t i o n s  o f  t h o s e  m a x i m a  

a r e  38,612.2, 39,534.2, a n d  40,456.0 c m “1 ( v a c ) ,  r e s p e c t i v e l y .  

T h e  s m a l l  s t r u c t u r e  a p p e a r i n g  o n  t o p  o f  t h e  s u b s i d i a r y  m a x i m a  

i n  t h e  l o w e r  t w o  i s  f r o m  t h e  t r a n s i t i o n s  1702io2 a n d  1702(o2lo1. 
W a v e  n u m b e r  d e c r e a s e s  f r o m  l e f t  t o  r i g h t .

dent with the Hg line will also participate significantly 
in absorption even though it is very weak. The very 
weak bands with maxima at 39,440 and 39,423 cm“ 1 
may also contribute to absorption, but because of the 
presence of the stronger bands, it is impossible to assess 
the strength of their rotational structure at the position 
of the mercury line.

Bands at lower energies seem less likely candidates 
for absorption of Hg radiation. The band with a maxi
mum at 39,408 cm“ 1 is probably too far away from the 
Hg line for significant excitation (unless a pressure 
broadened Hg line is used), but one cannot discount 
39,408 cm“ 1 absorption with certainty. Only a very 
minor departure from the contours most commonly seen 
among stronger bands will bring this band onto the Hg 
line. It does seem certain, however, that the band at 
39,399 cm“ 1 and those lower in energy cannot be ex
cited by the Hg line.

Assignment
°The assignments of bands appearing in the 2537-A 

region are summarized in Table II. The three high- 
energy maxima can be associated with specific transi
tions, but only a set of possibilities can be compiled 
for the remaining bands.

The absence of specific assignments for bands other 
than the high-energy maxima requires further com
ment. It stems from the fact that the bands are ex-
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Table II :  A b s o r p t i o n  B a n d s  a n d  A s s i g n m e n t s  i n  

t h e  B e n z e n e  S p e c t r u m  n e a r  2 5 3 7  A

Band maximum 
position, 
cm-1 vac

3 9 . 4 5 1 . 0  

3 9 , 4 4 5 . 3

3 9 . 4 4 0 . 1

3 9 , 4 2 3 . 1 '  

3 9 , 4 1 2  

3 9 , 4 0 8 . 5  

3 9 , 3 9 8 . 9

Assignment“

W l o 1
6i2h»lol
ôdivio1
ôinOoHôi'io1
i602iia
e^ iioW
ôouepw
60U6!6

“  T h e  p o s i t i o n s  o f  a s s i g n m e n t s  w i t h i n  t h e  b r a c k e t  c a n n o t  b e  

p r e d i c t e d  w i t h  s u f f i c i e n t  a c c u r a c y  t o  a s s o c i a t e  t h e m  w i t h  a  s p e c i f i c  

a b s o r p t i o n  b a n d .  T h e y  c o m p r i s e  a  l i s t  o f  p o s s i b i l i t i e s  f o r  t h o s e  

b a n d  m a x i m a  c o v e r e d  i n  t h e  a d j a c e n t  b r a c k e t .  E a c h  o f  t h e  

p o s s i b l e  t r a n s i t i o n s  m a y  h a v e  s u f f i c i e n t  i n t e n s i t y  t o  b e  o b s e r v e d  

i n  a b s o r p t i o n .

ceedingly weak.23 They rank with the very minor 
structure of the lB2u- 1A]g transition. Assignments of 
such structure usually involve either combinations of a 
number of different vibrations or high quantum levels 
in specific vibrations. As a result, the cumulative un
certainties in the anharmonic frequencies become im
portant and preclude precise calculation of band por
tions. In such assignments, little confidence can be 
derived from close match of a calculated position with 
an observed position, nor can much significance be 
attached to a mismatch that may even exceed 10 cm-1. 
In view of these uncertainties, heavy reliance is placed 
in this paper on criteria other than calculated positions 
for assignments of weak transitions.

The basis for each assignment in Table II is given in 
the following sections.

o1 and d j W -  The bands near 39,445 cm-1 
are members of the second most intense progression 
in the spectrum and hence have a considerable history 
of assignments. GI bracketed the maxima at 39,440, 
39,445, and 39,451 cm-1 with the assignment Gplo1. 
CDM subsequently sought refinement by assigning the 
two components 6i2fi° and 612Zi2 of the progression origin 
to maxima at 38,518 and 38,523 cm-1, respectively. 
These are the bands C and D in the C0° spectrum shown 
in Figure 3. This assignment requires (by adding v\ 
— 923 cm-1) the components GFC-1!»1 and G i W  to be 
the maxima at 39,440 and 39,445 cm-1, respectively 
(bands C and D of the Ci° spectrum in Figure 3). This 
selection leaves the strong maximum at 39,451 cm-1 
both unrelated and unassigned. There is a consider
able body of evidence, however, to suggest that a close 
relationship between the maxima D and M throughout 
the C„° progression does exist (Figure 3). In fact, this 
pair rather than the pair C -D  chosen by CDM seems a 
better choice for the angular momentum components of 
the transition Gplo1.

F i g u r e  3 .  T h e  u p p e r  s p e c t r u m  i s  a  s y n t h e s i s  m a d e  b y  

o v e r l a p p i n g  t h e  A o °  b a n d  ( F i g u r e  2)  w i t h  i t s e l f ,  b u t  w i t h  t h e  

v i b r o n i c  o r i g i n  o f  o n e  d i s p l a c e d  6 c m -1 f r o m  t h e  o t h e r .  A  

t r a c i n g  o f  t h e  A 0°  b a n d  g i v e n  i n  C D M 12 w a s  a c t u a l l y  u s e d  

f o r  t h e  c o n s t r u c t i o n .  W a v e  n u m b e r  i n c r e a s e s  l i n e a r l y  f r o m  

l e f t  t o  r i g h t .  T h e  r e m a i n i n g  s p e c t r a  a r e  t h e  C o 0 , C i ° ,  a n d  C 20 
a b s o r p t i o n  b a n d s ,16 t o p  t o  b o t t o m .  T h e  p o s i t i o n s  o f  t h e  

m a x i m a  l a b e l e d  D  a r e  3 8 , 5 2 3 . 0 ,  3 9 , 4 4 5 . 3 ,  a n d  4 0 , 3 6 6 . 4  c m “1 
( v a c ) ,  r e s p e c t i v e l y .  T h e  s e p a r a t i o n  b e t w e e n  D  a n d  M  i n  t h e  

C o 0 b a n d  i s  a b o u t  6 c m “ 1 .

Evidence comes from various sources. One may 
first consider the band contours associated with such 
transitions. Both of vibronically allowed l\ and l\ 
components are predicted to have CDM type I con
tours.12 Such a contour is shown in Figure 2. To 
reproduce the appearance of the pair of angular mo
mentum components, one must consider an overlapping 
composite of two type I bands with vibronic origins

(23) R ad le  and B e ck 16 list m oderate  in tensity  fo r  som e o f these, b u t  
as can  be seen in  F igu re 1, m ost o f  th a t in ten sity  derives fro m  the 
u n derly ing  rota tion a l tails o f  the  strong m axim a  at 39 ,445 and 
39,451 c m -1 . T h e  actual intensities o f  those  ban ds are p ro b a b ly  
less than  a th ird  o f that ind ica ted  b y  R a d le  and B eck .
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F i g u r e  4. T h e  u p p e r  s p e c t r u m  i s  t a k e n  f r o m  t h e  u p p e r  

s p e c t r u m  o f  F i g u r e  3. T h e  l o w e r  s p e c t r a  a r e  t h e  Co1, Ci1, a n d  

C2‘ a b s o r p t i o n  b a n d s 16 ( t o p  t o  b o t t o m )  o f  b e n z e n e  v a p o r .  T h e  

m a x i m a  D a r e  a t  38,359.7, 39,281.4, a n d  40,202.5 c m -1 
( v a c ) .  W a v e  n u m b e r  i n c r e a s e s  l i n e a r l y  f r o m  l e f t  t o  r i g h t  a n d  

t h e  s e p a r a t i o n  f r o m  D t o  M  i s  a b o u t  6 c m - 1 .

separated by about 6 cm-1. Such a construction is 
shown at the top of Figure 3. Distinctive double max
ima appear which closely match the pair D -M  at 39,451- 
39,445 cm-1, but which bear only poor relationship to 
the pair C -D  at 39,445-39,441 cm-1.24

The assignment of angular momentum components to 
the pair D -M  also accounts for the consistent rela
tionship of intensities and wave number separations 
shown by this pair in the progression members 10°, lo\ 
102 appearing in Figure 3. In contrast, the relative 
intensity of the pair C -D  is variable, particularly in 
the 102 progression member. The band C seems unre
lated to D.

Similar correlations may be seen in the yie sequence of 
this progression. The progression 6i2lo'T6i1 is shown in 
Figure 4 with n running from 0 to 2. The high-energy 
pair D -M  again maintains a consistent relationship, 
while structure at lower energies looks quite unrelated. 
Furthermore, the relative intensities of the bands D

and M match closely those seen in the parent progres
sion in Figure 3. The structure at lower energies dis
plays inconsistency between the two progressions, 
both in intensity and in displacement from the higher- 
energy band pair.

One must also consider the problem of assigning the 
39,451-cm-1 maximum if it is to be excluded from the 
6i2lo1 components. Its very strong intensity would 
almost demand that it be a member of a progression 
induced by an e2g vibration appearing either by itself 
or in binary combination with another mode. How
ever, it has not been possible to assign the band on this 
basis, nor has it been possible to assign it using any 
allowed binary combinations of active modes. It also 
seems most improbable that a band of such intensity 
could involve a tertiary or higher combination of active 
modes or involve modes not listed in Table I. Conse
quently, no alternate assignment of this band becomes 
apparent. This seems to be another compelling indi
cation that it is one of the 6i2V  angular momentum 
components. (It should be remarked here that a simi
lar dilemma does not exist for the rejected band at 
39,440 cm-1. A well supported assignment for it 
exists and is discussed later in the paper.)

There is thus a significant body of evidence (unfor
tunately none of it unique) to support the assignment 
of the bands at 39,445 and 39,451 cm-1 as the angular 
momentum components of the ô^lo1 transition. On 
the other hand, little evidence can be found to support 
the assignment of the alternate pair of bands to this 
transition. Accordingly, the suggested assignments 
are

39,451.0 cm -1 6 i W

39,445.3 cm -1 ô i^ lo 1

These assignments require revision of the vibra
tional constants for v6'. The new constants are most 
satisfactorily computed from the 612Z12>010° progression 
origins. Therefore, with 6Æ 2 appearing at 38,529.3 
cm-1, 6i2(i° appearing at 38,523.0 cm-1, and 601 ap
pearing12 at 38,612.2 cm -1, the vibrational constants 
for vt become co60' =  520.9 cm-1, a * / '  =  — O . I I 5 cm-1 
and ¿ft,67 = 1.575 cm-1.

di°llo2V -  The strongest transition involving vn is 
expected to be 6(41 lo2, and the original assignment17 
of this transition to the 39,638.2-cm-1 band appears 
firmly established.8-12 From the strong intensity of 
that band, it is expected that three other transitions in 
vn will appear with at least moderate intensity. These 
are the transitions 6i2Zi°ll02, 6i2Zi2l l 02, and 6i°ll02. 
However, assignment of these transitions does not 
follow directly from the 1026-cm-1 value of 2vn de-

(24) T h is  con stru ction  does n ot p rov id e  un ique ev id en ce  fo r  assign
m ent o f  the higher energy pair because the  rep rod u ction  o f their 
structure depends on  assum ing that b o th  com p on en ts  are o f  equal 
in tensity . T here  is n o  ev idence  to  d en y  this assum ption , but little 
is know n  abou t the prob lem .
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rived from the 601llo2 band. The calculated maxima for 
6i2h °ll02, 6i2Zi2l l 02, and e^llo2 with 2*u' =  1026 cm“ 1 
all lie about 6-9 cm-1 to the red of moderately strong, 
unassigned maxima. Alternate assignments for these 
maxima have been sought, but none were found to be as 
satisfactory as those involving m. In view of their 
expected activity and the absence of other assignments, 
the assignments of the 6i2Zi°ll02, 612Zi2l l 02, and 6i°ll02 
transitions to the 39,460-, 39,468-, and 39,517-cm_1 
bands appear to be correct.

The assignment of the 6i°ll02lo1 progression member 
to a band in the Hg region is derived directly from the 
discussion above. When calculated with the value 
2m ' =  1026 cm-1, it is predicted to have a maximum 
near 39,431 cm-1. We have assigned it as the band 
maximum at 39,440 cm-1 which exhibits the typical
6-9-cm_I discrepancy in position. Two aspects of this 
require further comment. The variance between the 
observed and calculated positions may arise from rather 
strong coupling of m with other modes. Its frequency 
calculated from seven progression origins is seen to 
vary between the limits 513.0 and 519.6 cm-1 (about a 
1% variation). This is shown in Table III.

Table III: T r a n s i t i o n s  R e l a t e d  t o  f>i°lIu 2Io 1

Transition

Observed
position,

cm “ 1
Relative
intensity

Derived 
value0 o f v n ‘ 

cm -1

ócRlo2 3 9 ,6 3 8 .2 3 35 5 1 3 .0
6!« Ilo2 3 8 ,5 1 7 .4 2 1 0 5 1 7 .8
6, V I  R2 3 9 ,5 6 0 .8 3 35 5 1 8 .9
W l l o 2 3 9 ,5 6 8 .7 2 5 0 5 1 9 .6
H o '1 6 0 1 3 8 ,8 3 9 .7 35 5 1 5 .7
l l o W 3 8 ,2 0 4 .3 55 5 1 4 .8
lld lóo1 3 7 ,6 5 1 .4 10 5 1 6 .2

“  T h e  c o n s t a n t s  f o r  r 6 '  =  1 ,  n "  =  1 ,  m '  =  1 ,  a n d  v,s" =  1 ,  

t h e  v a l u e  o f  t h e  e l e c t r o n i c  o r i g i n ,  a n d  t h e  v i b r o n i c  o r i g i n - t o - p e a k  

s e p a r a t i o n  i s  t a k e n  f r o m  C D M .  T h e  c o n s t a n t s  f o r  n 1 =  2 ,  

l' =  2,  a n d  vt =  2,  l =  0 a r e  c a l c u l a t e d  e l s e w h e r e  i n  t h i s  w o r k .

The second point concerns evidence that the maxi
mum at 39,440 cm-1 is a separate transition rather 
than solely rotational structure from the 6i2l0l transi
tion. It can be seen from Figure 3 that even though the 
rotational structure associated with the Ox^^lo1 and 
6 i W  transitions is still strong at 39,440 cm^1, it 
cannot account for the rounded maximum that is seen. 
Hence, a transition of moderate intensity, such as 
6i°ll02lo1, seems to appear on top of the rotational 
structure at that position. Supporting evidence can be 
found in the progression member immediately above 
and below the 39,440-cur'1 positions in Figure 3. At 
the 6i°llo2 position, a maximum C, similar to the one 
at 39,440 cm-1, is clearly visible. Analogous structure 
exists in the 6i°ll02lo2 region as well. Furthermore, 
while the intensity of C relative to the pair D and M

Table IV :  T r a n s i t i o n s  R e l a t e d  t o  6i 2 l  l o 2 1 6 i 1

Transition

Observed 
band maximum, 

cm-1
Relative
intensity

6,  V i l »2 3 9 ,5 6 0 .8 3 3 5

61V I I 02 3 9 ,5 6 8 .7 2 5 0

O o f f l o 2 3 9 ,6 3 8 .2 335
e o U i »2!^1 3 9 ,4 7 3 5 5

remains similar in the first two members of the pro
gression, the intensity of C is significantly reduced in 
the third. Very obviously, the weak maxima C must 
include a transition unrelated to D and M.

Evidence from the absorption spectrum 
supporting the activity of this transition derives princi
pally from related transitions assigned in Table IV. 
The transition above is a m6 sequence of the 6j2l l 02 
transition that appears with significant intensity about 
160 cm-1 to higher energy. One can see the effect of 
adding 16d to a transition in vn from the relative inten
sities of the pair of transitions ôo'llo2 and ôoH V lôi1 
(Table IV). The latter is reduced by a factor of 
about 6. Such a reduction of the intensity of the 6i2- 
1102 parent when it is transformed into the 6i2l l 0216i1 
sequence member discussed here will yield a transition 
whose intensity should be comparable with the minor

o  _
structure in the 2537-A region. Another related transi
tion, 6x°llo2, is discussed in the preceding section.

It should also be noted that like the 6X2 transitions, 
there are two vibronically allowed angular momentum 
components associated with this transition, i.e., 6i2Zi°- 
11021611 and 6i2Zi°l l0216i1. Thus this transition might 
be expected to have two band maxima in the 2537-A 
region. However, band contours associated with these 
two components cannot presently be predicted with 
confidence so that at least one of the bands may be 
without an observable maximum. °One can specify which bands in the 2537-A region 
may be assigned to this transition. Since it is a pro
gression origin, there should be no related transition 
923 cm-1 to lower energies. By means of this restric
tion, the maximum at 39,413 cm-1 can be eliminated 
as a possibility. The maxima at 39,399, 39,408, and 
39,423 cm-1 remain creditable.

doVdj2! 7o1. This transition is simply the sequence 
(I611) member of the 6o1160I1701 transition, and as in the 
case of assignments above, its presence in the 2537-A 
region is suggested by transitions seen elsewhere. 
Both 601 and 160*1701 are separately capable of inducing 
transitions. Their assignment to bands in the spectrum
are listed belowr.

Observed

Transition
position,

cm-1 Intensity
601 38,612.2 7500
16oT7o‘ 39,038.6 170
ô o 'W W 39,560.8 335
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A* P

F i g u r e  5 .  T h e  E 0° ,  E , 0,  a n d  E 2°  a b s o r p t i o n  r e g i o n s 16 o f  

b e n z e n e  v a p o r  ( t o p  t o  b o t t o m ) .  T h e  a b s o r p t i o n  m a x i m a  

l a b e l e d  S  a r e  3 9 , 5 6 8 . 7 ,  4 0 , 4 8 9 . 4 ,  a n d  4 1 , 4 0 9 . 9  c m -1 ( v a c ) ,  

r e s p e c t i v e l y .  W a v e  n u m b e r  i n c r e a s e s  l i n e a r l y  t o  t h e  r i g h t  a n d  

t h e  s e p a r a t i o n  b e t w e e n  S  a n d  ( A  +  P )  i n  t h e  t o p  s p e c t r u m  

i s  a b o u t  8 c m - 1 .

Spectra of the “ parent”  progression 6o1160117o1lon are 
shown in Figure 5. It should be noted that the band at 
39,560.8 cm-1 assigned as 601160117o1 above has also 
been assigned to 6i2l l 02 in previous discussion. There 
is strong evidence to suggest that one of these transi
tions is principally responsible for that band while the 
other produces a weaker band less than a wave number 
away. At the resolution in Figure 5, only one maxi
mum is visible in the 39,560-cm-1 region (the maximum 
A +  P, top spectrum). The relative positions of the 
two bands is more clearly demonstrated, however, by 
the bands in the 6i2l l 02lo1 and 601160117o1lo1 regions 
shown in the middle spectrum where two separated 
maxima are resolved. The splitting remains in the 
third progression members shown in the bottom spec
tra. It is not apparent which transition produces 
which maximum, but it does seem certain that both 
appear.

Although the parent transitions in Figure 5 seem 
fairly straightforward in assignment, one cannot easily 
translate this information when seeking to assign the 
sequence members in the 2537-A region. The differ
ence in positions between the parent 60116011701 and the 
sequence member 60116i21701 will be close to the 161 
cm-1 predicted by the frequencies for vu, = 1 in the 
ground and upper states. However, anharmonicity in 
pm, itself as well as coupling interactions with other 
modes alter both the expected position and intensity.

As a result of these uncertainties, it is not possible to 
reach a firm conclusion about the appearance of 60‘ 16i2- 
1701 in the 2537-Â region.

Additional complications arise if the two vibronically 
allowed angular momentum components associated 
with this transition are considered (i.e., eoH ôiV ^o1 
and 60116i2/i21701) - As described in the preceding sec
tion, little is known about the splitting between these 
components, their relative intensities, and their band 
contours. It should be noted, however, that like the 
6i2l l 021611 transition, 61216i21701 is a progression origin 
and can be associated only with those maxima which 
do not have related bands 923 cm-1 to lower energy 
(i.e., maxima at 39,399, 39,408, and 39,423 cm-1).

doVdi5. This transition is formed by adding a r16 
sequence to ôoHôo4 which is expected to appear as a 
weak band in absorption.12 Absence of precise vibra
tional constants for »V  prevents calculation of the 
positions of the three vibronically allowed angular mo
mentum components associated with both ôoHôi6 and 
boHôo4 (i.e., Zi6, Zi3, Zi1 and Z04, Z02, Z0°, respectively), 
little more can be said other than that the calculated 
position of the 60H616 transition lies close to the Hg 
line. There are several maxima which can be assigned 
to the 6 o ’ 1 6 o 4  transitions and evidence exists in fluores
cence experiments20 to suggest their presence. How
ever, their weak intensities also suggest that the even 
less intense transitions would not contribute signifi-

o
cantly to the assignment of the 2537-A region.

6i°Wo216i1lo1. Related transitions elsewhere in the 
spectrum are presented below along with their ob
served positions.

Observed
position,

Transition cm -1 Intensity

6i°10o2 3 8 ,6 4 9 .0 25
Go'lOo2 3 9 ,7 8 3 .2 2 5 0
ócT O »2! ^ 1 3 9 ,6 2 2 .2 25

The activity of vm in the spectrum has been discussed 
by CDM, and though it appears that the position of 
the strongest band above (bo'lOo2) is involved in a per
turbation, the value of 2 no remains within several 
wave numbers of 1167 cm-1 in the assigned transitions. 
This value would place the sequence transition 6i°1002- 
I61H01 very close to the position of the Hg line, and it is 
therefore tempting to associate it with the absorption 
band at 39,412 cm-1. However, the intensity of this 
transition should be low. It would be Vs or less of that 
of its “ parent” 6i°1002. Such an exceedingly low inten
sity would be unlikely to be observed in the presence of 
the other structure in the 2537-A region.

16o%2li2. The principal transition related to the 
16o2Z02li” progression is the cold band 16o2Z02. In both 
cases, only the Z02 angular momentum component is 
vibronically allowed and hence, each should produce a 
single band. The assignment of the 1602Z02lo'1 progres
sion is well established.12,17 It is weak and only two
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Table V :  T r a n s i t i o n s  R e l a t e d  t o  1 6 0 2 l i 2

Observed
band maximum, Relative

Transition cm 1 intensity

16oV 38,562.4 140
1 6 oW 39,487.1 55
I60VI10 37,568.9 4
X^lo0 ° 38,491.2 70
X^lo1 39,412 ^go6
X„»l„2 40,333.2 55
X„»l„3 41,253.9 25

“  N e w  p r o g r e s s i o n  o r i g i n  o f  u n k n o w n  a s s i g n m e n t .  b A p p r o x i 

m a t i o n  m a d e  i n  t h i s  w o r k  b a s e d  o n  t h e  s c a l e  u s e d  i n  r e f  1 6 .

members can be seen. They are given with their in
tensities in Table V.

The assignment under discussion in this section is a 
member of a progression related to lôoV lo" in that it 
originates from vx"  =  1 rather than the zero-point level. 
Since the ground-state frequency v, =  993 cm-1 is well 
known, the positions of 1602̂o2li” are easily calculated 
from the observed maximum 1602Io2lon. A progression

is found near those calculated positions and is listed in 
Table V. The assignment seems accurate when one 
considers only calculated positions.

Other consistency checks indicate a more compli
cated situation. One observes that the higher pro
gression members seem much too intense for a transi
tion from a ground state that is hot by almost 1000 
cm-1. The intensities are nearly equivalent in the two 
progressions, and this cannot be consistent with the 
proposed assignment 16o2£o2lire-

Another aspect of this progression should be noted. 
Franck-Condon restrictions22 predict that the lp  
member of a progression will be much weaker than the 
lx° member. In the proposed 160242lin assignment, a 
contradictory situation exists in that the first member is 
much weaker than the second. It seems that one is 
dealing with two progressions. The progression origin 
of one is at 37,569 cm-1 and is very weak. It may well 
be the transition 1602Io2li°- The progression origin of 
the other is at 38,491 cm“ 1 and its greater intensity 
obscures the progression in v16. One would anticipate 
that the intensity of the member appearing in the Hg 
region derives almost entirely from this new progression.

Single Vibronic Level Fluorescence. IV. Its Application to the 

Analysis of Resonance Fluorescence from Benzene Excited by the 

2537-A  Mercury Linela

by G. H. Atkinson,lb C. S. P a rm en te r ,*  and M. W. Schuyler
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A  p a r t i a l  a n a l y s i s  i s  g i v e n  f o r  t h e  f l u o r e s c e n c e  s p e c t r u m  e x c i t e d  i n  l o w  p r e s s u r e s  o f  b e n z e n e  b y  a b s o r p t i o n  o f  

l i g h t  f r o m  t h e  2 5 3 6 . 5 2 - A  H g  l i n e .  T h e  s p e c t r u m  i s  s h o w n  t o  c o n s i s t  o f  e m i s s i o n  f r o m  a t  l e a s t  f o u r  e x c i t e d  

s t a t e s  ( 6 2 1 x , l l 2l l ,  Ô H ô H ? 1,  p l u s  a n o t h e r  w h o s e  a s s i g n m e n t  i s  u n k n o w n ,  s e e  T a b l e  I I I ) .  B y  c o m p a r i s o n  w i t h  

f l u o r e s c e n c e  f r o m  o t h e r  k n o w n  s i n g l e  v i b r o n i c  l e v e l s  i n  b e n z e n e ,  t h e  c o n t r i b u t i o n s  o f  e a c h  o f  t h e s e  s t a t e s  t o  

t h e  f l u o r e s c e n c e  s p e c t r u m  a r e  i d e n t i f i e d  ( T a b l e  I I ) .

The preceding paper identifies a number of absorp
tion bands in the 1B2u- 1Aig transition of benzene that 
may overlap the position of the 2537-Â Hg line. In 
this paper the assignment of the resonance fluorescence 
spectrum of benzene excited by absorption from that 
line is discussed. For convenience, this fluorescence

spectrum will be called the “ 2537-A spectrum,”  or the 
“ Hg spectrum” or “ 2537-A fluorescence.”

This work is motivated in part by anticipation that it

(1) (a) C on tribu tion  N o . 1913 from  t h e ’ C hem ical L a b ora tories  o f  
Ind iana  U niversity , (b ) N ational Institutes  o f  H ealth  P red octora l 
F e llow .
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will provide information concerning which excited 
states in benzene are actually pumped by absorption 
at 2537-A. In addition, the resonance emission spec
trum is among the few from large molecules that is 
sharply structured so that it provides an interesting 
problem in spectroscopy itself.

Although the contributions of this fluorescence to 
excited-state kinetics are widely recognized, its spec
troscopic history is sparse. Only a few attempts at 
analysis exist and most of these were made prior to an 
understanding of the electronic states of benzene.

Pringsheim and Reimann2a seem to be the first to 
distinguish between the fluorescence spectra observed at 
low and at high pressures with Hg excitation. Kistia- 
kowsky and Nelles2b described the resonance spectrum 
in detail in 1932 and correctly pointed out the necessity 
of working at pressures below 0.1 Torr to obtain emis
sion that could be properly termed resonance emission— 
this is, emission truly from the states pumped in ab
sorption. Recent studies2 3 indicate that some collisional 
redistribution of vibrational energy still occurs prior to 
emission in benzene until the pressure is reduced to less 
than 0.01 Torr, but the fluorescence spectra at 0.1 and 
0.01 Torr differ only in very minor details.

An analysis of the 2537-A spectrum published in 
1936 by Cuthbertson and Kistiakowsky4 accurately 
identified the presence of many progressions in a 990- 
cm-1 vibration and a number of progression origins as 
well. Ingold and Wilson5 also reported a study of this 
spectrum in 1936 and gave an extensive list of the 
positions of the band maxima. While that compilation 
remains the best available today, their analysis was 
based on the assumption of several excited electronic 
states and is not as satisfactory as that of Cuthbertson 
and Kistiakowsky. Aside from a recent and brief de
scription of a few bands in the spectrum,6 these com
prise the only attempts at analysis of this resonance 
fluorescence.

Since those efforts in 1936, the entire picture of the 
electronic states of benzene and of the nature of the 
electric dipole transitions between them has been de
veloped. A large part of these advances is contained in 
the classic papers of Ingold and coworkers.7 As de
scribed elsewhere,8'9 this has led to a general under
standing of much of the structure in the 1B2u- 1Aig ab
sorption spectrum. It now seems not a bold assump
tion that this knowledge combined with the new tool of 
single vibronic level (SVL) fluorescence spectroscopy 
can lead to considerable extension of assignments in the

o
2537-A fluorescence spectrum.

Notation
The convenient scheme of Callomon, Dunn, and 

Mills10 (CDM) is used as described in the preceding 
paper, and the vibrational numbering scheme of Wil
son11 is adopted. This notation scheme is also used to 
refer to specific states in benzene. For example, the

notation O T P l1 indicates a 1B2u benzene molecule with 
Vs = 2, ru' — 2, and V  =  1, whereas the notation

Table I :  O b s e r v e d  P o s i t i o n s  o f  t h e  P r o g r e s s i o n  M e m b e r s  i n  

t h e  2 5 3 7 - Â  F l u o r e s c e n c e  S p e c t r u m  S h o w n  i n  F i g u r e  1“

Dis Dis
Band group placement Band group placement,

notation cm -1 notation cm -1

a o 0 j o 1 3 8 0

a i 9 9 2 j i 2 3 5 0

1 9 9 5 )2 3 3 6 0

a 3 2 9 6 5 j s 4 3 5 6

a4 3 9 6 3 j i 5 3 7 3

a 5 4 9 3 0

P 1 5 5 5

0 4 4 2
e o 1 6 7 5

e i 2 6 9 0

e 2 3 6 6 0

b o 7 9 0 e 3 4 6 5 6

b i 1 7 8 8

b 2 - f~  h o 2 7 5 4
k 0 1 9 5 3

b 3 -f- h i 3 7 5 0
k i +  io 2 9 1 8

b4 “f~ ll2 4 7 4 3
k 2 +  ii 3 9 1 7

b s  - f -  h 3 5 7 4 7
k 3 +  i2 4 9 3 0

l o 2 1 4 5

C o 1 2 1 9
h 3 1 5 2

C i 2 1 9 5
h 4 1 3 2

c 2 3 2 0 0
13 5 1 3 7

c 3 4 1 8 2 m o 2 4 3 7

c 4 5 1 8 4 m i 3 4 2 2

c 5 6 1 6 7 m 2 4 4 2 0

g o 2 5 3 0

d 0 1 3 2 5 g i 3 5 1 2

d i  +  f o 2 3 0 5 g2 4 5 1 0

d 2 +  f i 3 2 9 8
2 5 7 0

d 3 + 4 2 8 0
n 0
n i 3 5 7 0

n 2 4 5 8 4

T h e  p o s i t i o n s a r e  a p p r o x i m a t e l y  t h e  c e n t e r s o f  t h e  b a n d

g r o u p s  a n d  a r e  e x p r e s s e d  a s  d i s p l a c e m e n t s  f r o m  t h e  e x c i t i n g  

l i n e  a t  3 9 , 4 1 2  c m -1 ( v a c ) .  T h e  a s s i g n m e n t  o f  a n y  b a n d  g r o u p  

c a n  b e  f o u n d  b y  s e t t i n g  n i n  t h e  p r o g r e s s i o n  a s s i g n m e n t s  i n  

T a b l e  I I  e q u a l  t o  t h e  s u b s c r i p t  o f  t h e  n o t a t i o n  f o r  t h e  b a n d  

g r o u p .  F o r  e x a m p l e ,  t h e  a s s i g n m e n t  o f  a 3 i s  6i * l j * .

(2) (a) P . Pringsheim  and A . R eim ann , Z . P hys., 29 , 115 (1 9 2 4 );
A . R eim ann, A n n . P h ys., 80, 43 (1 92 6 ); (b ) G . B . K istia k ow sk y
and M . N elles, P h ys. R ev., 41, 595 (1932).
(3) C . S . P arm enter and A . H . W h ite , J . Chem . P hys., 50, 1631
(1 9 6 9 ) .
(4) G . R . C uthbertson  and G . B . K istiak ow sk y , ib id ., 4 , 9 (1936).
(5) C . K . In go ld  and C . L . W ilson , J . Chem . Soc., 955 (1936).
(6) H . F . K em p er and M . S tockbu rger, J. Chem . P hys., 53, 268
(1 9 7 0 ) .
(7) C . K . In go ld , et a l ,  J . Chem . Soc., 222 (1946), and fo llow in g  
papers; ibid., 406  (1948), and fo llow in g  papers.
(8) T . M . D u nn , “ S tudies on  C hem ical S tructure  and R e a c t iv it y / ’ 
J . H . R id d , E d ., M ethu en , L on d on , 1966, p p  103-132.
(9) G . H erzbérg, “ E lectron ic S pectra  o f  P o ly a to m ic  M o le cu le s ,”  
V an  N ostrand , P rinceton , N . J., 1966, p p  555 -5 6 1 .
(10) J . H . C allom on , T . M . D unn, and I . M . M ills , P hil. Trans. 
R oy. Soc. London, S er. A ,  259, 499 (1966).
(11) E . B . W ilson , j r . ,  P h ys. R ev., 45 , 706  (1934).
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c m -1

4 0 0 0  5 0 0 0  6 0 0 0

F i g u r e  1 .  T h e  r e s o n a n c e  f l u o r e s c e n c e  s p e c t r u m  f r o m  0 . 0 5  T o r r  o f  b e n z e n e  e x c i t e d  b y  a b s o r p t i o n  f r o m  a  p a r t i a l l y  r e v e r s e d  H g  

2 5 3 7 - A  l i n e  w h o s e  w i d t h  p r o b a b l y  d o e s  n o t  e x c e e d  1  c m -1.3 I t  i s  a  p h o t o e l e c t r i c  s p e c t r u m  f r o m  a p p a r a t u s  d e s c r i b e d  p r e v i o u s l y .3 
T h e  s p e c t r u m  h a s  n o t  b e e n  c o r r e c t e d  f o r  t h e  m o d e s t  v a r i a t i o n  i n  s e n s i t i v i t y  o f  t h e  s p e c t r o m e t e r - p h o t o m u l t i p l i e r  c o m b i n a t i o n ,  a n d  

a  f e w  o f  t h e  v e r y  s h a r p ,  i n t e n s e  m a x i m a  h a v e  b e e n  a t t e n u a t e d  b y  t h e  t i m e  c o n s t a n t  o f  t h e  p h o t o m u l t i p l i e r  a m p l i f i e r .  T h o s e  b a n d s  

m a r k e d  w i t h  a n  “ X ”  a r e  s c a t t e r e d  H g  l i n e s .  T h e  c m -1 s c a l e  i n d i c a t e s  t h e  d i s p l a c e m e n t  o f  s t r u c t u r e  f r o m  t h e  e x c i t i n g  l i n e  a t  

3 9 , 4 1 2  c m -1 ( v a c ) .  T h e  n o t a t i o n  i n d i c a t e s  t h e  p r e s e n c e  o f  a  n u m b e r  o f  p r o g r e s s i o n s  i n  n "  ( 9 9 0  c m “ 1 )  w i t h  p r o g r e s s i o n  o r i g i n s  b e i n g  

t h o s e  b a n d  g r o u p s  w i t h  z e r o  s u b s c r i p t s  i n  t h e  n o t a t i o n  ( a o ,  b o ,  C o , .  . . ) .  S e e  T a b l e  I I  f o r  t h e  d i s p l a c e m e n t s  a n d  a s s i g n m e n t s  

o f  t h e  b a n d  g r o u p s .

6^2 indicates a molecule in the ground electronic state 
withy6"  =  1 and V '  =  2.

The 2537-A Resonance Fluorescence 
Spectrum of Benzene

A photographic spectrum of the fluorescence origi-

nating from the levels in the 1B2u state of benzene ex
cited by absorption of the 2537-A Hg line is described 
by Ingold and Wilson.6 They have published the posi
tions and relative intensities of 621 maxima. It 
should be noted that the intensities are sometimes poor 
approximations of those observed photoelectrically.
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• 1

F i g u r e  2.  S V L  f l u o r e s c e n c e  f r o m  t h e  e x c i t e d  s t a t e  6*11 ( u p p e r  s p e c t r u m )  i s  c o m p a r e d  w i t h  t h e  2 5 3 7 - A  r e s o n a n c e  f l u o r e s c e n c e  

s p e c t r u m .  B o t h  s p e c t r a  w e r e  o b t a i n e d  w i t h  a p p a r a t u s  d e s c r i b e d  e l s e w h e r e .13 T h e  b a n d  p a s s  o f  t h e  f l u o r e s c e n c e  s p e c t r o m e t e r  i s  

a b o u t  4 0  c m -1 f o r  e a c h  s p e c t r u m .  T h e  p o s i t i o n  o f  t h e  e x c i t i n g  l i g h t  i s  t h e  b a n d  a t  t h e  e x t r e m e  r i g h t ,  a n d  f l u o r e s c e n c e  a t  t h a t  

p o s i t i o n  i s  r e d u c e d  b y  r e a b s o r p t i o n .  T h e  e x c i t i n g  w a v e l e n g t h s  h a v e  b e e n  a l i g n e d  a b o v e  o n e  a n o t h e r  f o r  t h e  p u r p o s e  o f  c o m p a r i n g  

s t r u c t u r e .  B e c a u s e  t h e  s p e c t r a  a r e  l i n e a r  i n  w a v e l e n g t h  r a t h e r  t h a n  i n  w a v e  n u m b e r ,  a n d  b e c a u s e  t h e  w a v e l e n g t h  r e g i o n s  d i f f e r  

s l i g h t l y ,  a n a l o g o u s  f e a t u r e s  d o  n o t  a l i g n  p r e c i s e l y .  T h o s e  p r o g r e s s i o n s  t h a t  o r i g i n a t e  f r o m  t h e  l e v e l  61!1 i n  t h e  S V L  s p e c t r u m  a r e  

c o n n e c t e d  w i t h  a n a l o g o u s  p r o g r e s s i o n s  i n  t h e  2 5 3 7 - A  s p e c t r u m .  T h o s e  f e a t u r e s  i n  t h e  S V L  s p e c t r u m  l e f t  u n m a r k e d  o r i g i n a t e  f r o m  

t h e  s t a t e  1 7 2 a n d ,  e x c e p t  b y  c o i n c i d e n c e ,  h a v e  n o  a n a l o g o u s  c o u n t e r p a r t s  i n  t h e  2 5 3 7 - A  s p e c t r u m .  T h e  c o r r e s p o n d e n c e  o f  t h e  f i r s t  

m e m b e r  o f  t h e  f  p r o g r e s s i o n  ( n e a r e r  t h e  e x c i t i n g  l i n e )  s e e m s  p o o r  i n  t h i s  f i g u r e ,  b u t  t h e  s t r u c t u r e  a t  t h a t  p o s i t i o n  c a n  b e  s e e n  m o r e  

c l e a r l y  i n  a n o t h e r  61!1 S V L  s p e c t r u m  s h o w n  i n  F i g u r e  4 .

T a b l e  I I :  A s s i g n m e n t s  o f  P r o g r e s s i o n  O r i g i n s  i n  t h e  2 5 3 7 - A  F l u o r e s c e n c e  S p e c t r u m  i n  F i g u r e  1 °  

ObservedV W*
Pro-

ment for gression From excited From excited From excited From excited From excited
n — 0 notation state 6Hi state l in i state 6>16U7> state 6U12161 state 10216»li

0 âji 6 1 * 1 ^ ( 9 9 0 )

7 9 0 b„ 6 o1163217o11„»(7 9 8 ) 6 i 2 l l o 2 1 6 s 1 l „ ° ( 7 9 8 )

1 2 1 9 C n 6 3 n n ' ( 1 2 1 6 )

1 3 2 5 d„ 6 , 2 i y > l n i ( 1 3 4 8 ) 6 , ° l l 22 l „ 1 ( 1 3 4 8 ) 6 i 2112216i 11 „°(1 3 4 8 )
1 6 7 5 62211i016 i01 „1(1 6 8 1 ) 6 i°102216i 11 „1(1 6 9 2 )

6 i2102»1 „1(1 6 9 2 )
2 3 0 5 f „ 6 3211i0161»1 „1(2 2 8 9 )

6 2 21 0 2° 1 „ 1( 2 3 0 0 )

2 5 3 0 gn
2 7 5 4 h„
2 9 1 8 in 6 3 21 0 2° 1 „ 1( 2 9 0 8 )

1 3 8 0 j n 6 o 1 1 6 22 1 7 i 1 l n ° ( 1 3 6 7 )

1 9 5 3 k n 6 i2172°1 „1(1 9 3 4 )
2 1 4 5 1„
2 4 3 7 m „
2 5 7 0 n „ 6 3 2 1 1 2° 1 „ 1 ( 2 5 6 4 ) 6 2116221 7i i 1 „°(2 5 8 3 ) 6 3 2 1 1 2 2 1 6 1 1 1 „ ° ( 2 5 8 3 )

4 4 2 o 11 i216 i°1 „ i (4 6 5 )
1 5 5 5 p

“  A s s i g n m e n t  o f  a n y  b a n d  g r o u p  i n  t h e  s p e c t r u m  i s  o b t a i n e d  b y  s e t t i n g  n i n  t h e  a s s i g n m e n t  n o t a t i o n  ( i.e. ,  6 P 1 , , 1 )  e q u a l  t o  

t h e  s u b s c r i p t  i n  t h e  b a n d  g r o u p  n o t a t i o n  (i.e., b a n d  g r o u p  a 0 i s  t h e  t r a n s i t i o n ,  b ^ l o 1) .

To display the order that exists among those maxima, 
a photoelectric spectrum is shown in Figure 1 with 
resolution degraded to a resolvable line pair separation

of about 2 cm-1. As the early workers commented,211’6 
the structure clusters into what might be called band

o

groups.2b To emphasize this clustering, a 2537-A
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fluorescence spectrum at even lower resolution is shown 
in Figure 2. In that spectrum, the clustering of the 
maxima into band groups remains as the only dominant 
feature of the spectrum.

Tables I and II list the positions and assignments of 
the band groups in Figure 1. Positions are expressed 
as displacements from the exciting line [at 39,412 cm-1 
(vac)] and are taken as approximately the center of 
each band group.

Figure 1 and Table I define the spectrum for the 
purpose of the present analysis. The goal is to arrive 
at an analysis that will explain why the maxima cluster 
into band groups and that will identify both the excited 
state and the specific transition that accounts for the 
appearance of each group.

The analysis is summarized in Table II. It can be 
seen that even this limited endeavor is only partly 
realized. Further extension of the analysis to account 
for individual maxima is a problem of considerable 
difficulty. More information about the excited states 
and particularly about the rotational structure in the 
fluorescence bands is required before significant progress 
on that aspect of the analysis becomes possible.

Excited States Populated by Absorption at 2537 A
The absorption spectrum in the 2537-Â region was 

shown in Figure 1 of the preceding paper. From a 
discussion of the rotational contours of the bands (rather 
sharp high energy heads with long rotational tails to 
low energy) it was shown that the bands whose maxima 
lie at 39,451, 39,445, 39,440, 39,423, and 39,412 cm -' 
will overlap the position of the Hg line. The band at 
39,408 cm“ 1 is less likely to participate in absorption 
from that line, and the band with a maximum at 39, 399 
cm-1 surely will not.

Specific assignments were given for the three bands 
at highest energy. A set of possible assignments was 
given for the remainder. From those assignments 
derives a list of excited levels in 'ILu benzene that 
might be populated by absorption from the Hg line. 
They are given in Table III.

From the discussion in the preceding paper, it is 
evident that the excited level 621' will be the dominant 
emissive state contributing to 2537-A fluorescence. 
Other states must contribute as well but because of the 
uncertainties in their assignments and in the extent to 
which they are excited, one must look to analysis of the 
fluorescence itself for their identification.

Fluorescence from Single Vibronic Levels in Benzene
The preceding discussion indicates that the 2537-Â 

fluorescence spectrum is a superposition of emission 
from several vibronic levels in Thu benzene. In this 
section, the appearance of resonance fluorescence from a 
single vibronic level (SVL) in benzene is discussed, and 
such SVL fluorescence from a number of separate 
levels is compared. From these observations, one

T a b l e  I I I  :  A b s o r p t i o n  B a n d s  a n d  E x c i t e d  S t a t e s  

A s s o c i a t e d  w i t h  2 5 3 7 - A  E x c i t a t i o n  i n  C 6H 6

Band
maximum Present Vibrations

Vibra
tional 
energy 

in upper
position, Assign in fluo excited in state,

cm-1 (vac) ment® rescence1 upper state cm“ ic

3 9 ,4 5 1 Y e s 2 f 6 (l =  2)  +  v\ 1970
3 9 ,4 4 5 f f i W T »1 Y e s 2vs(l =  0 )  + 1964
3 9 ,4 4 0 e . n i o H o 1 Y e s 2  it 'll + 1953
3 9 ,4 2 3 e M O o H e d i o 1 ? 2 ^ 1 0  - f *  ^16 +  V l 2 3 3 0
3 9 ,4 1 2 1602l l 2 N o 2 ^ 1 6  +  2vi 2 31 9
S O L O S '1 6 i2l  l 021 6p ? 2 ^ 6  ~ h  2 i> n  +  ^ i6 2 3 1 0
3 9 ,3 9 9 * , ô o H e d H o 1

6 „H 6 i5
Y e s

N o

VQ - f -  2 i / i 6 +  V t f

VQ +  « W

1 7 1 5

1 707

“  T h e  p o s i t i o n s  o f  a s s i g n m e n t s  w i t h i n  t h e  b r a c k e t  c a n n o t  b e  

p r e d i c t e d  w i t h  s u f f i c i e n t  a c c u r a c y  t o  a s s o c i a t e  t h e m  w i t h  a  s p e c i f i c  

a b s o r p t i o n  b a n d .  T h e y  c o m p r i s e  a  l i s t  o f  p o s s i b i l i t i e s  f o r  t h o s e  

b a n d  m a x i m a  c o v e r e d  i n  t h e  a d j a c e n t  b r a c k e t .  E a c h  o f  t h e  

p o s s i b l e  t r a n s i t i o n s  m a y  h a v e  s u f f i c i e n t  i n t e n s i t y  t o  b e  o b s e r v e d  

i n  a b s o r p t i o n .  6 T h e s e  e n t r i e s  d e s c r i b e  w h e t h e r  e v i d e n c e  f o r  t h e  

a b s o r p t i o n  e x i s t s  i n  t h e  r e s o n a n c e  f l u o r e s c e n c e  s p e c t r u m  p r o 

d u c e d  b y  a b s o r p t i o n  f r o m  t h e  2 5 3 7 - A  H g  l i n e .  “ Y e s ”  i n d i c a t e s  

t h a t  s t r u c t u r e  i s  o b s e r v e d  i n  f l u o r e s c e n c e  t h a t  c a n  b e  u n i q u e l y  

a s s i g n e d  t o  t h e  u p p e r  s t a t e  p o p u l a t e d  b y  a b s o r p t i o n  i n  t h i s  b a n d .  

“ N o ”  i n d i c a t e s  t h a t  s t r u c t u r e  e x p e c t e d  i n  f l u o r e s c e n c e  f o l l o w i n g  

a b s o r p t i o n  i n  t h e  g i v e n  b a n d  i s  s e e n  t o  b e  a b s e n t .  “ ? ”  i n d i c a t e s  

t h a t  u n i q u e  c o n f i r m a t i o n  o r  r e f u t a t i o n  o f  a b s o r p t i o n  i s  n o t  p o s 

s i b l e  f r o m  a n a l y s i s  o f  f l u o r e s c e n c e .  c E x c e p t  f o r  t h e  f i r s t  t w o ,  

t h e s e  a r e  o n l y  a p p r o x i m a t e  v a l u e s .  T h e  c o n s t a n t s  i n  t h e  c o r 

r e s p o n d i n g  a n h a r m o n i c  e x p r e s s i o n s  f o r  t h e  v i b r a t i o n a l  e n e r g i e s  

a r e  n o t  k n o w n  w i t h  s u f f i c i e n t  a c c u r a c y  t o  w a r r a n t  m o r e  p r e c i s e  

c a l c u l a t i o n s .  d A s  d e s c r i b e d  i n  t e x t ,  t h i s  b a n d  p r o b a b l y  d o e s  

n o t  a b s o r b  r a d i a t i o n  f r o m  a n  u n b r o a d e n e d  2 5 3 7 - A  H g  l i n e .

can then predict the most prominent features of emis
sion expected from each of those levels that may be 
populated by absorption of Hg radiation. In following 
sections those predictions will be used for an analysis of

o
the 2537-A fluorescence spectrum.

SVL fluorescence spectra from each of seven levels in 
’ B2u benzene are shown in Figure 3. They were ob
tained by methods previously described.12'13 The 
exciting wavelengths for these spectra vary over about 
3000 cm-1 (180 A). In order to demonstrate a most 
significant characteristic, however, they are presented 
with their exciting wavelengths aligned above one an
other. When this is done, one can see that the spectra 
have common features. Specifically, the displacements 
of fluorescence bands from the exciting line are similar. 
For example, bands with displacements approximately 
990 and 1215 cm-1 are prominent in these spectra. The 
displacements of numerous other bands also have com
mon values.

(12) C . S. P arm enter and M . W . Schuvler, J . Chim . P h ys ., 92 
(1970).
(13) C . S. P arm enter and M . W . Schuyler, J . Chem . P h ys., 52 , 5366 
(1970).
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Vi+’V|«+V,' 
1 6 8 5  c m " !

V« *v;
1 4 4 8  c m "1

VÄ+V,i 
7 6 0  c u r 1

F i g u r e  3 .  F l u o r e s c e n c e  s p e c t r a  f r o m  s e v e n  s i n g l e  v i b r o n i c  

l e v e l s  i n  b e n z e n e  a t  0 . 2  T o r r  p r e s s u r e  a r e  s h o w n  w i t h  e x c i t i n g  

w a v e l e n g t h s  a l i g n e d .  T h e  a m o u n t  o f  v i b r a t i o n a l  e n e r g y  a n d  

t h e  p a r t i c u l a r  v i b r a t i o n a l  m o d e s  e x c i t e d  i n  t h e  > B 2u s t a t e  a r e  

s h o w n  i n  t h e  c o l u m n  t o  t h e  r i g h t .  S i n c e  t h e s e  s p e c t r a  a r e  

l i n e a r  i n  w a v e l e n g t h ,  t h e  s c a l e  s h o w n  f o r  d i s p l a c e m e n t  i n  

c m -1 f r o m  t h e  e x c i t i n g  b a n d  ( l o c a t e d  a t  0 c m -1 i n  e a c h  c a s e )  

i s  a p p r o x i m a t e  a n d  f i t s  w e l l  o n l y  t h e  l o w e r m o s t  s p e c t r u m .  

W a v e l e n g t h  i n c r e a s e s  t o  t h e  l e f t  i n  t h e  s p e c t r a .

T h e  l a r g e  b a n d  a t  3 8 0 0  c m -1 i n  t h e  « „ i b  =  0  c m -1 s p e c t r u m  

o n l y  i s  p r e s e n t  i n  t h e  s c a t t e r e d  e x c i t i n g  l i g h t .

Common displacements can be described by analogy 
between SVL fluorescence spectra and Raman spectra 
with respect to energy balance. In each case the mole
cules are pumped to an upper “ state” by the incident 
radiation and then return to some excited vibrational 
level of the ground state with “ emission” of radiation. 
With SVL fluorescence the upper state is of course a 
real excited state vibrational level rather than a virtual 
level, but the final state of the process in each case is an 
excited vibrational level of the ground electronic state. 
Thus as in the Raman effect, SVL fluorescence is an 
energy loss process for the incident radiation. Some of

the initial photon energy is converted into ground- 
state vibrational energy by the absorption-emission 
cycle. The energy displacements of the fluorescence 
bands are simply fundamentals, overtones, or combina
tions of ground-state vibrations. As a consequence, the 
displacements have values independent of the excited 
state producing the fluorescence.

The vibrations that can be left excited in the ground 
state are determined by the optical selection rules for 
the 1B2u-IAig transition in benzene. These have been 
well established by prior analysis of benzene absorp
tion.8'9 We observe SVL emission spectra to be con
sistent with these rules from all levels we have investi
gated (now more than 20). Their application to 
analysis of SVL fluorescence spectra has been previ
ously described.12-13

An additional constraint on vibrational activity has 
been observed in the analysis of many SVL fluorescence 
spectra as well as in a reexamination of the vibrational 
assignments14 for the absorption spectrum. One ob
serves that only nine of the 20 vibrational frequencies 
appear with appreciable activity in the 1B2u'-1Aig elec
tric dipole transition. Assignments in both fluores
cence and absorption appear to involve only these 
modes. They are listed in Table I of the preceding 
paper.

These principles are illustrated in the SVL fluores
cence spectrum from the excited state 61!.1 shown with 
specific assignments in Figure 4. The assignments are 
based on the active modes listed in Table I of the pre
ceding paper and on the 1B2u“ 1Aig selection rules. They 
are quite analogous to the assignments of SVL fluores
cence from the zero-point level of the 1B2u state of 
C6H6 and of C6D6 published previously.13 Since that 
paper describes the basis of assignments in detail, only 
the most prominent features will be mentioned here.

Every SVL fluorescence spectrum consists of an 
assembly of progressions in the symmetric carbon ring 
breathing vibration vx with a spacing of about 990 cm“ 1 
between each progression member. Each vi progres
sion is built on a progression origin that induces the 
transition through a combination of vibrations con
taining an e2g component. The most intense progres
sion origins are those in which Av6 — ±  1 while Avx = 0 
for all other vibrations except v,. Progression origins 
with Aw6 = ± 1  and Avx =  ± 2  also occur, but with 
much reduced intensity. In addition, some origins 
with Aw6 = 0 occur, also with reduced intensity. The 
latter origins generally require quantum changes in 
other vibrations to produce the required e2g component.

The spectrum in Figure 4 is typical. It has two 
prominent progressions seen to be the Av6 =  ± 1  transi
tions. Their assignments are ôPR 1 and ôo1!« 1, where n 
is a running index indicating excitation of v," to form 
the progression. The progression origins are 621V  and

(14) G . H . A tk in son  and C . S. Parm enter, to  be  published .
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6i
6 i l0 i ,  6111116? 
61101,6^11? 16? 
h

l7o 161

F i g u r e  4 .  S V L  f l u o r e s c e n c e  f r o m  t h e  e x c i t e d  s t a t e  6 ' 1 1 p r o d u c e d  b y  p u m p i n g  t h e  601l o 1 ( A , 0 )  a b s o r p t i o n  b a n d  w i t h  l i g h t  i s o l a t e d  

f r o m  a  X e  a r c  b y  a  m o n o c h r o m a t o r  w i t h  a  5 0 - c m “ 1 b a n d  p a s s .  T h e  f l u o r e s c e n c e  s p e c t r o m e t e r  b a n d  p a s s  i s  2 5  c m - 1 . T h e  

e x p e r i m e n t a l  d e t a i l s  a r e  s i m i l a r  t o  t h o s e  d e s c r i b e d  e l s e w h e r e .13 T h e  c m -1 s c a l e  i n d i c a t e s  d i s p l a c e m e n t  o f  s t r u c t u r e  t o  l o w e r  e n e r g y  

f r o m  t h e  e x c i t i n g  l i g h t  w h o s e  p o s i t i o n  i s  3 8 , 6 0 0  c m - 1 . T h e  l e t t e r s  i d e n t i f y  p r o g r e s s i o n s  a n d  e i t h e r  c o r r e s p o n d  o r  a r e  a n a l o g o u s  t o  

t h o s e  u s e d  i n  T a b l e  I  a n d  I I ,  F i g u r e s  1  a n d  2 .  T h e  a s s i g n m e n t s  i n d i c a t e  t h e  v i b r a t i o n s  i n d u c i n g  t h e  t r a n s i t i o n .  T o  e a c h  a s s i g n m e n t  

s h o u l d  b e  a d d e d  t h e  c o m p o n e n t  1 r' w h e r e  n i n d i c a t e s  t h e  a c t i v i t y  o f  v ,"  =  0,  1,  .  .  .  .

60T01, respectively. Other progression origins are 
greatly reduced in intensity relative to these.15

Another aspect of these spectra is important in their 
analysis. Notice of the relative intensities of members 
within a progression frequently allows identification of 
the quantum number of vx in the emitting state. The 
intensities of progression members are principally 
governed by the Franck-Condon factors I <vx =  0| 
Vi" =  n>|2, and \<vx' =  \\vx"  =  n>\2, depending 
upon whether the fluorescing state has vx =  0, or 1, 
etc. The vx' =  0 intensity pattern differs grossly from 
that of V  = 1 so that recognition of each type of pro
gression is easily made.

An indication of thé Franck-Condon factors for a 
Vi =  0 and a vx =  1 progression is shown in Figure 5.16 
One can see that progressions from vx =  0 have maxi
mum intensity with its second member (li°) and then 
falls off smoothly with higher members. The pro
gression from V  =  1, however, is exactly opposite. 
Its first member (lo1) is the most prominent and the 
second (IF) is extremely weak. It then rises to a 
second maximum in higher members.17-19

Band Groups in the 2537-Â Resonance Spectrum
The preceding characterization of absorption and of 

SVL resonance fluorescence now suggests an interpreta
tion of some of the general features of the 2537-A reso
nance spectrum.

It should first be remarked that the list of excited 
states pumped by the Hg line indicates that resonance 
fluorescence will originate only from those states rather 
than from an additional set of states populated by sub
sequent intramolecular vibrational redistribution prior 
to emission. The highest level excited by 2537-Â 
absorption would be one with about 2300 cm-1 of vi
brational energy above zero point. The density of

F i g u r e  5 .  C a l c u l a t e d  r e l a t i v e  i n t e n s i t i e s  f o r  t h e  p r o g r e s s i o n  

m e m b e r s  o f  vx =  1 — ► vx"  =  n a n d  Vi" =  0 — »• vi" =  n 
p r o g r e s s i o n s  i n  b e n z e n e .  T h e  l o 1 t r a n s i t i o n  h a s  a n  a m p l i t u d e  

o f  0 . 4 6 .  T h e s e  w e r e  c a l c u l a t e d  f r o m  H e n d e r s o n ’ s  t a b l e s 16 
u s i n g  p a r a m e t e r s  c l o s e  b u t  n o t  m a t c h i n g  e x a c t l y  t h e  k n o w n  

c o n s t a n t s  o f  b e n z e n e .

vibrational levels at that energy is less than 10 cm-1 , 
so that the level separation far exceeds their width.

(15) T h e  a bsorption  spectrum  o f benzene is analogous. P rogres
sions in ri dom in ate  the  spectrum , and Are =  ±  1 p rogression  origins 
are the m ost intense.
(16) J . R . H enderson , et al., “ T ab les  o f  H a rm on ic  F ra n c k -C o n d o n  
O verlap  Integrals In clu d in g  D isp lacem en t o f  N orm al C oord in a tes ,”  
D ou glas  R e p o rt  S M -45807 , Jan  1964; J . Chem . P h ys ., 41 , 580 
(1964 ).

(17) T h ese  effects in benzene have been  d iscussed by  
others.’ ' 12’ >3. i6,is,is A n experim ental exam ination  o f  in tensities in  
nine d ifferent « /  =  0 progressions is described  in ref 13 and the ap
pearance o f vi' =  1 progressions can be seen in  F igu re 4. T h e  
ô-Pln1 progression  is the m ost easily seen exam ple in th a t figure.
(18) D . P . C raig, J . Chem. Soc. London, 2146 (1950).
(19) W . L . Sm ith, P roc. P h ys. Soc. London (A t. M ol. P h y s .) , 89 
(1968).
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Thus, from our present knowledge, there is no basis 
for considering emission from excited states other than 
those directly pumped in absorption. Consequently 
there is no basis to expect an underlying residue of un
resolved structure in the 2537-A resonance fluorescence 
other than that produced by accidental spectral con
gestion from the small set of initially excited states. 
At low resolution, this “ congestion continuum” ap
pears to be considerable as can be seen in Figure 2 
where the 2537-A spectrum is compared with that from 
a single vibronic level. As expected, the congestion 
continuum declines as resolution improves (see Figure 
1) and it is apparently insignificant at even higher 
resolution.2

The most prominent aspect of the 2537-A spectrum 
is clustering of structure into band groups. Since the 
2537-A spectrum is a superposition of spectra from 
several excited states, this clustering may seem anoma
lous in view of the complex structure expected from 
overlapping spectra. However, the cause of clustering 
becomes apparent upon examination of spectra in 
Figure 3. In that figure, it is shown that spectra from 
a variety of different excited states consist of transitions 
in a relatively small set of positions whose displacements 
from the exciting line are common. As discussed 
above, these displacements simply represent ground- 
state vibrational frequencies, and those are of course 
independent of the excited state from which fluorescence 
originates. The structure in the 2537-Á spectrum is 
analogous. While the fluorescence originates from at 
least several different excited states, the displacements 
of the fluorescence transitions from the exciting line are 
in each case constrained to a rather limited set of com
mon positions.

Structure within a band group may be accounted for 
in principle but by no means in detail. It appears that 
three phenomena contribute to multiple maxima within 
band groups. The first is the near coincidence of two 
or more vibronic transitions. These transitions origi
nate from the same excited state in some cases while 
several emitting states are involved in others. For 
example, it will be shown below that emission in the two 
adjacent band groups d0 and j0 (Figure 1) may include 
four transitions of rather comparable intensity from 
four excited states. On the other hand, the band 
group e0 appears to consist of two nearly coincident 
transitions from a single excited state.

A more general contribution to multiple maxima 
arises from the rotational contour of individual vibronic 
transitions. The rotational structure appears to pro
duce several maxima in a single vibronic transition, at 
least from some of the excited states. This can be seen 
in the very weak o band group in Figure 1, which as 
discussed below is a single transition from a single ex
cited state. When examined at higher resolution, one 
observes three rotational maxima which clearly stand 
above subsidiary structure in that band group. A

more quantitative description would require rotational 
analysis of each absorption band and then a computa
tion of the resulting fluorescence band contour from 
the known upper state rotational distribution. This 
could be approximated for the fl^lo1 absorption bands 
from the work of Callomon, Dunn, and Mills,10 and 
seems a worthwhile project that needs to be under
taken.

A third cause of multiple structure must be the occur
rence of nearly coincident vibronic transitions involving 
different angular momentum components of vibra
tional levels in the upper state or the lower state or both. 
These components have in some cases significant energy 
separations. Many examples exist in the absorption 
spectrum,10 and in fact this is seen in the absorption 
transitions at 39,451 and 39,445 cm-1 discussed in the 
preceding paper. Those maxima are vibronic transi
tions involving the two angular momentum components 
of the excited state 621x, separated by ca. 5 cm-1.10 
Similar situations will occur in fluorescence transitions 
from the excited states. For example, the Av6 =  + 1  
fluorescence progression from that state will consist 
of three vibronically allowed components:

and (jflflfi. The band origins of the first 
two would be nearly coincident, but that of the latter 
would be separated from the pair by ca. 6 cm-1.

Assignment of Structure in the 2537-A Spectrum
The preceding discussion has accounted for some of 

the gross features of the 2537-A spectrum. It has de
scribed in general terms both the causes of clustering of 
structure into band groups as well as the presence of so 
much structure within a band group. The discussion 
in the remainder of the paper now turns to the more 
specific problem of identifying the assignments for 
each band group. Since emission comes from several 
excited states, the task divides into two aspects. One 
must first identify which of the excited states contribute 
significantly to the intensity in a given band group, and 
then the transition from that state (or states) must be 
identified.

Identification of Emission from the Excited State 6HX. 
As discussed above, the transition 6i2V  is expected to 
be the strongest absorber of the 2537-A line. One 
therefore expects emission from the upper state 62D 
to be responsible for the most intense structure as well 
as much of the subsidiary structure in the 2537-A reso
nance fluorescence spectrum.

An ideal way to identify such structure would be to 
obtain an SVL fluorescence spectrum from the 62D 
levels alone. This could be approximated with a prop
erly placed exciting line whose width does not exceed 
ca. 5 cm-1 since the 6i2V  band heads do not appear to 
be significantly overlapped by other bands. However, 
there are presently no tunable excitation sources of 
sufficient intensity in such a narrow band spread to 
yield a useful SVL fluorescence spectrum.
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Instead, the SVL fluorescence from the excited state 
61! 1 has been used to identify emission from the 62H 
state produced in 2537-A excitation. The 611‘ state is 
reached by pumping the 60' lo1 absorption band which is 
commonly designated as the Ai° band.20 It is the most 
intense band in the entire 1B2u- 1Aig absorption system 
and is among those shown in Figure 2 of the preceding 
paper. It is overlapped visibly by only one other ab
sorption transition, the weak absorption 1702. With 
the exception of a few identifiable transitions from the 
172 state, all emission following excitation of the Ai° 
band is from the state 6H1.

The vibrational structure in SVL emission spectra 
from the states 62H and 6 '11 is expected to be similar. 
The progression origins from the two states will have 
common displacements and roughly similar intensities. 
Examples of this are given in Table IV where a few of 
the more intense progression origins expected from 
each state are compared. Furthermore, the relative 
intensities of members within n progressions will also be 
similar, because in each case they are governed by the 
Franck-Condon factors for \ nl transitions.

T a b l e  I V  :  A  C o m p a r i s o n  o f  t h e  P o s i t i o n s  o f  A n a l o g o u s  

P r o g r e s s i o n  O r i g i n s  i n  S V L  F l u o r e s c e n c e  S p e c t r a  

P r o d u c e d  b y  t h e  A b s o r p t i o n s  6i 2l 0 a a n d  ô o L o 1

Dis
placement 
from the 

absorption
Type of band,

transition Assignment c m -1 a

t> j? « 1 ò d i » * 0
ß o L o 1 0
ö d l W 1348
ô o d l d l o 1 1348

Ave =  + 1 6d l „ i 1216
6d l »1 1216
ß d l l d l o 1 2 56 4
ô d l l d l o 1 2 56 4

Avs =  0 ö i n i d l ö i 0 ! , , » 1681
ö d l l d l ö d l o ' 1681

°  T o  l o w e r  e n e r g y .

The SVL fluorescence spectrum from the excited 
state 6 4 1 is shown in Figure 4 with assignments of its 
principal structure. The fluorescence consists of n 
progressions built on about 10 prominent progression 
origins. Two of those progression origins come from 
the excited state 1702 also pumped in absorption. (The 
relative intensities of the members in those progressions 
are characteristic of emission from an excited state 
with vi =  0. The more prominent progression 
(6i° 17221 ra°) is the most intense transition expected from 
the upper state 172. All other transitions from 172 are 
expected to be much weaker—not more than 10% of 
that intensity. The progression 1702162° is seen only

because it falls in an area of the spectrum devoid of 
strong transitions from the state 61! 1.)

A comparison of 6’ L SVL fluorescence and the 2537-A 
fluorescence spectrum is given in Figure 2. The corre
spondence of structure is striking, and from this com
parison the contributions to the 2537-A fluorescence 
spectrum that come from the excited state 621[ can 
be identified.

One first observes that there is no structure in emis
sion from 6 T 1 that is not also seen in the Hg spectrum. 
This is consistent with the assumption that the Hg 
spectrum originates in part from the excited state 62! 1 
and hence should contain counterparts to all structure 
in the 6 4 1 spectrum. In addition, the Hg spectrum 
contains progressions not present in the SVL fluores
cence. This is the expected result of emission from 
states in addition to 62lh The congestion appearing in 
the low resolution Hg spectrum in Figure 2 is a further 
consequence of multiple emitting states. That con
gestion is entirely absent in the SVL fluorescence from 
6 4 1 shown at similar resolution in that figure.

Corresponding progressions in those spectra are 
labeled with lower case letters. They can be identi
fied easily on the separate spectra (SVL fluorescence in 
Figure 4 and a higher resolution Hg spectrum in Figure 
1) where we have labeled progressions with the same 
scheme used in Figure 2. The progressions a, c, d, 
f, e, i, and h correspond closely in position and in rela
tive intensities on the two spectra. These are thus 
the progressions in the Hg spectrum whose principal 
intensity derives from the excited states 62lh

Assignment of Emission from the Excited State 62l l. 
Assignments of the above progressions from 6211 in 
the 2537-A spectrum are given in Table II under the 
heading appropriate for that state. A few comments 
about them are made below.

(V L 1 and 6S21 „h These Av6 =  ± 1  transitions are 
the strongest type of progression origins seen in both 
emission and absorption. It should be noted that the 
progression origin of (V L 1 is coincident with the ex
citing line and is thereby somewhat altered in appear
ance.21 The low intensity of its member ai at 990 
cm-1 is due to the fact that this is the fi^L1 progression 
member for which a severe Franck-Condon restriction 
exists (see Figure 5).

A progression origin (10) seems to be on the shoulder 
of band group Ci in the 2537-A spectrum and the result
ing progression causes the c band groups at larger dis
placements to have widths in excess of 100 cm-1. 
This progression also occurs in the SVL fluorescence 
spectrum so that it is probably associated with the

(20) H . Sponer, G . N ordheim , A . L . Sklar, and E . T eller, J. Chem . 
P hys., 7 , 207 (1 93 9 ); W . F . R ad ie  and C . A . B eck , ib id ., 8 , 507 
(1 94 0 ); F . M . G arforth  and C . K . In g o ld , J . Chem . Soc., 417  (1948 ).
(21) In  F igu re 1, scattered  exc itin g  ligh t  obscures m u ch  o f  th is 
transition . In  F igure 2, scattered  ligh t is reduced  to  a lo w  va lue, 
b u t reabsorption  o f fluorescence at th a t p osition  has a tten u ated  the  
6i2lo* fluorescence transition .
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excited states 6 4 1 and 6 4 1 in the SVL and 2537-Â 
spectra, respectively. However, a satisfactory assign
ment for it has not been found.

6x2llfi and d34 f 2°. One of the consistency checks 
for an assignment of a transition induced by A% =  — 1 
is that the companion transition Ai>6 = + 1  must also be 
present with at least equal if not greater intensity.12 
Accordingly, since the 601ll2°lra1 progression origin was 
assigned in the 6 4 1 SVL fluorescence of Figure 4, its 
partner 621ll2°lre1 should also be observed. It is hidden, 
however, by the much stronger transition 6i°1722. By 
coincidence, the corresponding transition 6321 l 2°lo1 in 
the low resolution Hg spectrum in Figure 2 is also ob
scured due to emission from an excited state other than 
64  h However, this transition becomes clearly visible 
in the higher resolution Hg spectrum of Figure 1. It 
is the progression origin n0 in Figure 1. As discussed 
below, progression origins from two other excited 
states may also contribute significant intensity at this 
position, and in addition, they are both from excited 
states with vx' =  0 so that their second members at nx 
are strong. If that emission was absent, the band 
group nx would be of low intensity since it is the n = 1 
member of the 632ll2°lB1 progression.

632l l x016x0l n1 and 6221020l n1. These progressions 
have calculated displacements separated by only 11 
cm-1 so that they could not be resolved separately in 
our spectra. They are indicated by the series f in 
Figure 1, and the progression origins are coincident 
with band group di. The presence of one or both of the 
progression origins is evident from the equivalent 
intensities of band groups d0 and di in the SVL and Hg 
spectra. Without these new progression origins, the 
intensity of the di band group would be vanishingly 
low, since then it would derive only from the L 1 member 
of the progression 612112°1B1.

Further support for these progressions derives from 
analogous transitions. The strong companion transi
tions to 624  02° are discussed in the next section. One 
also expects to observe the companion progression 
origin 62111i016i°1o1 with an intensity diminished from 
that of 6i2l l i0161°lo1. This would appear at a dis
placement of 1073 cm-1. No transition appears above 
noise in this region, suggesting that the progression 
origin 6321 1 i ° 1 6 i ° 1 o 1 may be the weaker of the two con
tributing to the f series of bands.

622ll-pl6-plnl and the Pair 6x210filnl and 63210filnl. 
The cross sequence lli°16i° is rather effective in induc
ing a transition between the two electronic states. 
It is among the absorption bands of modest intensity 
and it is seen prominently in SVL fluorescence from a 
number of excited states. In fact, it is actually stronger 
when it appear« alone rather than in combination with 
Ave =  ± 1 .12 Thus although the transitions 6i211i°16i°1k1 
and 624 1 i°16i°1b1 may be weak, the progression 
origin 624 1 i4 6 i4 „ x with Av6 =  0 is expected to be 
moderately strong among the lesser structure from

64  h Also the transition 6i2102°1o1 probably contrib
utes appreciably to the intensity of the e0 band group, 
since its companion, 624024 01, forms a rather strong 
progression origin io that is clearly evident in the 2537-A 
spectrum in Figure l.

6i2172°1k1. This appears close to a member of the 
strong 6 1 4 / progression and its analogous partner 
6 0 4 7 /n 1 in the SVL fluorescence spectrum is for this, 
reason neither seen nor assigned. The principal sup
port for this assignment lies in its expected presence. 
Analogous transitions are important in the absorption 
spectrum14 and in some SVL fluorescence spectra.13

The Progression Origin h0. This appears as a very 
sudden enhancement of the b progression at b2 in 
both the 6 4 1 SVL fluorescence and in the 2537-A spec
trum. It thus seems associated with the excited state 
6 4 1 in the latter. A problem exists with this assump
tion, however, in that the next progression member hi 
is of even greater intensity in both spectra. This is 
inconsistent with the Franck-Condon factors for emis
sion from an upper state with vx =  1 and matches the 
factors for a state with vx — 0. However, a satisfac
tory assignment from the state 172 in the SVL fluores
cence spectrum is not apparent, nor can it be satisfac- 
torally assigned in the 2537-A spectrum. An alternate 
possibility is that h0 and ht each form progression origins 
from the vx =  1 excited states in both spectra, but 
again no assignments are apparent on this basis either.

Identification of Emission from States Other Than 62l l. 
There remain prominent features in the 2537-A spec
trum that either have no counterparts in the 6 4 1 SVL 
spectrum or which appear in both spectra but originate 
from the state 172 in the SVL spectrum. These fea
tures in the 2537-A spectrum are most reasonably 
attributed to emission from states other than 6 4 1. 
They are enumerated below in order of decreasing 
intensity.

Progression g. This is present in both the Ai° SVL 
spectrum and the 2537-A spectrum. In the former, it 
originates from the excited state 172, and accordingly, 
it has no analogous assignment from the state 6 4 1 in 
the 2537-A spectrum. It must be due to emission from 
other states. The progression intensity pattern in the 
2537-A spectrum is that of emission from an excited 
state with vx =  0.

Progression m. This progression is unique to the
o

2537-A spectrum.
Progression d. The band groups do and di have 

marked intensity enhancement in the 2537-A spectrum. 
States in addition to 6 4 1 must make a significant con
tribution to their intensity.

Progression b. This came from the excited state 172 
in the 6 4 1 SVL spectrum and thus it must come from 
states other than 6 4 1 in the 2537-A spectrum. Its 
intensity envelope suggests that these states have vx = 
0. o

Progression Origin 0 . This is weak in the 2537-A
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spectrum and is visible only because it lies in a region 
free of other structure. Its higher members are ob
scured by other stronger progressions.

Progression Origin p. The corresponding region in 
the SVL spectrum is completely vacant and this fea
ture is thus clearly associated with some excited state 
unique to 2537-A excitation. Its higher members are 
obscured by the g and n progressions.

Assignment of Emission from States Other Than 621 *. 
We now consider whether fluorescence from other ex
cited states can account for the structure whose princi
pal intensity cannot be attributed to 6211 fluorescence. 
The other states are listed in Table III. Experience 
with SYL fluorescence indicates that the dominant 
fluorescence transitions from each state are those in 
which Ave, =  ± 1  while all other vibrations except n 
have Avx =  0. Those transitions are listed in Table V. 
They comprise the minimum list of transitions expected 
to be seen from a given state if it is to contribute to 
the 2537-A spectrum. The new features in the 2537-Â 
spectrum described above should be contained in this 
list if it correctly includes all of the possible excited 
states.

Table V :  T h e  M o s t  I n t e n s e  T r a n s i t i o n s  E x p e c t e d  i n  

F l u o r e s c e n c e  f r o m  S o m e  S i n g l e  V i b r o n i c  L e v e l s

aB 2u B e n z e n e

Dis-
Absorption placement^
transition M ost intense® from absorp
leading to Excited fluorescence tion band,

excited state state transition (s) cm -1

ó i m o H o 1 i m i 6i ° i i 2n 0 i 1 3 4 8

1 6 o 2 l ! 2 1 6 2 1 2 6i » i 62n 02 4 1 4

ó d l ó o 2!»2 +  3 8 4 '

I 60U 02 +  9 9 2 '

1 6 á 2 l 0 2 +  1 9 5 '

61W 1611 6U 1U 61 63U I 2U 611 2 5 6 4

6i U l » n 6i i 1 3 4 8

6 U 7 n 6 2 62117P 1622 2 5 8 2

6 „ i l 7 i i l 6 22 1 3 6 6

ó o 1̂ !6 6 1 1 6 5 6 2ilÔ56 2 8 1 2

ô o W 1 5 9 6

6 i ° 1 0 o 2 1 6 i l l 0 1 1 0 2 1 6 n i ^ n O z 2!^!!»1 1 6 9 2

“  L i s t e d  i n  d e c r e a s i n g  o r d e r  o f  e x p e c t e d  i n t e n s i t y .  6 A l l  d i s 

p l a c e m e n t s  e x c e p t  t h o s e  m a r k e d  ( + )  a r e  m e a s u r e d  t o  l o w e r  

e n e r g y  f r o m  t h e  a b s o r p t i o n  b a n d .  '  E x p e c t e d  t o  b e  l o w  i n  

i n t e n s i t y  r e l a t i v e  t o  t h e  t r a n s i t i o n  a t  4 1 4  c m - 1 .

Fluorescence Excited by 1602h 2 Absorption. It is 
fairly certain that emission from the state 16212 is not

.  o

present m 2537-A fluorescence, and hence this excited 
state is not populated by absorption of the 2537-A line. 
Its most intense emission would occur at a displacement 
of 414 cm-1. The only structure near that position is 
the very weak o band group at 440 cm-1 which seems 
perhaps too far away. The 440-cm-1 group can also be 
ascribed to emission from another state. However,

more convincing evidence for lack of emission from 162! 1 
is the absence of bands at 195, 384, and 992 cm-1 to 
higher energies from the exciting line. Although these 
transitions would be weak relative to that at 414 cm -1 
to lower energy, they should be observable. No emis
sion whatsoever can be found anywhere at energies 
appreciably higher than the exciting line.

Fluorescence Excited by 6o11616 Absorption. Con
vincing evidence for emission from the state 6H66 
following boHói6 absorption cannot be found. The 
most intense transition will be that at 2812 cm-1, and 
that position is the valley between the h0 and i0 band 
groups. The transition at 1596 cm-1 should also be 
strong and that position is in the valley between the p 
and e0 band groups. It is possible that rotational ex
citation could cause both of these transitions to appear 
displaced from their predicted positions. If these 
transitions were each displaced 40 cm-1 toward the 
exciting line from their calculated positions, they would 
then coincide with the p and e0 bands group. Each of 
these bands are progression origins, but, as discussed 
above, e0 appears to be an origin associated with the 
excited state 62lh Thus, although the structure in the 
2537-A spectrum could conceivably accommodate emis
sion from the excited state 6H66, it seems rather im
probable.'

Fluorescence Excited by 6i0l l 02lo1 Absorption. A 
minor transition from the state 1P11 provides the best 
evidence that this excitation occurs with the 2537-A 
line.

The o band group is weak but clearly visible at 445 
cm-1 in the 2537-A spectrum. The displacement is 
close to that predicted for a fluorescence transition 
which leaves the molecule with one quantum less of v f '  
and one quantum more each of vn"  and vie"  than it had 
prior to absorption. It is consistent with the fluores
cence transition l l 1216i°lo1 with a calculated displace
ment of 465 cm-1 from the absorption 6i°ll02loI. Since 
it is difficult to otherwise account for this observed band 
group and since the suggested cross sequence will be 
prominent among the minor transitions.from 1P11 (see, 
for example, the intensity of the analogous transition 
lli°16i° in the zero point SVL fluorescence spectrum12), 
it seems good evidence for participation of 6i°ll02loI in 
the absorption act.

The SVL spectrum from the 1P11 level is expected to 
consist of a single strong progression 6i°ll22l re1 plus 
the regular array of minor structure such as the transi
tion discussed above. There is no opportunity for 
Ave =  — 1 to occur. The strong progression origin is at 
1348 cm-1. It is coincident with a transition also seen 
to occur from the excited states 6H1, and in part ac
counts for the enhancement of this progression in the 
2537-A spectrum.

Fluorescence Excited by 60116i217ol Absorption. The 
positions of the two intense Av6 = ± 1  transitions from 
the state ôHô2! ? 1 are each coincident with new pro
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gression origins in the 2537-Â spectrum. The more 
intense of these, that at 2583 cm-1, describes the pro
gression origin n0 which is coincident with another 
progression origin from the state 621L It can be seen 
in Figure 1 that the first two members of this progression 
are of approximately equal intensity so that a progres
sion from an excited state with V  =  0 contributes to 
this structure. However, it will be shown below that 
another excited state can also account for this progres
sion, so that it does not provide unique evidence for 
the excitation of boHôFlTo1 with 2537-Â radiation.

On the other hand, the transition 601162217i1 at a cal
culated displacement of 1367 cm-1 provides an assign
ment of the jo progression origin that cannot be assigned 
from any other excited state. The j progression also 
has an intensity pattern characteristic of emission from 
a state with V  = 0, so that the evidence for the pres
ence of an emitting excited state 61162171 looks satis
factory.

Among the minor structure expected in emission from 
this state is the transition 60116321701 with a calculated 
displacement of 798 cm-1. This coincides with the b 
progression not yet assigned and seen to be from some 
excited state with V  = 0 in the 2537-A spectrum. The 
observed intensity of that progression is consistent with 
this assignment, but there is also the possibility that a 
minor transition from another V  =  0 state (discussed 
below) contributes as well.

Fluorescence Excited by 6^11 o216A Absorption. The 
Av6 =  ± 1  transitions from the excited state 62112161 
populated by this absorption are at 1348 and 2564 cm-1 
and each coincide with progression origins that can be 
reasonably assigned as having significant intensity from 
other excited states. Thus there is no feature that 
provides unique evidence for the presence of this ab
sorption. This state, if present, may also contribute 
to the b progression by the minor transition 6i211021631 
with a calculated displacement of 798 cm-1 for the 
progression origin.

Fluorescence Excited by 6\010o216i 1101 Absorption. 
Unique structure from the upper level 10216111 cannot 
be seen in the 2537-A spectrum. The single prominent 
fluorescence band has a displacement of 1692 cm-1 
which is essentially coincident with the e0 band group. 
This group is assigned from the excited states 62U, and 
since it is the same relative intensity in both the Hg and 
SVL fluorescence spectra, there seems little evidence 
for major contributions from other states.

Fluorescence Excited by Absorption into an Unas
signed Band. The discussion above has described 
transitions from a variety of excited states that can 
account for major contributions to the intensity in 
various band groups. There remains, however, prom
inent structure in the 2537-A spectrum for which as
signment of the principal contributor has not been made. 
One of these is the progression beginning at band group 
h0 discussed previously. The deficiency in assignment

of other structure is more severe. One has yet to 
account for the prominent g and m progressions which 
are both unique to the 2537-A spectrum. The pro
gression origin p is also unassigned.

In each of the progressions g and m, the first two 
members are of equivalent intensity, so that they are 
transitions from an excited state with Vi = 0. The 
progressions g and m are more intense than any of the 
other structure in the 2537-A spectrum that could be 
attributed to the excited states with V  =  0 so far con
sidered. It is therefore apparent that these progres
sions are transitions from an excited state that is pumped 
efficiently by the 2537-A line, but which is not ac
counted for by assignments of absorption bands sug
gested in the preceding paper. The assignment re
mains unknown.

Summary
The fluorescence analysis indicates that at least four 

states are excited by absorption from the Hg line 
(Table II). The state 6211 (with k — 2 and 0) has the 
greatest population. The states 1121X, ô 'IT d ô1 plus 
some other state with V  = 0 but whose assignment is 
otherwise unknown are also excited. The vibrational 
energies of the known excited states fall within the 
range 1715 to 1970 cm-1 above zero-point energy. 
One can be fairly certain that the vibrational energy of 
the unknown state does not exceed at 2330 cm-1, which 
corresponds to excitation from a level with 1000 cm-1 
of vibrational energy above the ground-state zero-point 
level. The lowest possible vibrational energy excited 
by absorption of the Hg line would be about 1325 cm-1.

The fluorescence spectrum appears consistent with a 
proposed construction of overlapping SVL spectra. 
Table II can be considered a summary of all known or 
expected contributions of significance to the band 
groups from the identified excited states. Other transi
tions from those excited states will be too weak to con
tribute more than perhaps a rather structureless back
ground in certain regions. The resulting fluorescence 
spectrum thus consists of a modest set of band groups, 
and the intensity of a band group in most cases derives 
from only a few vibronic transitions. The large amount 
of sharp structure within a band group is generated in 
part from the near coincidence of several vibronic tran
sitions and in part from close lying angular momentum 
components of a single transition. However, the most 
common contributor to the wealth of sharp structure 
may be the possibility of multiple maxima in the rota
tional contours of individual transitions.

The fluorescence analysis has not provided the key to 
definitive assignments of absorption bands in the 2537- 
Â region. It appears that either the absorption maxi
mum at 39,423 cm-1 or the maximum at 39,408 cm-1 
is from the transition 6o116i21701 seen to be active in 
absorption of the Hg line. Both maxima are known to 
belong to sequence transitions in vu, and both are
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transitions with v\ = 0. A choice between the two 
cannot be made on any basis other than the fact that 
the 39,408 cm-1 band seems less likely to be excited by 
the Hg line.

A dilemma arises in establishing the position of the 
unassigned absorption band whose excitation is re
sponsible for the intense g and m progressions in fluores
cence. Several facts suggest that it is the maximum at 
39,412 cm-1. The prominent intensity of emission 
from this state is consistent with pumping a weak band 
almost in exact coincidence with the exciting line. Also 
the progression m seems absent or at least very weak in 
fluorescence generated by broad band13 excitation of 
the region 39,400-39,450 cm-1 with light isolated from

a Xe arc. This is evidence that the presence of the 
progression m in the 2537-A excited spectrum is due to 
the great emphasis that the narrow Hg line puts on weak 
absorption bands close to 39,412 cm-1. However, the 
requirements that V  =  0 for the unassigned upper 
state is hard to reconcile with the 39,412 cm-1 absorp
tion maximum. As discussed in the preceding paper, 
that maximum appears to be the V  member of an ab
sorption progression. An alternate explanation for 
this absorption is not apparent.
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The reaction rate constants for the reactions of hydrogen atoms with various olefins were measured at room 
temperature. Two fundamentally different techniques were used. In the first method, a discharge-flow 
system was coupled to a time-of-flight mass spectrometer, and the rate constants under excess hydrogen atoms 
were determined for the reactions of hydrogen atoms with propene, 1-butene, as-2-butene, irans-2-butene, and 
1-pentene. The second method is a newly devised technique in which the rate constants can be measured 
relative to the well characterized hydrogen atom-acetylene reaction. This method is based on the observa
tion of the steady-state hydrogen atom concentration in the presence and absence of reactant. Hydrogen 
atom concentration is produced by mercury photosensitization and is observed by means of Lyman a photom
etry. The relative results obtained are compared with other relative determinations, and the absolute rate 
constants (inferred from a knowledge of the H +  C2H2 rate constant) are compared with the absolute deter
minations reported here as well as with other reported work.

Introduction
The reactions of hydrogen atoms with olefins have 

been of continuing interest for many years.1 This 
interest results from the importance of these reactions in 
complex reactive systems. Thus, radiation chemists, 
photochemists, and thermal kineticists have inferred 
the importance of these reactions in a wide variety of 
experimental systems which range from radiation in
duced polymerization to flame or shock tube studies.

Most of the work which has been done to specifically 
characterize these reactions in the gas phase has been 
carried out at room temperature. This work has gen
erally been directed toward obtaining rate constants 
of these reactions relative to that of some common reac
tion.2 The most important contributions in this area 
have been due to Cvetanovid and coworkers.3-6 Sev

eral absolute determinations on reaction systems of 
this type have also been reported.6-10 In general, the

(1) F o r  an early rev iew  see E . W . R . S teacie, “ A to m ic  and F ree  
R ad ica l R ea ction s ,”  2nd  ed, R e in h old , N ew  Y o rk , N . Y . ,  1954. 
M o re  recent review s are R . J. C veta n ov ic , A dvan. Photochem ., 1, 115 
(1963) and  B . A . T hrush , P rogr. R eact. K in et., 3 , 65 (1965).
(2) K . Y a n g , J . A m er. Chem. Soc., 84 , 3795 (1962).
(3) K . R . Jennings and R . J. C ve ta n o v ic , J . Chem. P h ys., 35, 1233 
(1961).
(4) G . R . W o o lle y  and  R . J. C veta n ov ic , ibid., 50, 4697 (1969).
(5) R . J . C v e ta n o v ic  and L . C . D o y le , ibid., 50, 4705 (1969).
(6) W . B raun  and M . L enzi, D iscuss. Faraday Soc., 4 4 , 252 (1967).
(7) J . H . K n o x  and D . G . D algleish , In t. J . Chem . K in et., 1, 69
(1 9 6 9 ) .
(8) J . A . E yre , T . H ik ida , and L . M . D orfm a n , J . Chem. P h ys ., 5 3 , 
1281 (1970).
(9) M . J. K u ry lo , N . C . P eterson, and W . B raun, ibid., 53, 2776
(1 97 0 ) .
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correlations between the relative and absolute deter
minations have not been altogether satisfactory. The 
present investigation was therefore undertaken in order 
to examine certain apparent discrepancies which have 
previously existed between these two types of studies.

In this work, both absolute and relative rate con
stants have been obtained for reactions of hydrogen 
atoms with olefins. The absolute rate constants were 
determined with a discharge flow system coupled to a 
time-of-flight mass spectrometer,11-13 and the relative 
rate constants were determined with a steady-state 
photolytic technique.14 The photolytic technique was 
used to measure the rates of these reactions relative to 
the reaction of hydrogen atoms with acetylene. This 
method is based on the Lyman a photometric detection 
of hydrogen atoms.1616 The absolute rate constant 
for hydrogen atoms with acetylene has been measured 
in this laboratory by means of time-resolved Lyman a 
photometry17 with an apparatus of similar design to 
that used for the relative determinations.13’18 There
fore, absolute rate constants can be inferred from the 
relative determination^. The relative rate constants 
are compared to those of other workers, and the in
ferred absolute rate constants are compared to those re
ported here and to those of other workers.

Experimental Section
Experiment A. Discharge Flow Apparatus with 

Time-of-Flight Mass Spectrometric Detection. The 
apparatus and experimental procedure used in the 
present study is essentially the same as that described 
previously.13 The details of the apparatus have been 
discussed, and its use in kinetic studies has been demon
strated. Therefore, only a general description will be 
given here.

The apparatus consists of a discharge-flow system 
coupled to a Bendix Model 14 time-of-flight mass spec
trometer. Tank He is used as the carrier gas in the 
flow reactor, and the flow rate is determined with a 
calibrated flow meter. Molecular hydrogen is intro
duced into the carrier gas upstream from a microwave 
discharge. Molecular hydrogen is dissociated into 
atomic hydrogen to the extent of 20-50% by an elec
trodeless microwave discharge. In this study the 
absolute rate constants are measured for a variety of 
olefin molecules with atomic hydrogen at room tem
perature. A particular olefin is introduced downstream 
from the discharge through a sliding probe, and the dis
tance between the probe outlet and a pinhole leak into 
the mass spectrometer determines the dwell time in 
which the olefin is in the presence of hydrogen atoms.

The spectrum of each olefin was recorded with 70-eV 
ionizing electrons and was compared with the reported 
spectrum from the API mass spectral tables.19 The 
spectrum was repeated at 18.6 eV. This was the nor
mal condition under which the kinetic studies were car
ried out. Hydrogen atoms were then allowed to react

with the olefin and the spectrum of reactants and prod
ucts was recorded. After completing this preliminary 
study, the reaction rate constants were determined as 
described previously.13 A plot of the logarithm of the 
peak height of olefin against dwell time in the presence 
of a large concentration of hydrogen atoms ([H] ~  
20-50[Of]) gave a straight line with a slope of fcapp[H]. 
The hydrogen atom concentration was determined by 
measurement of the percentage change in the molecular 
hydrogen peak height (proportional to concentration) 
with the discharge turned on and then off. Thus, 
the per cent dissociation of an accurately metered 
amount of molecular hydrogen was used to calculate the 
sensitivity (concentration/peak height) for atomic hy
drogen before and after each run. In general the sensi
tivity factors before and after were constant to ±5% . 
The average peak height of m/e 1 during the run was 
used to calculate the atomic hydrogen concentration 
with the averaged sensitivity factors. fcapp[H] was 
determined as a function of atomic hydrogen concen
tration, and &app[H] was then plotted against [H], 
The best straight line was drawn, and the slope of this 
line yielded fcapp.

Experiment B. Steady-State Photolysis Apparatus 
with Lyman a. Detection of Hydrogen Atoms. The 
apparatus used in this study has also been described 
previously,14 so no detailed description will be given 
here. The experiment utilizes Lyman a photometry to 
monitor hydrogen atom concentration in a steady-state 
photolytic system. The hydrogen atoms are produced 
by the photosensitized decomposition of molecular hy
drogen with the resonance line, 2537 A, of mercury. 
The intensities of both 2537 and 1216 A (Lyman a) 
are observed experimentally, and therefore, trans- 
mittances for both resonance transitions can be mea-

o
sured concurrently. The transmittance of 2537 A 
radiation, and therefore, the absorbed intensity can be 
varied systematically by the adjustment of mercury 
concentration in the reaction cell with cold traps. Un
der a given set of experimental conditions the trans
mittance of Lyman a can be obtained as a function of 
absorbed 2537 A intensity. By the utilization of a

(10) M . P . H alstead, D . A . L eathard , R . M . M arshall, and J. H  
Purnell, P roc. R oy . Soc. Ser. A , 316, 575 (1970).
(11) C . A . A rrington , W . B rennen , G . P . G lass, J . V . M ich ael, and 
H . N ik i, J . Chem . P h ys., 43 , 525 (1965).
(12) J . V . M ich ael and H . N iki, ibid., 4 6 , 4969 (1967).
(13) J. R . B arker, D . G . K eil, J . V . M ich ael, and D . T . O sborne, 
ibid., 52, 2079 (1970).
(14) J . V . M ich ael and C . Y eh , ibid., 53, 59  (1970).
(15) J . V . M ich ael and R . E . W eston , Jr., ibid., 45, 3632 (1966).
(16) J. R . B arker and J. V . M ich ael, J. Opt. Soc. A m er ., 58, 1615
(1 9 6 8 ) .
(17) D . T . O sborne, P h .D . Thesis, C arn egie-M ellon  U n iversity , 
1970.
(18) J. V . M ich ael and D . T . O sborne, Chem . P hys. Lett., 3 , 402
(1 9 6 9 ) .
(19) C ata log  o f  M ass Spectral D a ta , A m erican  P etroleum  Institu te  
R esearch  P ro je c t  44, 1956.
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previous calibration from this laboratory for a Lyman 
a photometer of similar design,16 accurate relative hy
drogen atom concentrations can then be deduced as a 
function of absorbed mercury resonance intensity.

In the present work, known mixtures of molecular 
hydrogen and olefin were introduced into the photolysis 
cell. Incident intensities of Lyman a and 2537 Â radia
tions were measured. Small concentrations of mercury 
were then introduced. The steady-state hydrogen 
atom concentration at a known absorbed intensity of 
mercury resonance radiation was then measured during 
photolysis. The photolysis time necessary to reach a 
steady state was typically 0.5-3 sec. The measure
ments were then repeated on a newly prepared sample 
of exactly the same hydrogen to olefin concentration 
ratio at the same total pressure. Only the mercury 
concentration, and therefore the absorbed intensity, 
was varied. A new sample was necessary since some 
depletion of olefin was noted even for these short photol
ysis times. However, since the olefin to atom concen
tration ratio in all experiments was large (typical values 
for [01] and [H] are 3 X 1013 molecules/cc and 2 X 1011 
atoms/cc, respectively), the depletion during photolysis 
never exceeded 30%. The end result of a series of these 
experiments was a plot of absorbed intensity of 2537 A 
radiation, 7a, against hydrogen atom concentration, 
[H], at essentially constant olefin concentration. A 
typical result is shown in Figure 1. 7a is expressed in 
arbitrary units and [H] is given in relative units based

F i g u r e  1.  P l o t  o f  / „  ( a r b i t r a r y  u n i t s )  a g a i n s t  m e a s u r e d  

s t e a d y - s t a t e  h y d r o g e n  a t o m  c o n c e n t r a t i o n .  T h e  r e l a t i v e  v a l u e s  

o f  a t o m  c o n c e n t r a t i o n  a r e  b a s e d  o n  a  c a l i b r a t i o n  o n  a  

p h o t o m e t e r  o f  s i m i l a r  d e s i g n .  T h i s  p o i n t  i s  d i s c u s s e d  i n  t h e  

t e x t :  O ,  p u r e  H 2,  P  =  4 . 2  T o r r ;  A ,  H 3 w i t h  [ C 2I I 2]0 =  3 . 7  X  

I 0 13 m o l e c u l e s / c c ,  P  =  4 . 2  T o r r ;  □ ,  H 2 w i t h  [ C 2H 2]0 =  1 0 . 0  

X  1 0 13 m o l e c u l e s / c c ,  P  =  4 . 2  T o r r ;  0 ,  H 2 w i t h  [ C 2H 2]0 =

3 0 . 0  X  1 0 13 m o l e c u l e s / c c ,  P =  4 . 2  T o r r .

on the previously cited calibration. The rationale for 
the use of these results in obtaining relative rate con
stants will be described in a later section.

In both experiments A and B, chemically pure grades 
of ethylene, propene, 1-butene, and isobutene were ob
tained from Matheson Compressed Gases, Inc., and 
were used without further purification. Research 
grade hydrogen and irons-2-butene were obtained from 
Air Products, Inc., and research grade cfs-2-butene was 
obtained from Phillips Petroleum Co. These sub
stances were also used without further purification. 
Acetylene from the Linde Division of the Union Car
bide Corp. and 1-pentene from the American Petroleum 
Institute Research Project 6 were purified by bulb to 
bulb distillation, the middle third being used in sample 
preparation. Helium was obtained from Airco and was 
used as the carrier gas in experiment A without further 
purification. Neon and argon (research grades) were 
obtained from Air Products, Inc., and were used without 
further purification in the Lyman a and mercury reso
nance lamps of experiment B, respectively. Nitric 
oxide for use in the Lyman a photoionization detector 
of experiment B was obtained from Matheson Com
pressed Gases, Inc. and was purified by bulb to bulb 
distillation.

Results and Discussion
The addition of a hydrogen atom to an olefin results 

in the formation of a vibrationally excited radical which 
can do one of three things. It can dissociate back into 
a hydrogen atom and the original olefin, it can dissoci
ate into a radical plus an olefin, or it can undergo colli- 
sional stabilization. These reaction channels are illus
trated by the general mechanism

H +  OZ —h>- HOZ* (1)

HOZ* H +  OZ (2)

HOZ* Rad +  OV (3)

HOZ* -A -  HOZ (4)

to represents the rate of collisional deactivation for the 
excited radical. With the steady-state assumption for 
HOZ*, the above mechanism predicts, for the two 
level model

—d[H] = —d[QZ] _ 
di dZ

M H ][OZ](, k: t l )  = (I)\K  +  K  +  to/

The overall rate constant is fcai. In the limit of zero 
pressure fcai reduces to
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Ki is fa times the fraction of radicals which dissociate by 
the path different from that by which they were formed. 
If ktl is zero, the overall reaction rate constant becomes 
zero. In the case of high pressure [to »  (kei - f  fc(2) ], 
k&1 becomes equal to fa. This relation also holds at any 
pressure if ktl =  0. If ka ^  0, the overall rate con
stant for this mechanism will increase with pressure 
from a minimum value at zero pressure to a maximum 
value of fa.

The mechanism illustrated by reactions 1-4 is often 
complicated by secondary reactions which can become 
important under certain experimental conditions. 
These include

H +  HOZ - A  h 2OZ* (5)

h 2oz* h  +  hoz (6)

H2OZ* Rad' +  R ad" (7)

H2OZ* - A  H2OZ (alkane) (8)

Rad +  OZ — >  R a d '" (9)

Rad +  H — > Alkane* (10)

Alkane* may further react in a parallel manner to the 
excited alkane, H2OZ*.

In experiment A, [H] [OZ], and the pseudo-first-
order decay of [01] at constant [H] was observed.

= klst[Ol] (III)

where klst = fcapp[H] =  constant. fcapp becomes equal 
to fcai in eq I if reaction 9 is negligible. In all of the 
reactions studied in this work with experiment A the 
[OZ] was kept low relative to [H], and no products were 
observed in significant amounts which contained more 
carbon atoms than the initial reactant olefin. On the 
basis of this observation, reaction 9 is concluded to be 
negligible. Thus, kapp at infinite pressure can be 
equated with fa. Moreover, if ktl «  kt„ fcapp becomes 
fa at any pressure.

In experiment B, secondary reactions become impor
tant in the interpretation since the steady state [H] is 
observed under olefin excess conditions. In order to 
instrumentally observe the steady-state concentration 
of atomic hydrogen, the reaction mixture must be 
photolyzed for at least 0.5 sec. This results in the 
build-up of radicals which either react with atomic 
hydrogen by reaction 5, react with olefin by a reaction 
of type 9, or recombine. In general the atom-olefin 
and radical recombination rates are much faster than 
the radical-olefin rates at comparable concentrations, 
and therefore the radical-olefin reactions are ne
glected with respect to the atom-olefin and recombina
tion reactions. A steady state of [HOZ] is ultimately

established, and the apparent rate constant is increased 
to 2fa[(ka +  co)/ (fc£I +  fce2 +  «) ].

A simple example of this behavior can be seen in the 
reaction of atomic hydrogen with the alkyne, acetylene. 
The mechanism proposed by a number of work-
e r s 1 2 ,15,20,21 } g

H +  C2H2 c 2h 3* (11)
h e

c 2h 3* — > C2H2 +  H (12)

c 2h 3* -
03

->  c 2h 3 (13)
__ . . k i

H +  C2H3 — ^ H2 +  C2H2 (14)

The terminology used for reactions 11-14 nearly con
forms with the general mechanism of reactions 1-10. 
Reaction 14 may proceed by the chemical activation 
mechanism denoted by reactions 5 and 7. On the 
other hand, this reaction may be analogous to a dis
proportionation reaction and would then be pressure 
independent. Initially [C2H3] is small and /cai [II ] ■ 
[C2H2] >  fc2[H][C2H3], but photolysis in experiment B 
over long periods of time (seconds), even with low [H], 
will result in the build-up of [C2H3] until a steady-state 
concentration of vinyl radical is reached. Under these 
conditions, fcapp = 2fa [w/(fa +  « )], where the factor of 
2 is the stoichiometry factor for the reaction.

A mechanism based on the general mechanism, shown 
in reactions 1-10, has been proposed for the reaction of 
atomic hydrogen and ethylene.13 For this case reaction

H +  C2H4 A -  C2H6* (15)

C2H6* C2H4 +  H (16)

C2H6* -A -  C2H6 (17)

H +  C2H6 - A -  2CH3 (18)
ki

H +  CH3 CH4* - A  CH4 (19)
k'tz
kh

CHS +  CHS C2H6* - h>- C2H6 (20)
k'ti

18 is associated with reaction 5 followed by fast decom
position by reaction 7. Stabilization by reaction 8 
only occurs at much larger pressures than those used in 
the earlier work13 and in the present work. Reaction
19 is associated with reaction 10 followed by the subse
quent decomposition or stabilization processes for ex
cited alkanes. Reaction 20 represents the radical re
combination mode of chemical activation and is not 
included in the general mechanism.

Prolonged photolysis in experiment B results in the 
development of steady-state concentrations of both

(20) G . G . V o lp i and F . Zoeeh i, J . Chem . P h ys., 4 4 , 4010  (1966).
(21) K . H oyerm ann , H . G g . W agner, and J . W olfru m , B er. Bunsenges. 
P h ys. Chem ., 72, 1004 (1968).
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ethyl and methyl radicals. Calculations by Rabino- 
vitch and Setser22 predict a much longer lifetime for 
C2H6* (3 X  10-8 to 2 X 10-7 sec) than for CH4* (5 X 
10-10 sec), and unpublished results from this labora
tory23 indicate that the overall rate constant for reaction 
20, at the pressures in the present study, is about six 
times as great as the overall rate constant for reaction 
19. Calculations show that atomic hydrogen is re
moved almost entirely by reactions 15 to 18 after the 
steady-state concentrations of C2H6 and CH3 are 
reached at the pressures and hydrogen atom concen
trations employed here. The apparent rate constant 
for hydrogen atom removal therefore reduces to 2/ca„ 
and the same stoichiometry factor is inferred for this 
case as in the H +  C2H2 study.

The reaction of hydrogen atoms with propene again 
follows the mechanism given by reactions 1-10. In 
this case, however, two modes of addition have been 
documented.24 Thus 94% isopropyl radicals and 6% 
n-propyl radicals result from the initial reaction of 
hydrogen atoms with propene.

Unstabilized n-propyl radicals dissociate according 
to reactions 2 and 3, and it has been found that 99% 
of these dissociations proceed into methyl plus ethylene 
(ka »  fce,).22 Under the present experimental condi
tions, the resulting methyl and ethylene concentrations 
are low and do not compete for atomic hydrogen. 
Therefore, the stoichiometry factor for this minor mode 
of decomposition is taken to be unity.

On the other hand, isopropyl radicals (about 94% 
of the initial radicals formed) dissociate mainly to pro- 
pene and atomic hydrogen (fcH »  kn). Thus a pressure 
falloff in the apparent rate constant should be expected 
in the present work if kn is comparable in magnitude 
to co. Rabinovitch and Setser calculate (kt)  for iso
propyl radical to be approximately 106 sec-1.22 In 
both experiments A and B, the collision rates ranged 
from 107 to 108 sec-1. Therefore, no pressure depen
dence should be observed under the present experimental 
conditions. However, as noted in the following section, 
a pressure dependence was observed for this mode of 
decomposition between zero and 3-5 Torr. This may 
indicate that the value given by Rabinovitch and Setser, 
( k a )  »  106 sec-1, is underestimated.

Stabilized isopropyl radicals formed from reaction 4 
may react with hydrogen atoms by reaction 5 to form 
vibrationally excited propane. At sufficiently high 
pressures the excited propane will be deactivated, in 
which case the overall stoichiometry factor is 2. At 
lower pressures, however, the vibrationally excited 
propane dissociates into methyl and ethyl radicals 
(reaction 7). The ethyl radicals can then react with 
hydrogen atoms to produce methyl radicals (reaction 
18). In this case, reaction 19 should be negligible in 
comparison with reaction 20 (as in the ethylene case), 
and the overall stoichiometry factor in experiment B 
should approach 3. In experiment A, where propene

decay is observed, the stoichiometry factor should be 
unity at any pressure.

The mechanism related to the reaction systems of 
atomic hydrogen with C4 and C5 olefins is described by 
reactions 1-10 also. Since the critical energy for 
breaking a C-H  bond is ~ 1 0  kcal greater than the critical 
energy to break a C-C bond, ka (reaction 2) <<C ka 
(reaction 3). Furthermore, Rabinovitch and Setser22 
calculate (ktt) to be on the order of 107 sec-1. In the 
present work, however, the collision rate is always 
greater than this value. Therefore, the stabilization 
process (reaction 4) predominates, and the experi
mentally determined /c&pp in experiment A is equal to 
h  as previously described.

Experiment B was performed at 10-15 Torr, where 
the third-body collision rate is greater than 108 sec-1, 
and therefore, co (reaction 4) »  ktl +  k,2 (reactions 2 
and 3). This also implies that all butyl radicals are 
stabilized at the experimental pressures used. Sec
ondary reactions yield excited butanes by reaction 5; 
however, Rabinovitch and Setser did not calculate the 
rate constants for the dissociation of these species. 
Because of the greater number of degrees of freedom in 
excited butanes, one expects these rate constants to be 
less than those for C3H8* (from H +  C3H7) even if the 
excited butanes have slightly higher excess energy.22 
Therefore, it is estimated that the rate constants for 
dissociation of the excited butanes produced by reaction 
5 are less than 107 sec-1. It then follows that the 
above arguments which hold for excited butyl radicals 
also hold for excited butanes (w2 »  ka +  ku). Since 
butyl radicals are in a steady state, the apparent rate 
constants determined in experiment B are equal to 
2fci for these systems. Extrapolation of the above rea
soning to higher massed olefins leads to the same conclu
sions for the reaction of 1-pentene and atomic hydro
gen.

It is therefore concluded that the stoichiometry 
factors for the reactions of atomic hydrogen with all of 
the olefins considered in the present work are unity for 
experiment A and are two for experiment B. This con
clusion may be incorrect for the H +  C3H6 reaction at 
lower pressures as already discussed. If the stoichi
ometry factors are constant then the relative rate con
stants determined in experiment B will be in the ratio 
of rate constants determined for unit stoichiometry, 
and therefore valid comparisons can be made between 
the absolute and the relative determinations. This will 
be attempted in the following sections.

Experiment A. The apparent bimolecular rate con
stants under hydrogen atom excess conditions were 
determined for 1-butene, as-2-butene, ¿raws-2-butene,

(22) B . S. R a b in ov itch  and D . W . Setser, A dvan. Photochem ., 3 , 1 
(1964).

(23) J. V . M ich ae l and G . N . Suess, p riva te  com m u n ica tion , 1970.
(24) W . E . F a lconer, B . S . R a b in o v itch , and R . J . C veta n ov ié , 
J. Chem. P h ys., 39 , 40  (1963).

The Journal of Physical Chemistry, Vol. 75, No. 10, 1971



Absolute R ate Constants for R eactions of Hydrogen Atoms with Olefins 1589

and 1-pentene each at one pressure of 2-3 Torr. The 
rate constants for the hydrogen atom-propene reaction 
at five pressures from 1 to 5 Torr were also determined 
under atom excess conditions. The resultant rate 
constants and corresponding pressures are given in 
Table I. As discussed above, the apparent rate con
stants should be identical with fa for all reactions, with 
the exception of propene. The propene reaction ex
hibits a slight pressure dependence, and the implications 
of this have already been discussed. The propene re
sults are also shown in Figure 6.

Table I : Absolute Rate Constant Determinations 
(Experiment A)

Total fcapp X  101*,
pressure, cc/m olecule

Olefin Torr sec

Propene 0.96 6.6 ±  0.6
Propene 1.92 6.6 ±  0.6
Propene 2.66 8.5 ±  0.8
Propene 3.57 8.0 ±  1.0
Propene 4.91 8.0 ±  0.8
1-Butene 2.86 11.3 ±  0.8
as-2-Butene 3.24 6.4 ±  0.5
frans-2-Butene 1.79 7.1 ±  0.4
1-Pentene 2.96 10.6 ±  0.8

The present results may be compared to those of 
Daby, Niki, and Weinstock,25 who have made similar 
measurements on these reactions. This comparison is 
made in Table III.

Experiment B. In an earlier publication14 it was 
shown that hydrogen atoms, produced from the mercury 
photosensitized decomposition of molecular hydrogen, 
could be observed in small concentrations (~ 5  X 1010 
atoms/cc) by means of Lyman a photometry. A 
mechanism was adopted to explain the molecular H2 
quenching of Hg(3Pi), and eq IV was derived 
to indicate the relation between absorbed intensity of 
2537-A radiation, 7a, and steady-state hydrogen atom 
concentration, [H]m.

=  nh4>  

fcw
(IV)

n is either 1 or 2 depending on the number of atoms 
which are produced per quenching event, fcw is the 
first-order rate constant for wall termination of hydro
gen atoms, and <£ is the primary quantum yield.

In Figure 1 plots are shown of 7a (arbitrary units) 
against [H]» and the slope, s0, of the line without added 
reactant can be correlated through eq IV to

(V)

If reactant is added to the system the steady-state hy
drogen atom concentration decreases, all other things

remaining constant, in a predictable way which de
pends only on the overall rate of the reaction of atoms 
with reactant. Thus, the reactant competes for hy
drogen atoms with removal by wall termination and the 
steady-state hydrogen atom concentration then be
comes

[H],
fcw - j -  fcapp[R]

(VI)

If [R] »  [H] (an easily obtainable condition since the 
measured [H] is generally less than 4 X 1011 atoms/cc) 
then the denominator in eq VI is a constant for a 
particular observation and can be varied systematically 
from experiment to experiment. Equation VI predicts 
linearity in plots of 7a against [H]„, but the slopes, s, 
of these lines should be greater than the slopes without 
added reactant since

fcw T  fcapp[R]o 
n<j>

(VII)

That such behavior exists can be seen in Figure 1. If 
the slopes obtained with reactant present are divided 
by that obtained with no reactant present, eq VII 
and V predict the correlation

s 1 -|- 
Sq kw

(VIII)

This equation is the basis for the relative reaction rate 
constants obtained in this work and is tested in Figure 2 
for the reaction of hydrogen atoms and acetylene at 
different total pressures.

As stated previously the reaction of hydrogen atoms 
with acetylene has been well characterized.12’15'20'21 
The absolute reaction rate constant is known accurately 
at room temperature and the overall reaction mecha
nism is also known. The pressure dependence of this 
reaction has been studied in detail, and with the present 
technique a relative falloff curve can be obtained by 
means of eq VIII. The results are shown in Figure 3 
where slopes of lines such as those presented in Figure 2 
are plotted against total pressure. These slopes ac
cording to eq VIII should be in the ratio of fcapp to fcw 
where fcapp is the apparent rate constant for the hydrogen 
atom-acetylene reaction. As already discussed in the 
previous section, fcapp is equal to 2fcai for experiment B. 
Thus, fcapp/ fa. is proportional to fcai, and if fcw is constant 
the relative falloff curve may be correlated with the 
absolute rate constant falloff curve. Also shown in 
Figure 3 is an absolute scale. This scale is deduced from 
absolute data for this reaction obtained in this laboratory 
from a time resolved Lyman a photometric study.17 
Points obtained from this absolute study are also shown 
in Figure 3 along with data obtained by Hoyermann,

(25) E . E . D a b y , H . N ik i, and B . W ein stock , p riva te  com m u n ica 
tion , reported  b y  H . N ik i a t 158th N a tion a l M e e tin g  o f the  A m erican  
C hem ical S ociety , N ew  Y o rk , N . Y . ,  S ept 1969.
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Figure 2. Plots of s/s0 (defined in text) against [C2H2]0.

Figure 3. Relative and absolute falloff curve for the H +  
C2H2 reaction: O, experiment B (relative scale); □, absolute 
determination from ref 17; •, absolute 
determination from ref 21.

Wagner, and Wolfram in their excellent paper.21 The 
data of these latter workers have been divided by a uni
form stoichiometry factor of 2. The consistency between 
the two absolute studies is apparent and the agreement 
is well within the errors of both studies. Thus, the 
relative data obtained in this study can be fitted to the 
absolute determinations and a value for the wall 
termination constant, fcw, can be calculated. For the 
results shown in Figure 3, kw is 14.6 ±  1.4 sec-1. This 
value compares quite favorably with an absolute 
determination in a similar system from this laboratory.18

Results have also been obtained for the hydrogen 
atom-ethylene reaction, and a relative falloff curve is 
shown in Figure 4. In order to establish the absolute 
scale also shown in Figure 4, it is necessary to develop 
procedures so that the rate constant of H +  C2H4 can

J. A. Cowfer, D. G. K eil, J. V. M ichael, and C. Y eh

Figure 4. Relative and absolute falloff curve for the H +  
C2H4 reaction: O, experiment B (relative scale); A, absolute 
determination from ref 13; •, absolute 
determination from ref 9.

Figure 5. Plots of /„ (arbitrary units) against relative [H] (see 
caption to Figure 1): O, pure H2, P  =  11 Torr; □, H2 with 
[C2H4]o = 1.79 X 1013 molecules/cc, P  =  11 Torr; A, H2 with 
[C2H2]o = 2.10 X 1014 molecules/cc, P  =  11 Torr.

be measured relative to H +  C2H2. Since the major 
component present in the system is always molecular 
hydrogen and small concentrations of reactant are not 
expected to change the wall activity appreciably, fcw, 
the wall termination rate constant in eq VIII, should 
be expected to remain invariant for rather long periods 
of time. If this assumption is made, then eq IX  can be 
derived

( - - i )  / F - i )
\So / C M ,/  \So /  CaH2

fcap p-CjH4 [C2H4 ]0/fca p  p-C2H2 [C2H2 ]o ( I X )

[(s/s0) — l]c2H4and [(s/s0) — 1 ] c 2h 2 are experimentally 
determined from data similar to those shown in Figure 1 
for the H +  C2H4 and H +  C2H2 reactions, respectively. 
These determinations are made at constant reactant 
concentrations and constant pressure, and a typical 
result is shown in Figure 5. The slopes, s0 (no reactant) 
and s (with constant concentrations of C2H4 and C2H2, 
respectively), are determined and the corresponding 
quantities [(s/s0) — 1]r are calculated. Since the
ratio [C2H4 ]o/ [ C 2H2]o is known, .c 2h 2 can
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Table II : Relative and Inferred Absolute Rate Constants

Cvetanoviò 
and coworkers,c

Reaction

Number of 
determina

tions
fcapp-alkane°

&app-C2ÏÏ2

fcaiK6 X 10*», 
cc/m olecule 

sec

A'aiR X  10” , 
cc/m olecule 

sec

H + ethylene 9 8.6 ±  1.3 3.9 ±  1.0 8.9‘w
H + propene 5 20.8 ±  0.9 9.4 ±  1.4 14 d'eJ
H + l-butene 10 29.6 ±  5.8 13 ±  4 14 dJ
H + frans-2-butene 6 11.9 ±  1.4 5.4 ±  1.4 8.0/
H + cis-2-butene 6 9.1 ±  0.9 4.1 ±  1.0 e . 5 f
H + isobutene 10 74.5 ±  14.9 34 ±  10 34 i ’eJ
H + 1-pentene 4 28.6 ±  4.8 12.9 ±  4 12e

a Total pressure, 10-15 Torr. b Values obtained from relative rate data multiplied by fcCln2 = (4.5 ±  0.5) X 10“14 cc/molecule see. 
e fci-butene is assumed to be 14 X 10“13 cc/molecule sec. d Total pressure ~750 Torr C024. f Total pressure ~600 Torr H2S. !  Total 
pressure ~435 Torr CJHio3.

be computed from eq IX. One complete relative 
rate constant determination can be made in about 
0.5 hr; however, the exposure time per sample is typi
cally 0.5-3 sec. Since the determinations are rapid and 
involve small depletion of olefin, the assumption that 
k „  is in fact invariant over the determination time is 
probably good.

Nine determinations for the ratio of fcapp-cuu/ 
&app-C2Hj have been made between 10 and 15 Torr of 
pressure and the results are presented in Table II. 
The value obtained is 8.6 ±  1.3. The absolute value 
of the rate constant for the H +  C2H2 reaction from 
the previously mentioned studies in this pressure range 
is (4.5 ±  0.5) X 10~14 cc/molecule sec, and this im
plies a value of kHl for the ethylene reaction rate con
stant between 10 and 15 Torr of (3.9 ±  1.0) X 10~13 cc/ 
molecule sec if the stoichiometry factors for both reac
tions are the same. Arguments have been given in 
the previous section which indicate stoichiometry 
factors of two for both cases. This value of 3.9 X 
10-13 cc/molecule sec has therefore been used to scale the 
relative results of Figure 4 into absolute units. As an 
internal consistency check, results from recent absolute 
determinations are included in Figure 4,9’13 and the 
agreement is seen to be quite satisfactory.

Total Pressure ( t o r r )

Figure 6. Absolute falloff curve for the H +  C3H6 reaction: 
O, experiment B (normalized to H +  C2H2 reaction, see text); 
A, experiment A.

The relative rate technique described above has been 
applied to the reaction of hydrogen atoms with propene. 
The relative rate constant data obtained as a function 
of pressure are presented in Figure 6. The absolute scale 
shown in this figure is made to conform with the value for 
the hydrogen-acetylene reaction in exactly the same way 
as described for the hydrogen atom-ethylene reaction. 
Between 10 and 15 Torr of pressure, the relative ratio, 
fcapp-CaH./fcapp-CiHj, is 20.8 ±  0.9 (Table II). In this

Table III: Absolute Rate Constant Determinations 
for Comparison with Present Work

Rate constant, 
cc/m olecule Pressure,

Reaction sec X  10« Torr

H +  ethylene 1.7 ±  1.0 2 (Ar)‘
1.7 ±  0.1 2.4 (He)1
3.8 ±  0.4 5 (He)'
3.3 ±  0.1 5 (He)1*
2 8 (Ar)e
8.5 ±  3.0 10 (He/
4.2 ±  0.1 10 (He)1*

12 ±  1.0 500 (He)8
12 ±  1.0 500 (He)1*

9.1 ±  0.9 700-1500 (He/
H +  propene 7.6 ±  0.4 2 (Ar/

13.0 ±  4.0 6.7 (He/
H +  l-butene 13.8 ±  0.8 2 (He)*'

15.0 ±  4.5 6.7 (He/
H +  ira?is-2-butene 8.9 ±  0.7 2 (He/

10.0 ±  1.5 5.5-50 (He/
H +  cfs-2-butene 7.9 ±  0.6 2 (He)*
H +  isobutene 55 ±  22 2 (He)“

38 ±  6 ~8-50 (He/

“ Knox and Dalgleish.7 b Westenberg and DeHaas;27 the 
stoichiometric factor is assumed to be 2.5. c Barker, Keil, 
Michael, and Osborne.13 d Kurylo, Peterson, and Braun.9 
* Halstead, Leathard, Marshall, and Purnell.10 f  A. F. Dodonov,
G. K. Lavrovskaya, and V. L. Talroze, K in et. K atal., 10, 14 
(1969). 8 Ahumada, Michael, and Osborne.26 h Eyre, Hikida, 
and Dorfman.8 * Daby, Niki, and Weinstock.26 1 Braun and 
Lenzi.6
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pressure range the stoichiometry factors for both reac
tions are identical and will cancel as discussed pre
viously. Therefore, the inferred absolute rate constant 
should be identified with fcai and is equal to (9.4 ±  1.4) X 
10-13 cc/molecule sec. A slight pressure dependence 
may be indicated, and the implications have already been 
discussed. As an internal consistency check, the results 
from experiment A are also plotted in Figure 6, and the 
agreement between the inferred absolute rate constants 
from this experiment with the absolute determinations 
of experiment A is satisfactory.

The relative rate technique has been applied to a va
riety of other hydrogen atom-olefin reactions, and the re
sults are also given in Table II. In all cases the relative 
rate constants were determined with respect to the hy
drogen atom-acetylene reaction. The inferred ab
solute rate constants, as in the previous cases, should be 
identified with /caiR. As discussed previously, the rate 
constants should be at the high-pressure limit, and com
parisons with the absolute determinations from experi
ment A (Table I) are valid.

A comparison of the results obtained in this work 
(Tables I and II) can be made with those determined 
absolutely by others, and Table III presents the com
parison. Also for comparison, the relative results of 
Cvetanovi6 and coworkers at pressures approaching 1 
atm are shown in Table II as inferred absolute rate con
stants. These were calculated with an assumed value 
of 1.4 X 10-12 cc/molecule sec for the 1-butene reaction. 
This rate constant was chosen for normalization since it 
is in good agreement with the present work (1.1 X 
10-12 and 1.3 X 10~12 cc/molecule sec). Also in agree
ment is the value obtained by Daby, Niki, and Wein- 
stock26 in the absolute flow reactor study at 2 Torr.

With regard to the ethylene reaction, comparison of 
all results given in Tables I, II, and III shows that the 
apparent discrepancies which have existed for this reac

tion are primarily due to a rather strong pressure effect 
on the reaction rate. The value inferred from the high- 
pressure work of Cvetanovic and coworkers is in ex
cellent agreement with that of Eyre, Hikida, and Dorf- 
man,8 Braun and coworkers,6'9 and Michael and co
workers.26 The combined uncertainties in all these 
studies probably overlap. The low-pressure comparison 
of Figure 4 and Table III is also in substantial agree
ment with other absolute determinations.7'9'13'27

Apparent discrepancies seem to exist with regard to 
the propene reaction, but these discrepancies might also 
be attributed to a pressure effect on the reaction. The 
present study at the lowest pressure indicates a value of 
about 0.5 the highest pressure value of Cvetanovic and 
coworkers. The present work in the low to interme
diate pressure range indicates some pressure dependence, 
and, as pressure increases, this value might increase to 
the value of Cvetanovic and coworkers.

Excellent agreement is noted in all studies of the iso
butene and 1-butene reactions. Moderate agreement 
is noted for the fra?is-2-butene and the czs-2-butene 
reactions, and it is questionable whether or not the com
bined uncertainties in all work indicate a real discrep
ancy from study to study for these reactions.
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The continuity equations for first- and second-order chemical reactions, coupled with radial diffusion, were 
solved numerically for isothermal, incompressible, viscous-flow tubular reactors. Radial concentration 
profiles were averaged by integrating over reactor geometries closely approximating the experimental arrange
ments for some techniques commonly used in tubular flow reactor experiments. The applications of the results 
to gas-phase systems were explored, and a comparison with experiments on hydroxyl radical kinetics was made. 
The calculated and experimental results are in accord with one another. A simple method is described in 
which plots of average concentration vs. axial distance can be used to extend the useful pressure range of tubular 
flow reactors for fundamental rate studies from the low-pressure regime where rapid radial diffusion rates allow 
use of a uniform residence time assumption to higher pressures where parabolic concentration profiles exist.

Introduction
When using steady-flow tubular reactors for kinetic 

studies, one encounters the problem of relating axial 
distance along the reactor with reaction time. In the 
case of gas phase reactions, the experimental conditions 
are most frequently such that laminar flow occurs. 
The resulting parabolic velocity profile gives rise to a 
distribution of residence times for the reactive species 
in which those traveling near the wall remain in the 
reactor longer and experience larger extents of reaction 
than those traveling nearer the center of the reactor. 
This difficulty may be circumvented by operating at 
sufficiently low pressure and concentration that dif- 
fusional dispersion becomes extremely rapid. One can 
then assume, to a close approximation, that the radial 
concentration profile is flat. The concentration of 
reactive species is therefore independent of radial dis
tance, and reaction time is equal to axial distance 
divided by average velocity. In apparatus of the type 
and dimensions commonly used for kinetic studies it is 
usually a good assumption at pressures of approximately 
1 Torr or less.

The necessity of operating tubular reactors under 
conditions where the radial concentration profile is 
uniform has imposed severe limitations upon a widely 
used and otherwise versatile technique. With diffusion 
rates great enough to maintain a flat profile, the rapid 
transport to the reactor walls may allow heterogeneous 
reactions to occur at rapid rates and thus complicate 
the kinetic analysis. This difficulty will, of course, 
become more severe as operating pressure decreases. 
In addition to heterogeneous effects, limitations im
posed by detector sensitivity and increasing importance 
of viscous pressure drop impose restrictions upon opera
tion at the lower pressures. Experiments are thus

limited to a narrow range of pressures which handicaps 
the kinetic investigation. For example, the formation 
of chemically activated intermediates may go unde
tected, or the possible importance of a termolecular 
combination reaction may not be adequately tested ex
perimentally.

In the operation of a tubular flow reactor at higher 
pressures it is necessary to know the concentrations of 
reacting species as a function of both radial and axial 
distance in order to extract accurate values of reaction 
rate coefficients from the data. The required informa
tion can be obtained by solution of the continuity equa
tion for diffusive and convective flow in the presence of 
chemical reaction. Bosworth2a obtained approximate 
solutions for a viscous-flow tubular reactor and dis
cussed the effects of reactor size upon extent of reaction 
compared to the plug-flow situation. He also discussed 
conditions where the effects of either axial or radial 
diffusion can be neglected. Walker2b obtained asymp
totic solutions to the continuity equation for concurrent 
first-order homogeneous and heterogeneous reactions 
in Poiseuille flow with both radial and axial diffusion. 
The results were used as a guide for estimating the error 
introduced through using a one-dimensional model. 
Numerical integration techniques have been used to 
treat the case of first-order3 and second-order4 homo
geneous reactions in order to determine the effects of a

(1) (a) W o rk  supported  b y  U . S . A to m ic  E n ergy  C om m ission , C on 
tract N o . A T ( l l - l )  2026. T h is  is A E C  d ocu m en t N o . C O O -2 0 2 6-5 ; 
(b ) paper presented  in  part a t the  160th N ation a l m eetin g  o f the 
A m erican  C hem ical S ociety , C h icago, 111., S ept 1970.
(2) (a) R .  C . L . B osw orth , P h il. M a g ., 39, 847 (1 94 8 ); (b ) R .  E . 
W alker , P h ys . F luids, 4 , 1211 (1961).
(3) F . A . C leland  and R . H . W ilh elm , A .I .C h .E . J „  2 , 489  (1956).
(4) J . P . V ignes and P . J . T ra m bou ze , Chem . E ng . S ci., 17, 73 
(1 96 2 ).
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nonuniform concentration profile upon extent of reac
tion (he., reactor productivity). Krongelb and Strand- 
berg5 also used numerical methods to examine mass 
transport with second-order homogeneous and first- 
order heterogeneous reactions, and discussed conditions 
for minimizing the wall reaction. The effects of ter- 
molecular combination reactions and convective flow 
on measurements of atom removal by catalytic surfaces 
in “side-arm diffusion” apparatus have been examined 
by Wise and Ablow.6 The results were also applied 
to evaluation of homogeneous atom combination ki
netics. The problem of diffusion and chemical reaction 
also arises in investigations of ion-molecule reactions 
in flowing afterglow apparatus, and approximate treat
ments in which the highly efficient removal of ions at 
the reactor surface are taken into account have recently 
been published.7

In spite of the published work on solutions of the 
continuity equation in tubular flow reactors, to our 
knowledge there is not yet a general scheme for obtain
ing kinetic parameters from experiments where a para
bolic concentration profile exists. The earlier approxi
mate treatments28’b and the later precise numerical 
results3'4 were concerned almost solely with the quali
tative and quantitative effects of a nonuniform resi
dence time distribution upon the extent of a chemical 
reaction, which is the important chemical engineering 
question. The other investigations5-7 have treated 
special cases having the factor of a catalytic surface in 
common.

The objective of this research was to solve the con
tinuity equation for some simple kinetic cases and to 
present the results in such a form as to be useful to 
kineticists for extracting reasonably accurate values of 
rate constants for elementary reactions from data ob
tained with a tubular reactor over a wide pressure range. 
Accordingly, numerical solutions for first- and second- 
order kinetics were obtained. The theoretical model 
was verified by comparison with experimental results 
for some hydroxyl radical reactions.

Theory
The conditions under which many flow experiments 

are done may be modeled by laminar, incompressible 
flow. Also, a system composed of a diluent plus several 
components at low concentration can be treated as a 
binary system composed of the diluent and the com
ponent of interest.8 Under these conditions the con
tinuity equation for a binary system of constant density 
with chemical reaction is

1 ò òc 0 2C
------ r  — -|--------r òr òr ò z 2

+  kcn (1)

with the boundary and initial conditions c =  c0 at 2 =  0, 
bc/àt = 0 at r = 0, and — D àc/ àr =  kwC  at r =  R. 
The form of the chemical rate law used in eq 1, kcn, 
arises since this work is solely concerned with elemen

tary chemical reactions. The only cases of importance 
will be n = 1 and n =  2 since termolecular combination 
reactions, where the third body is an inert heat bath 
molecule, will follow a pseudo-second-order rate law. 
Bimolecular reactions between different chemical 
species can be made to follow pseudo-first-order kinetics 
by adding one reactant to large excess. The case of 
second-order reaction between different species present 
in similar concentrations was not treated in this investi
gation.

Assuming that axial diffusion is negligible in compari
son to bulk flow in the axial direction, the dimension
less form of the continuity equation is

(1 - “ >’ 1  =
1 ò Ò0
U ou  ou

en (2)

with 0 =  1 at X = 0, 2>0/£>X = 0 at u =  0, and — adO/du 
=  ¡36 at u  =  1; where u =  r/R, 9 =  c/c0, and n  =  ki
netic order of the chemical reaction. For n =  1, X =  
kz/v0, a =  D /kR 2, and (3 =  k^/kR, while for n  =  2, 
X = kCoz/vo, a — D/kc0R 2, and (3 =  kw/kc0R . Equation 
2 was solved for 0 as a function of u and X in an iso
thermal system by the method of finite differences for 
n =  1 and n =  2 on the University of Minnesota CDC 
6600 digital computer. The case of homogeneous first- 
or second-order reaction with concurrent first-order 
wall reaction was handled by letting the parameter (3 
in the boundary condition — a dO/&u =  ¡39 have positive 
values. For homogeneous reaction only, (3 was set 
equal to zero. For first-order kinetics, the treatment 
followed Cleland and Wilhelm.3 The treatment of the 
second-order case is outlined in the Appendix. In each 
case the size of the increments was decreased until no 
significant gain in accuracy resulted.

Concentrations were averaged over radial direction 
by three different methods

c i = l  9 du 
'0

c3

fJ o

¿2 =  21 0 u d u
J  0

=  4 f [1 — u 2]d u d u  
J o

(3)

(4)

(5)

Equation 3 is the average along a principal diameter of 
the reactor, and is the average measured by the appa
ratus used for the experiments described below. Equa
tion 4 averages over a cross section, such as might be

(5) S. K ron ge lb  and M . W . P . S trandberg , J . Chem . P h ys., 3 1 , 1196 
(1 95 9 ).
(6) H . W ise  and C . M . A b low , ibid., 3 5 , 10 (1961).
(7) R .  W . H uggins and J. H . C ahn, J . A p p i. P h ys., 3 8 , 180 (1 9 6 7 ); 
E . E . F erguson , F . C . F ehsenfeld , and A . L . S ch m eltek op f, A dvan. 
A t. M ol. P h ys., 5 , 1 (1 96 9 ); R . C . B olden , R . S. H em sw orth , M . J. 
Shaw, and N . D . T w id d y , J . P h ys . B , 3 , 45 (1970) ; A . L . F arragher, 
T rans. Faraday Soc., 6 6 , 1411 (1970).
(8) R . B . B ird , W . E . Stew art, and E . N . L ig h tfo o t , “ T ra n sp ort 
P h en om en a ,”  W iley , N ew  Y ork , N . Y . ,  1960, p  570 .
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approximated by an esr detection system, and (5) is the 
“cup mixing” average. The concentration that would 
be measured by mass spectrometric detection with a 
pinhole leak on the reactor axis would be obtained by 
calculating 6 vs. X at u =  0, and no averaging procedure 
need be done.

Experimental Section

The apparatus was similar to that used by Kaufman 
and Del Greco.9 The reactor was a quartz tube 3 cm 
in diameter by 150 cm long. Reactants diluted by 
helium could achieve flow velocities of up to 6 X 103 
cm sec-1 with a Kinney KDH 130 high-capacity vac
uum pump. At the upstream end a 2-cm diameter 
glass ring formed from 3-mm o.d. Pyrex tubing and 
pierced with 30 small holes appropriately spaced around 
the inner and outer circumference served as a dispersing 
inlet for N 02. The effectiveness of mixing was tested 
by observing chemiluminescence from the reaction of 
atomic oxygen with nitric oxide.10 The emission was of 
uniform intensity at the inlet, and no striations were 
observable downstream. Also, an experiment was 
done in which helium was added to the nitrogen dioxide 
before the inlet ring. This increased the velocity of the 
gas emerging from the ring, thus increasing the effective
ness of mixing. No change in the hydroxyl decay 
characteristics were observed, which was taken as 
evidence in favor of good mixing without added helium.

Hydroxyl radical concentrations were determined by 
the line absorption technique. The light source con
sisted of 0.6%  by volume of water vapor in argon at 18 
Torr flowing in a 13-mm o.d. quartz tube through a 
Fehsenfeld, Evenson, and Broida11 designed microwave 
cavity. The cavity was powered by a Raytheon 
PGM-10 generator operating at 10% of power, and was 
tuned such that a hydroxyl rotational temperature of 
approximately 500°K was maintained. A narrow 
beam of light from the source passed through the reac
tor three times within a 3-mm axial distance before 
entering the 0.5-m grating spectrometer which isolated 
either the Pi2 or the Qi4 line, which were interchange
ably used as absorption sources with no difference in 
results. The IP28 photomultiplier output was dis
played on a 1-mV strip chart recorder. The light 
source and monochromator traversed the axial reactor 
direction on their lathe-bed carriage mounting.

Flow rates were measured with Brooks rotameters 
which were calibrated, with the exception of N 02, with 
a “wet test meter.” The N 02 rotameter was calibrated 
by a weighing technique. Nitrogen dioxide was sup
plied from a Pyrex reservoir of liquid maintained at 
0°. All other gases were taken directly from cylinders. 
The 99.9% helium and argon were from Air Reduction 
Co., 99.9% hydrogen from National Cylinder Gas, 
while 99.9% carbon monoxide, 99.5% nitrogen dioxide, 
and CP ethylene were from Matheson.

Atomic hydrogen was generated by passing molecular

Figure 1. Solutions of the continuity equation for a first-order 
reaction. Average concentration = Ci, /S = 0.

Figure 2. Solutions of the continuity equation for a first-order 
reaction. Average concentration = Cs, j8 = 0.

hydrogen containing 3% water vapor through a water- 
cooled Fehsenfeld, Evenson, and Broida11 microwave 
cavity coupled to a PGM-10 generator. The cavity 
was on a quartz side arm located 10 cm upstream from 
the nitrogen dioxide inlet. The yield of atomic hydro
gen was measured by a tandem platinum calorimetric 
probe technique.12 Complete dissociation of hydrogen 
was obtained for the flow rates most commonly used in 
this work.

The temperature in the reaction zone was measured 
by a glass-enclosed copper-constantan thermocouple 
which was inserted through a close fitting rubber sleeve 
at the downstream end of the reactor. Under typical 
operating conditions the temperature variation in the 
reaction zone varied as much as 20-30°K in the axial

(9) F. P. Del Greco and F. Kaufman, Discuss. Faraday Soc., 33, 
128 (1962).
(10) P. Harteck, R. R. Reeves, and G. Mannella, J ■ Chem. Phys., 
29, 1333 (1958).
(11) F. C. Fehsenfeld, K. M . Evenson, and H. P. Broida, Nat. Bur. 
Stand. Rept., No. 8701 (1964).
(12) R. V. Poirier, Ph.D. Dissertation, University of Minnesota, 
Minneapolis, Minn., 1970.
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Figure 3. Solutions of the continuity equation for a first-order 
reaction. Average concentration = (73,(3 = 0.

Figure 4. Solutions of the continuity equation for a first-order 
reaction. Cr~o is concentration evaluated along the 
reactor axis, (3 = 0.

direction. The reactor walls were coated with G.E. 
“Drifilm,” a mixture of silanes, to retard wall reac
tions.

For the range of flow conditions used in these experi
ments, the Reynolds numbers varied from Re = 0.1 
to 1.0. The maximum reactor entrance length (calcu
lated from L e = 0.0B5 d Re, ref 8 p 47) was 0.2 cm.

Results
Computer solutions of the continuity equation are 

displayed in Figures 1-9. For the first-order homo
geneous reaction, Figures 1-3 are the solutions for the 
different average concentrations given by eq 3- 5, re
spectively, and Figure 4 is the computer result for con
centration along the reactor axis. Figures 5-8 are the 
corresponding solutions for a second-order homogeneous 
reaction, while Figure 9 displays the theoretical results 
for ci with a second-order homogeneous reaction and a 
first-order wall reaction. In each of these plots the 
ordinate was deliberately chosen as the functional form 
of concentration (In c and 1/c) commonly plotted vs.
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Figure 5. Solutions of the continuity equation for a 
second-order reaction. Average concentration — Ci, & =  0.

Figure 6. Solutions of the continuity equation for a 
second-order reaction. Average concentration = C2, /3 = 0.

Figure 7. Solutions of the continuity equation for a 
second-order reaction. Average concentration = Cs, (3 = 0.

time for first- or second-order reactions. The abscissa 
is a dimensionless distance which may be converted to 
time if the concentration profile is assumed to be uni
form. The figures are therefore in a conventional form 
used by kineticists. The concentration profile is flat 
only when a =  , and for this condition the slopes of
Figures 1-8 are related to the true value of the reaction 
rate constant. For a <  <» the plots for both first- 
and second-order reactions show slight curvature near 
the origin, and a nearly linear region of lower slope than 
at a =  » .

The concentration of hydroxyl is related to optical 
density by Beer’s law when I 0/I <  1.5.13

[OH] = -  log (6)
X 1

(13) A. G. C. Mitchell and M. W. Zemansky, “Resonance Radiation
and Excited Atoms,” Cambridge and New York, 1961.
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Figure 8. Solutions of the continuity equation for a 
second-order reaction. CV_0 is concentration evaluated along 
the reactor axis, /3 = 0.

Figure 9. Solutions of the continuity equation for a 
second-order reaction and wall reaction. Average concentration 
= Ci, /3 =  0.07.

and a plot of log (70/7 )_1 vs. time should be linear if 
hydroxyl decays by a second-order rate law. Figure 10 
shows such a plot obtained under typical experimental 
conditions and at “low pressure,” e.g., 1.05 Torr. The 
value of the extinction coefficient, x, for the Pj2 line 
was empirically determined. Its value was 4.55 ±  
0.25 X 108 cc mol-1 at 340°K, which is in satisfactory 
agreement with the value 4.3 X 108 cc mol“ 1 which was 
calculated from the Pi2 line oscillator strength mea
sured by Golden, Del Greco, and Kaufman.14 The 
linearity of Figure 10 and other similar plots obtained 
during this investigation supports the use of hydroxyl 
decay data to test the theoretical model. Accordingly, 
experiments were done over the pressure range 1-15 
Torr. Work at higher pressures was not possible owing 
to the pump capacity limitation. Representative data 
are given in Figure 11. In this series of experiments, all 
flow rates except the helium diluent were kept con
stant, and all other experimental conditions were the 
same.

Figure 10. Second-order hydroxyl decay plot. Least-squares 
slope = 8.2 msec-1. Experimental conditions: m>no2 =  0.0180 
m mol sec-1, wH2 = 0.0675 m mol sec-1, Wtoui = 1.76 m mol 
sec-1: (OH)o = 8.7 X 10-3 Torr; v =  61.1 m
sec-1; T  = 336°K.

Figure 11. Pressure dependence of second-order hydroxyl 
decay plots; m)no2 = 0.0231 m mol sec-1, «)h2 =
0.068 m mol sec-1.

The reproducibility of the slopes of the second-order 
plots was tested by doing a number of experiments at 
the same initial conditions. The conditions chosen 
were those of low [OH], where, owing to the low light 
absorbance, the greatest error is to be expected. The 
slopes were reproduced to within 10%. At higher 
[OH], such as in the experiments of Figure 11, the 
reproducibility was considerably better.

Discussion
The computer results clearly show that experimental 

data taken at pressures where a <  00, and plotted in 
the conventional way, may appear to yield satisfactor
ily linear first- or second-order plots for homogeneous 
reactions. The expected curvature in the vicinity of 
the origin may be obscured by random experimental 
error, or by effects caused by inefficient mixing of the 
reactants. Thus the uncritical use of the relationship

(14) D. M . Golden, F. P. Del Greco, and F. Kaufman, J. Chem. 
Phys., 39, 3034 (1963).
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t =  z/v to calculate reaction time in flow regimes where 
it is no longer warranted leads to rate constants which 
are smaller than the true value. The deviation may 
be as much as a factor of 2 in unfavorable cases. In 
practice, however, the calculation of reaction time by 
use of the uniform concentration profile approximation 
is probably satisfactory for 0.5 <  a <  00, or for even 
smaller values of a if accuracy is not necessary.

It is apparent from Figures 1-8 that to obtain accurate 
values of rate constants in tubular reactors one must 
obtain data with experimental conditions such that a 
is large, or operate at other conditions and estimate the 
deviation of the apparent rate constant from the true 
value with the aid of theoretical results such as pre
sented in Figures 1-9. The latter case may be necessary 
if it is not experimentally feasible to do the experiments 
with suitably large values of a. For example, in the 
second-order homogeneous case, if wall reactions are 
not negligible the behavior illustrated in Figure 9 is 
predicted, where the wall reaction is most pronounced 
at large values of a. In the first-order homogeneous 
case with competing first-order wall reaction it is ap
parent that the first-order plots will remain linear, but 
will yield a larger spread of slopes between a =  0 and 
a =  00 than those predicted by the first-order homo
geneous case alone. An experimental procedure would 
be to operate at conditions such that the effect of dif
fusion is small (a small) and estimate a correction fac
tor to the apparent rate constant based on Figures 1- 8, 
where the wall reaction is not included.

To estimate such a correction one must have values 
for D  and k. If an experimental value for D  is not 
available, it can be estimated by the methods described 
in the literature.15 The experimentally obtained ap
parent rate constant can be used as an estimate for the 
required rate constant when initially calculating a. 
At the extremes of a large and a small in the case of 
no wall reaction, and a small when wall reactions are 
important, the slopes of the theoretical curves are rela
tively insensitive to a and hence to estimated values of 
D  and k. Thus, only a rough estimate of D  is required 
if the experiments can be conducted under such con
ditions. The calculation of a and A can then be done 
and an estimate made of the deviation of the apparent 
rate constant from the true rate constant. The cor
rected value can then be used to obtain an improved 
correction factor if this becomes necessary.

The theoretical model was tested with the bimolec- 
ular disproportionation of hydroxyl radicals. Also, a 
limited test was achieved in the reaction of hydroxyl 
with ethylene, which followed a pseudo-first-order rate 
law under the experimental conditions used.

According to previous investigations,9,16" 20 the 
atomic hydrogen-nitrogen dioxide reaction system 
can be described by reactions a-d

k&
H +  N 02 = OH +  NO (a)

1598

kb
OH +  OH = H20  +  0  (b)

kc
O +  OH = H +  0 2 (c)

&d
0  +  N 02 =  0 2 +  NO (d)

Since reaction a is very fast,17 and since the experiments 
reported here were done with the initial conditions 
[H]0/[NOilo = 10, nitrogen dioxide is nearly completely 
consumed (98%) in the first centimeter of the approxi
mately 20-cm reaction zone. Since fcc ^  lOfcb, a 
steady-state assumption on atomic oxygen has been 
made in the past, leading to the following rate law for 
the downstream region where the rates of reactions a and 
d are negligible.

— ^ m ) =  3fcb(OH)2 (7)
d£

The validity of eq 7 was tested by solving the four 
simultaneous rate equations for reactions a-d on the 
CDC 6600 digital computer using the Runge-Kutta 
method. Using the cited values for the rate constants, 
and an initial excess of atomic hydrogen over nitrogen 
dioxide, the results of Figure 12 were obtained. Also 
plotted on Figure 12 is the solution of eq 7 assuming the 
same kh as used in the computer simulation. It is 
apparent that eq 7 is an adequate representation of the 
rate of disappearance of hydroxyl.

A wall removal of hydroxyl was considered, and it 
was concluded that while a wall reaction may be occur-

R obert V. Poirier and R obert W. Carr, Jr.

Figure 12. Computer simulation of hydroxyl decay for 
reactions a-d. Parameters chosen: 1, = 5 X 10-11 cc 
molecule-1 sec-1, kb = 2.5 X 10-12 cc molecule-1 sec-1, fc0 =
1.7 X 10-11 cc molecule-1 sec-1, kd = 5.3 X 10-12 cc 
molecule-1 sec-1; O, C0,no2 = 6 X 1013 molecules cc-1, c0,h  =
6 X 1014 molecules cc-1: A, C o,n o 2 = 3 X 1014 molecules 
cc-1, Co,h =  4.0 X 1014 molecules cc-1.

(15) J. O. Hirschfelder, C. F. Curtiss, and R. B. Bird, “ Molecular 
Theory of Gases and Liquids,”  Wiley, New York, N. Y., 1954.
(16) F. Kaufman andF. P. Del Greco, S ym p. (I n t .) Combust. [P r o c .], 
9th, 659 (1963).
(17) L. F. Phillips and H. I. Schiff, J. Chem . P hys., 37, 1233 (1962).
(18) G. Dixon-Lewis, W. E. Wilson, and A. A. Westenberg, ibid., 
44, 2877 (1966).
(19) A. A. Westenberg and N. De Haas, ibid., 43, 1550 (1965).
(20) J. E. Breen and G. P. Glass, ibid., 52, 1082 (1970).
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ring it is not necessary for an adequate explanation of 
the qualitative experimental observations. During 
the early stages of experimentation slight curvature of 
the inverse hydroxyl concentration vs. time curves, 
obtained with a large excess of H, was noticed. Con
sequently, the walls of the reactor were coated with 
“Drifilm,” a solution of silanes. No appreciable 
changes in the curves were apparent. It was concluded 
that some curvature should be expected as indicated by 
an exact solution of the proposed mechanism of reac
tions a-d, Figure 12. Computer simulation revealed 
that the curvature is greatly increased when there is 
only a slight excess of atomic hydrogen, and this was 
experimentally verified.

The value of kb obtained by setting the slope of 
Figure 10 equal to 2>kb/% was 2.04 X IQ-12 cc mole
cule-1 sec-1. This is between the values 2.65 X 10-12 cc 
molecule-1 sec-1 reported by Dixon-Lewis, Wilson, 
and Westenberg,18 and 1.4 X 10-12 cc molecule-1 sec-1 
reported by Kaufman.21 Although it was not possible 
to ascertain whether wall reactions involving hydroxyl 
occurred in these experiments, a correction for a possible 
first-order wall removal of hydroxyl, having a rate 
constant fcw = 80 sec-1, obtained from independent 
experiments,22 reduced kb to 0.68 X 10-12 cc molecule-1 
sec-1. This is close to the value 0.84 X 10-12 cc mole
cule-1 sec-1 reported by Breen and Glass,20 who are the 
only others to have made such a correction. Further
more, values of kb obtained from plots similar to Figure 
10 showed a previously unreported dependence upon 
nitrogen dioxide flow rate; kb decreased with increasing 
nitrogen dioxide flow rate, all other conditions being 
held constant. The range of rate constants obtained, 
assuming eq 7, was from 4.65 X 10-12 cc molecule-1 
sec-1 to 0.91 X 10-12 cc molecule-1 sec-1 which encom
passes the range of previously reported values. Rate 
constants at the lower end of the range were obtained 
under conditions close to those used by Kaufman, 
et al,,16 while those at the upper end of the range were 
obtained at conditions approaching those of Westen
berg, et ah18,19 Equations a-d are incapable of ac
counting for this effect even if removal of hydroxyl 
at the wall is included.

Regardless of the correct value of kb, the apparent 
linearity of Figure 10 as well as other similar plots 
supports the use of hydroxyl decay data as a test of the 
theoretical model for a second-order reaction. Experi
mental data were obtained at constant flow rates of 
nitrogen dioxide and atomic hydrogen but at varying 
pressures, Figure 11. The slopes of these plots decrease 
with increasing pressure as is predicted by theory, ex
cept at 15 Torr, where a slight increase over the slope 
at 10 Torr was observed. The binary diffusion co
efficient for hydroxyl in helium was calculated16 to be 
D  =  830/P  cm2 sec-1, from which the parameter a 
was calculated to be 0.5 at 1.05 Torr, 0.2 at 2.65 Torr, 
and 0.05 at 10.0 Torr. The slope of the experimental

curves decreased by a factor of 1.45 over the 10 Torr 
pressure range involved, while inspection of Figure 5 
indicates that a decrease in slope, due to the change in 
the radial concentration profile, of a factor of about 1.2 
would be expected for the range of a covered. At 10 
Torr, the apparent second-order rate constant is 1.40 
X 10-12 cc molecule-1 sec-1. Correction by the theo
retical factor of 1.2 yields kb =  1.68 X 10-12 cc mole
cule-1 sec-1, compared with the experimental value, 
2.0 X 10-12 cc molecule-1 sec-1, obtained at 1.05 Torr. 
The approximately 20% discrepancy may be due in 
part to experimental error, and in part to the effects of 
wall removal of hydroxyl which makes a greater con
tribution to the rate of hydroxyl decay at 1 Torr than 
at 15 Torr.

The increase in the apparent value of kb observed 
at 15 T orr may be due to the occurrence of

k
OH +  OH +  M =  H20 2 +  M (e)

Caldwell and Back23 have reported ke =  0.85 X 10-31 
cm6 molecule-2 sec-1. Using this value along with 
kb = 2.0 X 10-12 cm3 molecule-1 sec-1, R e/Rb =
1.3 X 10-2 at 1 Torr and 0.19 at 15 Torr, where R 
stands for differential reaction rate. Thus at 15 Torr 
the rate of termolecular hydroxyl combination becomes 
an important additional path for hydroxyl decay, 
whereas at 1 Torr it is negligible.

In view of the preceding considerations a precise, 
quantitative test of the second-order case was not at
tempted. The general agreement between theory and 
experiment, however, was considered satisfactory.

A pseudo-first-order reaction, the addition of hy
droxyl to ethylene in excess ethylene, was briefly studied 
over the narrower pressure range 1-5 Torr. The 
apparent first-order rate constant changed by approxi
mately the amount predicted in Figure 1 over the range 
of the parameter a spanned by the experiments.

The maximum  effect of increasing pressure predicted 
by the results of this work is to cause the apparent rate 
constants to be about 50% smaller than their true value. 
The most deviation is predicted for axial sampling, i.e., 
mass spectrometry, while other experimental methods 
predict lesser deviations. We feel that the approxima
tions made in solving eq 1 are not severe, since experi
ments can usually be designed to approximate isother
mal and isobaric conditions. If these experimental 
conditions are attained, then the analysis presented 
here can be reliably used to estimate rate constants of 
elementary chemical reactions where data have been 
taken at “high” pressures in tubular flow reactors.

(21) F . K au fm an , A n n . Geophys., 20 , 106 (1964).
(22) A . P astrana, unpublished  results, U n iversity  o f  M inn esota .
(23) J. C aldw ell and R . A . B ack , Trans. Faraday Soc., 61 , 1933 
(1 96 5 ).
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Symbols
C concentration
(70 initial concentration 
D  diffusion coefficient 
d reactor diameter
I  transmitted intensity of light from source 
70 incident intensity of light from source
k homogeneous rate constant

heterogeneous rate constant 
P  pressure
R  radius of reactor
r radial distance
T  temperature
t time
Vo axial velocity at r =  0
w flow rate
z axial distance
a D/kCoR2
j3 kw/kCoR
x  extinction coefficient 
X k C oz/ V o

Appendix
In difference form, eq 2 for n = 2 becomes

(1 -  m/ )
'C<K+1 C f

AX

"Ci+i* +1 +  C,_ i* +1 -  2CjK+1 +  
_________________Cj+iK +  Cj-iK

2(Am)2

4a
(Au ) ‘

|~ 2 u i , _ _  
a L(Aw)2 Am,

+  2C,K +  P / + 1]  C jK + l  -

X I
ìmJ

Uj [
Cj+iK+1 =  a 

4(1 — Uj2) 4a

r  2 u i _____
L(Am)2 Am,- 1  C j .ImJ 3 L* +

AX (Am) 2 y ]Cjk I c,K +

[ â u + < v " 1 ■ [ ¿ I  < v ,‘  “  [ ¿ » ] v"

(1

L2Am

The predictive equation

r e , * «  -  c y n

-  > L — m — J

{Cm K +  C ^ K -  2C,K
+(Am)2

;* 1 -  -  C W f l  _  ^  +  C / J
Uj 2 Am

is used to predict a value for CjK+1 =  P }K+1. Writing 
the equations in linear form

B 0CoK+l +  D0Ci*+I = - E 0CoK -  D 0CiK j  =  0

A A - 1 * +1 +  B f i j K + l +  D jC j+ iR + i  =

- A  A - iK +  EjCjK -  D jC j+iK 1 <  j  <  N  -  1

rcJ+1g+i -  fi_1g+i + cj+1K -  c ^ Ki  _
L 4m,Am J

j~c/+i + c/y

where the subscript refers to the increment in the 
radial direction and the superscript to the increment 
in the axial direction. The boundary conditions 
become

A NC N- i K + l  +  B x C n k + 1  —

—A^Cv-i* +  E nCn*  j  — N

or

BoC0K+1 +  D aCiK+1 =  W 0K 

AjCj-:iK+1 +  B jCjK+ 1 +  DjCj+iK+1 =  W jK 

AvCV-i* +1 +  B nCnk + ' =  W nk

CxK +  CoK+1 -  CiK+1

r c v -i

“L-
2 A u

K -  Cnk +  CjV- 1K+1 -  CNK+l

= 0 at m =  0

2Am ] -
f3CNK+1 at u =  1

Thus, one has N  +  1 simultaneous nonlinear partial 
differential equations. Using a method similar to that 
used by Bruce, Peaceman, Rachford, and Rice,24 the 
equations are linearized

C„*+4 -  Cix+1 =  -C o* +  Cl*

Writing the equations in matrix form

Bo Do 0 0
A i Bi D i 0
0 A i B, D, [C * +1] =  [ W f ]

Applying the appropriate operations to this equation, 
it becomes

1 ,/o 0 0
0 0 /l 0
0 0 1 fz

A * +1] =  [g A

— a
2U j

(A u )2
Cj-iK+1 +  Uj

|~4(1 -  Mj2) L AX + (24) G. H. Bruce, D. W. Peaceman, H. H. Rachford, and J. D. Rice,
Trans. A I M E , 198, 79 (1953).
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where

/o =  ~  U  =  0  
±>0

h  =
____ A
B , -  A  J.

1 <  j  <  N  -  1
jjj-i

0o
Wo

B o

A j_____ AjC/j—i

B j  —  A j f j - 1
1 <  j  <  N

From this equation the concentration is easily calcu
lated.

CiK+1 =  9 i -  fiC j+iK+1

The procedure is to obtain a value of P }K+1 from the 
predictive equation, calculate gs, f }, and then CjK+l, 
compare these values with the predicted values, and 
if they are not within the required error repeat the 
procedure using the calculated CjKJtl values as the 
predictive values. Repeat this procedure until the 
required accuracy is attained.

A computer program has been written to solve these 
equations for first- and second-order reactions.12

Mass Spectrometric Studies of Rate Constants for Addition Reactions of 

Hydrogen and of Deuterium Atoms witli Olefins 

in a Discharge-Flow System at 3 0 0 °K

by E. E. Daby, H . N ik i,*  and B. Weinstock
Scientific Research S taff, F ord M otor C om pany, D earborn, M ich igan  48121 (Received D ecem ber 29, 1970 ) 

P ublication  costs assisted by the F ord  M otor C om pany

Absolute rate constants for the addition reaction of H and of D atoms with a number of olefinic hydrocarbons 
have been determined directly at 25° using mass spectrometric detection in a fast discharge-flow system. The 
rate constants obtained range from 0.7 to 9 X 10-12 cm8 molecule-1 sec-1, and their ratios agree well with

kHe)
relative values reported by Cvetanovi6 and coworkers. The relevant reaction scheme is H +  (olefin) i

kc'

Ri ; Ri — >■ R2 +  (olefin)n; Ri — >■ R,. Under the experimental conditions used, the observed bimolecular 
rate constants yield k tM  directly in most cases. The systematic variations of rate constant with molecular
structure of the olefins are discussed.

Introduction
When atomic hydrogen reacts with olefinic hydrocar

bons, chemically activated alkyl radicals are formed. 
The subsequent unimolecular dissociation of these 
adducts has been the subject of extensive experimental 
and theoretical studies.1 The absolute rate constants 
for the initial addition reactions are known to a much 
lesser degree2 with the exception of ethylene. Values 
of the absolute rate constant for the addition of atomic 
hydrogen to ethylene have been determined by a variety 
of experimental techniques, but show an order of magni
tude spread and a critical choice of the most reliable 
value is difficult to make.3 Several measurements of 
relative rates for olefins also lack consistency, with the 
exception of three independent photochemical studies 
by Cvetanovic and coworkers.4-6 In Table I, mean

values of the relative addition rates obtained by Cve- 
tanovié’s group are compared with those of other sys
tematic studies.7’8

In a previous note from this laboratory, mass spec-

(1) B . S . R a b in o v itch  and D . W . Setser, A dvan. Photochem ., 3 , 1 
(1964).
(2) F o r  review s prior to  1964: R . J . C veta n ov ié , ibid., 1, 115
(1 96 3 ); B . A . Thrush , P rogr. React. K in e t ., 3 , 65 (1965).
(3) See, fo r  exam ple, T a b le  I  o f  ref 6.
(4) K . R . Jennings and R . J. C veta n ov ié , J . Chem. P h ys., 35 , 1233 
(1961).
(5) G . R . W o o lle y  and R . J . C veta n ov ié , ibid., 50, 4697 (1969).
(6) R . J . C ve ta n o v ic  and L . C . D o y le , ibid., 50, 4705 (1969).
(7) (a) P . E . M . A llen , H . W . M elv ille , and J. C . R o b b , P roc. R oy . 
Soc., Ser. A , 218, 311 (1 95 3 ); (b ) J . N . B rad ley , H . W . M elv ille , 
and J. C . R o b b , ibid., 236 , 318 (1956).
(8) K . Y a n g , J . A m er. Chem . Soc., 84 , 719, 3795 (1962).
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Table I: Literature Values of the Relative 
Rates for H +  Olefins at 25°

Olefins

Allen 
Melville, 

and R obb7 Yang8
Cvetanoviò, 

et a ll

c=c 1.0 1.0 1.00
c=c—c 0.32(1.6) 1.3 1.53
c=c—c—c 

c
/c=c 0.76 13.3

1.58

3.85
\ cc c

w 1.06 0.49 0.72
c

c = / 0.83 0.52 0.90

/
Q

Q
\

0 J1 0

\
0

0.98 2.05 1.28

/  \  c=c—c=c 23.5 7.5

trometric determinations of absolute rate constants 
were reported for the reaction of H and of D atoms with 
cis- and ¿raws-butene-2 in a discharge-flow system at 
300°K.9 For these reactions, the absolute rate con
stants obtained by this technique agreed well with 
those of other workers, who used entirely different 
experimental methods.7-10 This paper describes an 
extension of the mass spectrometric studies to a large 
variety of olefins.

Experimental Section
Reactions of H and of D atoms with olefins have 

been studied in a fast discharge-flow reactor coupled to 
a Bendix Type 14 time-of-flight mass spectrometer.11 
A schematic diagram of the apparatus is shown in 
Figure 1. The flow reactor was fitted to a Bendix 
fast-reaction chamber. The reaction was monitored 
directly by sampling the reacting gas into the mass 
spectrometer through a pinhole ( ~ 200-p diam) drilled 
in a Teflon sheet or through a miniature nozzle (~3- 
mm length) formed in a Teflon sheet. The olefins were 
introduced into the reactor through a multiholed outlet 
probe, whose position was adjustable by means of a 
sliding rubber vacuum seal, lubricated with silicone 
grease. Exposure of the greased section of the probe 
to the atomic hydrogen was prevented by using a long 
side arm (~20 cm), which was flushed with a small 
fraction of the diluent helium. The olefin was diluted 
with a carrier gas, which helped to prevent back dif
fusion of atomic hydrogen into the probe and also to 
provide a fast response to flow adjustment of the olefin. 
The reactor pressure was monitored through this probe 
with an Octoil oil manometer, which was read with a 
cathetometer to ±0.01 Torr. The axial pressure 
gradient in the reactor was at most 2%  of the total

Figure 1. Schematic diagram of the discharge-flow apparatus 
coupled to a time-of-flight mass spectrometer.

pressure. The average of all pressure readings during 
a run was used to calculate the linear flow velocity. 
The reaction temperature was measured to be 300 ±  
2°K with a thermocouple attached externally to the 
reactor wall. Heat generation by the reaction was 
assumed to be negligible, since the olefin concentration 
was generally maintained at an extremely small fraction 
(~0.01%) of the diluent gas. The reactor walls were 
coated with G.E. Drifilm to minimize heterogeneous re
combination of atomic hydrogen. The extent of the 
wall recombination was determined by generating H 
atoms free of H2 as a product in the reaction of O atoms 
with C2H2 in the presence of an excess of 0  atoms.12 
The results showed that less than 5% of the total H 
atoms were recombined under all the experimental 
conditions used.

Atomic hydrogen was generated by dissociating 
molecular hydrogen in a microwave discharge. In 
most runs, molecular hydrogen was highly diluted with 
He carrier gas, and a large fraction (~50% ) of H2 could 
be converted to H atoms. The H-atom concentration 
was determined directly from the extent of the H2-to-H 
conversion, and also by the NOC1 titration method.13 
Results obtained by the two methods agreed within 
5% for H-atom concentrations of the order of 1014 
atoms per cm3. The impurity O-atom concentration 
was determined to be always less than 1% of the H- 
atom concentration. The mass spectral signals for H 
and H2 varied linearly with concentration in the range 
of 1012 to 1014 particles per cm3. The mass spectral 
sensitivities for H and H2 remained constant to ± 5 %  
over the period of half a day, after an initial 1-hr con-

(9) E . E . D a b y  and H . N iki, J . Chern. P h ys., 51, 1255 (1969).
(10) W . B raun  and M . Lenzi, D iscuss. Faraday Soc., 44 , 252 (1 96 7 ).
(11) See, fo r  exam ple, J . V . M ich ael and H . N ik i, J . Chem . P h y s ., 
46, 4969 (1 96 7 ); H . N ik i, E . E . D a b y , and  B . W e in sto ck , S ym p. 
(In t.) Com but. [P ro c .] , 12th, 111  (1969 ).
(12) J. M . B row n  and B . A . T hrush , Trans. Faraday Soc., 63 , 630 
(1967).
(13) L . F . P h illips and H . I .  Schiff, J . Chem . P h ys., 3 7 , 1233 (1 96 2 ); 
F . K a u fm a n  and F . P . D el G reco , S ym p. (In t.) Combust. [P roc.], 9th, 
659 (1 96 3 ); M . A . A . C ly n e  and B . A . Thrush , P roc. R oy . Soc., S er. A , 
275, 544 (1 96 3 ); A . A . W esten b erg  and  N . deH ass, J . Chem . P h ys., 
43 , 1550 (1965).
(14) R . E . H arrington , B . S . R ab in ov itch , and R . D . D iesen , ibid., 
32 , 1245 (1960).
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ditioning of the microwave discharge, the flow system, 
and the mass spectrometer. The experiments with D 
atoms were done similarly. The energy of the ionizing 
electron beam was kept below 25 eV to obtain an opti
mum signal-to-noise ratio and minimum interference 
from cracking patterns of other species present. Four 
analog outputs were used to monitor reactants and 
products simultaneously during the course of the reac
tion.

Flow rates of the diluent He (~100 NTP cm3 min-1) 
were measured with calibrated Matheson flow meters. 
The lowest gas flow rates (<1 NTP cm3 min-1) were 
determined by the PV method with either an Octoil 
manometer or a Pace Type-P7D differential pressure 
transducer. Each flow rate was measured at least 
three times and the standard deviations generally were 
within 3%.

Phillips Research grade olefins were used as received. 
Isomeric impurities in these samples were determined 
to be less than 3% by gas chromatographic analysis. 
Ultrahigh purity He and H2 (Matheson) and CP grade 
D2 (Air Products and Chemicals, Inc.) were passed 
through liquid N2 traps located in the flow system. 
Research grade N 02 (Matheson) was treated with 0 2 
and was purified by trap-to-trap distillation in vacuo.

Experimental Results
Bimolecular rate constants for the reaction of H 

and of D atoms with a variety of olefins have been 
determined at 300° K from the exponential decay of the 
olefin in the presence of a 100-fold excess of atoms, 
using the integrated pseudo-first-order rate equation

In [(olefin) J (olefin) i2]
exp“ “  <HUf2 -  U) W

where (olefin)i is the concentration of the olefin at reac
tion time, t, and (H)av is the average hydrogen atom 
concentration during the time interval, (f2 — h). The 
approximation used for the denominator did not differ 
from the more precise integrated form, since the H- 
atom concentration did not generally vary by more than 
2%  during each run.

The reaction time, t, was calculated from the distance, 
d, between the mixing point of the reactants and the 
mass spectrometer pinhole, and the linear flow velocity, 
v, with the plug-flow relation t =  d/v. Although only 
the relative olefin concentrations are required to evalu
ate fcexpti, absolute concentrations of the reactant olefin 
were routinely measured. According to eq 1 the expo
nential decay slope is proportional to the atom concen
tration and is independent of the initial olefin concen
tration. This behavior has been verified for all the 
olefins studied. Typical runs for the reaction of H +  
frans-butene-2 are shown in Figures 2 and 3. In 
Figure 2, the decay slopes of trans-CJis-2 are shown to 
be unaffected by a fivefold variation in the initial 
frans-C4H8-2 concentration. For these three runs, the

Figure 2. First-order decays of frares-butene-2 in an H-atom 
rich system as a function of reaction distance, d, between the 
olefin inlet and the mass spectrometer pinhole. Experimental 
flow parameters: He diluent pressure = 1.20 Torr; velocity = 
2063 cm sec"1; (H)av/(irans-C4H8) ~  100. (<rans-C4Hs)0 was 
varied by a factor of 4 in these runs. Line A: (H>av = 3.69 
X 1014 atom cm"3; fcelpu = 9.5 X 10"13 cm3 molecule"1 sec"1. 
Line B: (H>av = 3.54 X 1014; fce*Pti = 9.8 X 10"13. Line C: 
<H)av = 3.50 X 1014; fceIpt, = 9.6 X 10"13.

Figure 3. First-order decays of irans-butene-2 as a function of 
H-atom concentration. Same flow conditions as Figure 2.
Line A: <H)av = 3.69 X 1014; = 9.5 X 10"13; LineB:
(H)av = 2.41 X 1014; fceipti = 9.0 X 10"13. Line C: (H)av = 
1.20 X 1014; ke%vti = 9.8 X 10"13 in units of cm3 molecule"1 
sec"1.

maximum initial trans-CJi$-2 concentration was kept 
less than 2% of the H-atom concentration. In Figure 
3, the decay slopes of trans-C4H8-2 are shown to be pro
portional to (H)av in the range of 1.2 to 3.5 X 1014 atoms
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Table I I  : Absolute Rate Constants for H +  Olefins at 25°“

Flow (H )av Flow (H)av fcexptl X
(He), velocity, X  10“ 10 13 cm 3 (He), velocity, X  10“ 10 ” 13 cm 3
Torr cm sec“ 1 atoms cm “ 3 molecule-1 sec“ 1 Torr cm sec“ 1 atoms cm “ 3 m olecule“ 1 sec-1

irans-Butene-2 Butene-l (continued)
0.41 1717 1.40 8.95 1.20 2063 2.41 14.3
1.01 3105 3.31 7.60 1.20 2063 3.69 13.6
1.15 1200 1.90 8.86 1.49 2090 2.44 14.9
1.18 1840 3.10 9.25 0.74 1563 (2.7) 13.3
1.20 2063 1.20 9.8 0.74 1563 (2.1) 14.6
1.20 2063 2.41 8.98 0.74 1563 (2.0) 13.6
1.20 2063 3.50 9.62 0.75 1651 (2.0) 14.2
1.20 2063 3.54 10.00 0.78 1651 (2.0) 14.6
1.20 2063 3.69 9.45 0.78 1651 (1.9) 13.6
1.24 2019 4.26 8.31 1.06 1283 (5.0) 14.1
1.24 2019 4.18 8.31 2.41 1569 (3.3) 13.2
1.32 1988 2.24 9.06 2.62 1600 (1.3) 13.2
1.49 2090 2.44 8.80 2.64 1600 (1.3) 13.0
1.90 2381 4.07 8.00 2.65 1606 (2.1) 12.3

2.76 1710 (1.9) 14.6
Av 8.93 ± 0 .6 9 2.76 1710 (1.4) 11.8

cfs-Butene-2 2.76 1710 (1.7) 13.2
1.13 1325 1.03 8.35 Av 13.8 ± 0 .8
1.20 2063 1.20 7.48
1.20 2063 2.50 7.60 3-Methylbutene-l
1.20 2063 3.78 8.53 0.63 1635 (2.0) 13.8
1.22 1370 2.71 8.77 0.63 1635 (2.0) 12.1
1.22 1370 2.71 8.81 0.69 1723 2.00 12.2
1.33 1370 4.91 7.32 0.70 1583 (2.03) 10.6
0.674 1910 (3.5) 7.25 1.09 1253 (1.47) 13.9
0.689 1824 (2.1) 8.41 1.28 1878 3.78 13.0
0.689 1824 (2.1) 7.52 2.67 1601 (2.12) 12.0
0.80 1400 (2.6) 7.34 2.68 1601 (2.23) 11.2
2.66 1839 (2.1) 7.97 2.69 1610 (1.15) 11.0
2.66 1839 (2.0) 7.28 2.72 1589 (2.37) 11.7
2.76 1710 (2.1) 7.37
2.76 1710 (1.9) 8.23 Av 12.2 ± 1 .0

Av 7.88 ± 0 .5 8 Trimethylethylene
0.69 1635 (2.0) 12.1

Tetramethylethylene 0.69 1723 2.00 13.5
0.69 1723 2.00 11.1 0.87 —1500 (~1.7) 16.1
0.87 — 1500 (~ 1 .7 ) 12.4 0.87 —1500 (~1.7) 15.3
1.24 1800 1.98 11.3 1.27 1745 1.83 12.3
1.24 1800 1.80 11.6 1.28 1878 3.78 12.5
1.27 1745 1.83 11.8

Av 13.6 ± 1 .7
Av 11.6 ± 0 .5 1

2-Methylbutene-l
Propene 0.69 1723 2.00 17.1

1.06 1283 (1.63) 7.63 0.87 — 1500 (— 1.7) 15.0
1.06 1283 (1.63) 7.26 0.87 ~1500 ( -1 .7 ) 16.1
1.06 1283 (1.63) 7.17 1.27 1745 1.83 14.4
2.4 1569 (4.02) 7.50 1.28 1878 3.78 12.9
2.4 1569 (4.02) 8.22

Av 15.1 ±  1.6Av 7.56 ± 0 .4 1

Butene-1 1,3-Butadiene

0.41 1717 1.40 14.3 1.26 1765 0.52 79.2
0.85 1927 2.85 14 6 1.26 1765 0.59 71.0
1.01 3105 3.31 14 0 1.26 1725 0.27 96.1
1.03 1325 1.03 14.4 1.26 1725 0.27 87.3
1.20 2063 1.20 14.7 Av 83.4 ± 1 0 .8

“ The H atom concentrations given in parentheses have been estimated from the decay slopes for trans-C4H8-2. Thus, the 
corresponding rates have been determined relative to that of irons-C4H8-2, i.e., 8.93 X 10-18 cm® molecule-1 sec-1.
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Table III : Rate Constants for D +  Olefins at 25°“

Flow (D >av &exptl X Flow (D)av frexptl X
(He), velocity, X 10» 10“ 13 cm3 (He), velocity, X 10» 10"13 cm3
Torr cm sec-1 atom cm-3 molecule“1 sec-1 Torr cm sec"1 atom cm“ 3 molecule-1 sec"1

irares-Butene-2 3-Methylbutene-l
0.69 1870 1.15 7.93 0.57 1698 1.44 13.3
0.97 2066 2.80 7.75 0.57 1644 1.43 13.1
0.98 2024 1.96 7.86 1.06 1603 (1.93) 13.5
1.24 1470 1.83 7.99 1.23 1635 0.92 11.4
1.24 1470 1.97 7.64 1.23 1635 0.94 11.5
1.53 1700 3.36 7.90 1.23 1635 0.96 11.9
2.17 1720 1.72 7.25 1.30 1725 1.18 12.3
2.23 1660 5.16 7.60 1.58 1492 (1.10) 14.5

2.62 1569 0.80 12.2
Av 7.74 ±  0.24 2.62 1569 1.69 12.9

m-Butene-2 Av 12.7 ±  1.0
0.62 1730 2.49 6.75
0.98 2024 1.92 7.54 2-Methylbutene-2
1.24 1470 1.86 6.76 0.57 1644 (1.43) 16.0
1.24 1470 1.97 6.71 0.62 1730 (2.39) 14.1
1.53 1700 3.08 6.92 1.06 1603 (2.04) 16.3
2.17 1720 1.72 6.69 1.23 1635 0.80 14.3
2.23 1660 5.23 6.31 1.23 1635 0.83 14.7
2.57 1568 3.56 6.31 1.23 1635 0.85 15.0

— 1.30 1725 1.04 15.1
Av 6.75 ±  0.37 2.62 1569 1.77 16.6

Tetramethylethylene Av 15.3 ±  0.9
0.62 1730 2.40 12.0
0.69 1851 (1.69) 15.4 Isobutene
0.69 1851 (1.64) 14.3 0.98 2024 2.02 34.6
0.69 1851 (1.63) 14.2 1.24 1470 1.76 34.7
2.04 1616 (2.80) 15.4 1.24 1470 1.93 33.0
2.62 1569 (1.77) 13.6 2.17 1720 1.60 31.5

Av 14.2 ±  1.3 Av 33.5 ±  1.5
Propene 2-Methylbutene-l

0.62 1730 2.42 9.4 1.23 1635 0.41 35.5
0.98 2024 2.04 12.3 1.23 1635 0.44 35.8
1.24 1470 1.78 10.4 1.23 1635 0.45 33.6
1.24 1470 2.02 10.6 1.30 1725 1.02 33.7
2.17 1720 1.62 10.2 2.62 1569 0.78 31.8
2.21 1683 3.72 9.0

Av 34.1 ±  1.6
Av 10.3 ± 1 . 1

1,3-Butadiene
Butene-1 1.58 1492 (0.78) 52.4

0.60 1697 1.04 14.4 2.62 1569 0.39 52.0
0.60 12.8 2.62 1569 0.60 53.6
0.69 1870 1.18 11.1
0.69 1851 (1.63) 14.9 Av 52.7 ±  0.8
0.97 2066 2.80 13.6
0.98 2024 1.85 15.5
1.06 1603 (1.85) 13.4
1.24 1470 1.76 14.6
1.24 1470 1.92 14.3
1.53 1700 3.14 14.4
2.04 1616 (2.80) 13.2
2.17 1720 1.66 13.4
2.30 1442 1.11 13.7
2.57 1568 3.56 13.2
2.62 1569 0.91 13.4
2.62 1569 1.67 13.7

Av 13.7 ±  1.0

“ The D atom concentrations given in parentheses have been calculated from the decay slopes for Zrans-04H8-2. Thus, the 
corresponding rates have been determined relative to that of ¿rans-C4Hs-2, i.e., 7.74 X 10-13 cm3 molecule-1 sec-1.
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cm-3. These results further indicate that heterogene
ous and diffusional corrections for fcexpti are unimportant 
under these conditions.

In addition to the absolute determinations, a number 
of rate constants were also determined relative to trans- 
C4H8-2. In these determinations, trans-C4H8-2 and 
the other olefin were alternately introduced into the 
reactor without other changes in experimental condi
tions. The rate constant is then given as the ratio of 
decay slopes times the absolute trans-C.iHs-2 rate. 
This procedure served as a check against possible sys
tematic errors in the absolute determinations.

The experimental data for the H and D atom reac
tions are given in Tables II and III. Table IV sum
marizes the rate constants and also gives the ratio of 
the H-atom rate to the D-atom rate. The assigned un
certainties are standard deviations, which generally 
remain within 10% of the absolute rate constants. For 
the reaction of H +  ¿rans-butene-2, the experimental 
rate constants are constant over the pressure range of 
0.4 to 1.9 Torr He and are not affected by variation in 
other experimental parameters. The value of fcexpti for 
H +  trans-C,iH8-2, (8.93 ±  0.09) X 10-13 cm3 mole
cule-1 sec-1, was used as the reference standard to 
calculate the absolute rate constants for other olefins 
from the relative decay slopes. Those rate constants 
that were determined by the relative method are dif-

T a b l e  IV: Summary of fcexpti for H and D +  Olefins at 25°

Olefin
k-B.

'------ X  10~13 cm 3
fcD

m olecule-1 sec-1------ I'h /I'D

Q II °\
O

8 .9  ±  0 .7 7 .7  ±  0 .2 1 .1 5
/

c
c = c 7 .9  ±  0 ,6 6.8 ±  0 .4 1 .1 7

/  \  
c  c  
c  c

w 1 1 .6  ±  0 .5 1 4 .2  ±  1 .3 0 .8 2

< /  N c  
c = c — c ( 7 .6  ±  0 .4 ) 1 0 .3  ±  1 .1 0 .7 3
c = c — c — c 1 3 .8  ±  0 .8 1 3 .7  ±  1 .0 1.00

c

C = C —( / 1 2 .3  ±  1 .0 1 2 .7  ±  1 .0 0 .9 7

a \ a II °
\

 
/

 
o

o

1 3 .6  ±  1 .7 1 5 .3  ±  0 .9 0 .8 9
\

c
c

c = < /

A
c

c = c

( ~ 7 ) 3 3 .5  ±  1 .5 0.2

(1 5 .1  ±  1 .6 ) 3 4 .1  ±  1 .6 0 .4 4

^ c — c  
c = c — c = c ( 8 3 .0  ±  11) 5 3 .0  ±  11 1 .5 8

ferentiated in Table II by the (H)av value given in paren
theses. Similarly in Table III, the (D)av value is given 
in parentheses when the rate constant was evaluated 
relative to that of fcexpti for D +  trans-C4H8-2, (7.74 ±  
0.24) X 10-13.

For the reaction of H +  cfs-butene-2, several absolute 
measurements were made at about 1.2 Torr of He to 
check the reproducibility; the relative method was used 
to obtain fcexptl °ver a much wider pressure range up to 2.8 
Torr. Agreement between both methods is well within 
the experimental uncertainty. The reactions of H 
atoms with propene, isobutene, and 2-methylbutene-2 
yield fcexpti which are markedly reduced from the true 
addition rates, as is discussed in the following section. 
No extensive data were, therefore, obtained for these 
reactions. Ethylene was not included in the present 
study since its apparent reaction rate is greatly affected 
by the total pressure. Detailed knowledge of the 
reaction mechanism is required to determine the rate 
constant for the addition step in such a reaction system. 
The rate constants listed for the highly substituted or 
extremely reactive olefins are considered to be more 
uncertain than the standard deviations indicate.

A semiquantitative analysis of the reaction products 
has been made in order to obtain information on the 
reaction mechanisms. The lower olefins and methyl 
radicals are common products in all these reactions. 
In the reaction of H +  butene-2, the primary yield of 
propene has been found to be dependent on the diluent 
pressure. The propene yield is close to 50% of the 
butene-2 consumed at about 2 Torr of He, which is in 
qualitative agreement with the previous observations 
by Rabinovitch, et al.H

In the D-atom reactions, isotopic scrambling in the 
reactant olefins has been examined. In the case of pro
pene, isobutene, and 2-methylbutene-2 isotopic scram
bling is very extensive under the conditions given in 
Table III. cis- and frans-butene-2 and butene-1 do not 
yield deuterium-substituted reactants. For the other 
olefins, the extent of scrambling was found to be slight. 
Formation of HD also occurs in reactions of isobutene 
and 2-methylbutene-2, although a quantitative estimate 
of the HD yield was uncertain due to interference from 
the large HD background from the discharged D2 com
pared with the minute quantities of reactants used. 
The molecular HD was shown to be produced mostly 
in the gas phase rather than on the reactor walls. 
Atomic hydrogen was observed in all the D-atom reac
tions, but was not measured quantitatively. The 
reactant olefins were monitored by their parent peaks 
for the rate measurements. Accordingly, necessary 
cracking pattern corrections were routinely made in the 
reaction systems which yielded high mass products.

Discussion

The reaction of H atoms with olefins is described 
by the following equations
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km
H +  (olefin)x R , *

ke'
(2)

Ri* ^ R2 (olefin)ii (3a)

Ri* -A -  Rx (3b)

where the symbols follow the usual notations of Rice- 
Ramsperger-Kassel-Marcus (RRKM) theory of uni- 
molecular reactions.1 The hydrogen abstraction re
action is not included in the primary step because its 
rate constant is less than 10% of 7cf(e).6 In the case 
of asymmetrically substituted olefins, the H atom may 
add to either olefinic carbon. Previous studies show 
that the addition to the least substituted carbon is the 
predominant process.1-2'16

Subsequent reactions of collisionally stabilized alkyl 
radicals, Ri, with H atoms become important at high 
H-atom concentration and lead to a variety of products

H +  Rj —■> a(RxH) 6(R3 +  R4) +
c [(olefin) x +  H2] (4)

where a, b, and c are the fractional yields of the several 
components. In addition, secondary reactions of the 
alkyl radicals, Ri and R2, with the initial and product 
olefins are too slow to be important in these systems, 
i.e., ~ 1 0 - 3fcf({).16 Thus, the experimentally observed 
rate constant, /cexpti, is related to the individual rate 
constants (eq 2-4) by the following expression

fcf(0 +  (1 — c)o>] 
k j  +  k t +  co

(5)

Equation 5 is more correctly written as an integral over 
the energy states, t, of Ri*, but this is omitted here for 
simplicity. For most of the compounds reported here, 
forward dissociation of the chemically activated alkyl 
radical, Ri*, by C-C splitting is greatly favored over the 
competitive backward dissociation by C-H splitting, 
i.e., ke »  A:/.1 In addition, the fraction of events, c, 
that result in a regeneration of the original olefin is very 
small. Consequently, eq 5 reduces to fcexPti =  fcf(e> and 
the observed rate of decay of the olefin gives the correct 
value for the rate of hydrogen addition.

This situation can be best illustrated by the reaction 
of H with butene-2, i.e.

km
H +  C H 3C H = C H C H 3 ^  C H 3C H 2- C H C H *3 (6)

ke'

CH3CH2-CHCH*3 —V  CH2=CH CH 3 +  CH3 (7a)

and

CH3CH2-CHCH3 (7b)

H +  CH3CH2-CHCH3 — >  a(?i-C4H10) +
6(2C2H6 or C2H7 +  CH3) +  c(C4H8 +  H2) (8)

For chemically activated sec-butyl radicals,1 ke has been 
shown to be approximately 107 sec-1, and k /  less than 
104 sec-1, i.e., ke »  k j . This was confirmed in this 
work by the observation that isotopically scrambled 
butenes were not an important product in the reaction 
system D +  butene-2. In addition, regeneration of 
the butene-2 or its isomeric species, eq 8, would also be 
ruled out on the basis of this observation. This con
clusion is further substantiated by the absence of a 
pressure effect on /cexpti for this reaction. It is worth 
noting that at the diluent He pressure used, 0.4-2 Torr, 
only a fraction of the activated sec-butyl radicals are 
collisionally stabilized, i.e., k€ >  co.

These considerations do not apply to four compounds 
studied here, propene, isobutene, 2-methylbutene-2, 
and butadiene-1,4. In the reactions of D atoms with 
these compounds, extensive isotopic scrambling of the 
reactant was observed. Thus, in these systems the 
reactant olefin must be regenerated either by redissoci
ation of the corresponding activated radicals and/or by 
the secondary reaction of the stabilized radicals with 
atomic hydrogen. Therefore, the approximation, /cexpti 
=  k,Uh is not valid for these compounds and values for 
K, ke', w, and c would be required to evaluate k(M 
from fcexpti for the system H +  olefin, i.e., fcH. This 
difficulty has been circumvented by measuring fcexptl 
using D atoms, i.e., fcD. Then, the decay of the com
pletely protonated olefin gives a good approximation of 

because very little of the completely protonated 
olefin is regenerated, most of the regenerated olefin 
contains deuterium.

An estimate of the uncertainty introduced by using 
this approximation can be made by considering the 
statistical scrambling that occurs in the regeneration of 
the parent olefin. For example, in the case of isobu
tene the activated complex is completely symmetrical 
and contains eight equivalent H atoms and one D 
atom. In the previous notation, k j  corresponds to the 
dissociation of a D atom and ke to that of an H atom. 
In this case k, is equal to or greater than 8k j . It is 
probably much greater because of the kinetic isotope 
effect for breaking a C-H bond compared with a C-D  
bond. Similar considerations show' that regeneration of 
the protonated parent olefin by reaction of the stabilized 
complex with D atoms is also not significant. There
fore, /cd =  /-Cexpti is a valid approximation.

The values of and ko obtained in this study are 
summarized in Table IV and their ratios are given in 
the last column of that table. For six of the compounds 
listed, there is no isotope effect within the experimental 
uncertainty. The ratios are apparently less than unity 
for propene, isobutene, and 2-methylbutene-2 because 
fcH, which is given in parentheses, is too large for reasons

(15) R . D . K elley , 11. K lein , and M . D . Scheer, J . P h ys. Chem ., 69, 
905 (1 96 5 ); 7 4 ,4 3 0 1  (1970).
(16) R . J. C v e ta n o v ic  and R . S. Irw in , J . Chem . P hys., 46, 1694 
(1967).
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discussed previously. For butadiene, the same argu
ments apply, although the observed ratio is greater than 
unity. In this case, the experimental uncertainty is 
probably greater than indicated by the standard devia
tion because it is a very rapid reaction.

Comparison with Previous Measurements. Extensive 
studies of the rate constants for the reactions of H 
atoms with olefins have been reported by Cvetanovic 
and coworkers.4-6 In their work they did not measure 
absolute rate constants, but rather obtained relative 
rates. Photochemical methods were used to generate 
hydrogen atoms and the reactions were studied under 
high pressure conditions where the addition complex is 
generally collisionally stabilized. Their rate constants, 
h a ,  relative to kn for ¿rans-butene-2 taken as unity are 
summarized in the last column of Table V. Our results 
for fen' and ho' are also included in this table for com
parison. The agreement between the two sets of data 
is seen to be excellent. For the four molecules for 
which fcD' (and not fcH') should be taken for comparison, 
the agreement is also good. The only disagreement in 
the table is our apparent value for IcH' of butadiene, 
which we stated earlier to be relatively inaccurate.

Absolute rate constants have been reported by Mel
ville and coworkers,7 who derived their values from H-
atom decay rates rather than olefin decays. In their

Table V : Comparison of Relative Rates for 
H and for D +  Olefin at 25°

/---------------This work--------------- *
Cvetanovié, 

et al.
Olefin

c

c - X

X

fcH7 &D7 &H7

1.00 1.00 1.00

c = c

X  \
c  c

\  /

0.88 0.87 0.80

c = c  
/  \  

c  c

1.30 1.83 1.42

c = c — c (0.85) 1.33 (1.60) 1.70
c = c — c — c  

c
1.55 1.77 1.76

0
0

0
Il 

1 
II 

0
0

0
\

 
/

 
\

 
Il 

1
O

O
 

0
 

/0
\

 
a

 
o

o
x

1.38 1.64

1.52 1.98 1.74

(~0.8) 4.33 4.28

c = c
\

c — c

(1.69) 4.40

0 li 0 A 1 O (9.34) 6.81 8.35

Figure 4. Correlation of experimental rate constants for 
addition of H atom to olefins with the maximum free valence 
energies of the olefins. The solid curve is that of Jennings and 
Cvetanovic (ref 4). See text for discussion of dashed lines.

work, the H atoms were generated photochemically 
and were monitored by the Mo03 bluing technique at a 
reactant pressure of 6~ 7  Torr in the absence of an 
inert gas. Their results are summarized in Table I 
relative to their value for ethylene of 12 X 10-18 and are 
seen to be in agreement with the relative values of 
Cvetanovié. There are two exceptions, propene and 
isobutene, although a redetermination by them of the 
rate constant for propene7b now gives agreement.

Also shown in Table I are reactivities obtained by 
Yang.8 His values are seen to deviate from the 
others, although the reason is not immediately clear. 
Yang’s competitive method is similar to one used by 
Cvetanovic with the exception of the method of genera
tion of H atoms. A possible explanation is that 7 
radiolysis of propene does not provide a clean source of 
H atoms under the experimental conditions used by 
Yang. It is unfortunate that Yang’s work appears to 
be unreliable because it provides the only experimental 
determination of activation energies for these reactions.

More recently, Braun and Lenzi10 have determined /«h 
for (ran,s-butene-2 and isobutene to be (10.0 ±  15%) X 
10-18 and (38 ±15% ) X 10-13, respectively, at high 
pressures using vacuum uv flash-photolysis. In their 
work the first-order H-atom decay was monitored by 
Lyman-a-fluorescence. The absolute rate constants 
determined by this method agree well with those of this 
work. Under their experimental conditions, the H- 
atom concentrations were apparently low enough to 
minimize secondary reactions of H atoms with the 
radical products. Knox and Dalgleish17 have obtained 
the rate expression for H +  isobutene to be (5.6 ±  
2.3) X 10-11 exp [—1360 ±  200)/R T ] in the tempera

ci?) J. H . K n o x  and D . G . D algle ish , In t. J . Chem . K in et., 1 , 69 
(1969).
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ture range 12 to 132°. The H-atom decay was moni
tored by a Pt foil probe in a conventional discharge- 
flow reactor at 2 Torr of Ar in this work. These authors 
found that the H-atom decay could be substantially 
accounted for in terms of the catalytic recombination 
of H atoms by isobutene, i.e., 2H +  f-CTL H2 +  
t-C4H8, and used this stoichiometry to derive their rate 
constant. Our own studies with H- and D-atom reac
tions with isobutene confirm the reasonableness of their 
overall mechanism. Most recently, Tal’rose and co
workers18 have reported rate constants for propene and 
for butene-1 to be (1.3 ±  0.4) X 10-12 and (1.5 ±  0.45) 
X 10-12, respectively, at 293 ±  3°K in agreement with 
our values. The olefin decay was monitored mass 
spectrometrically in the presence of an excess of H 
atoms at 6.7 Torr of He under “diffusional-cloud-in-flux” 
flow conditions.

Reactivity Systematics. The good agreement between 
the rate constants at 300°K reported here with those of 
Cvetanovic and coworkers gives some additional con
fidence to the reliability of the present values. It is 
therefore of interest to see if any correlation exists be
tween the rate constants and olefinic structure. The 
compounds studied have been arranged in Table V in 
such a systematic order. Namely, for monoolefins, 
the reactivity varies systematically with the degree of 
structural asymmetry in alkyl substitution, and not 
with the total number or type of alkyl groups on the 
olefinic carbons.

For example, butene-2, butene-1, and isobutene are 
the three possible isomeric C4 olefins, and their reac
tivity ratios are approximately 1:2:4. Butene-2 is the 
symmetrically substituted isomer with zero degree of 
asymmetry. Likewise, butene-1 and isobutene possess 
1 and 2 degrees of asymmetry, respectively. Further
more, both mono- and trisubstituted olefins belong to 
the same class of asymmetry, and their reactivities are 
nearly identical. An apparent exception to this sys
tematics is tetramethylethylene (TME) which has a 
slightly greater reactivity than other olefins with zero 
degree of asymmetry.

The observed reactivity systematics may be taken to 
reflect the effect of olefinic structure on either the A  
factors or activation energies of the rate constants for 
these addition reactions. However, the present data 
were obtained only at 300° K and do not provide an 
adequate basis to distinguish which parameter is af
fected. Nevertheless, it is worth noting that the reac
tivity associated with each symmetry class of olefin 
substitution is not affected by the type of alkyl sub
stituents. This suggests that the A  factors are less 
susceptible to the olefinic structure and that the dif
ference in activation energies among these olefins is at 
most 1 kcal/mol. An upper limit for the activation 
energy is 4 kcal/mol, if the A  factor is identical with the 
hard-sphere collision frequency. However, this ap
pears to be substantially greater than the actual value,

since the reasonable A factor for the atom addition 
reaction is generally smaller than the collision frequency 
by more than a factor of 10. Indeed, Knox and Dal- 
gleish have obtained an A  factor of 5 X 10-11 for the 
reaction of H atoms with isobutene.

Theoretical basis for the reactivity systematics has 
been discussed by several previous workers.2 Com
monly, free valency (/r) and atom localization energy 
(E ioc) have been used as indices for classifying atom 
and radical reagents to “electrophilic” and “radical” 
types.19 In the present case, E ¡oc is an energy required 
to localize ir electrons at a reaction center;/r is a quan
tity related to the energy change in ir electronic system 
as a result of a small perturbation at a reaction center. 
Hence, / r relates to the initial stage of a reaction, while 
£ ,o c  stresses the importance of the final stage. Fair 
success in such correlations has been obtained for sev
eral olefinic systems, particularly by Szwarc’s20 21 and by 
Cvetanovic’s groups.4 21 For example, Jennings and 
Cvetanovic4 found a linearity between the H-atom 
reactivities and E \oc (but not / r) of monoolefins, which 
led these authors to infer that H atoms are a radical- 
type reagent.

With the additional data obtained for trimethy- 
lethylene (tri-ME) in this work as well as in the most 
recent study by Cvetanovic’s group,6 it is now possible 
to examine this suggestion further. The new datum

Table VI: Relative Rate Constants for H +  
Olefin and CP3 +  Olefin at 25°

Olefin H° CF»!i
c = c 1.0 1.0

c = c 0.72 1.1
/  \  

c  c  
c

0 = / 0.90 1.3

c  c

w 1.28 1.8

/  \  
c = c —c 1.53 1.4
c = c —c —c 1.58 1.5

c
/

c = c 4.28 4.7
\

c
c = c —c = c 8.35 13.4
£'c2b„ kcal mol-1 ~ 3 .2 ~ 2 .4

“ Reference 6. h Reference 21, calculated by extrapolation 
from the data obtained at high temperatures.

(18) A . F . D o d o n o f, G . K . L a vrosk oya , and B . L . T a l ’rose, K in et. 
R atal., 10, 22 (1969).
(19) S. Sato and R . J. C veta n ov ic , J . A m er. Chem. Soc., 81, 3223 
(1959).
(20) M . S zw arc and J. H . B inks, “ T h eoretica l O rganic C h em istry ,”  
B utterw orths, L on d on , 1959.
(21) R . J . C veta n ov ic , Advan. Photochem ., 1, 115 (1963).
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magnitude to require at least a medium-sized digital 
computer.

In this paper we discuss methods which reduce the 
above problem to one of linear least squares, by the use 
of numerical quadrature. In many cases the calcula
tions are simple enough for solution by hand.

Homogeneous Isothermal Systems
If the rates of reactions are expressible as sums of 

mass action terms, the system is simplified by intro
ducing as new variables the time integrals of the various 
concentrations. This method has been discussed by 
Himmelblau, Jones, and Bischoff.6 Since its potenti
alities do not appear to be widely realized, we present 
an example of its use and report the results of some 
statistical experiments.

As an example, we consider the consecutive second- 
order system

A +  B — > C 

C +  C — > D

This system leads to the differential equations

Analysis of R eaction K inetic Experiments

d A d B
df

=  —  =  —kiA B  
df (1)

dC
df

=  kiA B  — k2C2 (2)

d D
(3)

Equations 1 to 3 do in fact have a solution in terms of 
Legendre functions,6 but this is not particularly useful 
in evaluation of experimental data.

If eq 1 to 3 are multiplied by df and integrated from 
0 to arbitrary time f, one obtains

A  — A 0 =  B  — B° =  —ki f  A B dt (4)
Jo

1 A B d t -  k2 f c * d t  (5)
i Jo

where A 0 and B° indicate the initial concentrations of A 
and B, those of C and D being assumed zero. The 
integrals in (4) to (6) can be evaluated for every experi
mental point by a graphical or numerical method, and 
hence constitute new variables which may be used to 
determine the rate constants.

Thus if we put

X  = J A B dt

F = f  C2df
Jo

eq 4-6 become

A  — A 0 =  B  — B° =  - k x X  (7)

C =  h X  -  k ,Y  (8)

D  =  k2Y  (9)

In a hand calculation, one could determine ki by stan
dard methods for a second-order reaction, evaluate F 
by graphical integration of C2, and determine k2 by a plot 
of D  against F.

If a computer is available, it is preferable to use all 
available experimental data. If concentrations of A, 
B, C, and D are available at n  experimental points, X  
and F can be evaluated numerically, and application of
(7)-(9) at all experimental points produces 4n equa
tions for ki and k2 which can be solved in the least- 
squares sense by standard linear regression methods.7

It is clear that this general method can be applied to 
a mechanism of arbitrary complexity, provided suffi
cient experimental data are available. If the nature of 
the experiment is such that initial concentrations are 
unreliable, there is no reason why the integrals in (4)-
(6) should not begin at some experimental point, say 
the ith, rather than the first, producing

A  — A t =  B  — B i =  - k x f  A B d t (10)
i/ ij

and similar variants of (5) and (6), where A {, B f repre
sent concentrations of A and B at time tt.

Determination of Unknown Calibration Constants
A situation which can readily occur is that one cannot 

measure one of the relevant concentrations, but only 
some parameter proportional to it. An example might 
be the spectroscopic observation of an intermediate 
whose extinction coefficient is unknown, and which is 
too unstable for isolation.

For example, in the above mechanism, suppose we 
measure Q where Q is related to C by an unknown con
stant a

Q =  aC  (11)

then dQ/dt =  adC/dt, C =  Q/a, and (2) can be re
written

dO k2
=  a h A B  -  -Q * (12)

df a

Since Q is an experimentally available quantity, we can 
define

1611

and rewrite (12) as

(5) D . M . H im m elb lau , C . R . Jones, and K . B . B isch off, In d . E ng. 
Chem ., Fundam ., 6 , 539 (1967 ).
(6) T . K elen , Z . P h ys . Chem . (Frankfurt am  M a in ), 60, 191 (1968 ).
(7) T h ese  m eth od s  are described  in  m an y  te x tb o o k s ; fo r  exam ple, 
N . R . D rap er and H . Sm ith , “ A p p lied  R egression  A n a ly sis ,”  W iley , 
N ew  Y o rk , N . Y . ,  1966.
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Q =  a h X  -  - Z  (13)
a

The combined quantities aki and k2/a can then be 
obtained from bnear regression using (13), and since 
h  is obtainable from (1) or (7) the three parameters 
ki, h ,  and a  may be separately obtained.

Statistical Tests
The above procedures can readily be carried out, but 

there is some doubt as to the validity of using standard 
least-squares methods, since both dependent and inde
pendent variables in the final linearized equations can 
be functions of the same experimental quantities. As 
a test of the performance of the method, we have gen
erated various sets of artificial data for the consecutive 
second-order system and solved sufficient of these to 
draw some statistical conclusions about the results ob
tained.

Test data were generated by numerical solution of 
eq 1 to 3, and normally distributed errors were intro
duced using a random number generator. Rate con
stants were then determined by simultaneous least- 
squares fitting of eq 7 to 9. These fits were weighted on 
the basis of the errors in the dependent variables. The 
results were compared with the known exact values, and 
with results obtained from an iterative least-squares 
method based on the “spiral” algorithm described by 
Jones.8 Data were generated for initial A :B  ratios of 
1:1 to 10:1 and k iik , ratios of 0.1:1 to 10:1. For each 
choice of initial concentrations and rate constants, sev

Table I : Results“ of Rate Constant Determination 
for Consecutive Second-Order System

Exact Av found6 Calcd**
constants constants Std devc std dev

fa = 1.000 1.009 0.038 0.019
ki = 0.100 0.101 0.010 0.012
fa = 1.000 1.004 0.040 0.018
ki = 0.200 0.200 0.024 0.015
ki = 1.000 0.997 0.053 0.018
fa = 0.500 0.509 0.031 0.024
fa = 1.000 1.013 0.032 0.019
fa = 1.000 1.002 0.059 0.040
fa = 1.000 0.013 0.041 0.019
ki = 2.000 1.981 0.106 0.065
ki = 1.000 1.012 0.052 0.018
ki = 5.000 4.971 0.247 0.125
fa = 1.000 0.991 0.057 0.021
h  = 10.000 9.622 0.815 0.266

‘ Data were generated for k values as specified, II-tì-4-3'is

B° — 1.000 for 10 points at a time interval of 0.200. Normally 
distributed random errors were applied to each point, the standard 
deviation of these errors being 0.005 +  5% of the concentration 
value. b Average of 10 runs with differing generated errors. 
c Calculated directly from the results of 10 runs. d Average of 
values calculated in each run from the variance-covariance 
matrix of the linear regression.

eral sets of data were generated using different random 
perturbations, so that a statistical study of the results 
could be made. Some typical results are given in 
Table I.

The general conclusions of this study were as follows, 
(a) The present method and the iterative least-squares 
method retrieve values of the rate constants which are 
in agreement with each other and with the known cor
rect values. This was confirmed by the application of 
¿-tests, (b) Standard deviations for the rate constants 
calculated from the variance-covariance matrix of the 
linear regression are consistently too small. They are 
typically a factor of 2 to 3 lower than those found by 
direct computation from the results of several runs. 
The relative magnitudes of these standard deviations 
were, however, approximately correct, (c) From the 
above results it would appear that the overall fit of the 
transformed equations is too good with the present 
method, due to correlations between the dependent and 
independent variables. Valid rate constants are ob
tained by the present method, but standard deviations 
estimated in the usual way should be interpreted with 
caution. If reliable standard deviations are required, 
it would seem advisable to perturb the experimental 
data with several sets of random numbers of the ap
propriate magnitude and derive standard deviations di
rectly from the results.

Surface Kinetics with Langmuir Adsorption
The simplest model for the kinetics of a system 

undergoing heterogeneous catalysis is one in which 
rates are assumed proportional to surface concentra
tions, which are assumed to be related to bulk concen
trations by the Langmuir isotherm. Thus for gas 
reactions

(caP a

A ~ 1  +  Z k tP i
i

(14)

where 0A and PA are the fraction of surface covered with 
A and the pressure of A, respectively. The k ’ s  are re
ferred to as the adsorption constants for the respective 
species. For unimolecular steps, rates are taken as 
proportional to 0, and for bimolecular steps to either the 
product of two surface coverages (Langmuir-Hinshel- 
wood mechanisms) or to a surface coverage times a 
pressure (Rideal mechanisms). The kinetics of sur
face reactions will thus in general contain all the adsorp
tion constants, as well as the various rate constants.

It is clear that for a mechanism containing n inde
pendent reaction steps, it will be impossible to deter
mine more than n adsorption constants from the ki
netics of a single run, since a linear relationship between 
the /cjPj terms is established by the stoichiometry of the 
reaction. Indeed, it is well known that determination

(8) A . Jones, C om puter J ., 13, 301 (1970 ).
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of adsorption constants from kinetic results will only be 
satisfactory when the k iP t terms are of the order of 
unity, since if k iP t is small in comparison with unity, it 
has no effect, and if PbPb, say, is large compared with 
unity, one can rewrite (14) as

0a =

E r Pii

(15)

which amounts effectively to the disappearance of one 
constant.

For the above reasons, solution of surface kinetic 
mechanisms is often attempted only in cases where ad
sorption constants are known independently or can be 
estimated. If this is the case, the denominator of (14) 
is calculable at all experimental points, and the system 
can be solved by the methods described above.

If adsorption constants are not known but are of a 
reasonable magnitude, numerical integration methods 
can be used to solve systems in which they enter linearly 
(i.e., systems in which any bimolecular steps proceed by 
Rideal mechanisms).

As an example, we consider the system

ki
B +  C — >  products

in which it is assumed that A and B adsorb according 
to the Langmuir isotherm, that the second reaction pro
ceeds via collision of gaseous C with adsorbed B, and 
that neither C nor the products are strongly adsorbed. 
Putting

h 1 =  kikA; h 1 =  k2kB

the rate equations can be written

— d PA k J P  a

df 1 +  kAP  a  +  kBP  b

dPB kJP A -  kAPvPc

df 1 +  kAP a -f- kBP b

— dPc h lP BPc

df 1 +  kAP  a +  kBP  b

rearranging and integrating, one obtains 

A 0 — A  — k-J J* A dt -j-

(16)

(17)

(18)

k A- +  kB f A B dA  (19)
J A o

B A dt --  Bo =  Ä41 f  .
Jo

kA f  BCdt — kA f A d B  — 
J 0 J Bo

(20)

C — CQ — - h 1 f  BCdt -  
Jo

kA ( C A d C  -  kB B dC  (21)
J Co J Co

where for simplicity A , B , C have been written for 
PA, Pb, Pc and A 0, B 0, C0 for their initial values.

If one has measurements of A , B, C as functions of 
time, these also define A , B , C as functions of each other,

C Aand hence integrals such as I B dA  may be nu-
J Ao

merically evaluated for all experimental points. Equa
tions 19-21 thus comprise a system in which k j , k<A, 
kA, and kB are unknown, and all other quantities are 
calculable at each point from experimental data. They 
are therefore a system which may be solved by linear 
least squares, again with some reservations about the 
effect of correlations on the results.

As a test, we have solved eq 16-18 by the proposed 
method, again using artificial data with randomly gen
erated perturbations. In general, it was found that the 
method worked satisfactorily provided that the con
stants assumed were such that kAP A and kBPB were of 
the order of magnitude of unity during at least part of 
the reaction, and that P A and Pb varied significantly 
during the reaction. If these conditions did not hold, 
the system became very ill-conditioned, as would be ex
pected from the form of eq 16-18. When the above 
conditions did hold, it was found that the rate con
stants obtained were again correct, and that standard 
deviations from the linear regression were again too 
small.

It can be concluded, then, that the proposed method 
can be used to solve a certain class of heterogeneous 
systems, provided that the experimental data ade
quately define the constants involved. It should be 
noted that equations of the form of (19) to (21) arising 
from several experimental runs at different reactant 
pressures could be simultaneously least-square fitted, 
which would be preferable when kA and kB are not of the 
same order of magnitude.

Temperature-Scanned Reactions
It is becoming increasingly common in some types of 

research (e.g., desorption spectroscopy, differential 
thermal analysis) to observe the rate of reaction while 
the temperature is varied, often linearly, with time. 
The kinetics of such a reaction may be written as

HE
r =  - ^ r  =  A C n exp(~ E / R T (t ) )  (22)

df

where r is the rate of reaction, C is the concentration of 
reactant, A  is the preexponential factor, E  is the activa
tion energy, and n is the order of reaction. The ex
perimental data consist of a peak when rate is plotted 
against time or temperature, since the rate initially in
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creases due to increase of the temperature, and then 
falls due to depletion of reactant.

Methods for obtaining kinetic parameters from such 
experiments are available in the literature9'10 and usu
ally involve the requirement of some specific tempera
ture-time relationship (e.g., linear) together with data 
from several runs at different temperature sweep rates. 
Equation 22 can, however, be solved directly if rate 
data are integrated numerically to produce concentra
tion data. Thus in the normal experiment, heating is 
continued until the reactant is completely consumed, 
and one has

one can then rewrite (22) as

lnr = l n A + n l n C ' - ^  — - (24)

so that In A , n, and E  may be obtained by least-squares 
fit, since r and T  are experimentally available, and C is 
obtained from (23). It should be noted that r and C 
enter logarithmically, and hence E  and n may still be 
obtained even if the experiment is such that r cannot be 
obtained in absolute units. In this case In A  will con
tain a term involving the unknown calibration factor, if 
wis other than 1.

It should be noted that equations of the form of (24) 
arising from runs under various conditions (e.g., 
differing temperature-time programs) may be com
bined in the least-squares fit to obtain optimum values 
of all parameters. The method will still apply if E  is a

simple function of C. For example, if E  =  E 0 — aC, 
which is a model of interest in desorption studies, (24) 
becomes

l n r - l n X + » l » C - | ^ + | ^  (25)

and given sufficient data, a least-squares fit can be used 
to determine all parameters. These methods have been 
tested with some experimental desorption data11 pre
viously analyzed by iterative techniques and found to 
yield the same results within reasonable uncertainty. 
Unfortunately, the method is not applicable to the reso
lution of overlapping peaks resulting from two or more 
rate processes.

Summary

The methods discussed provide a simple and direct 
way of analyzing kinetic data for complex mechanisms. 
For systems in which they are applicable they are 
much quicker than iterative least-squares techniques 
and more reliable than alternative traditional methods 
involving such processes as graphical or numerical 
differentiation.
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The Rate of Exchange of Hydrogen and Deuterium behind Reflected Shock 

Waves. Dynamic Analysis by Time-of-Flight Mass Spectrometry1

by R . D . K e r n *  and G. G. Nika2
D epartm ent o f  Chem istry, L ou isiana  State U niversity in  N ew  Orleans, N ew  Orleans, L ou isiana  (Received Novem ber 25, 1970) 

P ublication  costs assisted by the N ationa l S cience Foundation

The reaction of equimolar mixtures of hydrogen and deuterium diluted by neon has been studied over the 
temperature range 1800-3000°K. The gas in the reflected shock zone was analyzed at 20-/nsec intervals by 
a time-of-flight mass spectrometer during a typical reaction time of 500 p sec . Equilibrium was attained 
during the observation period in several of the experiments at temperatures exceeding 2600°K. The time 
dependence of the mole fraction / Hd was determined to be quadratic. The reaction profiles were fit to the 
equation [1 -  2/HD] = exp(-A;[M]!!2), where k  =  1016-93±°-24 exp(-44,370 ±  2,510/ R T ), cm3 mol“ 1 sec“ 2. 
The rate constants from a single-pulse shock tube study of this reaction were recalculated using a quadratic 
time dependence for product formation. The agreement was within one standard deviation. The Arrhenius 
parameters determined from both the single-pulse data and this work, which together cover a temperature 
range of 1000-3000°K, are log A  =  16.55 ±  0.05 and E *  =  40.44 ±  0.34 kcal mol“ 1. The units of A  are 
cm3 mol“ 1 sec-2. The validity of the dynamic sampling process is supported by agreement of the kinetic 
results from two other reactions, D2-HC1 and D2-HCN, which were obtained by employing the independent 
technique of infrared emission. Several mechanisms for the exchange and their relation to the experimental 
results are discussed.

Introduction

The coupling of a shock tube to a time-of-flight mass 
spectrometer (TOF) by Bradley and Kistiakowsky3 
is recognized as a significant step in the study of chemical 
kinetics. The status of both the shock tube and 
the TOF with regard to rate studies was fledgling in 
1959. From the beginning there was an effort to com
pare the kinetic results from this new experimental 
technique with other independent sources of data. 
There was an awareness of the difficulties of extracting 
a sample of gas from the reflected shock zone which was 
representative of the reacting gases and which did not 
contain substantial amounts of the boundary layer that 
was forming on the end wall during the observation 
period. These pioneering experiments convinced many 
people of the authenticity of the sample but also pro
duced critics, many of whom resided in Gibbs Labora
tory.

The next set of workers under Professor Kistiakow- 
sky’s guidance completely rebuilt the apparatus.4 
Many important changes were made: the shock tube 
diameter was increased from 0.5 to 1 in. i.d.; the rotating 
drum camera was replaced by a series of gating circuits 
which enabled a number of successive mass spectra to 
be photographed by open-shutter cameras loaded with 
Polaroid film;5 the driver section was shortened to a 
13-in. length, large diameter cylinder designed by Dr. 
Paul Kydd; a four-way rotary valve was positioned in 
the test section which allowed the diaphragm to be re
placed while the majority of the test section and the 
mass spectrometer remained at high vacuum.

A miniature divergent nozzle constructed to minimize 
boundary layer effects replaced a pinhole at the end 
wall. A high particle transmission, positively biased 
grid placed in the TOF ion source close to the gas inlet; 
prevented the entry of chemi-ions formed during oxi
dation reactions. The grid was also used to focus 
chemi-ions. The focusing was achieved by reversing 
the polarity of the bias and applying positive pulses 
that were synchronized with the negative ion focus 
pulses.6

A continuing effort has been the collection of kinetic 
data on the same reaction system by a number of inde
pendent analytical techniques. Notable examples are 
the agreement of the induction periods and exponential 
time constants for the oxidation of acetylene measured 
in both incident and reflected waves.6 Two shock 
tubes were employed. One tube used a Langmuir 
probe to monitor gas conductivity and visible emission 
spectroscopy to detect CH* chemiluminescence. The 
observations of the reflected shock zone were of a gas

(1) S u p p ort o f  th is w ork  b y  the N a tion a l S cience  F ou n d ation  under 
grant G P -23137  and also fun ds fo r  equ ip m en t from  N S F  D e p a rt
m ental S cience D ev e lop m en t P rogram  G U -2632  are gratefully 
acknow ledged .
(2) N D E A  F ellow .
(3) J . N . B rad ley  and G . B . K istiak ow sk y , J . Chem . P h ys., 3 5 , 256 
(1961).
(4) J . E . D o v e  and D . M e  L . M ou lton , P roc. R oy . Soc., S er. A ,  283, 
216 (1965).
(5) D . M e  L . M o u lto n  and J. V . M ich ael, Rev. S ci. Instrum ., 36, 226 
(1965).
(6) G . P . Glass, G . B . K istiak ow sk y , J . V . M ich ael, and H . Niki, 
J . Chem. P hys., 42, 608 (1965).
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at rest which differs from the TOF experiments (the 
second tube) in which the gas is flowing from the 
reflected shock zone, through the pinhole nozzle, and 
into the ion source before the analysis process begins. 
The recording of exponential growth of the oxidation 
products and chemi-ions demonstrates the validity of 
the TOF results. Additional support is provided by 
the comparison of pseudo-first-order rate constants for 
decomposition reactions. Examples are the agreement 
of TOF data with results of infrared emission experi
ments for the pyrolyses of C2H47 8 and N20 .9'10 A 
quadratic time dependence for product formation was 
observed in TOF experiments on the following systems : 
C2H2 +  C2D2;9 180 2 +  160 2, CO,11“ and 180 2 +  S02, 
C02.llb

The exchange of HC1 and D2 was studied behind re
flected waves by infrared emission and time-of-flight 
mass spectrometry.12 The rate constants determined 
from the reaction profiles of the infrared emissions from 
HC1 and DC1 agree with those calculated from the TOF 
recording of m/e 36 and 37. The growth of the product 
concentration was observed to have a quadratic time 
dependence. In this paper, the rate constants for the 
HC1-D2 exchange have been measured by TOF moni
toring of m/e 3 and 4. Similar experiments were per
formed on the HCN-D2 reaction to support the deter
mination of rate constants by TOF low-mass analysis. 
This demonstration is important because there exists 
no other practical, independent technique for the dy
namic analysis of the H2-D 2 homogeneous exchange 
other than the TOF.

Single pulse shock tube results for the H2-D 2 reaction 
and the HD self-exchange have been reported previ
ously.13 It will be shown in the Discussion section that 
the single-pulse rate constants are in remarkable agree
ment with those calculated from the TOF experiments 
when allowance is made for a quadratic time depen
dence.

The energetics of the exchange have been the subject 
of several theoretical calculations.14 The mechanism 
for the exchange has also received considerable atten
tion.13“'16'16 The relationship of this work to the exper
imental results will be presented in the Discussion 
section.

Experimental Section
The infrared emission and the TOF shock tubes which 

comprise the complementary shock tube technique have 
been described previously.12 The basic idea is to gather 
data on the same reaction system by two independent 
analytical techniques. In one tube, the infrared emis
sion from two different species is recorded simultane
ously in the reflected zone at a position 3.2 mm from 
the end wall which is a sample of gas somewhat similar 
to that analyzed in the TOF shock tube.

The gas in the TOF shock tube flows from the re
flected zone, through a nozzle 1 mm in length and 0.101

mm in diameter, and into the ion source. Mass spectra 
are displayed at 20- or 30-jusec intervals. To increase 
the sensitivity of the TOF for m /e 2, 3, and 4, an addi
tional compensating magnet was placed in front of the 
multiplier magnets. Subsequent optimization of de
flection voltages and compensating magnets’ position 
and orientation produced a tenfold increase in the 
low-mass signals. For an equimolar mixture of H2 
and D2 in neon, the signals for m/e 2 and 4 measured as 
analog output were equal within 2%. The ionizing 
voltage was 35 eV.

The gas mixtures which were shocked were allowed to 
reside in the TOF shock tube no longer than 45 sec 
before diaphragm rupture. During this time, the ana
log signal for 0 2 was recorded and compared with back
ground which was monitored prior to introduction of 
the mixture. Calibrated mixtures of known ppm 0 2 
were prepared and the comparison of the respective 
m/e 32 signals is the basis for saying that no experiment 
was performed with an oxygen content greater than 25 
ppm. Outgassing rates in the TOF shock tube were 
less than 0.01 n/min. Typical ultimate vacuums were 
1 X 10~6 Torr in the shock tube, 5 X 10-7 Torr in the 
ion source ballast volume, and 2 X 10-7 Torr in the 
TOF main chamber.

Reacting mixtures were prepared by addition of equal 
amounts of Matheson research grade hydrogen 
(99.999%) and Matheson CP deuterium (99.5%). Ma
theson research grade neon (99.995%) was used as the 
diluent. These gases were used without further puri
fication. Mass spectrometric analysis of each gas 
indicated oxygen levels below 25 ppm. Calibration 
mixtures of H2 and of D2 were prepared with appropri
ate amounts (usually 1%) of Liquid Carbonic argon 
(99.998%) added to H2 or D2 with neon as the diluent. 
The reacting mixture of HC1 and D2 was made by addi
tion of Matheson hydrogen chloride (99.0%) purified 
by two liquid nitrogen bulb-to-bulb distillations; the 
middle fraction was accepted at each stage. Mass spec
trometric analysis revealed oxygen and chlorine impuri
ties at a level indistinguishable from background.

(7) I . D . G a y , R . D . K ern , G . B . K istiak ow sk y , and H . N ik i, J . 
Chem . P h ys ., 45, 2371 (1966).
(8) J. B . H om er and G . B . K istia k ow sk y , ibid., 47 , 5290 (1 96 7 ).
(9) I. D . G ay , G . B . K istia k ow sk y , J. V . M ich ael, and H . N ik i, 
ibid., 43, 1720 (1965).
(10) E . S. F ishburne and R . E dse, ibid., 4 1 , 1297 (1964).
(11) (a) S . H . G arnett, G . B . K istia k ow sk y , and  B . V . O ’ G rad y , 
ibid., 51, 84 (1 96 9 ); (b ) T . C . C lark , S. H . G arn ett, and G . B . K is tia 
k ow sk y , ibid., 52, 4692 (1970).
(12) R . D . K ern  and  G . G . N ika, J . P h ys. Chem ., 7 5 , 171 (1971).
(13) (a) S . H . B au er and E . Ossa, J . Chem . P h ys ., 45 , 434  (1 96 6 ); 
(b ) A . B u rca t  and  A . L ifsh itz , ibid., 47 , 3079 (1 96 7 ); (c) D . L ew is 
and S. H . B auer, J . A m er . Chem . Soc., 90, 5390 (1968).
(14) (a) C . W . W ilson , Jr., and W . A . G od d a rd  I I I ,  / .  Chem . P h ys., 
51, 716 (1 96 9 ); (b ) M . R u ben ste in  and I . S havitt, ib id ., 51 , 2014 
(1 96 9 ); (c) B . M . G im arc, ibid., 53, 1623 (1970).
(15) K . M orok u m a , L . Pedersen, and M . K arplus, J . A m er . Chem . 
Soc., 89 , 5064 (1967).

(16) L . P oulsen, J . Chem . P h ys., 5 3 , 1987 (1970).
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HCN was prepared by addition of 50% H2S04 to KCN. 
The evolved gas was collected and then distilled several 
times before its placement in the gas handling system. 
The reacting mixture of HCN and D2 was made and 
analyzed as described above. Impurity levels were less 
than background. Partial pressures for the various 
components of the mixtures were measured with Wal- 
lace-Tiernan differential pressure gauges, 0-10 and 
0-400 in. of water range. All mixtures were allowed to 
stand for 24 hr in 5-1. storage bulbs prior to use.

The infrared emission experiments performed on the 
HCN-D2 mixtures were accomplished in a shock tube 
described previously.12 Interference filters at 3.0 and
3.8 n, 0.1-jU band pass, were selected to monitor the 
emission intensity of HCN and DCN, respectively. 
Additional details not pertinent here will be presented 
at a later time.17

The calculation of the temperature from measure
ments of the shock velocity at four equally spaced sta
tions and the extrapolation of the slightly decelerating 
velocity to the end wall were performed as reported 
earlier.12

Results

Figure 1. TOF profiles calculated using different time 
dependencies for an equimolar 2% mixture, P i =  7.5 Torr, at
2525°K: X, experimental points;------ (uppermost), t2 plot;
---- , i1-6; ------- , (lower), t1.

In the TOF experiments, the mole fraction of the 
product was calculated by measuring the peak height 
of m/e 3 and dividing by the sum of the peak heights of 
m/e 2, 3, and 4. A typical reaction profile is shown in 
Figure 1 ; / h d  was observed to increase with a nonlinear 
dependence on reaction time.

Equation 2 was transformed into an early times form

The reaction profile for bimolecular isotope exchange 
in an equimolar mixture of H2 and D2 reacting to 
equilibrium at temperatures where K  =  4 is represented 
by the equation

[1 -  2 /hd] = exp( —fcx [H2]oO (1)

where

,  _  [H D !
/H D  2 [ H 2]o

The initial concentration is given by [H2]0 and the 
rate constant for the forward reaction is ki. The rate 
of product formation is defined by

rate = i /  d [HD]
/a df

Equation 1 may be cast into a general form to test 
experimentally by setting fci = feJM]" to allow for any 
inert gas dependence of order y  and writing [H2]02: and 
t* to discover any values of x  and z other than unity.

2 /hd =  fc[H2]0* [M ]^  (5)
from which a preliminary value of z was determined by 
plotting log / h d  v s . log t. An initial estimate for /cobsd 
(=  k [H2 ]</ [M ]“) was obtained by plotting / Hd v s . t raised 
to various powers; 1, 3/ 2, and 2. Profiles calculated 
according to this procedure are depicted in Figure 1 
along with the experimental points.

The value of z was also derived from plots of the log 
( — log) of the left-hand side of eq 2 vs. log t. The graph
ical value for z was about 1.7 although the individual 
reaction profiles were fit satisfactorily by z equal to 
two. There was no experimental evidence for an induc
tion period.

The initial estimate for kohsd was used as input for the 
computer. The computer searched for the value of 
fcobsd which reproduced the entire experimental reaction 
profile with the lowest standard deviation. The equa
tion for the profile was in the form

[1 -  2/ h d ] = exp( —fco b s d ( 2)  ( 6 )

[1 -  2/hd] =  exp(— fc[H2]o*[M}vtz) (2)

At early times, eq 2 reduces to a form that neglects the

[HD]( = k ' l W i V i V ' m n *  (3)

back reaction. Equation 3 is similar to that used in 
single-pulse tube studies18 if x  +  x ' ~  1, y  ~  1, and 
2 =  1. Hence

^  = fc'[H2]„[M] (4)

The reaction was studied at different initial concen
trations of H2 and D2 to determine x  and at a different 
starting pressure to determine y. The value of x  was 
zero, while the value of y  was not clearly determined 
It was not possible to work at starting pressures greater 
than 7.5 Torr. Hence, the variance in [M] was only 
50% which perhaps is not enough to determine y. 
In order to make a comparison with the single-pulse 
data, the profiles were fit with y  — 1. The value of 
x  = 0 is consistent with the single-pulse work.18a

where At is the residence time. (17) J . M . B ru p bach er and R . D . K ern , w ork  in  progress.
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Figure 2. Arrhenius plot of data in Table I: O, mixture A;
A, B; X , C; □, D.

All of the TOF experiments were fit to the equation

[1 -  2 /hd] = exp(—fc[M]f2) (7)

The results are listed in Table I for the various mixtures 
and starting pressures. An Arrhenius plot of the data 
is shown in Figure 2. Least-squares treatment of the 
rate constants yielded values of log A  =  16.93 ±  
0.24 and E *  =  44.37 ±  2.51 kcal mol-1. The units 
of A  are centimeter3/mol sec2.

The rate constants for the single-pulse experiments 
were recalculated on the basis of eq 2 with x  =  0, 
y  =  1, and z =  2. The residence time At was held con
stant within 3% for all of the runs listed in Table II of 
ref 13a. The Arrhenius parameters for the recalculated 
rate constants are log A  =  17.10 ±  0.15 (cm8 mol-1 
sec-2) and E *  =  43.50 ±  0.89 kcal mol-1. Compared 
with the TOF results reported here, the data agree 
within one standard deviation with respect to both 
log A  and E*. A least-squares treatment of both sets of 
data yielded the values log A  =  16.55 ±  0.05 and E *  =  
40.44 ±  0.34 kcal mol-1. The rate constants cover a 
temperature range of 1000-3000°K. The Arrhenius 
plot is displayed in Figure 3.

A series of experiments was performed to support 
the validity of the TOF analysis of low masses. The 
rate constants for the D2-HC1 exchange were calculated 
three different ways: TOF analysis of m/e 36 and 37; 
infrared emission of HC1 and DC1; and TOF analysis of 
to/e 3 and 4. The rate constants for the D2-HCN ex
change were also determined in a like manner: TOF 
analysis of m/e 27 and 28; infrared emission of HCN 
and DCN; and TOF analysis of m/e 3 and 4. The data

Table I : Rate Constants for the Homogeneous 
Exchange of Hydrogen and Deuterium

M ixture

A. 3% Hü-3%  D2 
P 1 =  5 Torr

B. 2% Hr-2% D2 
Pi = 5 Torr

C. 2% Hi-2% l)2 
Pt = 7.5 Torr

D. 1.5% H2-1.5% D2 
Pi = 5 Torr

Tt, P5 X  106, k X  1 0 - “ ,
°K m ol cm -3 cc m o l-1 sec

Diluent
1909 1.82 9.60
2010 1.92 8.25
2110 1.86 25.7
2121 1.83 19.0
2171 2.00 18.3
2183 1.86 56.8
2230 2.04 39.5
2361 1.95 34.8
2441 1.93 87.6
2585 1.94 139
2600 2.14 143
2677 1.99 339
1845 1.67 5.62
1885 1.72 6.82
1964 1.75 7.79
1974 1.77 13.0
2019 1.78 29.7
2054 1.75 17.6
2182 1.80 26.7
2267 1.83 37.1
2342 1.84 44.8
2374 1.87 51.3
2621 1.93 115
2965 2.03 913
1926 2.68 5.76
2129 2.76 11.4
2151 2.76 17.8
2157 2.80 18.0
2292 2.91 36.4
2394 2.93 38.9
2525 2.94 94.2
1749 1.63 2.26
1949 1.72 13.7
2064 1.77 15.8
2069 1.81 67.8
2079 1.79 15.6
2194 1.83 65.5
2253 1.81 52.9
2271 1.85 60.0
2365 1.89 42.5
2411 1.89 107
2662 1.93 241
3052 2.03 890

for both reaction systems were internally consistent 
with respect to quadratic time dependence of product 
formation and E *. The value of E *  was different: 
E * =  34 kcal mol-1 for D2-HC1 and E *  =  57 kcal mol-1 
for D2-HCN. The former exchange has been studied 
with respect to reactant and inert gas order depen
dence. 12 Work on D2-HCN is not complete with respect 
to order determination.17 Experiments were per
formed with a 2% D2-HCN mixture at 5 Torr initial 
pressure and were analyzed with an equation similar in 
form to (6). Arrhenius plots for these two reactions 
appear in Figures 4 and 5, respectively. It is pertinent 
to note that low-mass data were treated in the same fash-
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Figure 3. Arrhenius plot of TOF (same symbols as Figure 2) 
and single pulse data •.

ion as the/lata for the H2-D 2 exchange. The mole frac
tion of the product was obtained by dividing the peak 
height for m/e 3 by the sum of the peak heights for 
m/e 3 and 4.

Previous work on the H2-D 2 exchange using a TOF- 
shock tube apparatus in connection with the pyrolysis 
of ethylene7 and on the exchange itself18 revealed that 
the sum of the peak heights of H2, HD, and D2 in
creased during the observation period for the reaction. 
A series of experiments was conducted with the D2-HC1 
exchange reported herein to assess quantitatively the 
magnitude of the sum increase at low masses.

During the first 50-100 /rscc after shock arrival at the 
end wall, there is a steady pressure increase in the TOF 
ion source region. Small amounts of argon (~1% )  
have been used as an internal standard and reacting 
concentrations have been expressed as a ratio of peak 
heights. Hence, in a nonreacting mixture of 2% HC1, 
1% Ar, and 97% Ne, the peak heights of m/e 36 and 40 
increase during the initial portion of the observation 
period and then show a constancy for 500 or more 
microseconds while the ratio of 36:40 is constant 
throughout the observation period.

With the magnets aligned for low-mass optimization, 
the following experiments were conducted. The first 
two recording scopes were triggered in parallel which

1619

I04 / T ( ° K )

Figure 4. Arrhenius plot of low-mass data for HC1 +  D2 
exchange. Log A  =  16.23 ±  0.45 (16.12 ±  0.30), E *  =  34.70 
±  4.69 (34.34 ±  3.13). Values in parentheses 
reported in ref 12.

Figure 5. Rate constants calculated for the exchange of HCN 
plus D2 from low-mass data: O, compared to solid line 
established by ir and TOF m/e 27, 28 experiments.

permitted simultaneous observation of m / e  2, 3, and 4 
on the first scope and m / e  36, 37, and 40 on the second 
scope. A second pair of scopes was triggered after the 
first two. Spectra were recorded at 30-jnsec intervals 
for a total observation time of 300 ¿nsec.

The sums of the ratios 36/40 +  37/40 and 3/40 +  
4/40 were fit to the equation

E  =  +  f>

The values of m  and b for 2(3/40 +  4/40) and 2(36/40 
+  37/40) were 17.0 X lO^4 ^ e c -1 and 1.81, 8.0 X 
10-4 ¿usee-1 and 1 52, respectively. Experiments per
formed on this gas mixture with the four scopes trig
gered in series, TOF frequency 50 kHz, yielded m =  
0.6 X 10-4 Msec“ 1, b =  1.91 for 2(36/40 +  37/40).

(18) R . D . K ern , G . B . K istia k ow sk y , and B . V . O ’G rad y , unpub
lished  w ork.
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These values contrast with those obtained at the same 
TOF frequency but magnet optimization for m/e 36 and 
37; namely, m = —0.7 X 10-4 / ŝec-1 and b  =  2.05. 
It is observed that the sums depend upon instrumental 
factors to some extent, but the important point is that 
the rate constants derived from these various configura
tions are not affected to any great extent. The agree
ment is shown in Figure 4. Most encouraging is the 
agreement of the rate constants obtained by monitoring 
m/e 3 and 4 at 20-jusec intervals without an argon inter
nal standard. The pressure increase is allowed for by 
calculating mole fractions; m/e 3 divided by the sum of 
m/e 3 +  4.

Similar agreement of the rate constants for the D2-  
HCN reaction derived from low-mass, high-mass, and 
infrared emission experiments is displayed in Figure 5.

Another encouraging aspect is the experimental value 
of / h d  at equilibrium. In all three exchange reactions, 
the observed value was in agreement with the calcu
lated value.

Discussion
The TOF and the single-pulse data for the exchange 

of H2 and D2 agree with respect to the activation energy. 
The data also agree with respect to log A  if the same 
order dependence for reactants and inert gas is used and 
if the time dependence is taken to be quadratic. The 
value of z in eq 4 is a constant in the single-pulse 
experiments and is assumed to have a value of one. 
In the TOF experiments, z is an observable.

All of the experimental work rules out the direct 
four-center mechanism because of the magnitude of the 
calculated activation energy (>148 kcal mol-1).14a 
The observed inert gas dependence reported by the 
single-pulse workers13 and the nonlinear time depen
dence reported here also argue against the four-center 
molecular mechanism.

An atomic mechanism provides an explanation for the 
quadratic time dependence but requires an activation 
energy on the order of 110 kcal mol-1.

H2 +  M 2H +  M (a)

D2 +  M 2D +  M (b)
&exi

H +  D2 HD +  D
&ex-i

(c)

D +  H2 HD +  H
fcex-2

(d)

Neglecting the back reactions

d[HD]
[H ] [D2 ] +  [D ] [H2 ] (8)

Considering an equimolar mixture and setting fcdl ~  
kd2 9 and k exi êx2> 20 the resulting equalities are

/l\d[HD]
\ 2 /  df l"exi J [I-k ] (9)

[H] = [D] and [H2] = [D2], Approximating [H2]{ ~  
[H2]0, and substituting into eq 10 and integrating

Q - | P  =  fcd.pa.HM] (io)

[H]t = 2fcdl[H2]0[M]< (11)

The rate constant fcdl has been measured19 and it can be 
shown that the reaction time required to produce equi
librium concentrations of hydrogen atoms at the tem
peratures achieved in the TOF experiments is much 
longer than the observed time for the H2-D 2 exchange
reaction to make equilibrium amounts of HD. Sub
stituting for [H] in eq 9 with (11) and integrating

[HD], =  2fcdlfcex, [H2 ]0 [D2 ]„ [M ]£2 (12)

/ h d  =  fcdlfcexl[H2]0[M]£2 (13)

The atomic mechanism predicts x  =  1, y  =  1, and 
z =  2 for eq 2. The activation energy is the sum of the 
activation energies of reactions a and c which is on the 
order of 110 kcal mol-1. Extending the approxima
tions used here to include the back reactions along with 
A  = 4 and [H2]„ +  [D2]0 = [Hs], +  [D2], +  PHD]«, 
eq 2 may be derived with the values of x, y, and z men
tioned above. A predicted activation energy of 110 
kcal mol-1 is far in excess of the experimental value of 
40 kcal mol-1. The quadratic time dependence is con
sistent with the TOF results but the value of x  is not 
consistent with either the single pulse or the TOF ex
periments.

A vibrational energy chain mechanism may be 
written in which vibrational energy is transferred in 
straight chains.

H2 +  M H2v +  M (e)

D2 +  M D r +  M
&exi

(f)

H r +  D2 ^  HDV +  HD
&ex-i
&ex2

(g)

D r +  H2 HDV +  HD
&ex-2

&ex8

(h)

HDV +  H2 HD +  H r
&ex-8
&ex4

(i)

HDV +  D2 HD +  D r
&ex-4

(j)

The superscript v represents one or more quanta of vi-

(19) R . L . B e lfo rd  and R . A . S treh low , A n n . Rev. P h ys . Chem ., 20, 
260 (1969).

(20) A . A . W esten b erg  and N . d e  H aas, J . Chem . P h ys ., 4 7 , 1393 
(1 96 7 ).
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brational energy. Reactions e and f represent a se
quence of steps in which the vibrational energy is added 
in a stepwise fashion. Equations g and h represent 
reaction while i and j replenish the straight chain with 
H2v and D2v.

A derivation similar to the atomic mechanism yields 
the result

/HD =  fc v ib ^ e x i^ J o IM J i2 (14 )

The assumptions involved are that k v ih i ~  fcvib2, which 
for the discussion here is approximately correct, 21 and 
that the back reactions for (e) and (f) may be neglected 
which is incorrect. The time predicted to reach equi
librium concentrations of H2 and D2 in the first vibra
tional level using the experimental vibrational relaxa
tion data21 is much less than the observation time for 
the exchange reaction. If the back reactions for (e) 
and (f) are included, the time dependence of product 
formation is no longer quadratic; it is linear.

Admittedly, the treatment of the reaction scheme 
(e)-(j) presented here is far from rigorous. A more 
proper approach would be the solution of the master 
equation for this mechanism.13ft This problem has been 
considered recently and some of the difficulties involved 
in a numerical solution without some approximations 
are discussed. 16 A similar problem arose in the D2-  
HC1 exchange12 and it is hoped that more calculational

Rate of Exchange of Hydrogen and D euterium

effort in this area will be forthcoming.22 However, 
mechanistic schemes that invoke the steady-state ap
proximation are not consistent with the nonlinear time 
dependence reported here.

The preceding discussion states what the mecha
nism is not and in that sense is a negative contribution 
to the overall problem. The positive aspects of this 
investigation are the extension of the temperature range 
to a 2 0 0 0° interval, the recording of the extent of con
version from zero to equilibrium, and the deduction of a 
nonlinear time dependence for product formation. The 
agreement of data obtained from shock tubes where the 
absence of gas flow does not complicate the analysis 
with TOF data is encouraging.

A c k n o w le d g m e n t s .  The authors wish to remember 
the patience and skill of the late Mr. Joseph McPherson, 
who made a major contribution to the construction of 
the apparatus. Mr. Darryl Olivier provided able assis
tance in the operation and maintenance of the equip
ment. R. D. K. wishes to express his appreciation to 
Professor G. B. Kistiakowsky for the opportunity to 
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(21) (a) J. H. Kiefer and R. W. Lute, J. Chem. Phys., 44, 658
(1966); (b) J. H. Kiefer and R. W . Lute, ibid., 44, 668 (1966).
(22) S. H. Bauer, private communication.
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C O M M U N I C A T I O N S  T O  T H E  E D I T O R

V i b r a t i o n a l  R e l a x a t i o n  o f  H y d r o g e n  C h l o r i d e  b y  

C h l o r i n e  A t o m s  a n d  C h l o r i n e  M o l e c u l e s

Publication costs asssisted by the Advanced Research Projects Agency

S i r :  Chemical affinity is thought to explain excep
tionally rapid deactivation of vibrationally excited 
molecules. * 1 Such processes involving strong attractive 
intermolecular forces are of importance in chemical 
lasers where highly reactive species are necessarily 
present. In this communication we describe a method 
for direct measurement of the rate of

Cl +  HCl(t> = 1) — ► Cl +  HC1<> = 0 )

and report a preliminary value for the rate constant for 
this process, which is indeed large. A value for the rate 
of

Cl* +  HCl(r = 1 ) — > Cl, +  HC1(» = 0 )
is glso reported.

The principal experiment consisted of exciting HC1 
vibrationally in an HCl-Cl2-Ar mixture with a pulse 
from an HC1 laser and then, after partial decay of the 
vibrational fluorescence from HO*, photodissociating 
Clj with a pulse of 3471-A doubled ruby light. The 
construction of the HC1 laser source and the detection 
of fluorescence from the R-branch of the HC1 funda
mental were essentially the same as described pre
viously.2 The HC1 laser was initiated by a 15-kV, 
17-gF discharge through a xenon flashlamp. Infrared 
pulses were about 10 gsec in duration and about 10 mJ 
in energy. Ultraviolet light from the Q-switched ruby 
laser system,3 located about 8 m away from the 
fluorescence cell and filtered free of red light, was a 
pulse of 4.2 X 1018 photons/cm2 in 15 nsec. For both 
laser sources energies were measured with an Eppley 
16-j unction thermopile. The two lasers were fired 
directly at one another through opposite windows of the
3-cm long, 3-cm diameter fused-silica fluorescence cell. 
The infrared beam, which was stopped down to 1-cm 
diameter and which was coaxial with the 2 -cm diam
eter ultraviolet beam, defined a fluorescence zone 
smaller than that in which chlorine atoms were pro
duced. Gas mixtures were prepared from research 
grade argon (J. T. Baker) and chlorine (Matheson) and 
from distilled, electronic grade hydrogen chloride 
(Matheson). Pressures were measured with the aid of 
a stainless steel transducer (Pace-Whitaker), and 
Krytox grease4 5 was used for all critical stopcocks.

Figure 1, photographed on a Tektronix 7704 oscillo
scope, shows a sharp increase in the fluorescence decay

rate at the instant of the ultraviolet pulse. The down
ward blip on the lower trace is a marker from the 
Pockels cell Q-switch circuit and is coincident with the 
ruby laser pulse. For the run shown in Figure 1 the 
simultaneous triggering of the oscilloscope sweep and 
the flashlamp for the HC1 laser was delayed until 500 
jusec after the start of the pumping flash in the ruby 
system. As in previous HC1 fluorescence experiments, 
semilogarithmic graphs were linear (over more than 
three lifetimes) for the decays of mixtures excited with 
infrared light alone. Figure 2 is a corresponding decay 
curve following chlorine atom production. The up
ward curvature in the latter third of the graph is char
acteristic of the runs with chlorine atoms present.

From the results in Table I, we calculate k c u  = 180 ±  
30 sec- 1  Torr- 1 .6 From the observed ultraviolet

T a b l e  I :  O b s e r v e d  F l u o r e s c e n c e  L i f e t i m e s  f o r  

V a r i o u s  G a s  M i x t u r e s

HC1
- P r e s s u r e ,  T o r r —  

CU A r t , /xsec

N o  u v 1.6 147 600
N o  u v 1.4 21 127 195
W i t h  u v 1.4 21 127 62“

“  A  v a l u e  o f  1 6 0  / ¿ s e c  w a s  u s e d  f o r  t h e  r a t e  i n  a b s e n c e  o f  u v ;  

t h e  b a c k g r o u n d  r a t e  i n c r e a s e d  s o m e w h a t  d u r i n g  u v  e x p e r i m e n t s .

photon flux, the published absorption coefficient of
2.0 X 10-19  cm2/molecule for Cl2 at 3470 A ,6 a 1.5-cm 
average depth in the fluorescence cell, and the data in 
Table I we calculate a chlorine atom pressure of 0.028 
Torr (0.07% dissociation of Cl2). fcci is then (3.5 ±  
2) X 106 sec- 1  Torr-1, which implies a 1.2-A2 cross sec
tion for deactivation of vibrationally excited HC1 by Cl 
atoms. The relaxation rate constant is comparable to 
that for HC1 by H20, for which a hydrogen bonding (as 
well as a V -*■  V) mechanism is probably important.

(1) A. B. Callear and G. J. Williams, Trans. Faraday Soc., 62, 2030 
(1966); J. H. Kiefer and R. W. Lutz, Symp. (Int.) Combust. [Proc.], 
11th, 67 (1967); W. D. Breshears and P. F. Bird, J. Chem. Phys., 48, 
4768 (1968) ; R . J. Donovan, D. Husain, and C. D. Stevenson, Trans. 
Faraday Soc., 66, 2148 (1970).
(2) H.-L. Chen and C. B. Moore, J. Chem. Phys., in press.
(3) E. S. Yeung and C .B . Moore, J. Amer. Chem. Soc., 93,2059 (1971).
(4) Krytox is a DuPont product. It is a polymer of perfluoro- 
propylene oxide thickened with Teflon.
(5) R. L. Johnson, M . J. Perone, and D. W. Setser, J. Chem. Phys., 
52, 6372 (1970). That our value is about a factor of 10 smaller than 
the previously reported value of 2200 sec-1 Torr-1 is presumably at
tributable to more rigorous exclusion of impurities.
(6) D. J. Seery and D. Britton, J. Phys. Chem., 68, 2263 (1964).
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F i g u r e  1 .  D e c a y  o f  H C 1  i n f r a r e d  f l u o r e s c e n c e .  H C 1  l a s e r  

p u l s e  n e a r  3 0  / ¿ s e c ;  r u b y  l a s e r  p u l s e  a t  1 4 0  / ¿ s e c .

V e r t i c a l  s c a l e :  l V / ' d i v .

F i g u r e  2 .  A n a l y s i s  o f  H C 1  f l u o r e s c e n c e  d e c a y  i n  t h e  

p r e s e n c e  o f  c h l o r i n e  a t o m s .  C h l o r i n e  a t o m  

p r o d u c t i o n  a t  t =  0 ,  t  =  6 0  / ¿ s e c .

Thirty per cent (24 kcal/mol) of the energy of the 
3471-A photons used to dissociate Cl2 goes into heating 
the gas mixture.7 For a C v  of 3 cal/deg-mol and a 
chlorine atom production of 0.03 Torr, the temperature 
of 150 Torr of gas will rise only 1°. Thus, thermal 
effects should not be important in this argon moderated 
system. From the published values for Cl2 molecule 
[/cci.cn = 7.9 X 10-32 (cm3/molecule) 2 sec-1] and Ar 
atom [fcci.Ar = 1-1 X 10-32 (cm3/molecule) 2 sec-1]

mediated recombination of chlorine atoms,8 one cal
culates only 0.15 msec- 1  for (l/[C l])/(d[C l]/di). 
Thus, if partial recombination of chlorine atoms is the 
cause of the upward curvature in the decay line as in 
Figure 2, HCl-mediated recombination must be rapid 
with /cci.hci ~  300&C1,ci2. It is also possible that some 
trace impurity acts as a scavenger for chlorine atoms. 
Diffusion of chlorine atoms out of the active zone is 
another possible explanation but is one which requires 
an unrealistically high diffusion coefficient for these 
atoms.

Chlorine atoms are about 2000 times more efficient 
than chlorine molecules in relaxing vibrationally excited 
HC1. The large cross section for chlorine atom de
activation is consistent with Pacey and Polanyi’s esti
mate of a 0 .1  to 0 .0 1 probability based on infrared 
chemiluminescence studies of the H +  Cl2 reaction. 9 

Chen, Stephenson, and Moore also came to the tenta
tive conclusion that chlorine atoms were an effective 
agent in quenching the Cl +  HI chemical laser.7 That 
a strong attractive potential is involved in the collinear 
attack of Cl on the H end of HC1 is shown by Noble 
and Pimentel’s trapping of linear C1HC1 radicals in an 
argon matrix. 10 This reaction is also favored by con
siderations of orbital symmetry. 11

We expect to examine the details of the chlorine atom 
deactivation process and to study related chemically 
potent deactivation systems.
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(7) H.-L. Chen, J. C. Stephenson, and C. B. Moore, Chem. Phys. 
Lett., 2, 593 (1968).
(8) M. A. A. Clyne and D. H. Stedman, Trans. Faraday Soc., 64, 269S 
(1968).
(9) P. D. Pacey and J. C. Polanyi, J. Appl. Opt. in press.
(10) P. N. Noble and G. C. Pimentel, J. Chem. Phys., 49, 3165 
(1968); V. Bondybey, G. C. Pimentel, and P. N. Noble, ibid., in 
press.
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