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The Reaction of Hydrogen Cyanide and Deuterium behind 

Reflected Shock Waves1

by J. M. Brupbacher and R. D. Kern*
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A  c o m p le m e n ta r y  sh o ck  tu b e  te ch n iq u e  h as b een  e m p lo y e d  t o  s tu d y  th e  ex ch a n g e  rea ct io n  o ccu rr in g  in  eq u i­
m o la r  m ix tu res  o f  H C N  a n d  D 2 o v e r  th e  tem p era tu re  ran ge  2 0 0 0 -3 0 0 0 °K . O n e sh o ck  tu b e  o f  th e  co m p le m e n ­
ta r y  sy s te m  re co rd e d  in fra red  em ission  fr o m  H C N  a n d  D O N  h ig h ly  d ilu te  in  arg on . T h e  se con d  sh o ck  tu b e  
w a s  co u p le d  t o  a t im e -o f-f lig h t  m ass sp ectro m e te r  in  ord er to  m o n ito r  m ass p ea k s  o f  in teres t a t  2 0  /isec in ter­
v a ls . T h e  ex p erim en ts  span n ed  a  to ta l gas  d e n s ity  v a r ia t io n  o f  1 .8 -4 .3  X  1 0 - 6  m o l / 'c m 3. T y p ic a l  o b se rv a tio n  
p e r io d s  w ere  a b o u t  500 ¿»sec d u rin g  w h ich  tim e  an  e q u ilib r iu m  c o n d it io n  w as es ta b lish ed  fo r  th e  h ig h er  te m ­
p era tu re  runs. A g reem en t o f  th e  resu lts fr o m  th e  tw o  in d ep en d en t te ch n iq u es  w as o b ta in e d  w ith in  o n e  sta n d ­
a rd  d e v ia tio n . T h e  d a ta  fr o m  b o th  sh o ck  tu b es  w ere fit t o  an  exp ression  in v o lv in g  m o le  fra ction s , {1  — / d c n [1 
+  (/H C N //bcN )eq]l =  e x p (—k [H C N  jo1 -0 [A f]°-62f2) , w ith  th e  ra te  co n sta n t g iv e n  b y  k =  1022 - 27±l)- 19  e x p ( — 51,540  
±  2080 /727 ’ ) ,  c m 3 m o l - 1  s e c - 2  (A f ) _0-52. O n  a co n ce n tra tio n  basis, th e  rea ction  w as fo u n d  t o  b e  se co n d  o rd er  
w ith  re sp ect to  rea cta n ts  a n d  0 .5 2  w ith  resp ect t o  th e  to ta l d e n s ity . N o  a tte m p t  w a s  m a d e  t o  d e te rm in e  th e  
in d iv id u a l ord ers  w ith  re sp ect t o  H C N  a n d  D 2. T h e  fo rm a tio n  o f  D C N  w a s  fo u n d  t o  b e  a n on lin ea r  fu n ctio n  
o f  t im e  w h ich  c lea r ly  in d ica tes  th a t  th e  m ech a n ism  fo r  th e  ex ch a n g e  is com p lex .

Introduction
Dynamic sampling of reacting gases in exchange sys­

tems involving diatomic molecules has revealed that 
the product formation is a nonlinear function of time.2 
Whenever possible,28 the experiments are conducted 
with a complementary shock tube technique in which 
the kinetic data are collected by two independent meth­
ods: infrared emission and time-of-flight mass spec­
trometry (TOF). Reports by other workers of ex­
change reactions using dynamic techniques have dis­
closed quadratic time dependence for product forma­
tion.3 An inert gas dependence was indicated for 
several of these studies although it has been acknowl­
edged that the determination of order was the least 
accurately established quantity.2b However, inert gas 
dependencies for exchange reactions have been re­
ported in numerous publications that relied upon the

single pulse shock tube technique.4 Two studies have 
appeared in which the inert gas order was zero.6

(1) (a) Support of this work by the National Science Foundation un­
der grant GP-23137 and also funds for equipment from NSF De­
partmental Science Development Program GU-2632 are gratefully 
acknowledged; (b) paper presented in part at the Southeast-South­
west Regional meeting of the American Chemical Society, New 
Orleans, La., Dec 1970.
(2) (a) R. D . Kern and G. G. Nika, J. Phys. Chern., 75, 171 (1971); 
(b) R. D. Kern and G. G. Nika, ibid., 75, 1615 (1971); (c) R. D. 
Kern and G. G. Nika, ibid., 75, 2541 (1971).
(3) (a) S. H. Garnett, G. B. Kistiakowsky, and B. V. O’Grady, J. 
Chem. Phys., 51, 84 (1969); (b) T . C. Clark, S. H. Garnett, and 
G. B. Kistiakowsky, ibid., 52, 4692 (1970); (c) I. D . Gay, G. B. 
Kistiakowsky, J. V. Michael, and H. Niki, ibid., 43, 1720 (1965).
(4) (a) S. H. Bauer and E. Ossa, ibid., 45, 434 (1966); (b) D . Lewis 
and S. H. Bauer, J . Amer. Chem. Soc., 90, 5390 (1968); (c) A. Burcat 
and A. Lifshitz, ibid., 47, 3079 (1967); (d) A. Burcat, A. Lifshitz, 
D. Lewis, and S. H. Bauer, ibid., 49, 1449 (1968); (e) A. Lifshitz, 
C. Lifshitz, and S. H . Bauer, J. Amer. Chem. Soc., 87, 143 (1965); 
(f) P. Schechner, A. Burcat, and A. Lifshitz, J. Chem. Phys., 52, 
337 (1970); (g) W . S. Watt) P. Borrell, D. Lewis, and S. H . Bauer, 
ibid., 45, 444 (1966).
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286 J. M. Brupbacher and R. D. K ern

There are two instances where comparisons of the re­
sults from the dynamic methods215 iC have been made 
with those of the single pulse technique.411'15 The for­
mer experiments covered the temperature range 1800- 
3000°K and the latter spanned the interval of 1060- 
1420°K. After adjustment of the single pulse data 
for quadratic time dependence, the rate constants for 
the exchange of H2 +  D 2 were found to lie on the same 
Arrhenius line over the temperature range 1060- 
3000°K .2b Similar agreement was demonstrated for 
the self-exchange of H D .2c Furthermore, in the ex­
change systems HC1 +  D 2,2a H 2 +  D 2,2b and HD +  
H D 2c studied by the dynamic technique, equilibrium 
conditions were attained during the available observa­
tion periods that were in agreement with calculated 
values.

Hence, there is a thread of consistency that runs 
through these various studies which allows two general 
conclusions. The mechanism by which the exchange 
takes place proceeds through a sequence of reactions 
rather than one direct step resulting in the exchange 
product. Secondly, the experimental activation en­
ergies are far below the predicted values for either an 
atomic or molecular mechanism.

The purpose of tnis study was to apply the comple­
mentary shock tube technique to an exchange reaction 
that may be monitored by infrared emission and the 
TOF. The exchange has not been studied nor have any 
kinetic data been obtained for the thermal decomposi­
tion of HCN. It will be shown that the homogeneous 
reaction of H CN with D 2 is complicated by the self­
exchange of HD and by the metathetical reaction 
2HCN ^  C2N 2 +  H 2. The reaction C2N 2 +  H 2 ;=± 
2HCN has been previously investigated under 
heterogeneous conditions.6

Experimental Section

The complementary shock tube facility from which 
all data were obtained has been described previously.2 
In order to remove hazardous vapors from the working 
area, exhaust piping was connected to the mechanical 
pumps.

The experiments were performed using H CN which 
was prepared by the addition of 100 ml of 50%  Mathe- 
son H2S 0 4 to 25 g of Baker CP K C N . The gas which 
evolved was collected at 77°K  and subjected to several 
bulb to bulb distillations before it was placed in the gas 
handling system for storage. The sample was distilled 
again at the time of mixture preparation and only the 
middle fraction was used. Reaction mixtures contained 
equimolar amounts of H CN and Matheson CP D 2 
(99.5% ). Nonreacting mixtures contained equimolar 
amounts of H CN and Matheson Research Grade H 2 
(99.9995%). Liquid Carbonic argon (99.99%) was 
used as diluent for the ir experiments and a Matheson 
Research grade mixture of 99%  N e -1 %  Ar served as 
the diluent for the TOF runs. Typical vacuums in the

MICRONS
3 .0  3 .5  4 .0  5 0  6 0  8 0

Figure 1. Spectral recording of the vibrational envelopes of 
HCN and DCN (upper) and their respective filters (lower).

gas handling system during mixture preparation were 
on the order of 10 ~6 Torr. Partial pressures of reac­
tants and diluent were measured with Wallace-Tiernan 
differential pressure gauges 0-10 and 0-400 in. water, 
respectively. Mixtures were analyzed by the TOF  
analog units and were found to contain no impurity 
species at a concentration level greater than back­
ground. Mixtures were allowed to stand at least 24 hr 
in 5-1. storage bulbs before runs were performed.

A  pair of Infrared Industries interference filters with 
center wavelengths at 3.0 and 3.8 n w'sre selected to mon­
itor the emission from H CN and D C N , respectively. 
The half-band width of the filters is 0.1 tx. An infrared 
spectrum of the gases and their respective filters is dis­
played in Figure 1. The emission signals were intense 
relative to those observed in the HC1-D2 study. 
Hence, it was necessary to reduce the slit width through 
which the radiation passed to 0.5 mm when 2 %  H C N -  
2 %  D 2 experiments were performed at an initial pres­
sure of 10 Torr in order to prevent saturation of the 
detectors. The slit widths were set at 0.8 mm for the 
other runs. Outgassing rates in the ir system were 
less than 0.2 ju/min and as lowr as 0.05 ¿u/min prior to all 
experiments. Repeated shocking of the H C N  mix­
tures resulted in a film buildup at the end wall and on 
the walls up to 10 cm upstream from the end plate. 
This film wras found to be readily soluble in saturated 
N aH C 03 solution. In order to monitor the overall 
cleanliness of the tube, shocks were initiated into argon 
at 5 Torr. These runs, which were performed between 
reacting shocks, not only served as a measure of clean­
liness but also aided in the cleaning process.

Mass spectra weie recorded at 20 gsec intervals on 
Polaroid 10,000 speed film. Peak heights, which were

(5) (a) H. F. Carroll and S. H. Bauer, J. Amer. Chem. Soc., 91, 7727
(1969) ; (b) A. Burcat and A. Lifshitz, J. Chem. Phys., 52, 3613
(1970) .
(6) (a) N . C. Robertson and R. N . Pease, J. Amer. Chem. Soc., 64, 
1880 (1942); (b) N . C. Robertson and R. N. Pease, J. Chem. Phys., 
10, 490 (1942).
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R eaction of Hydrogen Cyanide and D euterium 287

shown to be proportional to concentration with non­
reacting mixtures, were measured for m/e 27 (HCN) 
and 28 (D CN ). A  correction to the D C N  peak height 
due to a H C N  contribution at m /e 28 was accomplished 
by subtracting a constant fraction (0.015) of the H CN  
peak height from the D C N  signal. The fraction was 
determined by shocking nonreacting mixtures of H C N  
and H 2. In the TOF experiments, mixtures were ana­
lyzed for 0 2 just prior to being shocked and for all runs 
found to be less than 25 ppm in 0 2. This level of im­
purity was established with a known 25 ppm 0 2-diluent 
mixture. Film formation was not observed in the TOF  
experiments. Outgassing rates in the TOF system 
were on the order of those reported previously.2

Temperatures were determined as described in ear­
lier work.2 The experimental shock velocities were fit 
by a least-squares routine and extrapolated to the 
appropriate observation station. Hydrogen was used 
exclusively as the driver gas.

Runs at the higher temperatures achieved an equi­
librium condition within the available observation 
times. Statistical thermodynamic formulas were pro­
grammed to calculate the equilibrium ratio D C N : H C N  
as a function of temperature. Thermodynamic data 
were taken from the JANAF tables.7 Calculations 
and plots of data and results were accomplished with 
the aid of a PDP-10 computer and a digital plotter.

Results
An experimental record on Polaroid 3000 speed film 

of the emission time history is shown in Figure 2. The 
contribution to the D C N  signal from H C N  is due to the 
shifting of the vibrational envelopes to longer wave­
lengths at high temperatures. The amount of emis­
sion at 3.8 n due to H C N  was determined by shocking 
equimolar mixtures of H C N  and H 2 dilute in argon 
over the temperature and pressure range spanned by 
the reacting mixtures. The calibration experiments 
also served to establish the relation between signal 
intensities and concentrations.

Photographs of mass spectra are shown in Figure 3. 
Peak heights of interest from left to right are m /e: 
20, 22 (Ne); 26, 27 (H C N ); 28 (D C N ); and40 (Ar). 
The ionizing voltage for the TOF experiments was 
varied from 30-35 eV. In the beginning of this work, 
nonreacting mixtures consisted of H C N  dilute in ar­
gon. However, it was noticed under shock conditions 
that a peak at m /e 52 increased with time until it 
reached a constant value. The peak was attributed to 
cyanogen and its production resulted from the meta- 
thetical reaction 2HCN C2N 2 +  H 2. Additional 
support for this contention was achieved by taking the 
square of the C2N 2:H C N  ratio when constant values 
of each respective peak height were attained. The 
relative sensitivity of the TOF for C2N 2:H C N  was de­
termined to be 1.054. The resulting number com­
pared favorably with the calculated value of the equi-

Figure 2. Experimental record of HCN at 3.0 ¡j. (upper trace) 
and DCN at 3.8 /j. (lower trace). Equimolar mixture in argon 
at 2500°K. The sweep speed is 50 /isec/cm.

A

Jl_ji----
i . .L

A — ___________

K

L  A A

_________A—---- A—---------------------

Figure 3. Tracing of TOF experimental record from four 
sequential photographs for a run at 2700°K. Mass spectra 
are repeated at 20 nsec intervals.

librium constant7 (K  =  7 X  10 ~3 at 2500°K ). Further­
more, inclusion of 2 %  H 2 in the mixture shifted the

(7) “ JANAF Thermochemical Tables,” The Dow Chemical Com­
pany, Midland, Mich., 1965.
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position of equilibrium far to the H CN side and the 
peak at m/e 52 was no longer detectable. Hence, 
calibration mixtures for both TOF and ir experiments 
were prepared with equal amounts of H CN and H 2 in 
order to suppress any effects of C2N 2. It is interesting 
to note that in those experiments performed on the 
TOF without hydrogen in the test mixture, equilib­
rium amounts of HCN and C2N 2 were observed up to 
and beyond 500 jusec of observation time. This obser­
vation means that mixing of hydrogen driver gas with 
test mixture was confined largely to the contact surface 
region during the analysis time.

The data generated by both the TOF and ir-emission 
shock-tube facilities were fit to the general expression

{ l  — / dCn [1 +  (/HCN//DCN)eq] } =  CXp( — k't*) (1)

where / dcn is the mole fraction of D C N , k' is the rate 
constant, and z is the time power for product forma­
tion. A  plot of the log (—log) of the left hand side of 
expression 1 vs. log of time yields a line whose slope 
represents the time power. A plot was made for each 
experiment and z was determined to have a value near
2. It was found that all of the mole fraction reac­
tion profiles were satisfactorily fit with a quadratic 
time dependence. There was no indication of an in­
duction period.

A  specific example of these plots is shown in Figures 
4 and 5 for an infrared emission experiment. Reduc­
tion of the emission profiles was accomplished as previ­
ously described for the HC1-D2 exchange.2“

In the general expression, eq 1

V  =  k [HCN Jo1 [D2 ]oxi [M ]v (2)

where [HCN]0 and [D2]0 are the initial concentrations 
of the reactants. The combined order dependence on 
the reactants, x +  x', was determined by studying a 
2 %  H C N -2 %  D 2 mixture and a 1%  H C N -1 %  D 2 
mixture, both at an initial pressure of 10 Torr. Dou­
bling the initial concentration of reactants had the effect 
of doubling the value of k'. The combined order x

St

Figure 4. Reaction profile derived from an infrared 
experiment at 2337 °K and fit to a quadratic time dependence.

Figure 5. Time power plot of the data shown in 
Figure 4; slope =  2.07.

Figure 6. Arrhenius plot of the data in Table I : O, mixture
A; V, B; 0, C.

+  x ' was equal to 1 on a mole fraction basis and equal 
to 2 on a concentration basis since / dcn is defined by 
[D C N ]/[H C N  ]o.

The order y for the total gas density was determined
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by comparing k' for a pair of mixtures with the same 
initial reactant concentration, 2 %  H C N -2 %  D 2, but 
different initial pressures, 5 and 10 Torr. The value 
of y is 0.52. The rate constants for the ir experiments 
are listed in Table I and an Arrhenius plot appears in 
Figure 6. Least-squares treatment of the data yielded 
values of log A  =  22.58 ±  0.28 and E* =  54.84 ±  3.05 
kcal mol-1 .

Table I :  Rate Constants for the H CN -D 2 Exchange; 
Ir Experiments

10® p, mol 10-16 k,  cm* mol~
T,  °K  cm~* sec"2 [A f]- « «

Argon Diluent. A. 2%  H CN -2%  D2 (Pi =  5 Torr)

2233 1.98 14.5
2246 1.98 16.8
2250 1.99 17.6
2284 2.00 18.9
2308 1.99 29.0
2320 2.01 31.3
2324 2.01 30.4
2337 2.02 17.9
2337 2.02 27.0
2357 2.03 33.4
2407 2.08 35.8
2465 2.06 100
2509 2.08 61.9
2555 2.09 82.0
2736 2.13 166
2874 2.18 206
2880 2.18 258
2951 2.20 344

B. 2%  H CN -2%  D 2 (Pi =  10 Torr)

2204 3.95 14.3
2263 4.00 21.0
2319 4.04 33.1
2319 4.02 34.1
2435 4.10 51.4
2445 4.12 46.1
2450 4.16 27.1
2450 4.12 31.6
2455 4.12 87.8
2640 4.23 135

C. 1% H C N -1%  D 2 (Pi =  10 Torr)

2230 3.84 18.1
2329 3.90 19.0
2360 3.92 21.4
2369 3.92 35.0
2430 3.97 44.0
2513 4.02 65.1

In the TOF experiments, the mole fraction of D C N  
is given by

/ dcn =  /idcn/ ( ^ hcn +  ^dcn) (3)

where /¿Hcn and /¿dcn are the peak heights of H C N  and 
the corrected peak height of D C N , respectively. The 
combined reactant older dependence was obtained by

shocking two mixtures containing different initial con­
centrations, 2 %  H C N -2 %  D 2 and 1%  H C N -1 %  D 2, 
N e -1 %  Ar diluent, at the same initial pressure 5 Ton- 
over the temperature range 2000-3000°K . The value 
of k' was different for the two mixtures by a factor of 2. 
Experiments at higher initial pressures would have in­
creased the TOF ion source pressure beyond prudent 
operating pressures. A  series of runs was made on a 
mixture dilute in argon. The results of these experi­
ments appear in Table II and Figure 7. The Arrhen-

Table II: Rate Constants for the H C N -D 2 Exchange; 
TOF Experiments

10® p, mol 10-16 k, cm® m ol-1
T,  "K cm - * sec-2 [A f]-0-62

N e-1%  Ar Diluent. D. 2%  H C N -2%  D2 (P i =  5 Torr)

2004 1.89 4.03
2070 1.84 9.97
2112 1.93 4.98
2160 1.95 11.5
2171 1.96 11.5
2200 1.97 11.3
2237 1.98 16.4
2306 2.01 29.7
2318 2.02 16.9
2581 2.09 54.0
2702 2.13 186

E. 1% E C N -1%  D 2 (P, =  5 Torr)

1942 1.76 5.51
2090 1.83 8.79
2099 1.90 8.81
2141 1.84 13.8
2146 1.88 7.26
2152 1.96 13.9
2158 1.89 9.61
2164 1.95 10.7
2181 2.07 9.75
2271 2.03 15.3
2304 1.99 33.2
2310 1.92 29.7
2327 1.86 30.2
2329 1.90 16.0
2380 2.03 33.3
2404 1.99 34.7
2420 1.81 37.0
2468 2.06 33.6
2478 2.06 41.9
2547 2.16 60.1
2614 1.98 206
2691 2.00 101

Argon Diluent. F. 1%  H C N -1%  D 2 (P i =  5 Torr)

2016 1.82 6.86
2119 1.89 20.5
2181 1.91 11.4
2194 1.90 13.2
2455 1.96 21.9
2565 1.99 80.7
2673 2.06 57.5
2934 2.18 620
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Figure 7. Arrhenius plot of the data in Table I I : X , mixture 
D ; A, E; <S>, F.

ius parameters are log A  =  22.07 ±  0.29 and E* =  
49.53 ±  3.04 kcalm ol-'.

The ir and TOF data agree within one standard de­
viation and an Arrhenius plot of all the data in Tables 
I and II is shown in Figure 8; log A  =  22.27 ±  0.19 
and E* =  51.54 ±  2.08 kcal mol-1 . The units of k 
are cm3 mol-1 sec-2 (Af)-0 -52. The unit of M  are mol 
cm-3 .

Several experiments were performed on mixture D  
with the TOF recording the low mass spectra at m/e 
2, 3, and 4. The presence of H2 was confirmed and was 
attributed to the self-exchange of H D 2a and the meta- 
thetical reaction of HCN. Reaction profiles were 
constructed using the mole fraction of H D. Quadratic 
time dependence was observed and rate constants were 
calculated. In Figure 9, the results of these runs are 
compared to the Arrhenius line of Figure 8.

Discussion
It is instructive to tabulate the results of previous 

studies and this one with respect to rate law parameters

{1 ~  / p[1 +  ( /r //P)ea]} =  exp(-k [rY + * '[M ]n *)  (4)

where / r and / p are the mole fractions of reactants and 
products. The results are listed in Table III. The 
value of y for the exchange of H 2 +  D 2 was taken to be 
one for the purpose of comparing the rate constants with 
those of a single pulse study. The rest of the entries 
are experimental quantities. All four exchange re­
actions were fit to quadratic time profiles.

Various mechanisms have been proposed and re­
jected for these exchange reactions. Some of the same 
arguments apply to the H C N -D 2 system. A  direct 
four center molecular mechanism is eliminated because 
of the nonlinear time dependence for product formation 
and the inert gas dependence. An atomic mechanism

Figure 8. Combined Arrhenius plot of the data in Tables I 
and II. Same symbols as Figures 6 and 7.

Figure 9. Low mass data points, O. Solid line is 
taken from Figure 8.

Table III : Rate Law Parameters

x + E*, kcal
Reaction x' V mol"1

HCl +  D22° 0 1 34.34 ±  3.13
H2 +  D / 0 44.37 ± 2 .5 1
HD +  H D 2C 0 0.57 40.98 ±  2.25
HCN +  D 2 1 0.52 51.54 ±  2.08

is attractive because the combined reactant order de­
pendence and the quadratic time dependence are in 
agreement with the predicted value. However, a total
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gas density order of 1 is predicted at the pressures 
studied here and the observed activation energy is 
much lower than predicted. Comparison of a product 
profile calculated with the equation derived from the 
atomic mechanism with an experimental profile reveals 
the inadequacy of the mechanism. An atomic mech­
anism would have an activation energy that reflected 
the bond energies of the reactants plus the activation 
energy associated with the subsequent three center 
atom-molecule reactions. Arguments can be made 
against a vibrational energy chain mechanism because 
of the conflict between the predicted linear time de­
pendence and the observed quadratic behavior. This 
part of the discussion has appeared previously2 and the 
reader may easily fill in the elementary reaction steps 
for the preceding mechanisms applicable to H C N -D 2 
exchange.

It is important to distinguish between the vibrational 
energy chain mechanism described in ref 2 and the vi­
brational excitation mechanism proposed by Professor
S. H. Bauer.4a The vibrational energy chain mech­
anism may be more completely described as a two-state 
vibrational equilibrium model in contrast to the vibra­
tional excitation mechanism which is a multistate vibra­
tional excitation sequence. The latter postulates that 
the exchange reaction occurs rapidly when a molecule 
possesses a critical amount of vibrational energy. The 
exchange process causes a depletion of the population 
of vibrational levels above the critical level and pre­
vents the system from attaining a Boltzmann distribu­
tion of vibrational energy for a time greater than the 
vibrational relaxation times. Attempts to solve the 
coupled differential equations for the vibrational excita­
tion model involved the application of the steady state 
approximation.48-8 A  recent development is the solu­
tion of this problem without invoking the steady state 
condition.9 Using reaction conditions pertinent to the 
dynamic study of the H 2-D 2 exchange,211 the calcula­
tion reveals a nonlinear time dependence for product 
formation which changes over the observation period 
from a power greater than 3 to 1.2 and the absence 
of an induction period. Therefore, there is no incom­
patibility between the results reported earlier2b and the 
multistate vibrational excitation sequence. The appli­
cation of Dr. Fisher’s computer program to the system 
of interest here is a formidable task at this time be­
cause of the increased number of vibrational degrees of 
freedom for HCN.

There is a reaction pathway available in this system 
that was absent in the other three,2 namely, the forma­
tion of a stable molecule from a metathetical reaction 
whose reverse reaction may cause the exchange to take 
place. The experimental evidence indicates that the 
reaction of cyanogen and hydrogen occurs via a com-

Enaction of Hydrogen Cyanide and D euterium 291

R E A C T I O N  T I M E

Figure 10. Product formation profile for any 
elementary reaction.

plex mechanism.6'10 The reaction is currently being 
studied in this laboratory using the technique of in­
frared emission and time-of-flight mass spectrometry 
to accomplish dynamic analysis of the reacting species 
behind reflected shock waves.11 The infrared emission 
observed from the product H CN through a 3.0 ¡i inter­
ference filter displays a nonlinear time dependence 
which is a diagnostic of a complex mechanism.

Figure 10 depicts the profile for any elementary re­
action. A  complex mechanism may also generate a 
like profile and the horizontal portion may represent a 
steady state condition rather than an equilibrium level 
during the available observation time. However, a 
nonlinear increase in product concentration is a diag­
nostic of a complex mechanism and such behavior 
rules out the existence of an elementary reaction for 
that particular species. The converse is not true.

It is apparent that experimental study of the C2N 2 
+  II2 reaction under homogeneous conditions is neces­
sary before any definitive statements regarding the role 
of cyanogen in the exchange reaction mechanism may 
be made. The data presented herein for the exchange 
of hydrogen cyanide and deuterium support a com­
plex mechanism.
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T h e  k in etics  o f  th e  th erm a l d e c o m p o s it io n  o f  1 ,1 ,1 ,2 -te tra flu oroe th a n e  h a v e  b een  stu d ied  u sin g  a sing le  pu lse  
sh ock  tu b e  in  th e  tem p era tu re  ran ge  1 1 7 0 -1 4 1 0 °K  a t  to ta l re fle cted  sh ock  pressu res o f  a b o u t  2 8 5 0 -3 8 0 0  T o r r . 
A lth o u g h  th e  m ain  rea ction  in v o lv e s  th e  m olecu la r  e lim in a tion  o f  h y d rog en  flu orid e , C 2H 2F 4 C 2H F 3 +  
H F , a  ra d ica l m ech a n ism  is p rop osed  to  exp la in  th e  fo rm a tio n  o f  a d d ition a l p r o d u c ts  d e r iv e d  fr o m  th e  sciss ion  
o f  th e  C - C  b o n d . F r o m  th e  ana ly sis  th e  first-ord er ra te  co n sta n t w as fo u n d  to  b e  lo g  fci (s e c -1 ) =  13 .42  ±  
0 .28  — (70 ,700  ±  1 7 0 0 )/2 .3 0 3 f?7 ’ . W ith  th is  v a lu e  o f  fci it  w as p oss ib le  to  ev a lu a te  th e  C -G  b o n d  d is so c ia t io n  
en ergy , D (C H 2F - C F 3) =  92 .3  ±  2 .9  k ca l m o l -1 .

Introduction

P r e v io u s  w o r k  o n  t h e  d e c o m p o s i t i o n  o f  f lu o r o -  
e t h a n e s  h a s  e s t a b l is h e d  p r im a r i ly  t h e  A r r h e n iu s  
p a r a m e t e r s  f o r  t h e  m o le c u la r  e l im in a t io n  o f  h y d r o g e n  
f lu o r id e .  T h i s  r e a c t i o n  g o v e r n s  t h e  k in e t ic s  o f  th e s e  
c o m p o u n d s  a t  t e m p e r a t u r e s  b e l o w  1 3 5 0 °  K ,  a s  h a s  
b e e n  d e m o n s t r a t e d  f o r  t h e  s e r ie s  C 2H 6_ „ F B (w h e r e  n = 
1 - 3 ) . 2 - 7  H o w e v e r ,  s t u d ie s  o f  t h e  p y r o ly s i s  o f  1 ,1 ,2 ,2 -  
C 2H 2F 48 ,9  a n d  C 2H F 5 , 10 u s in g  t h e  s in g le  p u ls e  s h o c k  t u b e  
( S P S T )  t e c h n iq u e ,  h a v e  in d i c a t e d  t h e  in c r e a s in g  
im p o r t a n c e  o f  t h e  p a r a l le l  C - C  b o n d  s c is s io n  r e a c t io n .  
I n  t h e s e  c a s e s  t h e  m a jo r  p r o d u c t  w a s  s t i l l  t h e  f lu o r o -  
e t h y le n e  d e r iv a t iv e ,  a l t h o u g h  s e v e r a l  o t h e r  s t a b le  
s p e c ie s  a r o s e  a s  a  r e s u l t  o f  t h e  r a d ic a l  r e a c t io n s .  M e c h ­
a n is m s , w h i c h  w e r e  c o n s i s t e n t  w i t h  t h e  o b s e r v e d  
p r o d u c t s ,  w e r e  p r o p o s e d  in  e a c h  in s t a n c e .  F r o m  t h e  
a n a ly s is  i t  w a s  p o s s ib le  t o  e v a lu a t e  n o t  o n ly  t h e  
A r r h e n iu s  p a r a m e t e r s  f o r  H F  e l im in a t io n  b u t  a ls o  t h e  
C - C  b o n d  d i s s o c ia t i o n  e n e r g ie s  D ( C H F 2- C H F 2)  a n d  
jD ( C H F 2- C F 3) .  T h e  g e n e r a l  t r e n d  o f  t h e  a c t i v a t i o n  
e n e r g y  f o r  H F  e l im in a t io n  w i t h  a d d i t i o n a l  f lu o r in e  
a t o m  s u b s t i t u t io n  h a s  b e e n  e s t a b l i s h e d . 9 1 0  H o w e v e r ,  
t h e  e f f e c t  o f  /3 -f lu o r o  s u b s t i t u t io n  u p o n  t h is  t r e n d  h a s  
n o t  b e e n  r e s o lv e d .  A d d i t i o n a l  f lu o r in e  s u b s t i t u t io n  
s e e m s  a ls o  t o  p r o v i d e  a  c o n c u r r e n t  in c r e a s e  in  t h e  
C - C  b o n d  d i s s o c ia t i o n  e n e r g y .

T h u s ,  t h e  p r e s e n t  w o r k  h a s  t h r e e  im p o r t a n t  o b ­
j e c t i v e s :  f i r s t ly ,  t o  p r o v id e  a  m e c h a n is t i c  in t e r ­
p r e t a t io n  o f  t h e  o b s e r v e d  r e a c t i o n  p r o d u c t s ,  w h i c h  is  
c o n s i s t e n t  w i t h  t h e  p r e v io u s  in v e s t ig a t io n s  o f  1 , 1 ,2 ,2 -  
C 2 H 2 F 49 a n d  C 2 H F 5 ; 10 s e c o n d ly ,  t o  e v a lu a t e  t h e  
A r r h e n iu s  p a r a m e t e r s  f o r  H F  e l im in a t io n  f r o m  1 ,1 ,1 ,2 -  
C 2H 2F 4 a n d  t o  e x a m in e  t h e  e f f e c t  o f  s t r u c t u r e  o n  t h e  
a c t i v a t i o n  e n e r g y  o f  t h is  r e a c t i o n ;  f in a l ly ,  t o  e s t im a t e  
t h e  i m p o r t a n t  t h e r m o c h e m ic a l  q u a n t i t y ,  H ( C H 2F - C F 3) .

Experimental Section
T h e  1 ,1 ,1 ,2 - t e t r a f lu o r o e t h a n e  w a s  d o n a t e d  b y  t h e  

D u  P o n t  d e  N e m o u r s  C o . ,  a n d  a  g c  a n a ly s is  s h o w e d  i t  
h a d  a  p u r i t y  o f  9 9 .9 5 % .  T h e  m e t h y l  f lu o r id e ,  f lu o r o -  
f o r m ,  v i n y l  f lu o r id e ,  a n d  h e x a f lu o r o e t h a n e  w e r e  
M a t h e s o n  C o .  r e s e a r c h  g r a d e  g a s e s , a s  w a s  t h e  a r g o n  
d i lu e n t  ( 9 9 .9 9 8 %  p u r i t y ) .  P e n t a f lu o r o e t h a n e  a n d  
t r i f lu o r o e t h y le n e  w e r e  o b t a in e d  f r o m  P e n in s u la r  C h e m -  

r e s e a r c h  I n c . ,  a n d  w e r e  f o u n d  t o  b e  9 9 . 9 %  p u r e .  
T e t r a f l u o r o e t h y l e n e  w a s  p r e p a r e d  b y  h e a t in g  p o l y -  
t e t r a f lu o r o e t h y le n e  ( T e f l o n )  s h a v in g s  in vacuo, a n d  
t h e  p r o d u c t  w a s  p u r i f ie d  b y  t r a p - t o - t r a p  d is t i l la t i o n .
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Table I : Experimental Results

Shock IVlach. No.—> Ps, 2's, t, ---------- Prodt ct ratios0------- — 7. 6 A-UC» ki, le ' & k\
W u Wn Torr °K n  8ec R i R i R i R* sec"1 sec"1 sec"1 sec-1

2.173 1.300 2851 1177 580 0.0010 1.71 1.52
2.181 1.282 2829 1174 680 0.0013 1.97 1.83
2.231 1.303 3033 1224 681 0.0039 5.84 5.27
2.245 1.289 3043 1228 674 0.0054 7.92 7.30
2.245 1.306 3088 1237 688 0.0058 8.44 7.73
2.255 1.294 3087 1238 765 0.0080 10.5 9.58
2.245 1.302 3077 1235 824 0.0086 10.4 9.61
2.282 1.290 3161 1253 893 0.0125 13.9 12.9
2.272 1.303 3164 1251 764 0.0137 17.8 16.3
2.283 1.332 3269 1272 681 0.0136 19.8 18.2
2.293 1.323 3282 1285 865 0.0197 0.0138 0.0018 22.5 20.8 32.4 30.2
2.303 1.314 3288 1278 873 0.0226 0.0090 0.0026 0.0010 25.5 23.2 34.7 31.8
2.288 1.305 3219 1271 779 0.0201 25.6 23.5
2.314 1.308 3309 1293 835 0.0287 0.0170 0.0024 0.0029 33.7 30.6 49.9 45.7
2.327 1.306 3346 1296 864 0.0310 0.0129 0.0033 0.0038 35.0 32.0 50.5 46.5
2.3J4 1.329 3364 1304 897 0.0390 0.0036 0.0027 0.0037 42.2 38.7 67.3 62.1
2.336 1.337 3458 1327 916 0.0478 0.0386 0.0039 0.0049 50.2 47.0 73.6 69.2
2.323 1.320 3367 1306 948 0.0503 0.0300 0.0030 0.0040 51.0 47.7 79.9 75.2
2.330 1.350 3473 1325 888 0.0484 0.0455 0.0035 0.0052 52.4 48.7 86.5 80.9
2.345 1.339 3493 1335 840 0.0669 0.0598 0.0044 0.0063 75.5 69.7 122 113
2.367 1.346 3583 1353 857 0.0897 0.0944 0.0085 0.0099 96.1 89.8 164 152
2.350 1.348 3533 1349 840 0.0931 0.0713 0.0067 0.0125 103 94.9 168 158
2.365 1.355 3602 1361 894 0.116 0.111 0.0085 0.0168 118 109 201 188
2.413 1.351 3751 1394 836 0.216 0.238 0.0141 0.0410 215 200 394 370
2.413 1.357 3768 1397 914 0.290 0.369 0.0196 0.0650 251 237 486 460
2.418 1.365 3810 1411 924 0.478 0.546 0.0210 0.0860 372 348 671 630

a R< = [X i]/[C H 2FCF3] where X< = CHFCF 2, c h f 3, c h f c h 2, 0F2CF2 for i =  1, 2, 3, 4, respectively, and R i  is determined experi
mentally. b Rate constants uncorrected for the finite cooling rate of the rarefaction fan.

A dilute reaction mixture (1%  1,1,1,2-C2H2F4 in Ar) 
was prepared in a large stainless steel tank and allowed 
to mix thoroughly before use.

The design and operation of the modified SPST has 
been fully described previously.11'12 After evacuation 
the tube was filled with pure argon, while the ball 
valve was filled to the same pressure with the reaction 
mixture. Using amplified signals from two high- 
frequency pressure transducers, the incident and 
reflected shock transit times were registered on micro­
second counters. Also, the wave history near the end 
plate was obtained from a photographic record of the 
oscilloscope trace.

Following each shock a sample of the fully mixed 
gases was withdrawn and subjected to analysis using a 
gas chromatograph (Yarian, Model 1740). The mix­
tures were separated on a 12-ft silica gel column at 
125° with helium as carrier gas (30 cm3 min-1). Quan­
titative identification of the product/reactant ratios 
was obtained by comparison with standard mixtures 
prepared for calibration purposes. The conversions 
ranged from ~ 0 .1 %  at 1170°K to 46%  at 1410°K.

Results
The reflected shock wave parameters P;> and T-, 

given in Table I were calculated from the incident and 
reflected shock wave Mach numbers W u and Wn-

The reaction dwell time, t, was determined by a 
previously described method.11 The initial cooling 
rate of the rarefaction fan, m =  (dTs/di)«, was derived 
from the oscillographic pressure record. The values 
of — to varied between 4 X  105 and 1 X  106 °K  sec-1 .

Between 1170 and 1300°K  the major reaction product 
was C2HF3. However, above 1300°K significant 
amounts of other products were formed. These were 
identified, by gc, as CH3F, CHF3, C2HF5, C2F6, C2H3F, 
and C2F4. Two other products which could not be 
identified as either Ci or C2 fluoro hydrocarbons were 
present in negligible amounts, compared to the total 
product formation. Hexafluoroethane had a very low 
sensitivity to the flame ionization detector, and con­
sequently the peak areas associated with it were 
practically immeasurable. A  discussion of this problem 
is to be found elsewhere.10 The product/reactant 
ratios, with the exception of [C2F6]/[C2H2F4], are set 
out in Table I.

Kinetic Analysis
A simplified reaction scheme is presented below. 

It is consistent with the observed products and the 
studies of 1,1,2,2-C2H 2F49 and C2HF 6.10 However, it

(11) E. Tsehuikow-Roux, Phys. Fluids, 8, 821 (1965).
(12) J. M . Simmie, W . J. Quiring, and E. Tschuikow-Roux, J. Phys. 
Ghent., 73, 3830 (1969)
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should be noted that the mechanism has not been 
tested for the effects of pressure, concentration, and 
inhibitors.

c h 2f c f 3 - CHFCF2 +  HF (D
kz

- CH 2F +  CFs (2)

CH2F +  CFs - CH 2FCF3 ( - 2 )

of CFs radical combination the chemically activated 
adduct may either undergo eollisional stabilization or 
redissociate, reaction 4. An additional reaction mani­
fold exists in the case of the chemically activated 
CH2FCF3* formed in —2 in that HF elimination is 
also possible, and this is implicitly included in reaction
1 . Analogous considerations apply in the case of C H 2F 
radicals.

CH 2F +  CF3 CH F3 +  CHF (3)

2CF3 C2F6 ( - 4 )

C2F6 - ^ >  2CF3 (4)

2CH2F CH FCH 2 +  HF (5)
kt

CHF +  CH 2FCF8 — >  CH2F +  CHFCFs (6)

CHFCF3 CF2CF2 +  H  (7)

H  +  CH 2FCF3 CHFCFs +  H 2 (8)

H  +  r 4 - R H  (9)

The secondary processes that arise from the C -C  
bond scission are discussed in detail below.

Abstraction Reactions. Under these experimental 
conditions it can be shown10 that hydrogen abstraction 
reactions involving Ci radicals are slow compared to 
the combination steps —2 and —4, for example. Thus, 
the reactions

CFS +  CH 2FCF3 CHF3 +  CHFCF3

and

CH2F +  CH 2FCF3 — ■> CH3F +  CHFCF3

are excluded from the scheme. Further evidence that 
this approximation is valid is provided by the product 
analysis which indicates that the amount of CH3F 
formed is ~ 2 %  of the total product formation at 
the highest temperature.

There is only a sparsity of data on the reactivity of 
the CHF species. Experiments13 using tritiated mono- 
fluoromethylene showed that the addition of CTF to 
olefins was stereospecific, but there was no evidence 
for any insertion reactions. In this case only minute 
amounts of C3 compounds were observed, and the 
addition reaction of CHF is discounted. Concentra­
tion restrictions would make 2CHF -*■ CHFCHF un­
favorable and in any event CHFCHF was not found 
experimentally. Triplet methylene, 3CH 2, usually 
produced in thermal systems, is known to abstract 
hydrogen;14-15 however, a recent study16 has indicated 
that 1OH2 may undergo a similar reaction. Thus, by 
analogy to CH2, process 6 is postulated as being the 
reaction manifold for the CHF species.

Combination Reactions. The scheme includes Ct 
radical combination reactions —2 and —4. In the case

2 CH2F CH 2FCH 2F* (10)

CH 2FCH 2F* — ^  CH 2CHF +  HF (11)

CH 2FCH2F (12)

In their chemical activation study Pritchard, et al.,11
have shown that the elimination/stabilization ratio for 
CH2F radicals, fcn/fci2, lay between 0.6 to 3.5 in the 
temperature range 25-300° and total pressures of
about 75 Torr. Under the present experimental con­
ditions the stabilization will be favored due to a 50-fold 
increase in pressure. However, this will be compen­
sated for by the threefold increase in temperature, 
since ku/ki2 increases quite markedly with temperature 
above 500°K. Thus, the condition that ku/kvi >  1 is 
maintained and justifies our omission of reaction 1 2 . 
This is further corroborated experimentally, since no
1 ,2 -difluoroethane was observed.

The tetrafluoroethyl radical combination reaction 
2CHFCF3 — C4H 2F 8 and the cross combinations 
C H 2F  +  CHFCFs - *  C3H3F5 and CF3 +  CHFCFs 
C3HF7 are excluded on the basis of product analysis.

Finally, reaction 9 which accounts for all radicals 
combining with a hydrogen atom is included to provide 
a formal chain termination step, but was excluded in the 
theoretical analysis.

Disproportionation Reactions. The disproportiona­
tion reaction 3 has not been previously reported 
although similar reactions involving fluoromethyl 
radicals with a total of four or five fluorine atoms do 
occur. 13- 19 The reaction is proposed to explain the 
formation of relatively large amounts of fluoroform.

Since cross-combination reactions have been omitted, 
the corresponding cross-disproportionation reactions

CH 2F +  CHFCFs —^  CH3F +  C2F4

and

CF3 +  CHFCF3 CHFs +  C2F4

(13) Y .-N . Tang and F. S. Rowland, J. Amer. Chem. Soc., 89, 6420 
(1967).
(14) C. H . Bamford, J. E. Casson, and A . N . Hughes, Proc. Roy. Soc., 
Ser. A, 306, 135 (1968).
(15) C. H. Bamford, J. E. Casson, and A. N. Hughes, Chem. Com­
mun., 1096 (1967).
(16) H. D. Roth, J. Amer. Chem. Soc., 93, 1527 (1971).
(17) G. O. Pritchard, M . Venugopalan, and T . F. Graham, J. Phys. 
Chem., 68, 1786 (1964).
(18) G. O. Pritchard and M . J. Perona, Int. J. Chem. Kinet., 1, 509 
(1969).
(19) G. O. Pritchard and M . J. Perona, ibid., 2, 413 (1970).
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have also been excluded because radical disproportion- 
ation/combination ratios are usually less than unity. 
However, an unusual feature is the presence of C2HF6, 
amounting to about 1.5%  of the total product formation 
at the highest temperature. In a recent study Cadman, 
et al.,i0 conclude that polar radicals seem to have a 
much larger disproportionation/combination ratio than 
nonpolar radicals. Thus, the C2HF5 may be originating 
from

2CHFCFS — >  C2HF5 +  C2HF3

However, the reaction has been excluded from the 
scheme, since only small amounts of C2HF5 were ob­
served experimentally.

Elimination Reactions. Reaction 7 actually repre­
sents two steps, the elimination of a hydrogen atom, 
then an intramolecular fluorine atom rearrangement. 
The elimination of a hydrogen atom is preferred over 
fluorine atom expulsion on the basis of bond dissociation 
energies. The activation energy for the process, 
C 2 H 6 - * ■  C 2H 4 +  H, is about 40 kcal mol- 1 , 21 which is 
considerably less than the C -H  bond energy in C2H 6 
(98 ±  1 kcal mol- 1 ) . 22 Although there may be a 
decrease in the C -F  bond energy in C H F C F 3  it will 
not be sufficient to make fluorine atom elimination a 
competitive reaction.

The elimination of HF from C H F 3  may also occur23-23

CHF3 CF2 +  HF (13)

but under these experimental conditions, indications24 
are that fc13 may be a pressure-dependent rate constant. 
Therefore, we assume the rate of (13) to be slow com­
pared to fci [CH2FCF3], so that reaction 13 is omitted.

The theoretical carbon mass balance (in terms of 
product/reactant ratios) was found to be

(A ),/(A ) =  1 +  R i +  V 2R2 +  R* +  R< (I)

where (A)0 is the initial concentration of CH 2FCF3; 
(A) =  [CH2FCF3]; Ry =  [C2HF3]/[C H 2FCF3];
R, =  [CHF3 ] /  [CH2FCF3 ]; ft3 =  [C2H 3F ]/C H 2FCF3]; 
and Rt =  [C2F4]/[C H 2FCF3]. Assuming that (X ) =  
[CH2F] ~  [CF3] and using the stationary-state equa­
tions for transient species, the concentration of C4 radi­
cals is given approximately by

(X )2 =  /c2(A)/2A_2 (II)

The depletion of A  is given by

-d (A ) /d i  =  fcj(A) +  fc*(A) -

fc_2(X )2 +  A6(CHF)(A) (III)

From the stationary-state equation for the CHF  
species it is found that

fc,(CHF)(A) =  fc3(X )2 (IV)

Substitution of eq IV  in III and elimination of the 
radical concentrations using eq II yields

— d (A ) /d f  =  k'(A ) (V )

where

k ' =  [ h  + ' / M l  +  h / k - 2) }  (V I)

Integrating eq V  with the boundary conditions that 
(A) =  (A)0 at t  — 0 gives

* '  =  (1 /0  In  [ ( A y (A ) ]  ( V I I )

=  (1/f) In (1 +  Ri +  V 2/22 +  -K3 +  Ri)

The formation of C2HF3 is given by

d(C2HF3)/d t =  h (A ) =  ki(A)0e~k,t (VIII)

Integrating V III with (C2HF3) =  0 at t =  0 and 
substituting k' from eq VII we obtain

ki =  Ri In ( 1  +  R\ -{- y*R, /23 -f- Ri)/

[Ri +  V 2S 2 +  R3 +  Ri]t (IX )

The values of /q obtained from eq I X  are given in 
Table I as fcuo, the uncorrected rate constant. The 
corrected rate constant is given by7'11

h  =  k j [  1 -  ( e / t ) }  (X )

where

« =  (RT62/Em){ 1 — exp( — E/[RT$ —

W l n { ) ] ) }  ( X I )

In eq X I  E  is the activation energy obtained to a first 
approximation from a plot of log kul. vs. l/T ; m =  
(dTf)/dO<; Ta is the reflected shock ' temperature; 
and £ =  10-2 is a cut-off parameter.7 The corrected 
rate constants are given in Table I, and their tempera­
ture dependence is plotted in Figure 1.

From eq VI we obtain

( F  -  h )  =  y 2fc2( l  +  fca/fc-2) ( X I I )

which yields an estimate of the rate constant for the 
C -C  bond scission, fc2, provided the value of the dis- 
proportionation/combination ratio, (fc3/fc_2), for CH 2F  
and CF3 radicals is known at high temperatures. The 
uncorrected and corrected [using eq X  and X I ]  values of 
k' are given in Table I, and the temperature dependence 
of the rate constant difference (k' — ki) is plotted in 
Figure 2.

Discussion
A least-squares analysis of the high-pressure limiting

(20) P. Cadman, Y . Inel, and A. F. Trotman-Dickenson, J. Chem. 
Soc. A, 1207 (1970).
(21) L. F. Loucks and K . J. Laidler, Can. J. Chem... 45, 2795 (1967).
(22) J. A. Kerr, Chem. Rev., 66, 465 (1966).
(23) E. Tschuikow-Roux and J. E. Marte, J. Chem. Phys., 42, 2049 
(1965).
(24) E. Tschuikow-Roux, ibid., 42, 3639 (1965).
(25) S. F. Politanskii and V. U. Shevchuk, Kinet. Ratal., 9, 496 
(1968).
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Figure 1. Temperature dependence of the rate constant ki for 
HF elimination from CH2FCF3.

Figure 2. Temperature dependence of (k' — ki).

rate constants, ku reported in Table I yields the Ar­
rhenius expression

h  (sec-1 2) =  1013-42±0-28 exp [-(7 0 ,7 0 0  ±  1700)/RT]

where the error limits are standard deviations. The 
Arrhenius parameters for HF elimination from fluoro- 
ethanes, using several techniques, are shown in Table 
IE It should be noted that chemical activation 
studies using the R R K  formulation have been omitted 
since they may be subject to considerable error.26’27 
Two conclusions, concerning the trends in the activa­
tion energies, can be drawn from Table II.

Table II : Arrhenius Parameters for HF Elimination 
from Fluoroethanes

E, kcal log A,
Fluorocarbon mol-1 sec-1 Method Reference

c h 3c h 2f 6 2 . 6 1 4 .4 F S 2
5 8 . 2 1 3 .3 1 SP 3
5 9 . 9  ±  1 .0 1 3 .4 2  ±  0 . 3 S T 5a

c h 2f c h 2f 62 “ C A 28
63 “ C A b

c h 3c h f 2 6 1 . 9  ±  2 . 0 1 3 .3 1 F S 2

6 4 . 9 7  ±  0 . 9 1 3 .5 3  ±  0 . 3 S T 5b
6 1 . 9  ±  1 .8 1 3 . 9  ±  0 . 3 S P S T 6

c h 3c f 3 6 1 . 4  ±  2 . 0 1 2 .1 4 F S 2
7 3 . 6 4  +  4 . 1 1 3 .8  ±  0 . 3 S T 5b

6 8 . 7  ±  2 . 4 1 4 . 0  ±  0 . 4 S P S T 7
c h f 2c h f 2 6 9 . 4  ±  3 .1 1 3 .3  ±  0 . 4 S P S T 9
c h 2f c f 3 7 0 . 7  ±  1 . 7 1 3 .4 2  ±  0 . 2 8 S P S T T his  w ork
c h f 2c f 3 7 1 . 6  ±  2 . 4 1 3 . 6  ±  0 . 4 S P S T 10

“ Critical energy, e0; FS =  flow system; SP =  static pyrolysis; 
ST =  comparative shock tube; CA =  chemical activation; 
SPST = single pulse shock tube. 6 J. A. Kerr and D. M. Timlin, 
Trans. Faraday Soc., 67, 1376 (1971).

(1) The overall trend is one of increasing activation 
energy with increasing fluorine substitution. This 
effect is independent of whether the additional fluorine 
atom is substituted a or (3 to existing fluorine atoms. 
Results from this laboratory indicate that relatively 
large increases in activation energy arise from addi­
tional a fluorination, whereas /3-fluoro substitution 
leads to a minor increase. The following sequence 
shows the percentage increases in activation energy for 
the substitution of three fluorine atoms in CH 3CH F2,

CH3CHF2 CH.CF, ^  CH2FCF3 ^  CHF2CF3.
(2) “ Rearrangement” of the fluorine atoms in CH F2- 

CHF2 to give CH2FCF3 leads to a small increase in 
activation energy, although both values are within 
experimental error. Thus, we may predict that similar 
experiments on the isomers of C2H 4F2, and C2H 3F3 
should indicate the same trend.

Some qualitative evidence that the above hypotheses 
are correct may be derived from another source. The

(26) G. O. Pritchard and M . J. Perona, Int. J. Chem. Kinet., 2, 281 
(1970).
(27) Some of the earlier chemical activation work has now been re­
examined in terms of the more appropriate R R K M  theory; see, for 
example, ref 4.
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activation energy for reaction 1, E u is linked to the 
heat of reaction, AH, by

E i  =  E t A H

where E T is the activation energy for the reverse 
HF-addition reaction. Using known heats of forma­
tion28'29 30 for the isomers of C2H4F2 and C2H3F3, then

CH 2FCH2F — >  CH2CHF +  HF

Aif(14) =  10 kcal mol“ 1 (14) 

CH 3CHF2 — >  CH2CHF +  HF

AH(15) =  24 kcal mol- 1  (15) 

CH 2FCHF2 — >  CH 2CF2 +  HF

AH(16) =  14 kcal mol“ 1 (16)

CH3CF3 — > CH2CF2 +  HF

Atf (17) =  30 kcal mol“ 1 (17)

Thus, we find that AH(17) — A H (15) ~  6 kcal mol- 1  
and from the known activation energies i?i(17) — 
2?i(15) ~  6.8 kcal mol“ 1, and it seems that only minor 
changes occur within E r. In contrast, it is seen that 
the difference in the enthalpies of reaction between 
isomers is large. Therefore, there must be a substan­
tial difference between the value of E T for CH 2FCH2F 
and CH 3CHF2 (also in the case of C2H 3F3 isomers) to 
account for the apparently small changes in activation 
energy, E u  between isomers.

The differences noted in the values of E v for the 
above examples may be attributed to the electron- 
withdrawing effect of the fluorine atom. In the case 
of CH 3CHF2 there must be substantial polarization of 
the C -F  bonds, and the substitution of one additional 
fluorine atom, to give CH 3CF3, may result in only a 
relatively minor change in the atomic charge dis­
tribution. Thus, the physical properties such as 
polarizability, dipole moment, and bond lengths, 
which govern the magnitude of E r will also change to a 
minor degree, and hence 2£r(15) ~  Z?r(17). However, 
the change in atomic charge densities in going from 
CH2FCH2F to CH 3CHF2, for example, must be con­
siderable, because of the increase in the polarization 
of the a-carbon atom in the latter case. The physical 
quantities mentioned above change quite markedly in 
this instance, and hence one expects 2?r( 15) >  Ar(14). 
Finally, the self-consistent electrostatic (semi-ion 
pair) model of Benson and Haugen30 predicts the same 
value of E t for reactions 14 and 15. This is because 
account is not taken of the differences in the transition 
state polarizabilities and bond lengths in the reverse 
addition reactions of (14) and (15).

It is interesting to compare some relative rate con­
stants for HF elimination from CH3CHF2 and CH3CF3 
obtained from several laboratories (data are taken 
from ref 2, 5b, 6 , and 7, respectively). For CH3CHF2 
at 1300°K the ratio of rate constants is 0 .25:0.13:1

while for CH3CF3 at the same temperature the ratio 
is 0.24:0.093:1. The agreement between those values 
obtained in this laboratory6'7 and those recently ob­
tained by Cadman, et al.,5b is relatively poor. The 
discrepancy may lie in some aspects of the comparative 
shock tube technique as used by Cadman, et al.5 In 
these studies the reflected shock temperature is cal­
culated from the incident shock velocity; this procedure 
may cause significant errors. 31 Also, it should be noted 
that in the comparative technique there is no way of 
testing whether the instrument is accurately repro­
ducing the Arrhenius parameters of the internal 
standard.

In Figure 2  the logarithm of the rate constant 
difference (fc' — fcj) is plotted as a function of tempera­
ture. A  least-squares analysis of these data gives

(k' -  h ) = y 2lc2(l +  fcsA-2)
=  1016-7±0-6exp[-(9 2 ,3 0 0  ±  2900)/ÆT] sec“ 1

where the error limits are standard deviations. The 
ratio k3/fc_2 has not been evaluated for CH2F and CF3 
radicals. However, we assume the ratio to be 0.2 
and temperature independent by analogy to the dis- 
proportionation/combination ratio of CHF2 radicals 
which is well established. 18 Therefore

k2 (sec“ 1) =  1016-9±0-5 exp[-(9 2 ,3 0 0  ±  2900)/RT]

This provides us with the first experimental deter­
mination of the C -C  bond dissociation energy in 
CH 2FCF3. The magnitude of the preexponential 
factor is consistent with those determined for similar

Table III : C -C  Bond Dissociation Energies of Some
Fluorocarbon Analogs of Ethane

C-C bond
dissociation Temp

energy, range,
Fluorocarbon kcal mol-1 °K Method Reference

C H 3- C H 3 88 .0  ±  2 .0 298 a C
C l b F - C I b F 89.6 298 b d
C H 3- C F 3 99 .7  ±  2 .0 298 b 32
c h 2f - c f 3 92 .3  ±  2 .9 1280-1410 SPST This work
C H F 2- C I I F - , 9 1 .4  ±  3 .7 1320-1450 SPST 9
c h f 2- c f 3 9 3 .5  ±  5 .2 1300-1450 SPST 10
C F 3- C F 3 9 4 .4  ±  4 .0 1300-1600 SPST e

96 .5  ±  1 .0 298 b 32

“ Static pyrolysis of C H 3C H 3 . 6 Calculated from known 
thermochemical data. 0 M. C. Lin and M. H. Back, Can. J . 
Chem., 4 4 ,  505 (1966). d See Table I I ,  footnote b. ’  E. Tschui- 
kow-Roux, J. Chem. Phys., 4 3 ,  2251 (1965).

(28) H. W . Chang and D. W . Setser, J. Amer. Chem. Soc., 91, 7648 
(1969).
(29) J. R. Lâcher and H. A. Skinner, J. Chem. Soc. A, 1034 (1968).
(30) S. W . Benson and G. R. Haugen, J. Amer. Chem. Soc., 87, 4036 
(1965).
(31) E. Tschuikow-Roux, J. M . Simmie, and W . J. Quiring, Astro­
naut. Acta, 1 5 , 511 (1970).
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reactions. It should be noted that the use of the 
assumptions regarding /c3/fc_2 leads to h/k2 ~  1 at 
1420° K , and fci/fc2 <  1 above this temperature.

Table III gives recently determined values of the C -C  
bond dissociation energy in ethane and several of the 
fluoroethanes. The interesting feature is the relatively 
high value of D(CH3-CF3) calculated from known 
thermochemical data.32 It is difficult to fault this 
result, and CNDO calculations33 of charge distributions, 
in CH3CF3 , indicate that it may be correct. In the past 
it had been generally thought33 that the highly electro­
negative character of the fluorine atom led to a di­
minishing positive character in a carbon atom chain, 

F 5- Cs+ * -  CM+. However, the CNDO  
calculations suggest that the charge distribution should 
decay as follows: F5~ Ci+ C ss_. This means 
that the negative character of the /3-carbon atom

increases in going from CH 3CH2F to CH 3CF3 and 
decreases in going from CH 3CF3 to CH F2CF3. The 
maximum charge separation along the C -C  bond 
exhibited by CH 3CF3 is in accord with a strong C -C  
bond. The results tabulated are in reasonable agree­
ment with the above hypothesis, but further experi­
mental determinations of Z)(CH3-C H 2F), D (C H 3-  
CHF2), and D (C H 3-C F 3) are needed to substantiate it.
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Quantum yields have been determined by mass spectrometric analysis and by measurements of the absorp­
tion of 58.4-nm radiation by the photolysis products. At pressures where ion-electron recombination is 
predominantly homogeneous we find the quantum yields of H2 to be 0.93 ±  0.15 from NH3 and 2.1 ±  0.5 
from H20 . Yields from H20  are sensitive to wall effects. The results are discussed in ‘ erms of known photo­
fragmentation patterns and ion-molecule reactions, together with less well known dissociative recombination 
processes and neutral radical reactions. To account for the observed H2 yield from H20  (though not for that 
from NH3) it is necessary to assume that most of the electron-ion recombination occurs by reactions of the 
type H30+  +  e-  —*■ H2 +  O +  H. The relative effects of 58.4-nm ionizing photolysis and y radiolysis are 
compared for H20 , NH3, and C02.

Introduction
W e have recently described studies of processes in­

itiated by 58.4-nm radiation in gaseous C 0 2 and other 
small molecules.1 -3  In a continuation of this work 
we now report product yields for the ionizing photoly­
sis of N H 3 and H 20 . As before, the results are dis­
cussed in terms of known photofragmentation pat­
terns and ion-molecule reactions, together with less 
well understood dissociative recombination processes 
and reactions of neutral radicals.

Studies of the 7  radiolysis of water and ammonia4-6 
have shown that whereas N H 3 is- destroyed quite effi­
ciently (Gh, =  4.42 ±  0.1, GNi =  1.45 ±  0.074), H 20  
is extremely resistant to decomposition ((?H, ca  0.0076) . 
It is therefore of interest to compare the behavior of

these two molecules in ionizing photolysis at 58.4 nm. 
We find that with 58.4-nm (21.2 eV) radiation both 
are decomposed, the quantum yield of H2 being greater 
from H 20  than from N H 3. Some possible reasons for 
these differences are given in the Discussion.

(1) S. W . Bennett, J. B. Tellinghuisen, and L. F. Phillips, J. Phys. 
Chem., 75, 719 (1971).
(2) J. B. Tellinghuisen, S. W . Bennett, C. A. Winkler, and L. F. 
Phillips, J. Phys. Chem., in press.
(3) C. A. Winkler, J. B. Tellinghuisen, and L. F. Phillips, Trans. 
Faraday Soc., in press.
(4) J. A. Eyre and D. Smithies, Trans. Faraday Soc., 66, 2199 (1970)
(5) A. R. Anderson, B. Knight, and J. A. Winter, Trans. Faraday 
Soc., 62, 359 (1966).
(6) (a) F. T . Jones and T. J. Sworski, Trans. Faraday Soc., 63, 2411
(1967); (b) F. T . Jones, T. J. Sworski, and J. M . Williams, ibid.,
63, 2426 (1967).
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Experimental Section
The apparatus and procedures have been described 

previously.1'2 Briefly, the photolysis system consisted 
of a Pyrex cell, of volume ~ 1 2 0  cm8, fitted with thin 
copper wire electrodes and separated from a micro­
wave-powered helium discharge lamp by a thin-film 
aluminum window. Photon fluxes were obtained from 
plateaus in the ion-current vs. voltage curves measured 
with hydrogen in the cell. The integrated flux over 
the course of an experiment was typically 2 -6  X  1014 
photons. Product yields were determined by mass 
spectrometric analysis and by monitoring the partial 
pressures of noncondensable products. In the mass 
spectrometric work the photolysis products were mixed 
with a known amount of Ar and were analyzed for H 2 
abundance by comparison with a standard A r-H 2 mix­
ture. This standard mixture was itself calibrated us­
ing mixing procedures identical with those employed 
for the unknowns. In the pressure measurements 
the N H 3 or H 20  was frozen in a side arm of the cell, 
using liquid air, and product concentrations were de­
termined from the observed ion currents and pre­
viously measured absorption coefficients,1 together 
with certain assumptions regarding stoichiometry, as 
discussed below. All experiments were carried out 
at room temperature, using N H 3 and H 20  which had 
been purified by trap-to-trap distillation.

Results
Ammonia was photolyzed at pressures from 0.31 to

3.45 Torr and at fluxes 0.8-3.0 X  1012 quanta sec-1 . 
The mass spectrometric analyses indicated a yield of 
0.93 ±  0.15 H 2 molecules per photon absorbed, with 
no dependence on either pressure or flux over the range 
of conditions employed. From the absence of a de­
tectable signal at mass 31 (the second largest peak in 
the 70 V  spectrum of hydrazine) we concluded that, 
as in high-energy radiolysis,4'6 no significant amount 
of N 2H 4 is produced. Separate experiments, in which 
pressures of noncondensable products were determined 
from the absorption of 58.4-nm radiation, gave more 
scatter in the yields than the mass spectrometric re­
sults, for reasons mentioned previously.2 However, 
with the assumption of a 3 :1  ratio of H 2 to N 2 in the 
products (giving a value of 260 cm-1 for the absorp­
tion coefficient Kav of the mixture), the average of these 
measurements agreed with the mass spectrometric 
value. The pressure measurements demonstrated 
clearly that the formation of products was linearly de­
pendent on the total number of quanta absorbed.

Water vapor at pressures from 0.5 to 3.7 Torr was 
photolyzed using fluxes from 0.4 to 8.8 X  1012 quanta 
sec-1 . The H 2 yields obtained mass spectrometrically 
exhibited a much greater scatter than those for N H 3, 
but there appeared to be no systematic dependence 
of the yield on pressure or flux over the range of con­
ditions employed. The average H 2 yield was 2.1 with

an estimated error of ±  0.5. As for ammonia, prod­
uct pressure measurements showed that product for­
mation was linearly dependent on the number of 
quanta absorbed. With the assumption of a 2 :1  mix­
ture of H 2 and 0 2 (kuv =  290 cm-1) the indicated H 2 
yield from these experiments was -—■ 1.5, i.e., somewhat 
lower than the mass spectrometric values. The ap­
parent disparity of the results from the two sets of ex­
periments probably indicates a deficiency of 0 2 in the 
products, due to wall reactions on both the Pyrex and 
metal surfaces.7 Several experiments were performed 
with a cell containing a cylindrical aluminum sheath, 
with the initial aim of obtaining more precise ion current 
plateaus. In these experiments the apparent H2 yield 
dropped to 0.4 molecules per absorbed photon. If 
oxygen is assumed to have been removed quantitatively 
at the metal surface (giving xav =  =  175 cm-1) the
H2 yield remains anomalously low at ~ 1 .0 . These ob­
servations show that product yields in the ionizing pho­
tolysis of H20  are strongly dependent on wall processes.

Attempts were made to detect light emission from 
excited species produced in the 58.4-nm photolysis, such 
as was previously found with C 0 2,3 but no such emission 
was observed for N H 3 or H20 .

Discussion
From the photofragmentation studies of Dibeler, 

et al.,s the primary processes at 58.4 nm may be sum­
marized as

N H 3 +  hv  — >  N H 3+ +  e-  (40% ) (la)

— >  N H 2+ +  H +  e -  (60%) (lb)

— ^  N H + +  H 2 +  e -  « 1 % )  (lc)

H 20  +  hv — *■ H 20 +  +  e -  (69% ) (2a)

— >  OH + +  H +  e-  (28% ) (2b)

0 +  +  H 2 +  e "  (3% ) (2c)

With N H 3 the primary ions formed in our system will 
undergo extremely rapid reactions leading to the for­
mation of the stable charge carriers N H 4+ and 
H (N H 3)„+, according to9-10

N H 3+ +  N H S N H 4+ +  N H 2 (3)

(fc3 =  1.8 X  10-9 cm3 molecule-1 sec— J) 

N H 2+ +  N H 3 — N H 4+ +  N H  (4a)

N H 3+ +  N H 2 (4b)

(for thermal energies fc4a =  fc4b =  8 X  10-10 cm3 mole­
cule-1 sec-1), and

(7) T . G. Slanger and G. Black, J. Chem. Phys., 54, 1889 (1971).
(8) V. H. Dibeler, J. A. Walker, and H. M . Rosenstock, J. Res. 
Nat. Bur. Stand. Sect. A, 70, 459 (1966).
(9) K . R. Ryan, J. Chem. Phys., 53, 3844 (1970).
(10) W . T . Huntress, Jr., M . M . Mosesman, and D. D . Elleman, 
J. Chem. Phys., 54, 843 (1971).
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N H 4+ +  N H 3 +  M  — ► H (N H 3)2+ +  M  (5)

where, by analogy with corresponding reactions for 
H30+, k6 with M  =  NHs is likely to be of the order of 
10-27 cm6 molecule-2 sec-1 .11 Thus on a time scale of 
a few tens of nanoseconds at a pressure of 3 Torr the 
outcome of the primary photoionization process is de­
scribed by

2.3NHs +  h v — >  N H 4+ +  N H 2 +

0.3NH  +  0.6H +  e "  (6)

At this pressure the time scale is probably about an 
order of magnitude larger for reaction 5 than for the bi- 
molecular processes 3 and 4.

Similarly, with H 20  the major primary ions form the 
stable charge carriers H (H 20 ) n+ by the extremely rapid 
reactions11,12

H 20 +  +  H 20  — >  HsO+ +  OH (7)

(fc7 =  2.6 X  10-9 cm3 molecule-1 sec-1) 

OH + +  H 20  — >- HsO+ +  0  (8)

(at thermal energies ks =  2 X  10-9  cm3 molecule-1 
sec-1)

HsO+ +  H20  +  M  — ^  H(H20 )2+ +  M  (9)

(measured =  3.4 X  10-27 for M  =  N 2 and 3.7 X  
10-27 for M  =  0 2n in units cm6 molecule-2 sec-1). 
The reaction

0 +  +  H 20  — >  OH+ +  OH (10a)

is endothermic to the extent of ~ 2 e V  and may be ne­
glected. However the exothermic charge-transfer re­
action

0+  +  H20  — ■> 0  +  H20+ (10b)

would be expected to be fast.13 Thus after a few tens 
of nanoseconds we should have effectively

2.03H2O +  hv — > H 30 +  +  0 .720H  +  0 .310 +

0.28H +  0.03H2 +  e-  (11)

The stable charge carriers H(NH3)K+ and H(H20 )K+ 
in turn must ultimately be removed by rapid disso­
ciative recombination processes14 ( a >  10-7 cm3 sec-1), 
these processes being expected to occur mainly in the 
gas phase under the conditions of the present experi­
ments2 but with a possibly significant contribution from 
wall recombination at the lowest extremes of pressure 
and photon flux, or in the presence of a large metal sur­
face. At present there is very little information avail­
able as to the outcome of such recombination processes. 
If the neutralization of H(NH3)„+ is assumed to produce 
only H and iiNH, the result of the primary photolysis 
on a time scale of a few hundreds of microseconds, such 
that dissociative recombination is essentially finished 
but neutral radical reactions have hardly begun, is 
given by

1.3NH, +  hv — ► 1.6H +  N H 2 +  0.3N H  (12)

With the same assumption for the charge carriers in 
the H 20  case we should have

1.03H2O +  hv — >  1.28H +  0.72OH +

0.310 +  0.03H2 (13)

The radicals on the right-hand side of (12) can take 
part in a large number of homogeneous and heteroge-
neous processes, for example16-17

n h 2 +  n h 2 — >  n 2h 4 (14)

N H  +  N H 3 •— >  n 2h 4 (15)

N H  +  N H 2 •— ► n 2h 3 (16)

H +  N 2H 4 — > n h 3 +  n h 2 (17)

2N2N 3 — >  N 2H,4 +  N 2 +  H 2 (18)

and so on. Reaction 15 is rapid enough (ku ca  1.7 X  
10-12 cm3 molecule-1 sec-1 16) to result in appreciable 
N 2H 4 production under the conditions of these experi­
ments; the absence of hydrazine from the products of 
both photolysis and radiolysis presumably results from 
the ease ■with which it can be removed by reactions such 
as (17). Because of the plethora of possible reactions 
of neutral species in the N H 3 system our experiments 
do not allow us to make any firm deductions about the 
products of dissociative recombination of H (N H 3)„+.

The radicals on the right-hand side of equation 13 
can undergo the following important reactions (assum­
ing ground-state species only)

H +  OH +  M  (or wall) — >  H 20  +  M  (19)

(fci9 =  10-31 cm6 molecule-2 sec-1 for M  =  H 20 18)

OH +  OH — H 20  +  0  (20)

{k20 =  3 X  10-12 cm3 molecule-1 sec-1 18)

0  +  OH — >  0 2 +  H (21)

(fc21 =  2 X  10-11 cm3 molecule-1 sec-1 1S)

Other processes that must be considered are the removal 
of excited 0  atoms at the wall2 and of O and OH on 
metal surfaces, and direct recombination of H and O to 
H 2 and 0 2. Whatever selection of radical reactions is 
made, however, it is not possible to account for a yield

(11) A. Good, D . A. Durden, and P. Kebarle, J. Chem. Phys., 52, 
212, 222 (1970).
(12) K . R. Ryan, J. Chem. Phys., 52, 6009 (1970).
(13) E. W . McDaniel, V. Cermak, A. Dalgarno, E. E. Ferguson, and 
L. Friedman, “ Ion-Molecule Reactions,”  Wiley-Interscienee, New 
York, N. Y „  1970, p 321 ff.
(14) M . A. Biondi, Can. J. Chem., 47, 1711 (1969).
(15) J. D. Salzman and E. J. Bair, J. Chem. Phys., 41, 3654 (1964).
(16) K . A. Mantei and E. J. Bair, J. Chem. Phys., 49, 3248 (1968).
(17) L. J. Stief, J. Chem. Phys., 52, 4841 (1970).
(18) D . L. Baulch, D. D. Drysdale, and A. C. Lloyd, “ High Temper­
ature Reaction Rate Data,” No. 2, School of Chemistry, The Uni­
versity, Leeds 2, England.
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of more than 1.03 H2 molecules per photon absorbed on 
the basis of eq 13. This implies that the assumption 
behind eq 13, namely that recombination of H (H 20 ) n+ 
with e~ yields only H +  nH20 , must be wrong. In 
order to account for the observed yield of about 2H2 
per photon absorbed it is necessary to assume that vir­
tually all of the recombination of H (H 20 ) n+ occurs by a 
process of the type

H 30 +  +  e~ — *■ H2 +  0  +  H (22)

On the basis of listed dissociation energies and proton 
affinities19 process (22) is exothermic to the extent of 
about 28 kcal mol“ 1. The lower yield of H2 in the N H 3 
case suggests that the analogous reaction is not sig­
nificant for N H 4+, where, on account of the higher pro­
ton affinity of N H 3, the formation of H2 +  N H  +  H  
would be slightly endothermic or at best thermoneu­
tral. The formation of higher order clusters H (H 2- 
0 ) 2+, H (H 20 ) 3+, H (N H 3)3+ etc. is exothermic, so that 
processes similar to (22) should be less favored on en­
ergetic grounds at higher gas pressures. Our observa­
tion that the H 2 yield from water falls markedly in the 
presence of a metal surface could be partly due to a dif­
ference in the nature of the products between homoge­
neous and heterogeneous electron-ion recombination. 
An additional possibility is that whereas a Pyrex surface 
with no special treatment is effective in removing ex­
cited oxygen atoms,7 the metal might also remove OH  
by binding on the surface.

We still have to consider the question of the relative 
stability of water vapor during radiolysis vs. its insta­
bility during ionizing photolysis, and the contrast with 
ammonia which is unstable in both situations. In this 
respect H 20  resembles C 0 2, whose apparent stability in 
the presence of high energy ionizing radiation at mod­
erate dose rates has been attributed to the setting up of 
a steady state in which CO is reoxidized rapidly.20 
Our observation that C 0 2 is decomposed with 20%

efficiency by 21.2 eV radiation (under conditions where 
electron-ion recombination is predominantly homoge­
neous) would imply that the unidentified species re­
sponsible for reoxidizing CO during radiolysis requires a 
relatively large amount of energy for its formation. 
Any explanation of the difference in CO yields between 
the radiolysis and ionizing photolysis experiments 
should have some relevance to the problem of the unex­
pected stability of C 0 2 in the atmosphere of Venus.21 
One practical difference between the radiolysis and ion­
izing photolysis experiments is that the former have 
been carried out at relatively high gas pressures, and 
often at elevated temperatures, so that the nature of 
the charge carriers involved in dissociative recombina­
tion reactions might be expected to differ. The neutral 
radical reactions occurring in the H 20  and C 0 2 systems 
appear to be very sensitive to wall effects, and this also 
might provide a basis for the observed differences. 
Finally, it is interesting to consider that the ultimate 
products of the rather violent series of events w'hich 
constitute radiolysis, namely H20 , C 0 2, and N 2 -f- H2 
in the three cases we have considered, are just what one 
would have predicted from simple considerations of ther­
modynamic equilibrium at room temperature.
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The pulsed radiolysis and flash photolysis of aqueous solutions of the iodate ion have been investigated. In 
both cases, at neutral pH, an absorption band attributed to IO2 is observed with a maximum at 480-490 nm: 
6480(102) =  800 ±  100 M~l cm-1. This transition disappears according a second-order process with 2k — 
(3.6 ±  0.8) X 109 M~x sec-1. Another absorption is also observed that grows in at wavelengths less than 
320 nm (band C); in the pulsed radiolysis of 0.1 M I O 3 -  it decays with second-order kinetics and 2k/em =
5.7 X 106 cm sec-1. Furthermore, pulsed radiolysis gives rise in neutral media to a second absorption band 
(band B) centered around 360 nm, formed by the reaction of OH radicals, which is assigned to I O 3 . At the 
same wavelength in alkaline media we have observed another transient species, tentatively attributed to 
I O 42 - , whose molar extinction coefficient would be about 2600 Af-1 cm-1.

Introduction

The results of the numerous studies of the radiolysis 
of crystalline halates have been discussed in a recent 
paper by Boyd and Brown. 1 Investigations of the 
radiolysis and photolysis of aqueous solutions of the 
same ions are less advanced, 2-8  and with regard to the 
I0 3-  ion in particular, a disagreement in the attribu­
tion of one absorption band has been noted between 
Amichai and Treinin’s work6'9 and a preliminary flash 
photolytic study.7 The aim of this paper is to point 
out the differences which exist between our results and 
those of previous studies and which lead to different 
conclusions. In addition, some new results relative 
to alkaline media are presented.

Experimental Section

1. Pulsed Radiolysis. The irradiations were per­
formed with electrons whose energy spectrum showed a 
maximum at 1.8 MeV. The electrons were delivered 
by an electron gun, Febetron 707, in pulses of half­
width 27 nsec with a peak intensity of 4000 A  using a 
magnetic field of 4000 G.

The 1 cm deep cells used are made of high-purity 
silica (Spectrosil). The optical path through the cell 
is 2 .2  cm long.

The energy deposition in the solution varies with 
depth in the cell, which results in a concentration gradi­
ent of the transient species formed: the effects of a 
given additive described later were always carried out 
under identical experimental conditions.

To vary the dose and the effective duration of the 
electronic pulse in the irradiated solution (measured 
by observing the Cerenkov emission) two procedures 
have been simultaneously used: aluminum plates, 5 
mm thick, with holes of different diameters were placed 
in front of the electron exit window; the magnetic fo­
cusing field was varied from 0.2 to 0.4 W b /m 2.

The mean dose per pulse, measured at half-depth of 
the irradiation cells, ranged from 6 to 150 krads. Doses 
were measured using 0 .1  M  ferrocyanide aqueous solu­
tion saturated with N 20  taking e44o n m ( F e ( C N ) 6 3 - )  600 
M ~ x cm - 1  and Goa +  ( ? e a q -  =  5.5.

When the monitoring light source (Osram X e lamp, 
450 W ) was intensified during 1 msec, 10 an MQ4 Zeiss 
Monochromator coupled with 150 CVP (Radiotech­
nique) and 1 P28 (RCA) photomultipliers was em­
ployed. When this source was used without pulsing, 
the analyzing light was modulated by a rotating disk 
(100 Hz) to prevent photomultiplier saturation; the 
illumination time of the photocathode was about 10 0  
Msec/cycle.

For the studies in the infrared region a grating mono­
chromator (Huet, Type M25) or interference filters 
(Balzers) were used.

The results described were obtained with deaerated 
solutions and are concerned with single-pulse effects 
only.

2. Flash Photolysis. The flash photolysis setup 
has already been described elsewhere. 11 The transient 
species are formed at micro molar concentrations under a 
flash of 1300 J with a 4-Aisec half-width.

(1) G. E. Boyd and L. C. Brown, J. Phys. Chem., 74, 3490 (1970).
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(4) O. Amichai, G. Czapski, and A. Treinin, Isr. J. Chem., 7, 351
(1969).
(5) O. Amichai and A. Treinin, J. Phys. Chem., 74, 3670 (1970).
(6) O. Amichai and A. Treinin, ibid., 74, 830 (1970).
(7) F. Barat, L. Gilles, B. Hickel, and J. Sutton, Chem. Commun., 
1485 (1969).
(8) F. Barat, L. Gilles, B. Hickel, and B. Lesigne, ibid., 847 (1971).
(9) O. Amichai and A. Treinin, J. Chem. Phys., 53, 444 (1970).
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1438.
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1982 (1970).

The Journal of Physical Chemistry, Voi. 76, No. 3, 1973



Pulsed R adiolysis and Flash Photolysis of Iodates 30

3. Products. The solutions of potassium iodate 
(Prolabo RP; Analar, Merck) were prepared with triply 
distilled water and then deaerated by argon (N-55, Air 
Liquide) or nitrous oxide (N-40, Air Liquide) bubbling. 
The alcohols— ethanol, 2-propanol, and fert-butyl alco­
hol— and the sodium hydroxide were Merck chemicals 
used without further purification.

Results
I. Pulsed Radiolysis. A . Results Obtained in Neu- 

Iral Media. For a dose of 6 krads the absorption spec­
trum between 280 and 600 nm of a 10~l M  deaerated 
iodate solution is presented in Figure 1 . Three ab­
sorption bands are observed: the first (A) centered 
around 480 nm is formed immediately (100 nsec) after 
the pulse and remains approximately constant, during 
1 /usee, the second (B) centered around 360 nm reaches 
its maximum intensit.y after 1.3 yusec, and the third (C) 
observed at wavelengths less than 320 nm increases con­
tinuously in the uv region and is maximal after 200 
nsec.

At [IO3- ]  =  10~ 2 M  the same shape of the spectrum 
is observed (Figure 2 ), and if the solution is saturated 
with nitrous oxide, the intensity of band A  decreases 
by about 60%  whereas the intensity of band B notably 
grows in.

For 2 X  10~ 3 M  ^  [I03~] ^  10“ 2 M  an intense ab­
sorption was observed during and immediately after 
the pulse in the 500-750-nm wavelength region. This 
band had the characteristic shape of the solvated elec­
tron absorption and disappeared rapidly, between 200

300 400 500
Wavelength; nm.

Figure 1. Absorption spectrum for [I03_] = 10-1 M ,  dose 6 
krads: O, recorded 100 nsec after the pulse; + ,  recorded 500 
nsec after the pulse; <£>, recorded 1.3 yvsec after the pulse.

Figure 2. Left scale: absorption spectrum for [ I 0 3_] =  10- !  
M ,  dose 6 krads, recorded 100 nsec after pulse: O, deaerated 
solution; + ,  solution saturated with N>0. Right, scale: 
absorption spectrum for [I0 3_] = 10-3 M ,  recorded 30 p sec 
after the photolytic flash.

Figure 3. Absorption spectrum for [I03~] =  =  10-1 M ,  

recorded 100 nsec after the pulse, dose ~150 krads.

and 70 nsec, for the concentration range considered. 
A t iodate concentrations greater than 10 - 2  M  there is 
no residual absorption in the 700-nm region after 100 
nsec whatever the radiation dose.

At high doses (70-150 krads) the absorption spec­
trum recorded 100  nsec after the pulse clearly shows the 
three absorptions mentioned above (Figure 3). The 
maximum intensity attained by band A  remains con­
stant for 10- 2  M  ^  [IO3”  ] (  2 X  10- 1 M , and by 
band B, for 10" 1 M  ^  [I03~] ^  2.10 - 1 M  decreasing 
in this latter case at lower concentrations.

With a 1 0 - 2  M  iodate solution the time required to 
reach maximum absorption is less than 100 nsec at 480 
nm and about 1.5 ^sec at 360 nm. Bands A  and B 
disappear according second-order kinetics with 2 k /e m  
— (5.0 ±  0.5) X 106 cm sec- 1  and 2 k / t m  =  (4.5 ±
0.5) X 106 cm sec-1 , e36o and f4so being the molar extinc­
tion coefficients of the transients at. 360 and 480 nm.
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Figure 4. (a) Time of formation of I0 2 (X 480 nm, [IO3 - ] =
10_2 M ,  dose 6 krads, transmittance 2.4%, 50 nsec/division). 
(b) Time of formation of I0 3 (X 360 nm, [I03_] =  10-1 M ,  

dose 6 krads, transmittance 2%, 500 nesc/division).

The decay of band C has been measured at 280 nm 
with a dose of 6 krads. It is a second-order process 
with 2k/em ~  5.7 X  106 cm sec-1 .

The significant points which emerge from these re­
sults follow. Whatever the dose, and for a large range 
of iodate concentrations, the species absorbing at 480 
nm is formed very rapidly in less than 100 nsec (Figure 
4a). In all cases where [I03- ] ^  10” 2 M  there is no 
absorption at 730 nm, 100 nsec after the pulse. Figure 
1  shows that the contribution of band C to the absorp­
tion at 360 nm is important (about half of the maxi­
mum intensity attained) and that at least two species 
absorb at this wavelength.

Effect of Scavengers. Band Attribution. Ethanol,
2 -propanol, or ferf-butyl alcohol added in concentra­
tions between 10-3  and 10 - 1  M  to centimolar or deci- 
molar solutions of iodate do not modify the initial 
intensity or the kinetics of disappearance of the band 
at 480 nm (band A).

Nitrous oxide (whose effect was always studied by 
saturating 10- 2  M  iodate solutions ([N 20 ]  «  2.5 X  
10 - 2  M ) reduces the intensity of A  by about 60%  with­
out changing the kinetics of its disappearance (Figure 
2) .

On the basis of these observations and because vary­
ing the iodate concentration does not modify the ki­
netics of its disappearance, band A  is assigned to the 
radical I0 2 formed by the reaction

IO3-  +  eaq~ —  IO, +  2 0 H -  (1)

Assuming Ge„q-  =  2.8, the molar extinction, coefficient 
of I 0 2 can be estimated as e48o(I02) =  800 ±  100 Af- 1  
cm-1 .

At low dose (Figure 2 ) the initial absorption at 360 
nm increases when the solution is saturated with N 20  
without affecting it between 270 and 300 nm (but the 
rate of disappearance of the latter absorption is modi­
fied and 2k/em  «  2 X  107 cm sec-1).

At high doses, N 20  does not appreciably change the 
intensity of band B whereas the addition of ¿erf-butyl 
alcohol (10- 1  M ) completely suppresses this absorp­
tion, thus showing that the extinction coefficient of

1 0 2 is very small at 360 nm. In the presence of alco­
hol the decay of band B is still second order but the 
value 2k/tm  increases markedly with alcohol concen­
tration. The effect of alcohol has not been studied 
at lower wavelengths (X <300 nm) because the hy- 
droxyalkyl radicals absorb in this region. 12

Thus, the effect of alcohols, ROH, considered as scav­
engers of OH radicals according to the reaction

ROH +  OH — R' OH +  H 20  (2)

and the effect of N 20 , as observed for a dose of 6 krads, 
lead us to assign part of the 360-nm absorption to the
10 3 radical formed by the reaction

I O ,-  +  OH — IO,  +  O H -  (3)

However, the molar extinction coefficient of this spe­
cies cannot be obtained from our experiments due to 
the presence of at least one other absorbing species 
(unspecified) at 360 nm. For the same reasons the 
ratio fc(I03-  +  OH)/fc(ROH +  OH) cannot be pre­
cisely determined. Some experiments performed with 
ethanol and 2-propanol have given k(I 0 3-  +  OH)
5 X  107 M - 1  sec-1 .

Considering the reactions

OH +  OH — ^  H 20 2

(fc4 =  5 X  109 M - 1  sec-113) (4) 

I O ,-  +  OH — ^  IO, +  O H -

(fc, =  5 X  107 M - 1 sec-1) (3)

IO, +  I 0 3 — *• P

(2fc6/e  =  5 X  106 cm - 1  sec-1) (5)

the best fit between calculated values14 and experi­
mental data is obtained with e36o(I03) ~ 3 0 0  Af- 1  cm - 1  

taking into account the contribution of band C to the 
absorption at 360 nm.

In the same way one may calculate that in 10- 1  M  
iodate solution under our experimental conditions, I0 3 
reaches its maximum concentration in about 1  fisec, 
in good agreement with the growth registered in Figure 
4b.

The increase in 2fc/e360 with alcohol concentration 
may be due to various processes including, for instance, 
a reaction of I 0 3 with the hydroxyalkyl radical R 'O H  
formed in reaction 2  or a modification in the kinetics 
of disappearance of absorption C. The lack of infor­
mation concerning this absorption makes it impos­
sible at present to settle this point.

B. Results Obtained in Alkaline Media. Two sets

(12) M . Simic, P. Neta, and E. Hayon, J. Phys. Chem., 73, 3794 
(1969).
(13) M . Anbar and P. Neta, Int. J. Appl. Radiat. Isotop., 18, 493 
(1967).
(14) K . H . Schmidt, Report ANL 7199, a computer program for the 
kinetic treatment of radiation induced simultaneous chemical reac­
tions, Argonne National Laboratory, Argonne, 111.
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pH.

Figure 5. 2k/tm as a fun ction  o f  p H : O, pulsed radiolysis;
®, flash ph otolysis.

of measurements were made: the first with [I0 3- ] =  
10~ 2 M  and a dose of 8 krads; the other with [I03~] =  
10_ 1  M  and a dose of 11.6 krads. Although in the 
first case a weak absorption of I0 3 is observed in neu­
tral solution (OD ^  5 X  10~3), with increasing pH a 
band centered around 360 nm grows in. This band dis­
appears by a second-order law and 2k/em  decreases 
with increasing pH (Figure 5). The addition of 2 -  
propanol causes this band to disappear, whereas addi­
tion of N 20 , at a given pH, leads to a further increase 
in the absorption.

These results suggest that I 0 2 does not play a part 
in the formation of this transient and that 0 “  inter­
venes through the reaction

esoiv~ +  N20  — N2 +  0~ (6)
followed by

O -  +  H 20  ^  OH +  O H - (7)

Another arguirient which strengthens this assump­
tion will be reported in the section dealing with flash 
photolysis. The various results lead us tentatively to 
ascribe the absorption at 360 nm to IO42-  formed by 
the reaction

I03"  +  O- — ^ IO42-  (8)

and whose molar extinction coefficient is 636o(I042-) 
2600 M ~ l c m -1.

The rate of growth of the 360-nm band increases with 
the pH and seems proportional to the 0 ~  concentra­

Figure 6 . T im e  o f  form ation  o f  transient species absorbing at 
360 n m  in alkaline m edia  (p H  12.6, [ I 0 3~] =  10 ~ 2 M, dose 6  

krads, transm ittance 5 .4 % , 100 n sec /d iv is ion ).

F igure 7. L og  [fcobsd/ffcs -  &0bsd)] = f (p H ) :  • , [I03_] =  10_1 
M; O , [ I O 3 - ]  =  10_ 2  M; A, [ I O 3 _ ] =  10 " 2 M (solution 
saturated w ith  N20).

tion. In this case and if the rate constant A; (OH +  
I0 3_ ) is slow compared to k(0 ~  +  I0 3_ ), it is possible 
to derive the relation18

log [kobed/ { k s — fcobad) ] =  pH — pK

where pK  =  — log ([H + ][0 “ ]/[O H ]) and where k0bsd 
is the apparent rate of formation of the 360-nm band.

The rate constant k(O -  +  I 0 3~) was determined at 
pH 1 2 .6  (Figure 6) and corrected for the undissociated 
OH radicals: k(0 ~  +  I 0 3_ ) =  (3 ±  0.5) X  109 M ~ l 
sec-1 .

Figure 7 shows log [fc0bsd/  (fcs — fcobsd) ] vs. pH in the 
range where reaction 3 is unimportant: the intercept 
with the abscissae gives pK =  11.9 in good agreement 
with previous resuks. 16’16

Assuming that the following reactions occur

I 0 3-  +  OH — ^  I 0 3 +  O H -

(fc3 =  5 X  107 M - 1 se c -1) (3)

io3-  + 0- —-  io42-
(ks -  3 X  109 M .-1 sec-1) (8)

OH +  H O - — -  O -  +  H 20

(fc9b =  1.2 X  1010 M - 1 sec- 1 17) (9b)

(15) J. L. Weeks and J. Rabani, J. Phys. Chem., 70, 2100 (1966).
(16) J. Rabani and M. S. Matheson, ibid., 70, 761 (1966).
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0 -  +  H 20  — -  OH +  O H -

(fc9a =  9.2 X  107 sec" 1 17) (9a)

OH +  OH — -  H 20 2

(fc4 =  5 X  109 M ~ l se c -1) (4)

0 -  +  O -  — -  H 0 2-  +  O H -

(kio =  9 X  108 M ->  se c -1) (10)

calculation14 shows that the growth of optical density 
at 360 nm with pH is in good agreement with experi­
mental data (Figure 8).

It should be noted that the presence of N 20  leads 
to a diminution in the decay rate of I0 4z_ which is no 
longer a second-order process, but this result is not 
found in the flash photolysis experiments and remains 
at present unexplained.

II. Flash Photolysis. Except where otherwise 
stated the concentration of iodate solution is 10 ~3 M  
but experiments have been performed with 10 “ 5 M  
<  I 0 3-  <  5 X  10- 3 M.

A. Results Obtained in Neutral Media. The tran­
sient spectrum of a deaerated iodate solution in the 280- 
800-nm region contains an absorption band centered 
around 480 nm, which was previously ascribed to the 
I0 2 radical7 and an absorption that grows in at wave­
lengths less than 300 nm (Figure 2). The disappearance 
of I 0 2 is a second-order reaction with 2k/tm  =  (4 ±
0.7) X  106 cm sec-1 .

The formation of I 0 2 results from the primary mecha­
nism

i o 3- ,  H 20  ( 1 0 ,-  H 20 )*  — -

IO, +  O H - +  OH (11)

as is the case with other halates.
The band of I 0 3 which should appear at 360 nm,

Figure 8 . O ptica l density at 360 nm  as a fun ction  o f  pH  
( [ I 0 3—] =  10_ 1  M, dose =  1 1 .6 k ra d s ): O, experim ental 
va lu es; + ,  calcu lated values, f36o(I0 4J~) 2600 M _ 1  c m -1 .

due to reaction 3, is missing: thi3 perhaps means that 
other reactions such as (4) and

OH +  I O - — ^ I O  +  O H - (12)

similar to

OH +  B rO - — -  BrO +  O H - (13)

with A:« =  4.5 X  109 M ~ x sec-1, as observed in the 
pulse radiolysis of B r03- , 18 are involved.

Determination of the I 0 2 Extinction Coefficient. The 
photolytic dissociation mechanism of the I0 3~ ion 
being formulated in reaction 1 1 , it should be possible 
by adding bicarbonate ions ([H C 03_ ] =  0.1 M ) to a 
5 X  IO-3  M  iodate solution to scavenge the hydroxyl 
radicals by the reaction

HCO3-  +  OH — C 0 3-  +  HoO

(ku =  1.5 X  107 M - 1 sec- 1 13) (14)

The relation 

«49o(I02) = i600(CO3-) X

OD49o(exptl) -  W oo(C03-)
______________ €600(1̂ 3 )___________

ODeoo(COa-)

derived from reactions 11 and 14 leads to «48o(I02) 
830 ±  50 M ~ l cm - 1  taking «6oo(C0 3 _ ) 1860 M ~ l cm - 1  
and «49o(C0 3- )  600 M ~ l cm - 1 . 19

The validity of the method was checked by deter­
mining the molar extinction coefficient of B r0 2 at 475 
nm during flash photolysis of B r03- .  A  value 
e475(Br0 2) 990 ±  50 M ~ l cm - 1  was found, which is in 
good agreement with that reported by Buxton and 
Dainton. 17

B. Results Obtained in Alkaline Media. The flash 
photolysis of deaerated alkaline solutions of iodate 
shows an absorption band centered around 350-360  
nm, whose intensity grows with pH; as in the case of 
pulsed radiolysis, the 2k/em  value decreases with in­
creasing pH (Fig. 5).

Addition of N 20  ([N 20 ]  =  2.5 X  IO- 2  M ) to such a 
solution does not bring about any change: at a given 
pH, neither the absorption intensity at 360 nm nor the 
kinetics of disappearance is modified.

The photolysis of alkaline oxygenated solutions 
(pH 11.8, [02] «  IO- 3  M ) results in a considerable 
lowering of the absorption at 360 nm and the appear­
ance of an absorption band centered around 430 nm, 
due to the ozonide ion, O3- ,  formed by the reaction

0 2 +  O -  — ^  O3-  (15)

Addition of 2-propanol, [(CH3)2CHOH] =  10- 3  M ,

(17) G. V. Buxton, Trans. Faraday Soc., 66, 1656 (1969).
(18) G. V. Buxton and F. S. Dainton, Proc. Roy. Soc., Ser. A, 304, 
427 (1968).
(19) J. L. Weeks and J. Rabani, J .  Phys. Chem., 70, 2100 (1966).
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at pH 11.7 lowers the absorption at 360 nm by about 
70% . These results, compared with those obtained 
by pulsed radiolysis, lead us to assign the absorption 
at 360 nm to the species I 0 42~ (reactions 9b and 8).

Discussion
The ensemble of the results in neutral media leads 

us to ascribe the two absorption bands to I 0 3 (360 nm) 
and I 0 2 (480 nm), respectively. Though the decay 
kinetics of these transients and the attribution of the 
360-nm band agree with previous results,6 the assign­
ment of the 480-nm band and the value of k (l0 3~ +  
OH) do not.

In fact, according to Amichai and Treinin6 
absorption spectrum of the transient species revealed 
by pulsed radiolysis and flash photolysis of aqueous 
solutions of iodate at neutral pH shows three maxima 
at 715, 480, and 360 nm, which they ascribed to I 0 2, 
1 0 , and I0 3, respectively.

Their mechanism supposed that I 0 2 formed in radiol­
ysis by reaction 1  reacts with I0 3~ by a pseudo-first- 
order process to give IO radicals

I02 + io3-  — IO + io4-
(ku =  (3.5 ±  0.5) X  106 se c -1) (16)

Moreover, they support their conclusions by a study 
of pulsed radiolysis and flash photolysis of aqueous 
solutions of IO -  (pH 13.6): IO is supposed to be 
formed according to the reaction

I O - +  O -  IO +  2 0 H -  (17)

Finally, their conclusions allow them to interpret the 
absorption spectrum that they observe in the photol­
ysis of I 0 3-  in boric acid glass at 2537 A . 9

Considering our own results in alkaline media it is 
not evident that O ”  reacts as OH, so that the products 
of the reactions IO~ +  OH and IO -  +  O -  may be

Pulsed R adiolysis and Flash Photolysis of Iodates

different. Nevertheless the following more important 
results lead us to disagree with the assumptions of 
Amichai and Treinin :6 the absence of any absorption, 
except that of eaq- ,  between 700 and 800 nm at high 
and low doses (from 6 to 150 krads) which eliminates a 
possible effect of dose; the absence of any absorption 
in the same wavelength range in the flash photolysis 
experiments, which eliminates a possible effect of the 
high dose rates furnished by the Febetron; the ab­
sence of an effect of alcohols on the 480-nm band; and 
the time of formation of the 480-nm band, which would 
be 200 fisec for [I03- ]  =  IO- 2  M  according to Amichai 
and Treinin6 and which is always less than 100 nsec in 
our pulsed radiolysis experiments.

The presence of a relatively strong and, at present, 
unidentified absorption which increases with I0 3~ 
concentration, in the same region as a band which 
grows in with time, makes the assignment of the 360-nm 
band to I 0 3 somewhat difficult. Nevertheless, the 
assumption that I 0 3 radicals absorb at 360 nm leads 
to a value of /c(IOa_  +  OH) much lower than (9.2 ±
0.8) X  10s found by these authors. Indeed, our re­
sults do not support a fast reaction between OH and 
I 0 3- ;  the rate of appearance of the 360-nm band in 
neutral media, the effect of I0 3_  concentration, and 
the addition of alcohols show that, if this band is 
partly due to I 0 3, ic(I03-  +  OH) cannot be greater 
than 5 X  107 M ~ l sec-1 .

In alkaline media the rate of appearance of the 360- 
nm band gives a more direct determination of k(I0 3~ 
+  O - ) than the indirect method of Amichai and 
Treinin;6 the value k(I 0 3_  +  O - ) =  3 X  109 M _1 
sec- 1  is greater than that given by these authors. The 
overall results obtained in alkaline media lead us ten­
tatively to attribute the 360-nm band observed under 
these conditions to I 0 42~. The molar extinction co­
efficient of this species would be about 9 times that 
of I0 3.

307
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The molecular elimination of H2 has been shown to contribute to the primary photodissociation mechanism of 
CH3I at ultraviolet wavelengths shorter than 3145 ±  20 A. From these results upper limiting values of 94.2 
±  0.6 and 91.3 ± 1 .7  kcal/mol were calculated for the 298°K heat of formation of : CHI and the carbon-hydro­
gen bond dissociation energy Z)o(CHI-H), respectively.

Introduction
For many years the primary photochemical process 

in methyl iodide has been recognized to be1 -3

CH 3I +  hv — >  CH 3 +  I (1)

The continuous absorption band for methyl iodide
o

occurs in the ultraviolet from about 3600 A with the 
first absorption maximum at about 2600 A. At short 
wavelengths two new primary processes become en­
ergetically possible.

CHSI +  hv — >  :C H I +  H2 (2)

CH3I +  hv — >  :C H 2 +  HI (3)

The occurrence of reaction 2  in alkanes is well known. 
Mahan and Mandal demonstrated the formation of H 2 
in the vacuum ultraviolet photolysis of C H 4 and con­
cluded that it was produced primarily from an intra­
molecular process.4 Herzberg suggested process 2  in 
CH 3C1 from a theoretical point of view.5 In recent 
matrix-isolation studies of the vacuum ultraviolet 
photolyses of CH 3C1 and CH3F the spectra of :CHC1 
and : CHF were identified.6'7 It was suggested in this 
latter work that both : CHC1 and : CHF resulted from 
primary processes such as (2 ), but no attempts were 
made to detect the postulated molecular elimination 
of H 2.

The occurrence of reaction 3 at 2288 A has been 
verified recently in photolysis experiments with tri­
tium-labeled methyl iodide.8 The singlet methylene 
(l :C H T) was detected through the well-known olefin 
addition and carbon-hydrogen bond insertion reac­
tions.

During the course of our hot methyl radical research 
program, we suspected that molecular hydrogen was 
being formed via primary process 2  in the ultraviolet 
photolysis of CH 3I. Another series of experiments 
was therefore initiated with the tritium-labeled methyl 
iodide in a dual effort to confirm the existence of CH2T I

photodissociation channel 2  and to measure its photo­
chemical threshold energy.

Experimental Section
Broad spectrum ultraviolet radiation was produced 

from a Hanovia Type 929B009U, 2500-W X e -H g  
lamp. The collimated light was predispersed by a 
quartz prism and then concentrated upon the entrance 
slit of a Bausch and Lomb monochromator. The en­
trance and exit slits of the monochromator were so ad­
justed that a reasonably intense beam of light emerged 
from the monochromator with an effective bandwidth 
of 40 A (full width half-maximum). The apparatus 
and a representative light spectrum are shown on 
Figures 1 and 2. The quartz optical elements and the 
light source were carefully aligned by means of a Spec­
tra Physics H e-N e gas laser. The laser beam was 
passed through the center of each optical element and 
finally struck the lamp 2  mm below the tip of the tung­
sten anode. Using this particular optical system it was 
found that further reductions of the output bandwidth 
ivere impractical because of severe intensity losses. 
Also, the undesirable shoulder at short wavelengths 
could not be eliminated. The light intensity incident 
upon the photolysis cells was monitored either by means 
of an Eppley thermopile and a Keithley nanovoltmeter 
or a photomultiplier tube and a Keithley electrometer. 
Except for the quartz windows the reaction cells were 
constructed from ordinary Pyrex glass and Kontes high

(1) R. D . Doepker and P. Ausloos, J. Chem. Phys., 41, 1865 (1964).
(2) R. D. Schultz and A. A. Taylor, ibid., 18, 194 (1950).
(3) G. M . Harris and J. E. Willard, J. Amer. Chem. Soc., 76, 4678 
(1950).
(4) B. H. Mahan and R. Mandal, J. Chem. Phys., 37, 207 (1962).
(5) G. Herzberg, “Electronic Spectra of Polyatomic Molecules,” Van 
Nostrand, Princeton, N. J., 1967, p 448.
(6) M . E. Jacox and D. E. Milligan, J. Chem. Phys., 53, 2688 (1970).
(7) M . E. Jacox and D. E. Milligan, ibid., 50, 3525 (1969).
(8) (a) G. W . Mutch and J. W . Root, unpublished results; (b) C. C. 
Chou, P. Angelberger, and F. S. Rowland, J. Phys. Chem., 75, 2536 
(1971).

The Journal of Physical Chemistry, Vol. 76, No. 8, 1972



Ultraviolet Photolysis of CH3I 309

vacuum O-ring stopcocks. Suprasil quartz windows 
were cemented onto the Pyrex body by means of epoxy 
glue. The sample cells and vacuum apparatus were 
absolutely grease free, and connections to the vacuum 
system were made by means of O-ring ball and socket 
joints. The photolysis cells were designed to allow 
their direct incorporation into the flow system of the 
gas chromatography analytical apparatus.

The entire vacuum gas transfer apparatus was fabri­
cated from copper and brass in order to avoid the hy­
drogen exchange problems often encountered in photo­
chemical recoil experiments.9 The brass vacuum 
valves were Hoke Type 411M, 4B, and the gas pressures 
were monitored by Hastings gauges in the micron range 
and by a diaphragm gauge in the Torr range. With 
the present apparatus ten reaction cells can be filled at 
once with identical gas mixtures.

For each analysis the reaction cell contents were 
flushed through a series of liquid nitrogen temperature 
traps into the gas chromatography column. The 
eluted tritium-labeled products H T and CH ;iT were de­
tected by an internal gas flow proportional counter. 10 
To ensure that no CH2T I was allowed to contaminate 
the analytical gas chromatography column, a short 
stripper column consisting of a 5-cm section of Linde 
Type 5A molecular sieve packed in glass tubing was 
inserted into the flow stream ahead of the analytical 
column. The latter column consisted of a 20-ft section 
of Linde Type 5A molecular sieve. The retention 
times for H T and CH 3T  were 7 and 23 min, respec­
tively, at a helium flow rate of 85 cc/min NTP. Signal 
pulses generated in the counter passed successively 
through an Ortec scintillation preamplifier provided 
with a high-voltage standoff capacitor, a linear ampli­
fier, a discriminator, and a digital output device.

The chemicals employed in these experiments in­
cluded the following: He, J. T . Baker high purity grade; 
0 2, Matheson research grade; and CH 2T I, Inter­
national Chemical and Nuclear Corp., 25 mCi/mmol. 
In a typical experiment nine photolysis cells were filled 
simultaneously with 350 // pressure of the labeled methyl 
iodide, 20 Torr 0 2, and 180 Torr He. The cells contain­
ing the reactants were allowed to stand in the dark 
overnight to ensure complete mixing. One cell from 
each set was kept in the dark throughout the experi­
ment as a blank run, while the others were irradiated 
one by one at preselected ultraviolet wavelengths. 
Because of the low intensity of our narrow bandpass 
light source, several of the runs required photolysis 
times as long as 12 hr. Following the irradiations, the 
reaction mixtures were analyzed as quickly as possible 
in order to minimize any dark reactions.

Results

The results that we wish to report are summarized 
in Table I. The reported H T yields represent the sig­
nals obtained after corrections for counter background

Figure 1. Schematic drawing of the photolysis apparatus. 
(A) High-pressure Hg-Xe lamp, (B) focusing lens, (C) 
predispersion prism, (D) focusing lens, (E) variable entrance 
slit, (F) concave mirror, (G) diffraction grating, (H) variable 
exit slit, (I) exit lens, (J) photolysis cell, and (K) thermopile 
or photomultiplier detector.

3580 3600 3620 3640 3660 3680
Wavelength (Â)

Figure 2. A typical output spectrum of the Bausch and Lomb 
monochromator at 3650 A.

and for the small activities from the blank runs. Ab­
solute quantum yields were not measured in these 
experiments; instead, the data were normalized by 
means of the following formula

in which Y  is the relative yield of H T ; k is an arbitrary 
constant; N  is the net observed H T activity; I 0 is the 
total light intensity falling on the entrance window of 
the photolysis cell; C is the concentration of the methyl 
iodide; and t is the duration of exposure to the ultra-

(9) (a) R. M . Martin and J. E. Willard, J. Chem. Phys., 40, 2999 
(1964); (b) R. M . Martin and J. E. Willard, ibid., 40, 3007 (1964).
(10) J. K . Lee, E. K . C. Lee, B. C. Musgrave, Yi-Noo Tang, J. W . 
Root, and F. S. Rowland, Anal. Chem., 34, 741 (1962).
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violet light. Due to uncontrolled variations in the 
experimental conditions, the data show fluctuations 
from run to run. The general trends indicated by 
these results were quite reproducible, however, and 
support several conclusions.

Table I : Reaction Yields of HT and CH3T“

Expt x, A
CH2TI,

f*
HT

(normalized
counts)

CHaT
(normalized

counts)
Time,
min

1 2804 450 1336 ±  17 18 767
2967 450 1052 ±  16 0 292
3025 450 1197 =L 22 18 243

11 3025 350 807 ±  17 270
3130 350 991 ±  23 405
3230 350 0 840
3340 350 78 ±  3 720

hi 3025 300 258 ±  20 120
3165 300 0 300
3200 300 0 300
3340 300 0 700

° He =  180 Torr; 0-, = 20 Torr in all the experiments.

Discussion
The experimental results pointed to three unambig­

uous conclusions. (1) From experiments II and III  
the threshold wavelength for molecular H T formation 
was determined to occur in the wavelength interval be­
tween 3130 and 3165 A. Since the effective band width 
of the light source is 40 A, full width at half-maximum, 
our best estimate for this threshold is 3145 ±  20 A.
(2 ) The total amount of H T produced did not fluctuate 
appreciably within each set of experiments. (3) In all 
these experiments the CH3T  yields were small com­
pared to the yields of HT. There are three possible 
mechanistic paths (5-7) by which H T could be formed 
in the CH2TI ultraviolet photolysis experiments

CH2TI +  hv - V  ;C H I +  H T

AH =  4.0 ±  0.2 eV (5)

CH2TI +  hv -% ■  CH2I +  T *

AH  =  4.5 ±  0.07 eV (6a)

T * +  CH3I — >- H T  +  CH2I (6b)

m  / - ►  :C H T  +  HI (7a)
CH 2T I +  hr------ <■

>  :C H 2 +  T I (7b)

AH =  4.12 ±  0.04 eV

*:C H T +  M  — *■ 3:C H T  +  M  (7c)

8:C H T  +  0 2 — H T  +  C 0 2 (7d)

T I +  hr — >  T * +  I (7e)

T * +  CH3I — >- H T  +  CH2I (7f)

The approximate thermodynamic threshold energy 
for process I is 4.0 ±  0.2 eV based upon a recent elec­
tron impact measurement of the heat of formation of 
:C H I.U The uncertainty assigned to the enthalpy 
change for process 5 represents an estimate, since no 
accuracy limits were specified in the original reference. 
The thermodynamic threshold for process II is 4.50 ±  
0.07 eV, corresponding to single photon absorption at 
2754 A .12 The actual photodissociation threshold 
would probably occur at shorter wavelengths than the 
2754 A  value. From recent tabulations of the stan­
dard heats of formation of CH 3I, :C H 2, and HI the 
thermodynamic threshold for process III is calculated 
as 4.12 ±  0.04 eV .13,14 Our measured threshold for 
HT formation from the ultraviolet photodissociation of 
CH2T I is 3145 ±  20 A. A  3145 A photon has an energy 
of 3.94 eV, which is insufficient for the initiation of 
either photodissociation process II or III, and we con­
clude that the observed H T must have come from 
process I.

Because of the possibility for uncertainties in the 
thermochemical data, we have also carried out a series of 
kinetics experiments to substantiate the conclusions 
derived from the threshold measurements. It has been 
demonstrated experimentally that triplet methylene 
reacts very efficiently with oxygen to produce molecu­
lar hydrogen as in reaction 7d .15 No significant changes 
in our H T yields were observed when otherwise identical

o

samples were photolyzed at 3130 A  with and without 
added oxygen scavenger. Additional experiments were 
carried out at 3130 A in which the samples contained 
added ethylene. No labeled cyclopropane was de­
tected from the well-known olefin addition scavenging 
reaction 8

3: CH T +  C 2H 4 — >  C - C 3 H 5 T  ( 8 )

The half-pressure for collisional stabilization of the 
triplet addition product from reaction 8 is about 170 
Torr, so that a substantial fraction of the c-C3H 5T 
would have survived unimolecular isomerization to 
C3H5T under our experimental conditions. Therefore 
reaction 7d involving triplet : C H T did not contribute 
significantly to the H T yields at 3130 A .8a Further­
more, molecular H T is not an expected product from 
singlet : CH T reactions, and we conclude that process 
III can be ruled out as a source of molecular H T at 
wavelengths longer than 3100 A.

One other possible source for molecular H T might

(11) J. J. De Corpo and J. L. Franklin, J. Chem. Phys., 54, 1885 
(1971).
(12) (a) D. M . Golden and S. W . Benson, Chem. Rev., 69, 125 (1969); 
(b) S. Furuyama, D. M . Golden, and S. W  Benson, Ini. J. Chem. 
Kinet., 1, 283 (1969).
(13) S. W . Benson, “ Thermochemical Kinetics,” Wiley, New York, 
N. Y ., 1968.
(14) W . A. Chupka and C. Lifshitz, J. Chem. Phys., 48, 1109 (1968).
(15) R. L. Russell and F. S. Rowland, J. Amer. Chem. Soc., 90, 1671 
(1968).
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involve some unspecified reaction of hot CH2T  radicals 
with 0 2. This mechanism is eliminated by the absence 
of H T in the experiments carried out at wavelengths 
longer than 3130 A. Furthermore, the H T  yields were 
not affected by the presence or absence of 0 2. Uni- 
molecular decomposition of the hot CH2T  radicals to 
form either H T or T  atoms is not energetically possible 
at 3145 A.

By this process of elimination, we conclude that the 
observed molecular H T  yield at 3145 A  must have re­
sulted from molecular elimination photodissociation 
mechanism I. Herzberg has advanced a theoretical 
interpretation for photodissociation processes of this 
kind.5 According to his model the CH3I would be ex­
cited to an attractive upper state corresponding to 
H 2 +  :C H I. This mode for the unsymmetrical, direct 
dissociation is depicted in Figure 3. Our observation in 
Table I that the molecular H T  yield is essentially 
constant at energies immediately above threshold 
requires that the onset of the upper state vibrational 
continuum be located directly above the potential 
minimum for the CH3I ground state.

The heat of formation for :C H I can readily be 
estimated from this unsymmetrical direct dissociation 
model. From our experimental threshold for reaction 5 
the heat of formation for : CH I is calculated as 94.2 ±
0.6 kcal/mol. This is an upper limiting value because 
of the likelihood that the :C H I contains vibrational 
excitation. This calculated heat of formation for 
:C H I is in excellent agreement with the independent 
result of 95 kcal/mol obtained recently by De Coipo and 
Franklin.11 Based upon our threshold value and the 
known CH 2I -H  bond dissociation energy,12 we calculate 
a 298°K  Ho(CHI-H) value of 91.3 ±  1.7 kcal/mol.

Figure 3. Approximate two-dimensional representation of the 
dissociation process involved in the photodissociation of CH3I.

Summary
The existence of a new primary photodissociation 

process for methyl iodide has been established. This 
process leads to molecular H 2 and : CH I with a threshold 
corresponding to ultraviolet absorption at 3145 ±  20 A.

Based upon Herzberg’s unsymmetrical direct photo­
dissociation model, upper limiting values of 94.2 ±  0.6 
and 91.3 ± 1 . 7  kcal/mol were calculated for the 298°K  
heat of formation of :C H I and the carbon-hydrogen 
bond dissociation energy D0(C H I-H ), respectively.
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Oxidation of Br~ by OH radicals in neutral and acid aqueous solutions has been investigated. The reaction 
mechanism involves the following reactions and rate constants: OH +  Br-  -*■ BrOH- , k =  (1.06 ±  0.08) X  
1010 M -1 sec“ 1; BrOH- -*- Br~ +  OH, k = (3.3 ±  0.4) X 107 sec“ 1; BrOH- -*- Br +  OH“ , k =  (4.2 ±  
0.6) X 106 sec“ 1; BrOH- +  H+ ->■ H20  +  Br, k =  (4.4 ±  0.8) X 1010 Af-1 sec"1; BrOH- +  Br" OH-  +  
Br2- ,  k =  (1.9 ±  0.3) X 108 Ai —1 sec-1; Br +  Br- -»- Br2- , k ~  1010 Af- 1  sec-1 (previous work). A new ab­
sorption peak of Br2-  at 700 nm is reported. A new equilibrium reaction of Br2_ with Br-  to produce Br32- 
is proposed.

Introduction
A number of papers have been published concerning 

steady and pulse radiolysis and photolysis of bromide 
solutions. Grossweiner and Matheson1 found an ab­
sorption band near 350 nm upon flash photolysis of 
Br-  solutions. They assigned it to Br2_  ions. Br2-  
absorption has been observed later in pulse radiol­
ysis.2-6 Bromide ions have been extensively used in 
both steady radiolysis and photolysis experiments.7-14 
Matheson, Mulac, Weeks, and Rabani6 measured the 
reactivity of OH radicals towards Br-  ions by pulse 
radiolysis. They concluded that reaction 1 is not a sim­
ple electron transfer reaction, but involves an interme­
diate BrOH- , formed according to reaction 2, which is 
reversible. Br atoms formed according to reaction 3
react with Br-  to form Br2- .

Br-  +  OH — *■ Br +  O H -  (1)

B r - +  OH BrOH-  (2)

B rO H - — >  Br +  O H -  (3)

Br +  Br-  ^  Br2-  K x >  107 A f-1 (4)

Reaction 3 may also be reversible, but the reverse reac­
tion is not important at near neutral pH.6 The inter­
mediate BrOH-  differs from a usual activated complex 
by its lifetime, which was estimated to be as long as 
1 0 -7 sec, and its ability to react with solutes such as 
H aq + and OHaq- .6 The results of Matheson, et al.,6 
were interpreted assuming that equilibrium 2 was 
shifted towards the left under their conditions, and that 
the rate of formation of Br2-  in near neutral media is 
controlled by the rate of Br formation via reaction 3. 
In addition, it was assumed that the backward reaction 
2 is fast compared with reaction 3. Thus, ku defined 
from the equation: kx =  ( l /[B r - ])(d/df) In (Dmax — 
D t), is an apparent rate constant. D max is the maxi­

mum optical density of Br2- , corrected for any Br2-  
which have decayed away by radical radical reactions. 
D t is the measured optical density at time t.

Recently, we have reported that the competition be­
tween ethanol and Br-  for OH did not only depend on 
the concentration ratio [Br- ]/[ethanol] but also on the 
absolute concentrations used. 15 Br-  ions were rela­
tively more efficient at higher concentrations. This 
observation was interpreted as due to a reaction be­
tween the intermediate BrOH-  and Br-  ions. This re­
action is also supported by the recent results of Behar. 16 
Karmann, Meissner, and Henglein17 proposed a similar

(1) L. I. Grossweiner and M . S. Matheson, J. Phys. Chern., 61, 1089 
(1957).
(2) L. M . Dorfman, I. A. Taub, and R. E. Btlhler, J. Chern. Phys., 
36,3051 (1962).
(3) B. Cercek, M . Ebert, J. P. Keene, and A. J. Swallow, Science, 
145,919 (1964).
(4) B. Cercek, M . Ebert, C. W . Gilbert, and A. J. Swallow, “ Pulse 
Radiolysis” , M . Ebert, et al., Ed., Academic Press, New York, N. Y ., 
1965,p 83.
(5) H. C. Sutton, G. E. Adams, J. W . Boag, and B. D. Michael, 
ibid., p 61.
(6) M . S. Matheson, W . A. Mulac, J. L. Weeks, and J. Rabani, J. 
Phys. Chem., 70, 2092 (1966).
(7) H . A. Schwarz and A. J. Salzman, Radial. Res., 9, 502 (1958).
(8) A. O. Allen and R. A. Holroyd, J. Amer. Chem. Soc., 77, 5852 
(1955).
(9) T . J. Sworski, ibid., 76,4687 (1954).
(10) C. J. Hochanadel, J. Phys. Chem., 56,587 (1952).
(11) J. Jortner, M . Ottolenghi, and G. Stein, ibid., 66, 2029, 2037, 
2042 (1962).
(12) F. S. Dainton and S. A. Sills, Nature (London), 186,879 (1960).
(13) (a) V. J. Linnenbom, C. H. Cheek, and J. W . Swinnerton, Nucl. 
Sci. Techrwl., 2 , 46 (1962); (b) C. H. Cheek and V. J. Linnenbom, 
J. Phys. Chem., 67,1856 (1963).
(14) A. Hummel and A. O. Allen, Radial. Res., 17, 302 (1962).
(15) D . Zehavi and J. Rabani, / .  Phys. Chem., 75, 1738 (1971).
(16) D . Behar, private communication.
(17) W . Karmann, G. Meissner, and A. Henglein, Z. Nalurforsch. B, 
22,273 (1967).
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reaction in their H S' system. In view of the impor­
tance of Br in radiation chemistry, we carried out an 
investigation with the purpose of elucidating the mech­
anism of Br-  oxidation by OH radicals.

Experimental Section
The pulsing system, analyzing method, and cell filling 

technique have been described previously; 15 2 0 - 20 0 - 
nsec electron pulses (5 M eV, 200 mA) have been used 
unless otherwise stated. In some experiments, 1.3 A, 
50-nsec base width pulses have been used with continu­
ous energy distribution from 0 to 8 M eV (will be re­
ferred to as “ high current pulses” ). A  rectangular
4-cm long cell16 with a light path of 12.2 cm was used in 
all the experiments. The pulse intensity was moni­
tored with the aid of the inductance current produced 
in a coil through which the electrons passed before en­
tering the solution. After correcting for the monitor 
readings, the deviations in the estimation of the pulse 
doses were < 2 % . The monitor gave erroneous results 
when the high current pulses were employed. There­
fore we used an internal chemical dosimeter, namely, 
the absorption of Br?-  which was always formed in the 
radiolysis of the Br-  solutions.

Photomultipliers types R  166 for 260-300 nm, I P 28 
for 300-650 nm and R 196 above 650 nm were employed. 
The Bausch and Lomb monochromator gave less than 
2 %  scattered light which was neglected when used with 
these photomultipliers.

A  556 dual-beam oscilloscope was used. Appropri­
ate light filters were always employed to prevent photo­
chemistry, as well as second-order resolved light. The 
light source was a 150 W , water cooled xenon lamp. 
When high time resolution was desired, a high voltage 
was pulsed between the lamp’s electrodes so that a 10 -  
30-fold higher light intensity could be obtained for a 
period of several hundreds of microseconds. 18 The 
pulsed lamp signal was always constant with time 
within the accuracy and time ranges of our measure­
ments. The temperature was 25 ±  2°.

Unless otherwise stated, each reported measurement 
in the tables represents an average of 4 experiments.

Materials. We employed triply distilled water, 
Matheson’s ultra high purity oxygen, Matheson’s puri­
fied6 N 20 , Merck’s HC104 and ethanol (both analyti­
cal), Baker’s (analyzed) NaBr and KBr, B D H ’s (Ana- 
lar) H 2SO4, and Mallinckrodt’s (analytical) methanol.

Results and Discussion
When Br-  is pulse irradiated in 0 2 or N 20  aqueous 

solution, optical absorption is built up as Br2~ is pro­
duced. 3-6 The optical density reaches a maximum, 
after which it decays away by second order processes. 1 ■3 ” 6 
The formation can be separated from the decay pro­
cesses, as the first is a pseudo-first-order process while 
the second is a second-order reaction whose lifetime de­
pends on pulse intensity. In our work, we were inter­

ested in determining the optical density of Br2” , corre­
sponding to the scavenging of all the OH radicals by 
Br~. This was obtained from the maximum optical 
densities of Br2”  (on the D vs. t scales). In most cases, 
a small correction (several % ) for Br2”  which had de­
cayed away during its build up had to be made. This 
was done by appropriate extrapolations from the decay 
curves.

When an alcohol, RH 2, is also present, it competes 
with Br~ for OH according to reaction 5

R H 2 +  OH RH  +  H 20  (5)

As a result of this, a decrease of the maximum optical 
density is observed as the concentration of the alcohol 
is increased relatively to that of Br- . The kinetic 
treatment of the reaction sequence 2 -5  leads to a typical 
competition expression, namely

T) °/ D  =J y m a x  /  ^ m a x

1 +  (*,/**)(■ 1 +  fc-2/fe )[R H 2] /[B r” ] (I)

where D raax° and D mox are the maximum optical densi­
ties (extrapolated) in the absence and in the presence of 
RH 2, respectively. In terms of the overall reaction 1 , 
the above equation predicts that k\ (in competition ex­
periments defined as (G (oh + Bm/C(OH + RH2))fe;[RH2] /  
[Br- ]) be independent of [Br” ] and [RH2]. As pointed 
out previously, this is not in agreement with the experi­
mental data16 which show an increase in kx with [Br- ].

Another definition of fci is useful when direct mea­
surements of Br2”  buildup are investigated, namely:6 

fci =  l /[B r ” ](d/df) In (D max° — D,°). D,° is the opti­
cal density of Br2”  at time t, no R H 2 present.

Since *1 depended on [Br- ] at relatively high B r”  
concentrations, we carried out experiments in which 
the formation process of Br2”  was observed directly. 
Had ki been a real reaction rate constant, it should have 
been not only independent of [Br- ], but in addition, the 
same ki value should result from both competition and 
direct measurements. However, we have found this 
time that h  decreased with [Br- ], while in the competi­
tion experiments it increased. Only at [Br- ] <  10“ 3 
M  values of fcj were nearly identical in both sets of ex­
periments, as well as independent of [Br- ]. In the fol­
lowing we will describe the experiments and results 
which helped us to resolve the apparent discrepancy.

I. Competition
Experiments at Near Neutral pH. Competition ex­

periments were carried out between Br”  ions and meth­
anol or ethanol, at various Br” and alcohol concentra­
tions. The results are presented in Table I and in Fig­
ure 1  where D m&x°/Dnm* values are plotted vs. [alco­
hol]/ [Br” ]. Each line corresponds to a constant Br”  
concentration. Each of the results in Table I and Fig-

(18) P. Pagsberg, H . Christensen, J. Eabani, G. Nilsson, J. Fenger, 
and S. O. Nielsen, J. Phys. Chern., 73,1029 (1969).
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Table I : Irradiation of Oxygenated Br (as KBr or NaBr) at 360 nm, Near Neutral pH.“ 
Competition with Ethanol (eth) or Methanol (meth)

Relative**
Curve in 
Figure 1

Symbol in 
figure [Br-], U

pulse
intensity D m a x  0 C

Slope from 
Figure 1 M -1  sec-1 Remarks

a • 1.0 X 10“4 A 0.0307 1.25 1.5 Na+ eth
b o 3.0 X lO“4 A 0.0404 1.70 1.1 K+eth

3.0 X lO“ 4 B 0.079 1.33 1.4 K+eth
c X 1.0 X 10“ 3 C 0.109 1.79 1.0 Na+ eth

1.0 X 1 0 "3 D 0.186 1.57 1.2“ K+eth
d 3.0 X 10“3 B 0.094 1.54 1.2 K+eth
d 0 3.0 X 1 0 -3 E 0.103 1.54 1.2 K+eth
e □ 1.0 X 10 "3 F 0.101 0.98 1.9 K+eth
f e 2.0 X 10“ 2 C 0.122 0.91 2.0 Na+ eth
g ■ 3.0 X 10 2 F 0.101 0.63 2.9 K+eth
h © 5.0 X 10” 2 C 0.127 0.55 3.3 Na+ eth
i V 0.1 E 0.105 0.39 4.6 K+eth
j B 0.2 C 0.129 0.30 6.1 Na+ eth
k ▼ 0.3 E 0.105 0.25 7.2 K+eth
k ▼ 0.3 G 0.369 0.25 7.2 K+eth
k A 2.0 H 0.207 0.25 7.2 Na+ eth
1 ▲ 1.0 H 0.195 0.24 7.2 Na+ eth

1.0 I 0.188 0.25 7.2“ K+eth
3.0 X lO“ 4 B 0.079 0.59 1 .4 K + meth
0.1 E 0.105 0.20 4.2 K + meth

“ No buffer, pH before pulsing is estimated to be about 7. The 50-150-nsec pulses produced up to 10~6 M  II +. 6 All experiments in
which the same letter represents the relative pulse intensity were carried out using the same dose. c Optical density of Br2_ in the ab­
sence of ethanol, corrected for Br2~ decay during its buildup (by extrapolation). d Based on fcs =  1-83 X 109 M -1 sec-1 for ethanol 
and 8.4 X 10s Af_1 sec-1 for methanol.19 e From ref 15, no 0 2, N20  saturated.

ure 1 is an average of eight experiments. The ratio 
k-i/kg, increases with the Br-  concentration. Using fc5 
=  1.83 X  109 M ~ x sec- 1  for ethanol and 8.4 X  10s M - 1  
sec“ 1 for methanol19 gave the same kx values at constant 
[Br- ], no matter whether ethanol or methanol was 
used for the competition. For the explanation of these 
results, we invoke reaction 6 which we have tentatively 
proposed before. 16

B rO H " +  B r - — >  Br2~ +  OH ~ (6)

On the basis of the reaction mechanism (2)-(6), one 
may write

— d[OH ]/d( =  fc,[OH][Br-] -  fc_2[BrOH-] +

h  [OH][RH2] (II)

d [B rO H -]/d i =  fc2[O H ][Br-] -

(*-* +  h  +  fc6[B r-])[B rO H -] (III)

d([Br] +  [Br2-] ) /d i  =  (fc3 +  fc6[Br~]) [BrOH“ ] (IV)

d[R H ]/df =  /c5[OH][RH2] (V)

By substituting [OH] from equation (V), and [BrOH- ] 
from (IV) into (II), one obtains (after integration from 
time zero to time infinity and rearrangement) equation 
(VI).

[Br2- ] max/[R H ]max =

(fc2[B i-]/fc6[RH2] ) /( l  +  fc_2/(fc3 +  fc6[B r-])) (VI)
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Equilibrium 4 is far shifted to the Br2-  side under our 
conditions.6 [RH ]max (the total [RH] formed according 
to reaction 5), can be replaced by ([Br2- ] max° — 
[Br2- ] max) where [Br2- ] max° and [Br2~]max (total 
[Br2~] formed in the absence and in the presence of 
RH 2, respectively) are measured at the same Br-  con­
centrations. Replacing concentrations of Br2~ by the 
appropriate optical densities we obtain

A n a x ° / .D max =  1 +  (fc6/ f c 2) [ R H 2] /

[Br-](1 +  f c V fe  +  h [B r~ ]))  (VII)

Both equations (VII) and (I) predict straight lines when 
the ratios f imai0/ l ) mH are plotted vs. [RH2]/[B r_ ] at 
constant [Br- ], as observed in Figure 1. However, 
equation (I), based on the old reaction scheme,6 does 
not predict the observed dependence of the slopes on 
[Br-].

Evaluation of Rate Constants Ratios at Near Neutral 
Solutions. Let us define

Y =  l/(/c2 X  slope/fc6 -  1) (VIII)

where the “ slopes” in equation V III are the experi­
mental slopes of equation V II. It can be shown that

F =  h / K ,2 +  (h / k-t)[  B r -] (IX )

In Figure 2 we demonstrate the linear dependency of Y

(19) P. Neta and L. M. Dorfman, Advan. Chem. Ser., No. 81, 222 
(1968).
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Figure 1. Competition between Br~ and ethanol for OH 
(neutral pH). Table I includes the explanations for the various 
curves and symbols.

Figure 2. Evaluation of k e/ k ,  from the 
dependence of Y  on [Br- ].

on [Br“ ] using k6/k2 =  0.172 from measurements in the 
acid pH range (will be discussed later). The straight 
line (Figure 2) supports our proposed reaction mech­
anism. From the slope of Figure 2, we obtain k6/k- 2 =
6.1 (with an estimated uncertainty ± 0 .3 ) . Using this 
value, the intercept of Figure 2 has been calculated from 
the experiments in which [Br- ] <  0.2 I .  This yields 
ks/k-i =  0.127 ±  0.007 (The error limit here is the 
standard deviation.). From the two ratios obtained 
above, it is possible to calculate k$/ks =  48.

Acid Solutions. In Table II, we present competition 
data in the acid pH range. The intermediate BrOH-  
has been proposed to react with H + according to reac­
tion 7 .6

BrOH-  +  H + — >  Br +  H 20  (7)

When reaction 7 is also included, equation V II is modi­
fied into X .

Anax°/Anax =  1 +  (fc5/fc2) [RHS] /  [Br- ]( 1  +  fc_2/

(fc3 +  kt [B v-] +  k7[ H +])) (X)

When /c7[H+] »  fc_2, equation (X ) reduces into (X I)

AnaxVAna* =  1 +  (h/kf) [RH2]/[B r - ] (X I)

A  plot of .Dmax0/Dmax vs. [RH2]/[B r- ] in relatively 
strong acid indeed shows relatively small variation of 
slope with Br-  concentration. The data of Table II 
give k6/k2 =  0.172 ±  0.013 (mean deviation). From 
this, k2 =  (1.06 ±  0.08) X  1010 M ~ x sec- 1  follows 
(mean deviation).

Table II: Irradiation of Aerated Acidic (HC10<)NaBr in 
Solutions Containing Ethanol“

Relative 10 “ 10 ki,c
pulse M ~ l

[B r- ], M intensity Dmax° 6 [H +), M Slope sec 1

3.0 X 10-4 A 0.049 0.1 0.177 1.03
1.0 X 10-2 H 0.189 0.1 0.189 0.97
0.10 C 0.128 0.1 0.179 1.02
1.0 H 0.202 0.1 0.166 1.10
1.0 x 10-3 C 0.127 0.3 0.168 1.09
0.1 C 0.127 0.3 0.153 1.20

“ Measurements were carried out at 360 nm. Pulse duration 
was 50-150 nsec. b Optical density of Br2~ in the absence of 
ethanol, corrected for Br2~ decay during its formation (by ex­
trapolation). c Based on k$ =  1.83 X 109 M -1 sec-1.

From our competition experiments fc2fc3//c_2 =  1-35 
X  109 M ~ l sec-1 . This is in excellent agreement with 
ki which has been measured by the buildup of Br2-  ab­
sorption.6 It can be shown that at relatively low [Br- ], 
h  (from Br2-  formation) approaches the ratio k2kz/k-2.

Due to reaction 6 , the results in neutral pH at high 
bromide concentrations are expected to approach those 
at low pH’s. This is indicated by the results in Table
I, when [Br- ] >  0.3 M.

The lack of Br-  concentration effect on the slopes 
above 0.3 M  Br-  is not predicted, however: in fact, 
changing the Br-  concentration from 0.3 to 1 M  is ex­
pected to decrease ohe slopes by about 15% , but no 
such a decrease is observed. The slope at 2 M  neutral 
Br-  should have been not so far above the slopes ob­
tained at the acid range. We have no definite explana­
tion for this. It is not impossible that it is not outside 
experimental uncertainty. W e considered the possible 
effects of changing viscosity. Taking the viscosity of 
water as 1, the viscosity of 1 M  NaBr was found 1.06. 
When 3.3 M  ethanol was added to the neutral solution, 
the viscosity increased to 1.8. This might have an ef­
fect on the rate constants. However, the viscosities 
in acid solutions were similar. A t the higher concen­
trations of bromide and ethanol, direct effects may in­
fluence the results. Due to such uncertainties, we pre- 
fered to use the ratio /cg//c2 measured in the acid range 
at relatively low bromide concentrations.

II. Direct Kinetic and Spectral Measurements
Kinetics of Br2~ Formation in Near Neutral pH—No
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Figure 3. Oscilloscope traces for the buildup of Br2-  optical absorption; 360 nm, 50-nsec high-current (1.3-A) pulses. 
Pulsed X e  lamp. Pulse reproducibility was bad and Z>pi ateau = U m ax  cannot be a measure for the Br2-  
yields, but rather can be used as a measure for the pulse intensity.

RH2 Present. The measurement of k4 by the Br2-  for­
mation has been described previously.6 W e have ex­
tended the previous work to higher [Br- ]. In Figure 3 
we present some typical oscilloscope traces at high 
[Br- ]. These traces demonstrate the accuracy of our 
measurements. It can be seen that the plot of In 
(-Dmax — D t) vs. time yields a straight line, the slope of 
which, when divided by [Br- ] equals to /q as long as k4 
is sufficiently greater than k4. This is always the case 
in the neutral pH. Such straight lines are typical for 
all the neutral solutions. When the In (Dmax — D t) vs. t 
plots were extrapolated to the middle of the electron 
pulse (which we chose as an approximation for time 
zero), Do >  0 was obtained at the relatively high Br-  
concentrations, such as used in Figures 3A and 3B.

The extrapolated values of D0 increased with the Br-  
concentration. W e interpret this as due to a very fast 
formation of BrOH-  to which we assign optical absorp­
tion at 360 nm. Thus, the fast increase of optical ab­
sorption during the electron pulse is due to reaction 2 , 
and the slower buildup of the optical density is due to

the formation of Br2-  at the expense of BrOH-  and OH. 
In 1 M  bromide, an additional process evidently takes 
place. Br2-  must already be formed within a time 
range shorter than our resolution. However after the 
pulse, part of the optical absorption decays away with a 
half-life of about 150 nsec (see Figure 3C). W e attrib­
ute this decay to a new equilibrium reaction of Br2-  
with Br- .

Br2-  +  Br-  Br32 - (8)

Br32- is assumed to possess no optical absorption or a 
relatively small optical absorption at 360 nm as com­
pared with Br2- . Further results and discussion of re­
action 8 are given in the section: High Br~ Concentra­
tions. It is of particular interest to note that the decay 
of optical absorption which is discussed above is de­
layed for a short while when N 20  is used instead of 0 2 
to react with eaq-  (see Figure 3D). W e attribute this 
to reaction 9 which becomes a rate determining step in 
the Br2-  formation in N 20  saturated 1 M  Br- .

The Journal of Physical Chemistry, Vol. 76, No. 3, 1972



Oxidation of A queous Bromide Ions by OH R adicals 317

N 20 - - ^ N 2 +  0 -  ( 9)

The results give fc9 between 1 X  107 and 2 X  107 
sec-1 . This value is in agreement with our previously 
reported one. 16 In Table III we present ki as a func-

TableHI: Direct Determination of f a  =  (l/[Br~] )(d/dl) In
(Dmax — D t) in Near Neutral Solutions of NaBr or KBr 
Solutions at 360 nm‘

[B r-], M
Additive 

(1 at) Dmax6
10-s X  M B r - p  

sec-1 sec-1

3 .0  X 1 0 - 4  K  + 0 2 0 .0 3 3 .5 5  ±  0 .2 0 1 .1 8
3 .0  X IO - 4  N a  + 0 2 0 .0 4 4 .0 0  ±  0 .0 9 1 .3 3
3 .0  X 1 0 - 4 K + o 2 0 .0 8 4 .4 7  ±  0 .2 5 1 .4 9
3 .0  X 1 0 - 4 K  + n 2o 0 .0 3 -0 .0 6 3 .6 5  ±  0 .1 9 1 . 2 2

1 .0  X 1 0 - 3  N a + 0 2 0 . 1 1 1 .1 2  ±  0 .0 5 1 . 1 2

1 .0  X 1 0 - 3 K  + N 20 0 .0 9 1 .0 6  ±  0 .0 3 1 .0 6
1 .0  X 1 0 - 3  K  + n 2o 0 .1 9 1 .0 3  ±  0 .0 1 1 .0 3
3 .0  X IO ' 3 N a + 0 2 0 .1 5 2 4 .4  ±  0 .5 0 .8 1
3 .0  X IO - 3 K  + n 2o 0 .0 7 -0 .0 8 2 3 .4  ±  1 .2 0 .7 8
1 .0  X IO - 2  K  + o 2 0 .0 4 4 5 .4  ±  2 .0 0 .4 5
1 .0  X 10 - 2  N a  + 0 2 0 .1 8 4 8 .6  ±  2 .0 0 .4 9
1 .0  X IO - 2  K  + N 20 0 .0 9 4 7 .0  ±  0 .6 0 .4 7
2 .0  X 1 0 “ 2 N a  + o 2 0 . 2 0 6 7 .7  ±  6 .5 0 .3 4
3 .0  X 10 - 2  N a  + o 2 0 .1 9 8 9 .2  ±  8 .7 0 .3 0

“ See footnote a  to Table I. 6 Pulse intensity may be de­
termined from Dm»* c The numbers on the right-hand side are 
standard deviations. d Each value is an average of 2-15 mea­
surements (total of 105 runs).

tion of [Br- ]. Above 3 X  10- 2  M  no precise measure­
ments of ki could be made due to the too small and too 
fast changes in optical density with time.

Kinetic Treatment. The reaction rate constant fc4 is 
of the order of 1010 M - 1  sec- 1 .6 Hence, our results 
show that reaction 4 is sufficiently faster than (1) at all 
concentrations of Br-  in neutral pH. Under such con­
ditions, the overall process (1 ) determines the rate of 
Br2-  formation. Moreover, k2 =  1.06 X  1010 M ~ l 
sec- 1  as reported in a previous section, and hence the 
equilibrium 2  is established very fast and is not changed 
by the consecutive reactions 3 and 6 . As will be seen 
later, the assumption of a very fast establishment of 
equilibrium 2  is also justified from the comparison of 
the data to the kinetic calculations based on that as­
sumption. Under such conditions, the reaction se­
quence 2, 3, 4, and 6 leads to the expression

— d([OH] +  [B rO H -])/d i =

(fc3 +  fc,[Br-])([OH] +  [B rO H -])/

(1 +  fc V M  Br- ]) (X II)

hence

h  =  (fc3 +  fce[B r-])/([Br-] +  fc_2/fc2) (X III)  

by rearrangement

(fc2fc3/fc_ 2 -  * 0 /[ B r -]  =  fcifc2/fc_ 2 -  fc2fc6/fc_ 2 (X IV )

The value of fci at low rBr- ] approaches the ratio k2k2/ 
fc_2. Thus, the left-hand side of equation X IV  (will be 
referred to as X ) can be obtained directly from the ap­
propriate experimental data.

An alternative way to calculate X  which gives identi­
cal results is based on the use of k2 -  1.06 X  1010 M - 1  
sec- 1  and fc3/fc_2 =  0.127 as reported in the competition 
section. Combining this with measured values of ki 
at various [Br- ] yields values of X . When these are 
plotted vs. kx, a straight line is obtained (Figure 4) 
yielding /c2/fc_2 =  320 (from the slope) and k6 — 1.9 X  
108 M  - 1  sec- 1  (the negative value of the intercept de- 
vided by the slope). These results are consistent with 
the competition data. From fc2/fc_2 =  320 and k2 —
1.06 X  IO10 M - 1  sec- 1  we obtain fc_2 =  3.3 X  IO7 M - 1  
sec-1 . Combination of this with jfc3//e_2 =  6.1 (see com­
petition) yields fc6 =  2.0 X  10s M - 1  sec-1 , which is in 
very good agreement with =  1.9 X  IO8 I f - 1  sec- 1  
obtained from Figure 4.

The Reaction of BrOH~- with H+. When reaction 7 
becomes important, eq X I I I  should be modified into 
(X V ).

ki =  (fc3 +  &6[Br- ]) /([B r - ] +  fc_2/fc2) +

/c7[H + ]/([B r - ] +  fc_2/fc2) (X V )

Equation X V  gives the [H + ] and [Br- ] dependency of 
the apparent reaction rate constant for Br2-  formation. 
It is important to note that equation X V  is valid only 
as long as: (a) h  is sufficiently smaller than kt; (b)
equilibrium 2  is established sufficiently fast as com­
pared with reactions 3, 6 , and 7. In Table IV  we pre-

Table IV : Determination of fa  in Oxygenated 10 2 M

NaBr Solutions“

pH6 IO-8 X k\c M ~ ' sec-

5.08 5.20 ±  0.14
4.53 5.73 ±  0.23
3.95 8.27 ±  0.40
3.65 12.6 ±  0.9

“ Seven to eight parallel measurements have been carried out 
at each pH. At 360 and 380 nm, using 50-nanosecond high- 
current pulses (1.3 A), and pulsing the Xe lamp. Dma* at 360 
nm (measured or normalyzed) was 0.130 to 0.145. b HClCh was 
used for the adjustment of pH. The values reported here were 
measured prior to pulsing with the aid of a pH meter. c Here 
f a  is defined as (l/[B r- ] )(d/di) In (Dmax — Dt).

sent data obtained at 10- 2  M  Br- , in the pH range 
3.65-5.08. When k2 values of Table IV  are plotted vs. 
[H + ], a straight line is obtained, the slope of which 
yields fc7 =  (4.4 ±  0.8) X  1010 M - 1  sec-1 .

Deviations occur at higher [H+], when (fc2 [Br-  +  
k_2) is not sufficiently greater than /c7[H+]. When the 
pH is further decreased, process (1) is not a rate deter­
mining step in the formation of Br2- . Reaction 4 be-

The Journal of Physical Chemistry, Voi. 76, No. 3, 1972



318 Dov Zehavi and Joseph R abani

Figure 4. Plot of X  os. k\ for the evaluation of fc2/i ;_ 2 and fc6.

comes comparable in rate to process l .6 Indeed, exper­
iments at pH 1  have shown that the plots of In (Z)max — 
D t) vs. time do not give the typical first-order straight 
lines. The competition experiments, however, are free 
of these complications. It can be seen from Table II 
that ki is independent of [H + ] in the range [H+] =  
0.1-0.3 M . This is due to the fact that in 0.1 M  acid, 
M H +J X> ki [Br ]. Under such conditions, reaction 
2  becomes the rate-determining step in process 1 , and 
ki — ki results. Thus, the competition experiments in 
0.1-0.3 M  H +, in which no [H + ] dependency has been 
found, are not in disagreement with our present inves­
tigation of the effect of pH. Careful examination of 
the data reveals that the experiments in Table IV were 
all done under conditions which enable the use of our 
procedure to calculate fc7.

Spectral Measurements. These were carried out in 
order to find more direct evidence for the BrOH-  inter­
mediate. We have first studied the absorption spec­
trum of Br2~. Our method, using a split analyzing 
light beam with two monochromators, is more precise 
than the previous photographic plates method. 1 The 
spectrum at time zero was obtained by appropriate ex­
trapolations. W e have extended the wavelength 
range (Figure 5) and found a new peak of Br2-  at near 
700 nm. The absorption at the 700 band showed de­
pendence on [Br- ] and [ethanol] identical with that de­
scribed in the previous sections for the 360-nm band. 
It is evident that these two bands belong to the same 
species, namely to Br2- . The peak position at 360 nm, 
as well as the shape of the spectrum, does not depend on 
[Br- ] nor on the acidity. A  third absorption band of 
Br2-  is perhaps formed below 250 nm. The peak at 
700 nm is analogous to the absorption band at 750 nm 
for I2-  reported by Dobson and Grossweiner.20

Comparison between the spectra observed in N 20  
saturated neutral solutions containing 10-3  and 1 M

F ig u r e s . A bsorption  spectrum  o f  B r2_ ; 0.1-jtsec pulses used. 
K e y : O, I I  N aB r, neutral, N 20  satu rated ; • , 10 - 3  M N aB r, 
neutral, N 20  saturated ; A, 1 0 - 3  M K B r , p H  =  2.0 (H 2S 0 4) 
argonated (no a ir ); V , 10 ~ 3 M K B r, p H  =  2.0 
(H 2S 0 4) oxygenated .

Br-  reveals a new band near 260 nm in the 1 M  solu­
tions. This must be due to species formed only at the 
higher Br-  concentrations. W e have not investigated 
further the nature of this species. It may be Br3-  
formed by combination of 2 Br atoms or Br2-  radical 
ions in the spurs.21 Reactions 3 and 6 are too slow to 
produce Br in the spurs. BrOH- , in the absence of 
sufficient amounts of H +, will live longer than the spurs. 
However, H + is present in the spurs and may produce 
Br atoms by the very efficient reaction 7. The identi­
fication of the absorption at 260 nm as due to Br3-  is 
not conclusive. Br32 -, formed via reaction 8 , may per­
haps also absorb light at 260 nm.

An attempt has been made to measure the absorption 
spectrum of BrOH- . The spectrum in the wavelength 
range 300 to 400 nm was obtained by extrapolations 
from the exponential plots from pictures such as Figure 
3, using 0 2 saturated, 2 X  10- 2  M  NaBr solution. 
BrOH-  was found to possess a peak at 360 nm, similarly 
to Br2- . The peak seems to be broader than the Br2-  
peak: T)m/Dim =  0.73 for BrOH- , compared with 
0.60 for Br2- ; D m/Dm  =  0.62 for BrOH-  compared 
with 0.53 for Br2- . However, there is a large error in­
volved in the extrapolation method, since there is al­
ready much reaction during the electron pulse. The 
absorption of BrOH-  at 360 nm is not surprising. Sev­
eral radical ions of the type X Y - , e.g., Cl2- ,* Br2- ,*
I2- 1  C1CNS- ,22 BrCNS - ,23 SHSH - , 12 and perhaps 
IBr - 1  have optical absorptions between 300 and 400 
nm. An optical density of Br2-  obtained at 360 nm in 
0 2 saturated solution of 10- 2  M  Br-  was 0.196. A  sim­
ilar pulse produced D  =  0.0353 at 420 nm, in N 20  satu­
rated 10- 3  M  ferrocyanide. Taking appropriate G

(20) G. Dobson and L. I. Grossweiner, Radial. Res., 23, 290 (1964).
(21) This possibility has been suggested to us by Mr. E. Peled, of 
our department, on the basis of unpublished data by Khorana and 
Hamill who found a similar absorption and attributed it to Br3 .
(22) M . Schoneshofer, Ini. J. Radial. Phys. Chem., 1,505 (1969).
(23) M . Schoneshofer and A. Henglein, Ber. Bunsenges. Phys. Chem., 
73,289 (1969).
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Figure 6. Dependence of Br2-  optical absorption at 360 ran on 
[Br~]. All the optical densities are normalized to the same 
pulse intensity, (a) Neutral NaBr, 0 2 saturated: •, 100-nsec 
pulses; O, 50-nsec pulses (the results are normalized to 
the 100-nsec pulses), (b) Acidified (HC104, pH =  0.5) NaBr, 
100-nsec pulses: A, aerated; ▲, oxygenated, (c) Neutral,
N20  saturated NaBr; 100-nsec pulses.

values for Br2~ and ferricyanide one may calculate 
« B n - 360 =  (1.2 ±  0.1) X  104 M ~ l cm-1 , based on 
f̂erricyanidê  ̂ =  1000 M ~ l cm-1. The extinction co­

efficient of BrOH~, as estimated from figures similar to 
Figure 3, is about 8 X  103 M - 1  cm - 1  (the error here may 
be as much as 25% ). The existence of BrOH~ as an 
intermediate is supported by esr evidence for Br­
O H - , * 24 IO H - 24 and C10H - . 25

Effect of [Br~] on the Optical Absorption. In Figure 6 
we present the effect of [Br—] on the optical absorption 
at 360 nm. The absorption of Br2_ , D max, has been 
measured by extrapolations from the disproportiona­
tion kinetics of Br2~. Thus, D max does not include the 
amount of Br2~ which participated in reaction 8 . In 
oxygen containing acid solutions, the optical absorption 
is independent of Br-  concentration in the range 5 X  
10-4  to 10- 1  M . It increases ( ~ 7 % )  in 1  M  solutions 
(Figure 6b). If corrected for reaction 8 , the increase 
would have been ~ 1 5 % . This increase can be ex­
plained as a result of both spur reactions and a direct 
effect. Br~ is known to suppress the molecular yield of 
H20 2 very efficiently. 9 This suppression may be ex­
plained as due to the efficient reactions 2 and 7.

The change of 7)max with [Br~] in neutral solutions is 
greater than in acid solutions. This may be explained 
if the rate constant of the reaction of Br2~ with eaq_ is 
different from the corresponding rate constant with H  
atoms. The large increase at concentrations below 
3 X  10-3  M  we attribute to impurity effects. Br_  is 
10 times more efficient as an OH scavenger in the acid 
pH. Therefore, at concentrations less than 10“ 3 M  the 
impurities compete for OH in the neutral, but not in the 
acid medium. These results ate in agreement with the 
previous work of Sutton, Adams, Boag, and Michael.5

High Br~ Concentrations. Neutral solutions con­
taining 0.1 to 1 M  bromide show a partial decay of the 
optical density of Br2-  as demonstrated in Figure 3. 
This decay is observed in both 0 2 and N 20  saturated so­
lutions. The formation time of Br2~ under these con­
ditions is smaller than our time resolution. The de­
caying fraction increases with the Br~ concentration. 
The ratios of optical densities at the maxima to the op­
tical densities at the plateau do not depend on wave­
length (measurements were carried out with 1  M  solu­
tions) in the range 320 nm to 400 nm. This means that 
the decaying fraction has a spectrum identical with that 
of Br2_ . Reaction 8 has been proposed to account for 
these results. Kinetic measurements in 0.3 and 1 M  
Br-  showed that the decay was first order. Due to the 
relatively small optical density changes, there was a 
large scatter of points around the first-order plots. The 
results were definitely not second order, as the devia­
tions from such plots were systematic. The half-life of 
the decay did not depend much— if at all— on the Br~ 
concentration. A  summary of the results is presented 
in Table V. The reversible reaction 8 is in agreement 
with these results. If we assume that even at 1  M  
Br- , most of the Br atoms are in the Br2-  and not in the 
Br32- form, the relaxation time is determined by % 
and depends very little on [Br- ], as indeed has been 
found.

Table V : The fast partial decay of optical absorption in 
concentrated neutral B,~ solutions“

[B r- ], M D(initial) D(plateau)c
Approximate 

half-life (nsec)

0.1 0.192 0.185 110
0.1 0.197 0.193 120
0.2 0.210 0.195 90
0.2 0.200 0.190 40
0.3 0.208 0.192 70
0.3 0.202 0.184 70
1.0 0.205 0.187 80
1.0 0.225 0.205 80
1.0 0 214 0.193 60

“ 50 nsec, high currant (1.3 A) pulses used. Pulsed lamp used 
for detection at 360 nm. 6 The optical density measured as 
close as possible to the end of the electron pulse. ' The optical 
density at the end of the decay process. A typical plateau is 
demonstrated in figure 3 (C).
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In a microbalance-flow system, the reaction rate of W(s) at 700-900° in Ar, He, and N 2 with 10-3  to 10-2  Torr 
oxygen and 0.01 to 3 Torr bromine was linear with oxygen, but a complicated function of bromine and inert 
carrier gas. Except at the lowest bromine pressures, adsorbed bromine inhibited the reaction and the rate was 
higher in N2 than Ar or He where the rate was the same. These observations are explained qualitatively by 
the two-layer adsorption model proposed by Schissel and Trulson for tungsten oxidation.

In a recent investigation,1 a microbalance-flow sys­
tem was used to determine the reaction rate of tungsten 
foil at 600-950° in nitrogen at atmospheric pressure 
containing 10-4  to 10-2  Torr oxygen and 0.3 to 3 Torr 
bromine. The reaction rate was found to be linear with 
oxygen but independent of bromine. An empirical rate 
equation with an apparent activation energy of 31 kcal/ 
mol was obtained and compared with similar rate equa­
tions for tungsten oxidation2-5  at comparable oxygen 
pressures but temperatures above 10 0 0 ° where the 
oxides are volatile. It was concluded that the rate- 
limiting step was tungsten oxidation followed by the 
rapid formation of volatile W 0 2Br2 which precluded the 
formation of an oxide surface layer.

The favorable correlation with tungsten oxidation 
rate data at low total pressures suggested that the N 2 
carrier gas at atmospheric pressure did not affect the 
reaction kinetics. This conclusion was not consistent 
with the known strong chemisorption of N 2 on W 7 8 in 
this temperature region and motivated a continuation 
of this work. Rate measurements at 700-900° have 
been made in Ar, He, and N 2 containing 10-3  to 10-2  
Torr oxygen and 0.01 to 3 Torr bromine. The results 
indicate that the reaction rate was a complicated func­
tion of both the carrier gas and the bromine pressure. 
This dependency negates the simple quantitative inter­
pretation of the previous investigation.1

The experimental techniques were essentially the 
same as used previously. After a reaction series, the 
condensate on the wall downstream of the W  sample was 
located in three zones. Within the furnace zone, a 
yellow deposit was observed. Appearance, volatility, 
and solubility suggested W 0 3. Adjacent to the fur­
nace, a yellow brown deposit was located and identified 
as W 0 2Br2 by X-ray diffraction.9 Further downstream, 
red crystals of W 0 2Br2 were identified by X-ray diffrac­
tion.9 With N 2 as the carrier gas, these red crystals of 
W 0 2Br2 were prevalent. With He as the carrier, there 
was less crystalline W 0 2Br2 and considerably more W 0 3 
in the hot zone. Presumably, higher diffusion rates in 
He allow more W 0 2Br2(g) to reach the wall and undergo

decomposition. Kokovin10 has observed gaseous bro­
mine during sublimation of W 0 2Br2 above 600° K  and 
Gupta11 has suggested the possibility of dissociation to 
W 0 2(s) +  Br,(g).

In the previous work, 1 the reaction rate was found to 
be independent of Br2 in the range 0.3-2.7 Torr. This 
conclusion was based on rate measurements near the 
extremes of the oxygen and temperature ranges. Most 
runs were made with 0.8-1.2 Torr Br2 and zero-order 
dependence was assumed. This assumption was er­
roneous as shown in Figures 1-3. Under certain condi­
tions, zero-order dependence was observed, but in gen­
eral a complicated dependence on Br2 pressure and also 
the carrier gas was observed. The dissociation of Br2 
which was 0.2-0.98 at these temperatures and pressures 
is ignored here for simplicity. Plots using calculated 
partial pressures of Br2(g) and Br(g) are no more reveal­
ing. The inability to distinguish between bromine 
atoms and molecules in these experiments precludes an 
unambiguous interpretation of the kinetics.

Under the same experimental conditions, the reaction 
rate in Ar was always within experimental error of that 
in He and indicates that diffusion effects are not sig­
nificant. Except at the lowest Br2 levels, the rate was 
always higher in N 2 than He (or Ar) at the same 0 2 pres­
sure and temperature. Most of the rate curves appear 
to approach a plateau at the higher Br2 pressures, 2 -3

(1) E. G. Zubler, J. Phys. Chem., 74, 2479 (1970).
(2) I. Langmuir, J. Amer. Chem. Soc., 35, 105 (1913).
(3) J. A. Becker, E. J. Becker, and R. G. Brandes, J. Appl. Phys., 32, 
411 (1961).
(4) R. A. Perkins, W . L. Price, and D. D. Crooks, Proc. Joint 
A IM E /A ir Force Materials Symposium, Technical Document Report 
No. M L-TDR-64-162, p 125 (1962).
(5) R. W . Bartlett, Trans. AIM E, 230, 1097 (1964).
(6) J. H. Singleton, J. Chem. Phys., 45, 2819 (1967).
(7) G. Ehrlich, J. Phys. Chem., 60, 1388 (1956).
(8) G. Ehrlich, Proc. Third Ini. Congr. Catal., 113 (1965).
(9) G. A. Kokovin and N. K. Toropova, Russ. J. Inorg. Chem. {Engl- 
Ed.), 10, 304 (1965).
(10) G. A. Kokovin, ibid., 12, 7 (1967).
(11) S. K. Gupta, J. Phys. Chem., 75, 112 (1971).
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PBr2 T° "

Figure 1. Rate dependence on Br2(g) in He, Ar, and N2 with 
8.7 X 10“ 3 Torr 0 2: X , 900°, N2; O, 800°, N2; •, 900°,
He; A, 800°, He; ■, 800°, Ar.

PBr2- Torr

Figure 3. Rate dependence On Br2(g) at 900° in He with 
0 2 (Torr): •, 17.4 X 10“ 3; ■, 8.7 X lO“ 3; A, 4.3 X lO“ 3; 
T, 2.1 X 10 -3.

PBr2 To rr

Figure 2. Rate dependence on Br2(g) in N2 at various 
temperatures and 0 2 pressures (Torr): X , 900°, 8.7 X 10~3;
O, 900°, 4.3 X 10“ 3; A, 800°, 8.7 X lO” 3; ■,
700°, 8.7 X 10-3.

Torr. At the lowest Br2 pressures, the exact shape of 
the curve was difficult to establish because of problems 
in controlling and measuring the Br2.

In N 2 at 900°, the rate was independent of Br2 from 
0.03 to 2 Torr and linear with 0 2 pressure as shown in 
Figure 2. At 700 and 800°, the rate decreased above 
about 0.05 Torr Br2 but maintained a linear relation 
with 0 2.

In He at 900°, the rate decreased above about 0.05 
Torr Br2 but maintained an approximate linear relation 
with 0 2 pressure. This linearity with 0 2 pressure was 
not observed at 800°. At both temperatures, the rate 
became independent of Br2 above a pressure (0.2-2  
Torr) which increased with 0 2 pressure and tempera­
ture.

The complexities of this system are great and dictate 
a limited attempt at interpretation. Previous work in 
tungsten oxidation has established two distinct binding 
states or layers of oxygen. Schissel and Trulson12 
have proposed a two-layer model and McCarroll13 has 
evidence that the first layer is atomic oxygen. M c­
Kinley14 has applied the two-layer model to the W  +  
0 2 +  Cl2 reaction at 1200-2400° and concluded that the 
first layer was atomic oxygen and the second layer 
contained both oxygen and chlorine with the oxygen 
more extensively adsorbed. Rosner and Allendorf15' 16 
have investigated the reaction of W (s) with oxygen- 
chlorine mixtures (atoms and molecules) and found 
that at constant 0 2 pressure, the apparent reaction 
order with respect to Cl2 passed from large positive 
values to large negative values beyond the rate maxi­
mum. Partially dissociated chlorine had a qualita-

(12) P. O. Schissel and G. C. Trulson, J. Chem. Phys., 43, 737 (1965).
(13) B. McCarroll, ibid. 46, 863 (1967).
(14) J. D . McKinley, “ Proceedings of the Sixth International Sym­
posium on Reactivity of Solids,” Schenectady, N . Y ., Aug 25--30, 
1969, Wiley-Interscience, New York, N. Y ., 1969, pp 345-351.
(15) D. E. Rosner and H. D . Allendorf, A IA A  J., 5, 1489 (1967).
(16) D . E. Rosner and H. D. Allendorf, “ Proceedings of the Third 
International Symposium on High Temperature Technology,” But- 
terworths, London, 1969, p 707.
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tively similar kinetic effect on the tungsten oxidation 
reaction, but the rate maximum occurred at lower C l/O  
element ratios, suggesting an improved ability to 
competitively chemisorb for Cl atoms.

In the analogous W  +  0 2 +  Br2 reaction here, it is 
reasonable to assume the two-layer model where the 
first layer is formed from a strong selective adsorption of 
oxygen on W . Both oxygen and bromine, however, are 
bonded to the first layer to form a second layer with 
greatly reduced specificity when the Br2/ 0 2 ratio is near 
unity. A t the lowest Br2 pressures used here, the 
Br2/ 0 2 ratio is near unity and the rate increases with 
increasing Br2 and/or 0 2 which indicates that adsorption 
sites are available. In this region, the rate may be a 
linear function of Br2 and 0 2 as McKinley14 observed for 
the Or-Ch system. At higher Br2 pressures, adsorption 
of bromine and oxygen in the second layer is complete, 
and the reaction changes rapidly to zero order. At still 
higher Br2 pressures, the bromine displaces some of the 
oxygen in the second layer and the reaction rate de­
creases. This decrease in reaction rate is analogous to 
that observed by Rosner and Allendorf in the W (s ) /0 2- 
(g)/C l2(g) reaction. With increasing bromine, the rate 
continues to decrease until the second layer is pre­
dominantly bromine and the reaction rate changes to 
zero order again. At higher temperatures and 0 2 pres­
sures, the transitions to zero order would be expected to 
occur at higher bromine pressures as shown in Figures 1 
and 3. The observed increase in rate with increased 0 2

pressure indicates that oxygen can successfully compete 
with a large excess of bromine for adsorption sites. 
Even with a large Br2/ 0 2 ratio, a change in 0 2 pressure 
during a run resulted in an immediate corresponding 
change in reaction rate.

Nitrogen is strongly chemisorbed on tungsten7 8 
in the temperature range employed here with a binding 
energy less than that of oxygen12 but comparable to that 
of bromine. 17 Chemisorbed oxygen on tungsten is 
known to prevent chemisorption of molecular nitro­
gen, 18-20 and there is evidence that oxygen can displace 
chemisorbed nitrogen on tungsten. 19'20 If nitrogen 
can displace adsorbed bromine or if adsorbed nitrogen 
can be displaced by oxygen but not by bromine, the 
adsorbed oxygen concentration would be greater in the 
N 2 system and would account for the higher rates ob­
served. The nitrogen effect may be considerably 
altered when the competition is Br(g) rather than Br2-  
(g). Unfortunately, temperature and Br atom con­
centration are not separable in the furnace-type experi­
ments described here and limit this inference.
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When S02 is adsorbed on thermally activated and uv-irradiated MgO, two S02-  species are formed. The 
principal values of the gr-tensor are g „  =  2.0028, guy =  2.0097, and gz, =  2.0052 for S02~ (A) and gxx =  
2.0014, gvv =  2.0078, and g „  =  2.0033 for S02-  (B). The principal values (in gauss) for the 33S tensor are 
axx =  59 and a„ =  9.4 for 33S02~ (A); axx =  55 and a„ =  9.4 for 33S02” (B). The values for 170  are axx =  
36 and axx =  29 for S02-  (A) and S02-  (B), respectively. The odd electron, transferred from the surface of 
MgO to S02, occupies a 2 b /' antibonding molecular orbital and is mainly concentrated on the S atom. S02-  
(A) is thermally more stable than S02-  (B), and their concentration ratio depends on the pretreatment of MgO. 
Both S02"  (A) and S02-  (B) are believed to be located on oxygen ion vacancies. The S02~ ion is probably 
oriented with its oxygen atoms towards the surface. The binding forces are purely electrostatic.

Introduction
The epr spectrum of the radical ion S 0 2-  has been de­

scribed both in solution and in solids. In solution it 
was first identified as a result of the equilibrium S20 42- 

2S02-  by Rinker and coworkers. 1 This decomposi­
tion of the dithionite anion was easily achieved because 
of the unusually long S-S  bond. Atkins, et al,,2 found 
an isotropic hyperfine coupling constant of 14.5 G 
which is due to 33S in S 0 2- . The spectrum of 7 - or 
X-ray irradiated solid dithionite was also attributed to 
S 0 2- . 2'3

From a comparison of the isotropic hyperfine splitting 
in S 0 2-  and C102, and a consideration of Walsh’s en­
ergy level diagram4 it was concluded2’3 that (a) there is 
a slight increase of spin density in the 3s orbital of S 0 2-  
as compared to C102, (b) the odd electron is in a 2b i" 
orbital and largely concentrated on the central S atom, 
and (c) a weak spin-orbital coupling exists. The pos­
sible d-character of the 2 b i"  orbital of the odd electron 
in S 0 2-  has only been postulated by Clark and co­
workers.3

More recently, Dinse and Möbius6 described the 2b i" 
molecular orbital of electrolytically generated S 0 2~ as 
consisting of pure 3p and 2 p character for S and O, re­
spectively. These authors used the experimental re­
sults obtained by Schneider, Dischler, and Räuber6 to 
calculate the spin density on the sulfur 3p* and oxygen 
2p* orbitals. They found the odd electron largely con­
centrated on S. By assuming a bond angle of 115° ±  
5° they could account also for the shift of the g value 
from the free-electron value.

This work was confirmed and extended by Reuveni 
and coworkers7 on aqueous solutions of Na2S20 4 and 7 - 
irradiated, solid K 2S20 5. By using samples enriched 
with 33S and 170  these authors obtained experimentally 
both the 33S and 170  hyperfine tensors of the S 0 2-  radi­
cal ion. They could account for their experimental re­
sults by assuming, a pure p type 2 b i"  molecular orbital

for the odd electron. Moreover, the g tensor was asym­
metric, but the hyperfine tensors were axially symmet­
ric within the limits of experimental error as one would 
expect for this type of orbital. The slightly isotropic 
part of the hyperfine tensors could be accounted for by 
spin polarization. The d orbitals were neglected from 
the 2 b / ' orbital. The bond angle was also assumed to 
be 115°.

S 0 2~ has also been ascribed to epr signals observed 
in several 7 - and X-ray irradiated crystals such as thio­
sulfates8’9 and sulfates. 10’11 Usually, S 0 2~ is not 
the only paramagnetic species present in these irradi­
ated crystals. There is no complete agreement among 
different authors concerning the assignment of the var­
ious epr signals to chemical species.12-16  In general, 
however, it appears that S 0 2-  is well described in the 
literature and its characteristics established.

Such a radical ion may be an active intermediate in

(1) R. G. Rinker, T . P. Gordon, D . H . Mason and W . H . Carcoran, 
J. Phys. Chem., 63,302 (1959).
(2) P. W . Atkins, A. Horsdeld, and M . C. R. Symons, J. Chem. Soc., 
5220 (1964).
(3) H. C. Clark, A. Horsfield, and M . C. R. Symons, ibid., 7 (1961).
(4) J. Walsh, ibid., 2266 (1953).
(5) K . P. Dinse and K . Möbius, Z. Naturforsch. A, 23, 695 (1968).
(6) J. Schneider, B. Dischler and A. Räuber, Phys. Status Solidi, 
13,141 (1966).
(7) A. Reuveni, Z. Luz, and B. L. Silver, J. Chem. Phys., 53, 4619 
(1970).
(8) R. L. Eager and D. S. Mahadevappa, Can. J. Chem., 41, 2106 
(1963).
(9) J. M . de Lisle and R. M . Golding, J. Chem. Phys., 43, 3298 
(1965).
(10) N . Hariharan and J. Sobhanadri, Mol. Phys., 17, 507 (1969).
(11) T . Suzuki and R. Abe, J. Phys. Soc. Jap., 30, 586 (1970).
(12) J. R. Morton, Can. J. Chem., 43, 1948 (1965).
(13) V. V. Gromov and J. R . Morton, ibid., 44, 527 (1966).
(14) J. R. Morton, D . M . Bishop, and M . Randiv, J. Chem. Phys., 
45,1885 (1966).
(15) K . Aiki and K . Hukuda, J. Phys. Soc. Jap., 22, 663 (1967).
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the oxidation or reduction of S 0 2 on metal oxide cata­
lysts. Mashchenko, Pariiskii, and Kazanskii16 reported 
the formation of S 0 2~ as well as diamagnetic species, on 
partially reduced T i0 2 by adsorption of S 0 2. These 
authors also presented evidence that the reaction of 
S 0 2~ with 0 2 on the T i0 2 surface leads to 0 2~ and vice 
versa through intermediate surface sulfates, but they 
strongly emphasized that the reaction of S 0 2~ with 0 2 
leads mainly to diamagnetic species.

It is our intention in this paper to extend these studies 
to activated MgO. It is possible to trap electrons on 
the surface of a suitably prepared MgO sample.17 
Upon adsorption of S 0 2 the electron is transferred to 
the sorbed S 0 2 molecule to form S 0 2_ . The character­
istic molecular parameters of the S 0 2-  on the surface of 
MgO have been determined by evaluating the g tensor 
and the 33S and 170  hyperfine tensors. These values 
are compared with those obtained from S 0 2-  trapped in 
solid matrices. Also, the thermal stability of S 0 2~ has 
been investigated, as well as the effects of different pre­
treatments of the MgO catalyst. The results are inter­
preted in terms of the molecular orbital of the odd elec­
tron in S 0 2~ and the nature of the adsorption sites on 
the MgO surface.

Experimental Section

The MgO used in these experiments was obtained 
from reagent grade powder supplied by Mallinckrodt 
Chemical Works. The powder was boiled in distilled 
water for several hours, dried at 100° until a paste was 
obtained, extruded into pellets with a hypodermic sy­
ringe and dried at 100°. The sample was then heated 
to 500 or 800° for 5 to 7 hr under high vacuum. The 
activated MgO was put in contact with very pure H2 
and uv-irradiated with a low-pressure mercury vapor 
lamp (X =  2537 A). The MgO became blue due to 
electrons trapped at surface centers18 (S-centers). Uv 
irradiation at liquid N 2 temperatures produced more
S-centers in a much shorter time than at room temper­
ature. Alternately, the uv irradiation was performed 
after the S 0 2 adsorption. In this case no hydrogen was 
used. Matheson anhydrous grade S 0 2 gas was purified 
several times by the freeze-pumping technique prior to 
use. Sulfur enriched with 25 and 44%  33S and oxygen 
enriched with 47%  170  were used to produce enriched 
33S 0 2 and S160 170 , respectively. Suitable amounts of 
oxygen and sulfur, respectively, were allowed to react 
at 450° for 4 hr with the enriched sulfur and oxygen. 
The evolution of the epr spectra of S 0 2~ was followed 
by allowing very small amounts of S 0 2 to adsorb in sub­
sequent steps.

The epr spectra were obtained with a Varian Model 
V-4500 spectrometer equipped with a 100-kc modula­
tion unit. The cavity resonance frequency was 9500 
M H z. Special care was taken to avoid saturation of 
the signal even at room temperature. The standard

Figure 1. The development of the S02 spectrum from the 
S-eenter on MgO pretreated at 500°. (a) Original S-center; (b),
(c), (d), increase in intensity of S02~ signal with concomitant 
dscrease in intensity of S-center signal; (e) final S02_ spectrum.

used to determine the g values of the radical was phos­
phorus-doped silicon with g =  1.9987.

Results
When S 0 2 was allowed to adsorb on previously uv- 

irradiated MgO, which had been degassed at 500°, the 
spectra of Figure 1 were obtained. This figure shows a 
decrease in intensity of the S-center with a simultaneous 
increase in the S 0 2~ spectrum. It is also apparent that 
two S 0 2~ species are formed on the surface of MgO. 
The species with the highest g values, S 0 2~ (A), ap­
peared first followed by the S 0 2~ with slightly lower g 
values, S 0 2~ (B). With increased S 0 2 adsorption the 
S 0 2~ (B) becomes the predominant species. When all 
the sites are saturated, the ratio S 0 2_  (B) :S 0 2~ (A) ap­
proximately equals two.

When MgO was pretreated at 800°, qualitatively the 
same results were obtained. The difference being the 
final ratio of S 0 2~ (B) :S 0 2~ (A ): as shown in Figure 
2 the ratio for this case is less than unity if one considers 
the doubly integrated signal.

A  sample, previously saturated with S 0 2~, undergoes 
exactly the reverse behavior when heated under vac-

(16) A. I. Mashchenko, G. B. Pariiskii, and V. B. Kazanskii, Kinet. 
Rated., 9,151 (1968).
(17) J. H. Lunsford and J. P. Jayne, J. Phys. Chem., 70, 3464 (1966).
(18) J. H. Lunsford and J. P. Jayne, ibid., 69, 2182 (1965).
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g yy( A ) = 2 .0 1 0 3  g yy( B )  = 2 . 0 0 9 1

Figure 2. S02_ on MgO pretreated at 800°.

uum. Although both S 0 2~ species were stable under a 
dynamic vacuum of 10 _5 Torr at room temperature, 
the S 02~ (B) species disappeared far more rapidly than 
the S 0 2_  (A) species with increasing temperature. Es­
sentially no S 0 2~ (B) is apparent following the treat­
ment at 200° for 2 hr under 1 X  10~5 Torr. A  temper­
ature of 400° was necessary to remove S 0 2~ (A).

Not all of the adsorbed S 0 2 is converted into S 0 2~. 
Analogous to the results on T i0 216 the majority of the 
S 0 2 molecules adsorb in a nonparamagnetic form. In­
deed, after the MgO was degassed for several hours at 
500° under vacuum in order to remove completely the 
S 0 2-  species, and subsequently submitted to uv irradia­
tion, also under vacuum, the S 0 2~ spectra reappeared. 
When the irradiation was performed under a H 2 atmo­
sphere, only the S 0 2~ (A) species appeared. The ex­
istence of nonparamagnetic S 0 2 was further shown by 
infrared spectroscopy.19

The ratio S 0 2~ (B ):S 0 2_  (A) is also influenced by 
whether the uv irradiation is applied before or after the 
S 0 2 adsorption. If no S-centers were produced prior 
to the S 0 2 adsorption, but uv irradiation was applied 
after the S 0 2 was adsorbed on MgO, the formation of 
S 0 2~ (B) was strongly favored, even when MgO was 
previously pretreated at 800°. S 0 2~ (A) can only be 
seen as a shoulder on the low-field side of S 0 2-  (B). 
Moreover, S 0 2 adsorbed on MgO without uv irradia­
tion, either before or after the adsorption, gave rise to 
small amounts of S 0 2~. The amounts increase with 
increasing pretreatment temperature with both S 0 2~ 
species being present. It was thought that this elec­
tron transfer from the solid to the S 0 2 may create V - 
type centers; however, attempts to detect them failed.

S 0 2 can also be adsorbed on low-surface area MgO 
after uv irradiation. Both S 0 2~ species are present 
with a S 0 2~ (B ):S 0 2_  (A) ratio equal to one-half.

Table I summarizes the g values for S 0 2-  adsorbed on

Table I : Principal g Values for S02_ Adsorbed on MgO 
and in Other Matrices

Ovv Ozi Qxx

S 0 2-  (A )“ 2 .0 0 9 7 2 .0 0 5 2 2 .0 0 2 8
S 0 2-  (B ) “ 2 .0 0 7 8 2 .0 0 3 3 2 .0 0 1 4
S 0 2~ on  T i 0 2 (16 ) 2 .0 0 5 2 . 0 0 1 2 . 0 0 1

K 2S20 5 (7) 2 . 0 1 2 2 .0 0 5 7 2 .0 0 1 9
N a 2S 0 4 (10) 2 .0218 2 .0 0 7 6 2 .0 0 6 9
N a 2S20 5 (9) 2 . 0 1 0 2 2 .0 0 5 7 2 .0 0 2 4
KC1 (6 ) 2 . 0 1 0 0 2 .0071 2 .0 02 5
K B r  (6 ) 2 . 0 1 0 0 2 .0 07 5 2 .0 0 5 0

“ Every g value is an average of seven independent measure­
ments.

MgO. They are compared with the values obtained 
for S 0 2~ in other environments.

Sulfur-33 and Oxygen-17 Hyperjine Splittings. The 
33S (nuclear spin 3/ 2) hyperfine lines for either of the two 
S 0 2~ species could be determined by a suitable choice 
of the experimental conditions according to the results 
reported above. By pretreatment of MgO at 500° 
spectra were obtained with S 0 2~ (B) predominantly 
present. Heating MgO at 800° gave S 0 2-  (B) and 
S 0 2-  (A) in approximately equal amounts. Upon sub­
sequent degassing at 200° only S 0 2-  (A) remained.

Figure 3. (a) 33S02~ on MgO pretreated at 800°. Both 33S02~
(A) and 33S02_ (B) are present, (b) 33S02~ on MgO pretreated 
at 800°, followed by subsequent degassing at 200°; only 
33S02~ (A) is clearly present.

(19) R. A. Schoonheydt and J. H. Lunsford, to be published.
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T a b le  I I : P rincipal Values o f  the 33S and 170  H yperfine T ensors (gauss) o f  SO j~  A dsorbed  on  M gO  and in  O ther M atrices

axx
------------ »as------------

avv azz &XX

---------- 170-----------
a y y a zz

S O r  (A) 59 ±  1 (6.6 ±  2)“ 9.4 ±  1 36 ±  1 (3 ±  3)“ (3 ±  3)“
S 0 2-  (B) 55 ±  1 (6.6 ±  2)“ 9.4 ±  1 29 ±  1 (3 ±  3)“ (3 ±  3)°
KjSjOs (7) 58 ±  0.5 4 ±  4 4 ±  4 30 ±  0.5 3 ±  3 3 ±  3
KC1 (6) 52.5 ±  1 8.6 ±  1 7.1 ±  1
KBr (6) 54.3 ±  1 7.1 ±  1 7.1 ±  1

° E stim ated  from  other w ork .6’7

Comparison of the different spectra obtained in this 
way enabled us to distinguish between the 38S hyperfine 
splitting constants of S 0 2-  (B) and S 0 2~ (A) as indi­
cated in Figure 3 and summarized in Table II.

The lines corresponding to the x  direction are clearly 
resolved for 33S 0 2~ (A) and 88S 0 2~ (B); however, the 
hyperfine lines corresponding to the y and z directions 
overlap with the 82S 0 2_  spectrum. Of the four lines 
separated by azz and centered around gzz only the two 
extreme lines may be observed as small peaks on the 
tails of the 82S 0 2~ spectrum. From the separation be­
tween these two lines we calculated azz =  9.4 ±  1 G. 
This value should be regarded as a maximum limit to 
azz. The four lines centered around avy could not be re­
solved from the S 0 2~ spectrum. We adopted, there­
fore, the arithmetic mean of the values of avv reported 
by other authors:6’7 avy =  6.6 ±  2 G. A  nearly axi­
ally symmetric 88S hyperfine tensor is obtained in agree­
ment with previous work.6'7

The experimental procedure used to obtain the 170  
(nuclear spin % )  hyperfine tensor is the same as for 
88S 0 2“ . Due to the larger number of lines and the 
overlap with the S 160 2~ spectrum, ayy and azz could not 
be calculated from the experimental spectra. There­
fore we adopted Reuveni’s value7 of 3 ±  3 G. The 
spectra are given in Figure 4 and the 170  hyperfine- 
splitting constants in Table II.

Discussion
The qualitative agreement between the esr spectra 

obtained with S 0 2 adsorbed on MgO before or after uv 
irradiation of the solid, the similarity of our g values 
with those of other authors (Table I), and the hyperfine- 
splitting data unambiguously reveal that our esr signal 
is due to S 0 2~. Moreover, the two different signals in­
dicate two slightly'’ different adsorption sites on MgO.

Characterization of the S 02~ Molecule. S 0 2“  has 19 
valence electrons. The odd electron occupies a 2b i" 
molecular orbital according to Walsh’s diagram.4 
Reuveni7 and Dinse5 have given an explicit wave func­
tion for this 2b i" MO neglecting the sulfur 3d-orbital 
contribution

>K2bi") =  c,S(3px) +  ^ 0 ( 2 p „  +  2 p J  (1) 

where l / \ / 2 is a normalization constant.

Figure 4. S 160 170 ~  on M gO  pretreated at 800°.

The molecular orbital occupied by the odd electron 
is thus a linear combination of atomic pz orbitals, per­
pendicular to the plane of the molecule. According to 
Reuveni, et al.,7 one expects the following characteris­
tics for the S 0 2~ molecule and its g tensor and hyperfine- 
splitting tensors: (a) two magnetically equivalent ox­
ygens, (b) axially symmetric 170  and 88S hyperfine ten­
sors with their unique components parallel to each other 
and perpendicular to the molecular plane, and (c) along 
this unique hyperfine direction the g value should be 
close to the free-electron value. The maximum g value 
should be along the 0 - 0  direction, which is the y direc­
tion.

Sulfur and Oxygen Hyperfine Interactions. The 88S 
and ,70  hyperfine tensor may be resolved into an iso­
tropic part (A iso) and a traceless anisotropic part (A) as 
described in Table III. The choice of the sign is made 
so as to be in agreement with A iSO for S 0 2~ in solution7 
where A iso for 170  =  8.96 ±  0.05 G and A iso for 88S =
14.67 ±  0.05 G.

For the pure 3s orbital of 88S the coupling is 970 G 
and for the pure 2s orbital of 170  a value of 590 G is re­
ported.20’21 Comparing with our values, we conclude 
that the spin density in the 3s orbital of sulfur and 2s

(20) G. W . Chantry, A. Horsfield, J. R. Morton, J. R. Rowlands and 
D. H. Whiffen, Mol. Phys., 5, 233 (1962).
(21) Z. Luz, A. Reuveni, R. W . Holmberg and B. L. Silver, J. Chem. 
Phys., 51,4017(1969).
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Table III: Iso trop ic  and A n isotrop ic  Parts o f the 33S and 170  H yperfin e T ensors (gauss)

A .  X X A yy AZ!

33S 0 2 - ( A )  14.3 ± 2
33S 0 2-  (B )  13 ±  2
g ieo iT O - (A ) 10 ±  4
S lä0 170 -  (B ) 7 .7  ±  4

44.7 ±  2 
42 ±  2 
26 ±  4 

21.3 ±  4

-2 0 .9  ±  3 
-1 9 .6  ±  3 

-1 3  ±  5 
-1 0 .7  ±  5

- 2 3 . 7  ±  2 
- 2 2 . 4  ±  2 

- 1 3  db 5 
- 1 0 . 7  ±  5

orbital of 0  is between 1 and 2 % . This number is neg­
ligibly small and can be accounted for entirely by spin 
polarization. The wave function adopted in the pre­
vious section can therefore be considered as a good rep­
resentation of the molecular orbital of the odd electron, 
at least in the LCAO scheme.

The coefficients bi and Ci of the 2 b i" molecular orbital 
may then be calculated by comparing the experimental 
values of A xx with the theoretical values for an odd 
electron in a p orbital on 33S and 170 , respectively. The 
theoretical value of A xx for 33S was calculated with the 
aid of the numerical value, (r_3)s =  3.41 X  1025 
cm-3, reported by Dinse and Möbius.6 Using the value 
of (r_3)o =  3.36 X  1025 cm-3 22 the theoretical value 
of A xx for 170  was also calculated. Table IV  lists the 
spin densities on S(3p*) and 0(2pxi +  2pz2) together 
with the total spin density calculated in this manner. 
It must be remarked that the spin density on the oxy­
gen reported here is higher than for S 0 2~ trapped in a 
solid matrix,7 while the values for 33S are nearly the 
same. This difference, however, may only be due to 
the approximations made during the calculation.

Table IV : 2 b i "  M O  C oefficients and Spin  D ensities on  
S and O  fo r  S 0 2~ on  M gO

SOi- (A) SO2 - (B)

Cl 0.86 0.84
bi 0.52 0.48
c d 0.75 0.71
V 0.27 0.23
C d  +  6 d 1.02 0.94

The g Tensor. The dominant contribution to the g 
shift comes from mixing the 2 b i" orbital with the 3 a / 
and 2 b / orbitals.6'7 The wave functions of these or­
bitals are 6'7

^ (3 a /) =  c2S(3p2) +  c4S(3s) +  0(2p 2i +  2pz2) +

0(2p„i -  2p*) (2)

and

f ( 2 b /)  =  c3S(3p„) +  0(2p 2i -  2pz?) +

~ 7 ^ 0 (2 Pî,i +  2p„2) (3)

Exact values for the different coefficients occurring in 
these wave functions are not available. We assume, as 
Reuveni7 did, c3 =  b3 =  0. The ratio c2/c 4 can be ob­
tained from the bond angle of S 0 2-  with the aid of 
Coulson’s relation between the degree of hybridization 
and bond angle.23 The bond angle of S 0 2~ is not avail­
able. We adopted, therefore, the angle of S 0 2 in the 
3Bi state as calculated by Brand and coworkers.24 This 
value is 126.2° and gives c2/c 4 =  1.71.

Assuming with Reuveni7 that c22 =  2b22 and that b, 
=  b5, and applying the normalization condition of the 
wave functions yp(3ai) and >p(2b2), including overlap,26 
one obtains the following values for the coefficients: 
Ci =  0.36, c2 =  0.63, 02 =  0.40, and bt =  b-0 =  1 /a / 2. 
Then the deviations from the free-electron g value are

Agxx =  0

2(ciC2Xs -b &ih2Xo) (cic2 -f- 6jò2)

àg"  =  S ( 2 W )  -  ~E{2 b /)

=  2b12bó2X0
E (2 W ') -  E (2 W )

where X8 =  386 cm-1 is the spin-orbit coupling con­
stant for S and X0 =  157 cm-1 is the spin-orbit coupling 
constant for O. The energy differences in the denom­
inators have been estimated by Dinse and Möbius:6

EC.3 a /)  -  EC.2 b /')  =  34,500 cm“ 1

I?(2b /) -  E (2 W )  =  38,500 cm“ 1

W e obtain then for S 0 2_  (A) Agxx =  0, Agzz =  0.0011, 
and Agvv =  0.0140; whereas, for S 0 2-  (B) Agxx =  0, 
Agzz =  0.0009, and Agyv =  0.0136.

The agreement with experiment is only qualitative in 
the sense that we predict the right sequence of Ag shifts. 
No conclusion about the bond angle of S 0 2~ can be ob­
tained. W e adopted the 126.2° bond angle because we 
feel that the S 0 2~ bond angle is closer to that of the 3Bi 
excited state of S 0 2 than to that of the ground state of 
S 0 2. A  widening of the bond angle of S 0 2~ with re­
spect to S 0 2 is not unreasonable when one considers

(22) J. S. M . Harvey, Proe. Roy. Soc., Ser. A, 285, 581 (1965).
(23) P. W . Atkins and M . C. R. Symons, “ The Structure of Inorganic 
Radicals,” Elsevier, Amsterdam, 1967, p 257.
(24) J. C. D . Brand, C. di Lauro, and V. T . Jones, J. Amer. Chem. 
Soc., 92,6095(1970).
(25) R. S. Mullikan, C. A. Rieke, D . Orloff, and H. Orloff, J . Chem. 
Phys., 17, 1248 (1949).
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Walsh’s diagram.4 The 2b i" molecular orbital in­
creases only slightly in energy in going from 90 to 180° 
bond angle. The 4ai' orbital which is the highest filled 
orbital of S 0 2 has a much greater energy increase in go­
ing from the 90° bond angle to the linear form. A  bond 
angle close to 90° is therefore more likely.

The Nature of the Adsorption Sites. When MgO is 
degassed and subsequently uv irradiated in a H2 atmo­
sphere, two different epr signals are developed, corre­
sponding to a pretreatment temperature of 500 and 
800°, respectively. The center obtained after the 500° 
pretreatment has an axially symmetric g tensor and is 
believed to be an electron trapped at an oxygen ion va­
cancy.17'26 The center obtained after the 800° pre­
treatment was first ascribed to an electron trapped at 
an anion-cation vacancy pair by Lunsford and Jayne.17 
Nelson and coworkers,26 however, showed that this epr 
signal involves a hydrogen hyperfine splitting and that 
two centers are present.

The existence of two different paramagnetic centers 
is clearly confirmed in this work by the presence of two 
different types of S 0 2~. Moreover, each S 0 2~ species 
retains its same asymmetric g tensor whatever the pre­
treatment of MgO. This suggests that only the rela­
tive number of the two adsorption sites changes with 
changing pretreatment temperatures.

W e think that it is reasonable to ascribe both the 
electron trapping centers and the S 0 2_ adsorption sites 
to oxygen ion vacancies at the surface. As a working 
model one may consider that the sites giving rise to

S 0 2-  (B) are oxygen ion vacancies on the edges of the 
microcrystals: the centers forming S 0 2~ (A) are then 
oxygen ion vacancies on the flat surface of the micro­
crystals. The change of their relative number with in­
creasing pretreatment temperature is in agreement with 
this assignment; that is, one can imagine that the de­
crease in surface area at 800° is due to a smoothing out 
of the surfaces of MgO crystallites, thus resulting in a 
decrease in the number of edges present on the nonideal 
crystal surfaces. The number of sites (a maximum of 
1019/g ) can easily be accounted for in this manner.

No explicit proof can be offered to show the orienta­
tion of S 0 2~ with respect to the surface. The odd elec­
tron is entirely located on the S 0 2~ ion as suggested by 
our calculations. Since it plays no role in any kind of 
covalent bond, the bonding forces are purely electro­
static. The oxygen ion vacancies have a positive char­
acter and are likely to attract the more electronegative 
oxygen atoms instead of the sulfur atom. An analo­
gous orientation has been proposed by Bennett and co­
workers27'28 for C 0 2~ and CS2~ bonded to alkali metals.
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(26) R. L. Nelson, A. J. Tench, and B. J. Hamsworth, Trans. Fara­
day Soc., 63,1427 (1967).
(27) J. E. Bennett, B. Mile, and A. Thoma3, ibid., 61, 2357 (1965).
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Nuclear magnetic resonance spectroscopy has been used to study the interaction of methanol with boron tri­
fluoride in sulfur dioxide solvent. Composition vs. chemical shift diagrams served to identify the species 
present in each concentration range. At methanol to boron trifluoride ratios of greater than 2: 1,  formation 
of the conjugate base of the 1:1 adduct, CH3OBF3~, and the conjugate acid of methanol, CH3OH2+, occurs. 
Rates for methoxyl exchange between the 1:1 adduct and methanol and for fluorine exchange between the 
1:1 adduct and boron trifluoride have been determined from the coalescence temperature of the corresponding 
nmr absorptions.

Introduction

The coordination compounds of boron trifluoride 
with organic substances serve as active catalysts for 
alkylation,2 condensation,3 polymerization4 and other 
reactions.5 Methanol forms coordination compounds 
in which there are one or two molecules of organic sub­
stance per molecule of boron trifluoride.6 Such com­
pounds are strongly acidic7 and are typical of Friedel- 
Crafts catalysts. Following studies of the mode and 
extent of complex formation,8 the mode and rate of 
exchange of boron trifluoride between different com­
plexes were investigated.9'10

For the methanol-boron trifluoride system, conflict­
ing assignments of the observed nmr absorptions in the 
methoxyl region have been offered. In one study the 
two upheld resonances were assigned to the mono- and 
dialcohol complexes,11 BF3-CH 3OH and BF3-2CH3OH, 
while in the other they were assigned to the monocom­
plex and bulk solvent.12 Using composition vs. chem­
ical shift diagrams, we have attempted to identify the 
species present in each concentration range and to as­
sign characteristic chemical shifts to each of the several 
species present.

Experimental Section
Preparation oj Samples. All samples and their in­

ternal standards were prepared by high-vacuum tech­
niques. Anhydrous grade sulfur dioxide (Ansul 
Chemical Co.) was used as solvent; it was degassed 
and kept over phosphorus pentoxide in a storage bulb 
of the vacuum line. Reagent grade methanol was 
purified by refluxing over magnesium for several hours, 
then distilling into the storage bulb of the vacuum line. 
All other reagents were distilled at low temperature 
into the storage bulbs and purified by vacuum frac­
tionation. Known pressures of methanol, of boron 
trifluoride, and of sulfur dioxide were condensed from 
a calibrated volume directly into a nmr sample tube 
which contained a sealed capillary reference tube (pre­
cision coaxial spacing of capillary; Wilmad Glass Com­

pany, Inc.) with 25%  of perfluorocyclobutane (Penn- 
insular Chemresearch Inc.), 25%  tetramethylsilane 
(Matheson Coleman and Bell), and 5 0 %  of dichlorodi- 
fluoromethane (American Potash and Chemical 
Corp.). The samples were sealed under vacuum with 
the contents still at liquid-nitrogen temperature, then 
stored in a freezer ( — 15°). No appreciable discolora­
tion occurred on standing for several months at — 15°, 
however, the solutions discolored upon standing at 
room temperature.

Nmr Spectra. Spectra were obtained on a Yarian 
Associates HA-100 nmr spectrometer operating at 100 
M Hz for protons and 94.1 M Hz for fluorines. The 
chemical shifts were determined by measuring with 
respect to the inner external standard at various tem­
peratures: TM S for proton resonance spectra and
perfluorocyclobutane for fluorine resonance spectra. 
Line widths and the chemical shift in fluorine reso­
nance spectra were determined by the audio side band 
method using a Hewlett-Packard 200 AB audio oscilla­
tor. Low temperatures were obtained by passing

(1) (a) Alfred P. Sloan Research Fellow, 1969-1971; (b) National
Science Foundation Trainee, 1969-1970.
(2) V. N. Ipatieff and A. V. Grosse, J. Amer. Chem. Soc., 57, 1616 
(1935).
(3) R. D. Morin and A. E. Bearse, Ind. Eng. Chem., 43, 1596 (1951).
(4) A. M . Eastham, J. Amer. Chem. Soc., 78, 6040 (1956); J. M . 
Clayton and A. M . Eastham, ibid., 79, 5368 (1957).
(5) H. S. Booth and D. R. Martin, "Boron Trifluoride and Its Deriv­
atives,” Wiley, New York, N . Y ., 1949.
(6) H. Bowlus and J. A. Nieuwland, J. Amer. Chem. Soc., 53, 3835 
(1931).
(7) A. V. Topehiev, Ya. M . Paushkin, T . P. Vishnyakova, and M . V. 
Kurashov, Dokl. Akad. Nauk SSSR, 80, 381 (1951).
(8) A. V. Topehiev, S. V. Zavgorodnig, and Ya. M . Paushkin, 
“Boron Trifluoride and its Compounds as Catalysts in Organic 
Chemistry," Pergamon Press, New York, N . Y ., 1959, p 64.
(9) P. Diehl, Helv. Phys. Acta, 31, 686 (1958).
(10) S. Brownstein, A. M . Eastham, and G. A. Latremouille, J. 
Phys. Chem., 67, 1028 (1963).
(11) J. Paasivirta and S. Brownstein, J. Amer. Chem. Soc., 87, 3593 
(1965).
(12) A. Fratiello, T . P. Onak, and R. E. Schuster, ibid., 90, 1194 
(1968).
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Table I : Temperature Dependence of Proton Nuclear Magnetic Resonance Spectra 
of Methanol-Bcron Trifluoride Mixtures in Sulfur Dioxide

Sample
composition, M

[CH3OH] =  0 .965 Tempc - 4 . 0 - 2 0 . 5 - 3 7 . 0

[b f 3] =  0 &C B .d

ioH
3 .0 7
2 .4 4

3 .0 5
2 .9 8

3 .0 3
3 .2 2

[CH 3OH] =  0 .7 62 Temp - 0 . 7 - 1 8 . 0 - 3 5 . 0
ScH3 3 .1 7 3 .1 5 3 .1 3

[b f 3] =  0 .1 90 ScHs 3 .4 0 3 .3 6 3 .3 3
SOH 5 .3 5 5 .5 8 5 .8 4

[CH 3OH] =  0.É89 Temp +  1 .0 - 1 6 . 3 - 3 3 . 8
iCHj 3 .1 8 3 .1 5 3 .1 4

[b f 3] =  0.231 Sons 3 .3 8 3 .3 4 3 .3 4
Soh 5 .5 9 5 .8 3 6 .0 8

[CHaOH] =  0 .648 Temp - 3 . 0 - 2 0 . 5 - 3 7 . 5
ScHi 3 .3 0 3 .2 8 3 .2 6

[BF3] =  0 .319 iCHa 3 .3 9 3 .3 9 3 .3 6
¿OH 7 .4 6 7 .6 8 7 .8 7

[CHaOH] =  0 .567 Temp 1 .5 - 1 6 . 0 - 3 3 . 5
Sohi 3 .4 5 3 .4 3 3 .4 5

[BFa] =  0.3S5 ScHi
8oh 7 .3 6 7 .6 8 7 .81

[CHaOH] =  0 .3 27 Temp 2 .3 - 6 . 6 - 2 3 . 5

[BFS] =  0 .3 25 Sena 3 .5 4 3 .5 5 3 .5 3
Soh 6 .8 6 6 .9 4 7 .0 2

[CHaOH] =  0 .391 Temp 0 .5 - 1 6 . 5 - 3 6 . 5

[BFa] =  0 .5 29 ScHa
ioH

3 .6 8
6 .3 0

3 .6 7
6 .3 4

3 .6 6 “
6 .3 9 s

[CHaOH] =  0 .3 20 Temp 3 .2 - 1 8 . 6 - 3 2 . 6

[BFa] =  0.615 icHa
ion

3 .6 6
6 .21

3 .6 5
6 .2 9

3 .6 3 “
6 .3 4 s

0 Doublet with J  = 4.0 Hz. 6 Quartet with J  = 4.0 Hz. c I

5 3 .8 - 6 7 . 0 - 7 0 . 3
3 .0 0 2 .9 9 2 .9 8
3 .4 4 3 .5 5 3 .6 9

4 3 .8 - 5 4 . 3 - 6 1 . 0 - 7 8 . 0
3 .1 2 3.11 3 .1 0 3 .0 8
3 .3 3 3 .31 3 .3 2 3 .2 8
5 .9 6 6 .0 9 6.21 6 .4 8

4 2 .3 - 5 1 . 0 - 5 9 . 5 - 6 8 . 5 - 7 6 . 8
3 .1 3 3 .1 3 3 .1 2 3 .1 1 3 .1 0
3 .3 3 3 .3 3 3 .3 1 3 .2 9 3 .2 8
6 .2 1 6 .3 6 6 .4 8 6 .6 0 6 .7 3

4 6 .5 - 5 5 . 0 - 6 4 . 0 - 7 2 . 5 - 8 1 . 3
3 .2 6 3 .2 5 3 .2 5 3 .2 4 3 .2 4
3 .3 6 3 .3 5 3 .3 5 3 .3 2 3 .3 2
7 .9 6 8 .0 4 8 .1 6 8 .2 4 8 .3 4

4 2 .3 - 5 1 . 0 - 5 6 . 3 - 6 3 . 7 - 7 0 . 3
3 .3 3 3 .3 4 3 .3 2 3 .31 3 .3 1
3 .4 7 3 .4 6 3 .4 5 3 .4 4 3 .4 4
7 .8 6 7 .9 0 7 .9 2 7 .9 6 8 .0 2

4 0 .0 - 4 8 . 8 - 5 7 . 0 - 6 5 . 5 - 7 4 . 0
3 .5 4 3 .5 7 3 .5 7 3 .5 7 3 .5 4
7 .1 2 7 .1 7 7 .2 2 7 .2 7 7 .3 0

4 2 .0 - 5 0 . 5 - 5 9 . 2
3 .6 5 “ 3 .6 4 “ 3 .6 3 “
6 .4 4 s 6 .4 8 s 6 .5 1 s

4 1 .8 - 4 9 . 3 - 5 8 . 0 - 6 6 . 1
3 .6 3“ 3 .6 7 “ 3 .6 2 “ 3 .6 2 “
6 .4 0 s 6 .4 4 s 6 .4 8 s 6 .5 2 s

°C. d Chemical shifts in ppm downfield from tetramethylsilane.

purified gaseous nitrogen from a coiled copper tube 
immersed in a Dewar filled with liquid nitrogen into 
a specially designed silvered transfer Dewar connected 
to the Varian V-4340 variable temperature nmr probe, 
and measured with a copper-constantan thermocouple 
and a Leeds and Northrup potentiometer.

Results
Proton and fluorine magnetic resonance spectra were 

obtained for mixtures of methanol and boron tri­
fluoride in sulfur dioxide at various concentrations and 
over the temperature range from 0° to near the freez­
ing points of the solutions at about —80°. The ratio 
of methanol to boron trifluoride was varied from 1:2  
up to 4 :1 . The sum of the methanol and the boron 
trifluoride concentrations was maintained at about 
0.9 to 1.0 M  for most of the solutions examined. For 
these solutions, the measured chemical shifts at var­
ious temperatures are presented in Tables I and II.

For samples with a methanol to boron trifluoride 
ratio larger than 2 :1 , the two methoxyl group and one 
hydroxyl group resonances exhibited only small fre­

quency shifts as the sample temperature was lowered. 
Upon warming, the two methoxyl group resonances 
for the 2 :1  sample coalesced at 15° and for the 1.5:1  
sample at —33°. From examination of the methoxyl 
resonance line shapes, the coalescence temperatures13 
were determined14 and are presented in Table III.

In the presence of an excess of boron trifluoride, only 
a single methoxyl and a single hydroxyl resonance were 
observed. With decreasing temperature, both of these 
resonances broadened and eventually resolved into a 
spin-coupled doublet and quartet, respectively. The 
coalescence temperature for these spin multiplets in­
creased with increasing boron trifluoride concentra­
tion.

Samples containing more than one equivalent of 
methanol exhibited but a single fluorine resonance 
whose shift was insensitive to sample composition.

(13) H . S. Gutowsky and C. H . Holm, J. Chem. Phys., 25, 1228 
(1956).
(14) J. A. Pople, W . G. Schneider and H. J. Bernstein, “ High- 
Resolution Nuclear Magnetic Resonance,” McGraw-Hill, New York, 
N . Y ., 1959, Chapter 10.
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Table II : T em perature D epen den ce o f  F luorine N uclear M agn etic R esonance Spectra 
o f  M eth a n o l-B oron  T rifluoride M ixtures in  Sulfur D iox id e

Sample
composition, M

[B F d 0 .9 7 3 T em p “ - 0 . 7 5 - 1 9 . 0 - 3 6 . 5 - 4 5 . 5 - 5 4 . 0 - 6 3 . 0 - 7 7 . 0
[C H sO H ] = 0 - 1 0 . 4 9 - 1 0 .8 1 - 1 0 . 9 1 - 1 1 . 0 6 - 1 1 . 3 - 1 1 . 3 6 - 1 1 . 5 1

[B F ,] = 0 .6 1 5 T em p 2 .9 - 1 6 . 0 - 3 5 . 3 - 5 4 . 3 - 6 3 . 8 - 7 3 . 0 - 8 7 . 5
[C H 3O H ] 0 .3 2 0 5f 2 .1 3 1 .3 4 broad 13 .43

- 1 1 . 5 6
1 3 .08

- 1 1 . 7 1
1 2 .97

- 1 1 . 7 1
1 3 .2 0

- 1 2 . 0 2

[B F ,] = 0 .5 2 9 T em p 0 . 0 - 1 7 . 3 - 3 4 . 8 - 5 2 . 3 - 6 1 . 0 - 6 9 . 7 5 - 7 8 . 0
[C H jO H ] ~ 0 .391 by 7 .2 2 7 .6 9 broad 1 2 .7 9 13 .01 13 .75 1 3 .7 5

- 1 0 . 5 4

[B F 3] = 0 .3 2 5 T em p - 4 . 5 - 2 2 . 5 - 4 0 . 2 - 5 3 . 6 - 6 7 . 5 - 7 1 . 8 - 8 0 . 6
[C H 3O H ] = 0 .3 2 7 $F 13 .51 13 .23 1 3 .16 1 2 . 8 6 12 .90 1 2 .97 1 2 .72

[B F,] = 0 .3 1 9 T em p - 1 . 5 - 1 7 . 3 - 3 6 . 0 - 4 5 . 5 - 5 5 . 0 - 6 4 . 0 - 7 4 . 0
[C H 3O H ] = 0 .6 4 8 by 1 3 .6 6 13 .19 1 2 .82 1 2 .6 0 12 .35 12 .29 1 2 . 0 2

[BF,] = 0 .231 T em p - 0 . 2 - 1 8 . 0 - 3 6 . 8 - 4 6 . 3 - 5 5 . 5 - 6 4 . 8 - 7 3 . 8
[C H 3OH ] = 0 .6 8 9 Sf 1 3 .85 13 .185 1 2 .58 1 2 .27 1 2 .39 1 2 . 0 0 1 1 .67

[B F,] = 0 .1 9 0 T em p - 2 . 6 - 2 0 . 5 - 3 8 . 5 - 4 6 . 3 - 5 5 . 5 - 6 4 . 7 5 - 7 4 . 0
[CHsOH] = 0 .7 6 2 by 13 .21 1 3 .00 1 2 .5 3 1 2 .1 6 1 2 .15 1 1 . 8 8 1 2 .03

“ In  °C . b C hem ical sh ift in p p m  downfteld from  perfluorocyclobutane.

Table III : R a te  o f  M eth ox y l E xchange ir M eth a n o l-B oron
Trifluoride C om plex

Sample
composition, M [CH îO H -E F î] T Cl "K “

[CHsOH] = 1 . 0 3 '  
[BFs] = 0 . 8 1

0 .5 9 228

[CHsOH] = 0 .5 6 7  
[BF3] = 0 .3 8 5

0 .2 0 3 240

[CH 3OH] = 0 . 8 3  
[BF3] = 0 . 4 8

0 .1 3 253

[CHsOH]11 =  0 .6 9  
[BFs] = 0 . 2 9  
[CHsOH] = 0 .6 4 8  
[BF3] = 0 .3 1 9

288

280

“ Coalescence tem perature fo r  the n e th o x y l  resonances. 
6 D ata  from  reference 11. c R . J. G illespie and J. S. H artm an , 
Can. J. Chem., 45, 2244 (1967).

With more than one equivalent of boron trifluoride, 
the fluorine resonance shifted markedly as the sample 
composition was varied. A t low temperatures, the 
fluorine resonance broadened and eventually split to 
give two resonances. From analysis of the line shapes 
at the coalescence temperature, the preexchange life­
times of the fluorines were determined. These results 
are presented in Table IV.

Discussion
Most authors seem to agree that the primary inter­

action between methanol and boron trifluoride is for­
mation of the Lewis acid-Lewis base adduct, BF3 • CH3- 
OH. That formation of this single adduct is not the

Table IV : R a te  o f F luorine E xch ange in M eth a n o l-B oron
T riflu oride C om plex

Sample Temp, TCHjOH.BFj,
composition, M °C sec“ TBFs, sec“

[CH 3OH] = 0 .3 7 0 - 6 3 . 8 3 .8  X  10~3 4 .0  X  lO “ 3
[BFs] =  0.651 - 7 3 . 0 6 .2  X  10~3 6.4 x 10-3

- 8 2 . 5 1 .2  X  10~2 1.4 x 10-2
[CHsOH] = 0 .3 9 1 - 6 1 . 0 6 .1  X  10~3
[BFs] = 0 .5 2 9 - 6 9 . 8 9 .3  X  lO -3

- 7 8 . 0 1 .2  X  1 0 '2

“ C alcu lated from  the line h alf-w idths (5t); 1 / r  =  ttUi — 5 fc) 
where ¿to is the line w idth  in the absence o f exchange.

only occurrence on mixing these two species becomes 
clear upon examination of composition vs. chemical 
shift diagrams. In Figure 1 the chemical shift of the 
methoxyl resonance is plotted vs. the relative amount 
of methanol. A notable break in this curve occurs at a 
2 :1  ratio of methanol to boron trifluoride. As the 
proportion of methanol is increased, the methoxyl 
group shift appears to be insensitive to composition 
up to one equivalent of methanol. A t a composition 
near one equivalent of methanol, this resonance be­
gins to shift upheld. This upfield shift continues up 
to two equivalents of methanol. A t two equivalents 
of methanol this peak again becomes insensitive to 
concentration. When just more than one equivalent of 
methanol has been added, a second methoxy resonance 
appears; with increasing methanol concentration, 
this peak shifts progressively toward the pure meth­
anol resonance position.
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Figure 1. M eth ox y l chem ical sh ift (in p p m ) as a function  o f 
the relative m ole fraction  o f  m ethanol fo r  various m ixtures o f 
m ethanol and boron  trifluoride in sulfur diox ide.

The combination of these observations seems to re­
quire four distinct methoxyl containing species. Two 
of these can be readily identified as CH3OH ( 5 0 h .  3 . 0 0  

ppm) and CH3C»H BF3 ( 5 C h ,  3 . 6 2  ppm). The chem­
ical shift of the other two species which are present at 
intermediate concentrations appear to be nearly iden­
tical: 5c h .  3 . 3 0  and Sc h i  3 . 3 2  ppm.

The dependence of the chemical shift of the hydroxyl 
resonance upon methanol concentration is presented 
in Figure 2. Up to one equivalent of methanol, the 
chemical shift of the hydroxyl group is not affected 
by increasing methanol concentration. At a mole 
ratio of 1:1, the hydroxyl resonance begins to shift 
downfield and reaches a maximum downfield shift at 
a mole ratio of 2:1.  As the methanol concentration 
is further increased, the hydroxyl resonance shifts 
monotonically towards that for pure methanol. These 
observations suggest that three hydroxyl containing 
species occur in these solutions. One of these species 
is readily identified as CH3OH ( 5 0 h  2 . 6  ppm) and an­
other as the monocomplex, CH3O H B F 3 (50H 6 . 4  

ppm).
The dependence of the fluorine resonance position 

upon relative methanol concentration as shown in Fig­
ure 3 is far less informative. In addition to uncorn- 
plexed BF3, only one additional fluorine resonance for 
the other fluorine containing species seems to occur. 
The chemical shift of this fluorine resonance shifts by 
about 0.7 ppm on going from 1 to 4 equivalents 
of methanol.

Two types of interaction of methanol with the 1:1

Relative Mole Fraction MeOH

Figure 2. H y d rox y l chem ical shift (in p p m ) as a fun ction  o f 
the relative m ole fraction  o f  m ethanol for  various m ixtures o f 
m ethanol and boron  trifluoride in  sulfur dioxide.

F igure 3. F luorine chem ical shift (in p p m ) as a fu n ction  o f  the 
relative m ole fraction s o f  m ethanol for  various m ixtures o f 
m ethanol and boron  trifluoride in sulfur diox ide.

adduct, BF3-CH 3OH, have been proposed. Based 
on analogy with the reported formation of 2 :1  amine- 
boron complexes,16 formation of the dimethanol com­
plex (equation 1) has been proposed.11 If this species 
is formed, then

CH3OH +  BF3 CH3OH ^  BF3 (CH3OH )? (1)

our results require that one of the bound methanols 
(5chj 3.30 ppm) be capable of rapid exchange with 
bulk methanol and the other (SCHs 3.32 ppm) be ca­
pable of exchange with the monocomplex. A  dicom-

(15) H. C. Brown, P. F. Stehle, and P. A. Tierney, J. Amer. Chem. 
Soc., 79, 2020 (1957).
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Table V : C hem ical Shifts fo r  M eth a n o l-B oron  
T riflu oride in Sulfur D iox id e

A s s ig n e d
s tru c tu re iCHs6

— C h e m ic i 
5c h 8

al shift® —  
¿OH Si9Fc

C H sO H 3 . 3 3 3 . 0 0 2 . 6
C H jO I L p 3 . 7 6 3 . 3 0 7 . 7

C H 3O B F 3- 3 . 5 8 3 . 3 2 1 2 . 2

C H 3 O H B F 3 3 . 9 1 3 . 6 2 6 . 4 1 2 . 9

° In  p p m  dow nfield from  tetram ethylsilane. 1 R eference 17b. 
'  In  pp m  dow nfield from  perfluoroeyclobutane.

ppm to lower field than the ones which we have deter­
mined. As a chemical shift reference they added 
tetramethylsilane to the sulfur dioxide solution; our 
results were obtained using an internal sealed capillary 
containing tetramethylsilane. Even after this correc­
tion, the methyl chemical shift they report for CH3- 
OH2+ is 0.2 ppm to lower field. To obtain this result, 
data at 0.6 mole ratio BF3:M eO H  was extrapolated up 
to 1.0 mole ratio.

Assuming that the equilibrium constants for forma­
tion of both the mono- and dicomplex are large, the

Table V I : C alcu lated and O bserved N m r Spectra for M eth a n o l-B oron  T rifluoride Sam ples 
in Sulfur D iox id e  at —60°

Sample %  of methyl area -------------Averaged peak positions,b ppm-
/--------c o m p o s it io n ,  M -------* r----- in  lo w -fie ld p e a k ------x H ig h -f ie ld  m e th o x y l L o w -fie ld  m e t h o x y l /•---------------- 19F
[CHjOHlo [B F»]o obsd® ca lcd ^ o b s d calcd® o b sd ca lcd® o b sd calcd®

0 . 7 6 2 0 . 1 9 0 1 7 2 0 3 . 1 0 3 . 1 0 3 . 3 0 3 . 3 3 1 2 . 0 1 2 . 2

0 . 6 8 9 0 . 2 3 1 2 3 3 3 3 . 1 1 3 . 1 5 3 . 3 0 3 . 3 3 1 2 . 2 1 2 . 2

0 . 6 4 8 0 . 3 1 9 4 1 4 9 3 . 2 5 3 . 2 9 3 . 3 4 3 . 3 3 1 2 . 3 1 2 . 2

0 . 5 6 7 0 . 3 8 5 6 0 6 8 3 . 3 1 3 . 3 0 3 . 4 4 3 . 4 6

0 . 3 2 7 0 . 3 2 5 3 . 5 7 3 . 6 2 1 2 . 9 1 2 . 9

0 . 3 9 1 0 . 5 2 9 3 . 6 3 3 . 6 2 7 . 2 2 7 . 2 6

0 . 3 2 0 0 . 6 1 5 1 . 0 » 1 . 0 » 3 . 6 2 3 . 6 2 2 . 0 5 2 . 0 5

a F rom  the ratio o f  areas o f  high-field to  low -field m eth ox y l absorptions. 6 R elative  to  external tetram ethylsilane for the m eth ox y l 
resonances; relative to  external octaflu orocyclobu tan e for  the fluorine resonances. 'Scaled =  ( » chich - 3.00 +  ncHjOH2'3.30)/(ncH>oH
+  H c m o m ) .  S ca le d  =  (nB Fs-CH jO  ' 3 .3 2  ■+• n B F i.C H 3 0 H '3 .6 2 ) /(7 lB F j.C H 3 0 H  +  » C H iO H ,). 'S e a le d  =  ( » B F i ------1 1 . 7  +  n B F î-C H jO H -1 2 .9  +

wbfsCHio• 12.2)/(riBFî +  wbfsCHîOh H- HbfsCHso). 1 [1 — ([CH3OH]o — [B F 3]o ) / [C H 3 0 H ]0] X  100%. » R a tio  o f  areas o f  high-field 
to  low -field fluorine absorptions; C a lcd  value is ( [B F ]o [C H 3 0 H ]o ) /[C H 3 0 H]o.

plex containing equivalent methanol moieties11 can­
not be accommodated by the results.16

The second proposed type of interaction, equation 
2, recognizes the strong acid character of the mono­
complex.17 In this reaction

CHsOH +  BFa-CHsOH CH3OH2 +  BF3OCH3

(2)

methanol behaves as a base and forms a salt. The for­
mation of the conjugate base of the 1:1  adduct (5CHa 3.32 
ppm) and the conjugate acid of methanol (5Ch, 3.30, 
5oh 7.7 ppm) would lead to two additional methoxyl 
and one additional hydroxyl resonance as required. The 
ion association indicated by equation 3 can also pro­
vide a basis for accounting for the observations since

K, +
(BF3 CH3OH) CH3OH b f 3c h 3o  +  CH3OH2

(3)

our results would be completely insensitive to the mag­
nitude of the dissociation constant, K 3.

On the basis of methyl chemical shifts alone, 
Gillespie and Hartman17b have arrived at similar con­
clusions. Their results differ in two important re­
spects. All the chemical shifts they report are 0.3

chemical shifts of Table V  were obtained. These have 
then been used to calculate averaged chemical shifts 
for methanol plus its conjugate acid and the averaged 
shift for the monocomplex plus its conjugate base fer 
each sample composition. The calculated and ob­
served values are presented in Table VI. These aver­
aging processes require only a proton transfer from a 
species to its conjugate base and as expected are rapid 
on this time scale.18 The good agreement between 
the calculated and observed values support the cor­
rectness of the chemical shift assignment and the as­
sumption of the magnitude of the K ’s. Protonation 
of methanol and protonation of the conjugate base of 
the monocomplex produce comparable downfield meth­
oxyl shifts of only ~ 0 .3  ppm. Larger shifts might 
have been expected.

SchíOHí ~  Schioh =  0.3 ppm 

5chsOh-bFj — SchiObfs =  0.3 ppm

(16) This difficulty has been previously recognized.12 Exchange of 
bulk methanol with both the monocomplex and the dicomplex leads 
to averaging of all the methoxyl resonances.
(17) (a) J. A. Nieuwland, R. R. Vogt, and N. L. Foohey, J. Amer. 
Chem. Soc., 52, 1018 (1930); (b) R. J. Gillespie and J. S. Hartman, 
Can. J. Chem., 45, 2244 (1967).
(18) E. Grunwald, A. Loewenstein, and S. Meiboom, J. Chem. 
Phys., 27, 630 (1957).
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Two different mechanisms for the exchange of ex­
cess reagent with the complex have been suggested.9,11 
In addition to a mechanism involving direct displace­
ment of BF3 from the complex by BF3, an exchange 
mechanism involving formation of BF4~ and CH3-

OH-BF2 is consistent with the results. Our results 
do not offer a clear choice between these bimolecular 
mechanisms and the unimolecular dissociative mech­
anism.

In the presence of more than one equivalent of meth­
anol, a different exchange reaction is required. For 
samples containing more than one equivalent of meth­
anol, two methoxyl resonances were observed at the 
low temperature extreme (about —80°). The coales­
cence temperature for these methoxyl resonances in­
creased with increasing methanol concentration. This 
dependence of the methoxyl lifetime on methanol con­
centration seems to indicate that only the monocom­
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plex and not the conjugate base of the monocomplex 
is involved in the exchange reaction.

Measurement by nmr integration of the amount of 
complexed methanol has been reported to be less than 
that expected based on the amount of boron trifluoride 
added.12 We have also observed that the measured 
relative area of the high-field to low-field methoxyl 
resonance is larger than that predicted based on the 
amount of boron trifluoride added. The small differ­
ence in the position of the methoxyl resonances may 
be the source of this difficulty. Measurement of the 
relative amounts of complexed and uncomplexed boron 
trifluoride was in accord with expectations.
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The absorption of 10-150 MHz ultrasonic waves in dilute aqueous solutions of ethylenediamine, diethylene- 
triamine, triethylenetetramine, and tetraethylenepentamine has been measured. An excess acoustic absorp­
tion has been observed in all cases with a frequency dependence characteristic of a single relaxation. From 
the dependence of the relaxation frequency on concentration and the dependence of the absorption amplitude 
on pH, it is deduced that the perturbation of the proton-transfer equilibrium

-RNH2 +  H20 -RNH„+ +  OH-
kb

at a terminal amine group is the process responsible for the excess ultrasonic absorption. Values of h  and kb 
and the standard volume changes for this process are determined. A clear decreasing trend in kb, which is 
diffusion-controlled, with increase in molecular weight is observed.

Introduction
A large amount of data has been accumulated on the 

equilibrium properties of amines, amides, polyamines, 
and amino acids in H20, but the knowledge of their dy­
namic properties in solution is limited. These com­
pounds are known to undergo extremely fast proton- 
transfer reactions in dilute aqueous solutions. This 
fact delayed kinetic studies until the development

of relaxation techniques.2 The ultrasonic absorption 
properties of dilute aqueous solutions of some amines 
and amino acids have been studied in recent years.2-6

(1) Address correspondence to this author at the Department of 
Chemistry, The University of Oklahoma, Norman, Okla. 73069.
(2) M . Eigen and L. de Maeyer in “Technique of Organic Chemis­
try,” Vol. ¡VIII, S. Friess, E. Lewis, and A. Weissberger, Ed., 2nd 
ed, Interscience, New York, N. Y ., 1963, Part II, Chapter X V III.
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The observed change of ultrasonic absorption with fre­
quency could be fitted to a single relaxation and has 
been attributed to the perturbation of the proton-trans­
fer equilibrium of the basic residues

ki
-RNH2 +  H20  ^  -RNH3+ +  OH- (1)

kb

However, when the ultrasonic studies were extended to 
aqueous solutions of proteins, the importance of equi­
librium (1) compared to conformational changes of the 
protein molecules remained an open question.7-10

In the present study, using the ultrasonic relaxation 
technique, we have looked at one of the dynamic pro­
cesses present in dilute aqueous solutions of several low 
molecular weight polyamines: ethylenediamine (en), 
diethylenetriamine (den), triethylenetetramine (trien) 
and tetraethylenepentamine (tetraen). It is highly 
desirable to know the dynamic behavior of these com­
pounds, since they are of importance in areas of chem­
istry such as coordination chemistry. In choosing the 
mentioned compounds, we were able to study the 
effect of varying the molecular weight on the rates 
of ion recombination. Also, the chosen low molecular 
weight amines allow the study of the transition from 
simple electrolytes to polyelectrolytes. Here we can 
compare the properties—kinetic in the present case—of 
this series with the properties observed in the structur­
ally related polyelectrolyte, polyethyleneimine.11-13

Experimental Section

Solutions were prepared with deionized water. They 
were made up at the required concentrations by weight. 
The organic solutes en (Baker), den (Fisher), trien 
(Fisher), and tetraen (Eastman) were used without 
further purification. Measurements were usually made 
on freshly prepared solutions. Solutions measured 
more than 2 hr after preparation gave markedly more 
erratic results.

Sound Absorption Measurem ents. The absorption 
coefficient, a, which is defined by the equation 7X = 
Ioe~2ax in terms of intensities and distance, was mea­
sured in the range 10-150 MHz using a standard send- 
receive pulse apparatus.14 The frequency was mea­
sured using the heterodyne beat method with a Hew­
lett-Packard 610 Signal Generator and a Gertsch FM- 
3R frequency meter. The accuracy of the measured 
absorption coefficient, a, was on the order of 2%  for all 
frequencies and solutions except for 10 and 15 MHz. 
At these lower frequencies, where diffraction corrections 
must be made, the error in a ranged from 3 to 5%. 
The error in the fixed frequency velocity measurements 
was less than 0.1% for all solutions. The measurement 
cell was thermostatically jacketed at 25 ±  0.1° with a 
Forma constant temperature bath. A complete set of 
(a, /)  data is available from one of the authors (GA) on 
request.

Sound Velocity M easurem ents. The sound velocity 
was determined by the “sing-around” technique16 using 
a NUS Laboratory Velocimeter Model 6100, which 
works at a fixed frequency of 3.6 MHz, together with a 
Beckman Universal EPUT Meter Model 7350R. The 
temperature of the solutions was maintained constant 
to 0.1°.

Results and Their Analysis
The variation of a /P  with frequency has been mea­

sured at several concentrations for each of the solutes 
chosen in this work in the frequency range 10-150 MHz. 
The curves obtained, from which some typical examples 
are depicted in Figure 1, show the characteristic behav­
ior due to a single chemical relaxation process, which 
can be described by

“/ f '  r + m -  + B «

where a  = absorption coefficient, /  = measured fre­
quency, B  = background absorption due to relaxation 
processes above the frequency range being examined, 
A  =  amplitude factor of the relaxation, / r = relaxation

Figure 1. Ultrasonic absorption (a/P) vs. log /  for aqueous 
solutions of en, den, trien, and tetraen at 25°.

(3) (a) M . J. Blandamer, D . E. Clarke, N. J. Hidden, and M . C. R. 
Symons, Trans. Faraday Soc., 63, 66 (1967); (b) M . J. Blandamer, 
N. J. Hidden, M . C. R. Symons, and N. C. Treloar, ibid., 65, 2663 
(1969).
(4) R. S. Brundage and K . Kustin, J. Phys. Chem., 74, 672 (1970).
(5) K . Applegate, L. J. Slutsky, and R. C. Parker, J. Amer. Chem. 
Soc., 90, 6909 (1968).
(6) (a) R. D . White, L. J. Slutsky, and S. Pattison, / .  Phys. Chem., 
75, 161 (1971); (b) M . Hussey and P. D . Edmonds, J. Acoust. Soc. 
Amer., 49, 1309 (1971).
(7) R. Zana and J. Lang, J. Phys. Chem., 74, 2735 (1970).
(8) F. Dunn and L. W . Kessler, ibid., 74, 2736 (1970).
(9) L. W . Kessler and F .  Dunn, ibid., 73, 4256 (1969).
(10) J. Lang, C. Tondre, and R. Zana, ibid., 75, 374 (1971).
(11) E. Baumgartner, M . Emara, and G. Atkinson, manuscript in 
preparation.
(12) S. Lapanje, J. Haebig, H. T . Davis, and S. A . Rice, ,/. Amer. 
Chem. Soc., 83, 1590 (1961).
(13) G. Thomson, S. A . Rice, and M . Nagasawa, ibid., 85, 2537 
(1963).
(14) R. Garnsey and D. W . Ebdon, ibid., 91, 50 (1969).
(15) R. Garnsey, R. J. Boe, R. Mahoney, and T . A . Litovitz, J. 
Chem. Phys., 50, 5222 (1969).
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frequency of the relaxation. The amplitude depends 
only on the normal coordinate thermodynamic param­
eters of the process and the relaxation frequency de­
pends also on its kinetics. In our present case, all data 
could be satisfactorily fitted by a least squares tech­
nique to eq 2, the differences between observed and cal­
culated relaxation curves being smaller than the exper­
imental errors. The obtained relaxation parameters 
A  i, f n, and B  from this analysis are summarized in Ta­
ble I.

336

Table I : Relaxation Parameters for the Ultrasonic Absorption
of Dilute Aqueous Solutions of en, den, trien, and tetraen from 
Analysis for a Single Relaxation Frequency

A i  X 1 0 U, B  X 10u,
Com- Molar- neper / ri X 106, neper
pound ity C sec2; cm-l sec-11 sec2 cm

en 0.05 74.8 ± 2.7 19.9 ± 1.1 22.6 ± 1.2
0.10 69.7 ± 1.7 31.7 ± 1.6 21.5 ± 1.0
0.30 70.7 ± 1.3 44.5 ± 2.0 24.7 ± 1.7
0.50 67.4 ± 2.3 53.7 ± 4.4 26.4 ± 2.4
1.0 62.7 ± 1.9 86.0 ± 4.6 22.8 ± 2.2

den 0.054 100.4 ± 12.2 15.8 ± 1.6 21.4 ± 1.4
0.116 78.2 ± 2.8 24.8 ± 1.7 22.4 ± 1.3
0.25 77.2 ± 2.7 35.6 ± 2.9 25.0 ± 2.2
0.50 70.4 ± 2.0 45.4 ± 3.0 25.8 ± 1.8

trien 0.05 96.5 ± 11.1 13.2 ± 1.8 22.7 ± 1.5
0.11 74.2 ± 3.7 23.0 ± 2.1 23.6 ± 1.5
0.20 83.6 ± 1.4 28.0 ± 0.9 23.5 ± 0.7
0.50 78.2 ± 1.0 43.4 ± 1.3 25.5 ± 0.9

tetraen 0.05 96.3 ± 6.4 13.8 ± 1.1 22.7 ± 1.0
0.063 62.1 ± 5.0 20.7 ± 2.2 22.7 ± 1.1
0.10 74.2 ± 0.7 23.9 ± 0.4 22.4 ± 0.2
0.159 85.9 ± 5.1 26.0 ± 2.3 24.0 ± 1.5
0.20 77.6 ± 2.2 31.0 ± 1.8 23.7 ± 1.4

The calculated relaxation frequencies / r, increases 
with an increase in amine concentration. The B  values 
are all close to the value for water at 25°.16 This indi­
cates that there are no relaxation processes sensitive to 
ultrasound at frequencies higher than those experi­
mentally accessible (> 150 MHz).

Discussion

We have shown in the above section that the ultra­
sonic absorption data are fitted well within the experi­
mental errors by a single relaxation. Our next task is 
to quantitatively account for the observed relaxation. 
The fact that the relaxation frequencies obtained from 
the fit for the same compound are concentration depen­
dent (see Table I) seems to exclude the possibility of 
structural relaxation in our frequency range. As we 
pointed out in the Introduction, a proton-transfer reac­
tion is known to take place in dilute aqueous solutions 
of amines. It is justified then to assume that the ob­
served relaxation is due to the perturbation of a chemi­
cal equilibrium, and further, that it is a one-step equi­
librium similar to the one represented by eq 1. We

shall therefore analyze the obtained relaxation param­
eters in terms of the proton-transfer equilibrium shown 
in eq 1.

When a relaxation expression based on eq 1 was used 
for data analysis, neglecting the activity coefficients of 
the various species, the experimental results fitted rea­
sonably well. But the quotients of the forward and 
reverse rate constants were found to be in better agree­
ment with the independently determined dissociation 
constants17 when activity coefficients were included. 
The Davies18 equation (3) was used to calculate the ac­
tivity coefficients of the species

-In  T± = A [V / / (1 +  V I ) -  0.3/] (3)

where /  is the ionic strength, y± is the mean activity co­
efficient, and A  a constant (0.221 at 25°). Equation 4 
relates the relaxation time to the rate constants and the 
concentrations of the species involved in eq 1 taking 
into consideration their activity coefficients

1/ ,  =  2 , / .  -  W [ O H - l ( 2  +  +  V

(4)
where r is the relaxation time, fcb° and k{° are the rate 
constants at zero ionic strength and the other symbols 
have their usual meaning. This relationship can be 
easily obtained using the standard treatment for chem­
ical relaxations.2 The concentration of the hydroxide 
ion can be calculated using the dissociation constant of 
the first terminal protonated amine group, K , for each 
compound,17 eq 5

K  = a 2C /( \  -  a) (5)

where a is the degree of dissociation and C  the stoichio­
metric concentration of the amine.

Figures 2 and 3 show the plot of r-1 vs. y±2[OH- ] 
(2 +  (d In y±2/d In [OH- ])) for en, den, trien, and tet­
raen at various concentrations. The fit is reasonably 
good and it is clear from all the figures that a linear be­
havior holds, as required by eq 4. It should be men­
tioned, however, that this linearity does not hold at con­
centrations higher than 1 M  for en, 0.5 M  for den and 
trien and 0.25 M  for tetraen. A similar behavior was 
reported by Blandamer, et al., for dilute aqueous solu­
tions of diethylamine.8a It is also interesting to note 
that such deviation is observed even after correcting for 
the activity coefficients. Possible explanations have 
been advanced by Blandamer, et a l.,3 but we will not at­
tempt to go into details about this particular point. 
The reasons are unclear at this date and we are mainly 
interested with the low concentration range.

(16) J. M . Pinkerton, Proc. Phys. Soc. London, Sect. B, 62, 286 
(1949); Nature, 160, 128 (1947).
(17) D . D. Perrin, “ Dissociation Constants of Organic Bases in 
Aqueous Solution,” Butterworths, London, 1965.
(18) J. N. Butler, “ Ionic Equilibrium. A Mathematical Ap­
proach,” Addison-Wesley, Reading, Mass., 1964.
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Figure 2. Concentration dependence of relaxation frequency 
according to eq 4: lower part, en; upper part, den.

Figure 3. Concentration dependence of relaxation frequency 
according to eq 4: lower part, trien; upper part, tetraen.

The forward and reverse rate constants in eq 1 were 
obtained from the intercept and the slope, respectively, 
Figures 2 and 3. A standard least squares method was 
used in evaluating both the intercept and the slope. 
The solid lines shown in Figures 2 and 3 are the “best 
fit” slopes. The obtained rate constants and the dis­
sociation constants K  calculated from them are re­
ported in Table II, together with the calculated values

Table I I : Derived Parameters for the Process 
Represented by Eq 1

Compound
feb° X 10-N 
sec“1 M~l

fcfO X 10-7, 
sec-1

K  X 104, 
M

A V ,
cm8/mol

en 2.87 ±  0.12 1.1 ±  0.7 3 .8  ±  2.5 25.5 ±  2.0
den 2.56 ±  0.08 1.5 ±  0.9 6 .0  ±  3.2 25.5 ± 2 . 0
trien 2.39 ±  0.10 0.4 ±  0.35 1.8 ±  1.6 25.0 ±  2.0
tetraen 2.27 ±  0.10 1.3 ±  1.0 5 .8  ±  5.2 25.0 ±  2.0

of the standard volume changes AF for the process rep­
resented by eq 1 (see below).

For the process represented by eq 1 A ,  (eq 2) is given
by

_ ir j c o V m r r r  p a h  a v  1 2 
1 “  fr \_CvRT vrt\ ( }

where p is the density, c0 the velocity of sound, V  the 
volume per mole of solution, p the coefficient of thermal 
expansion, CP the molar heat capacity at constant pres­
sure, and A H  and AF the enthalpy and volume changes 
for the process in question. T is given in terms of the 
molar concentrations of the reactants by eq 7.

r  =  ( - ^  +  — 1 - + - 1-  
V[OH-] [RNH3+] [RNH2

The previously measured enthalpy change for the pro­
cess represented by eq 1 is 1.3 kcal/mol and the volume 
change is reported as 20-30 cm3/mol. In aqueous so­
lutions at room temperature, where /3 is relatively small, 
neglect of the first term in the square brackets in eq 6 
alters the calculated value of AF by less than 2%. 
Equation 6 can then be written in the following form

ACo/r
t T

7sR T
(A F )2 =

7rca(l — a) 
y ,R T (2  — a)

(A F )2 (8)

where yB is the adiabatic compressibility. A plot of 
Ac<>fr vs. ca( 1 — o)/(2 — a) should, therefore, yield a 
straight line with intercept = 0, the slope being re­
lated to AF. This is indeed the observed behavior for 
these systems and the obtained values for AF are given 
in Table II.

It seems necessary at this point to make clear why 
the dissociation of only the first terminal group of the 
amines has been taken into account. The reason is ob­
vious in the en case, where the second dissociation con­
stant is three orders of magnitude smaller than the first 
one. In the cases of den, trien, and tetraen the situa­
tion is not as clear because the ratio of the first and the 
second dissociation constants is 12, 5, 7, respectively.17 
We have calculated the additional concentration of hy­
droxide ion taking into account the dissociation of the 
second terminal amine group and even in the most un­
favorable case, trien, this concentration is smaller than 
2% of the concentration from the dissociation of the 
first terminal group alone. From this fact and from
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the overall good results obtained assuming only one dis­
sociation, we can safely conclude that this assumption 
was reasonable, at least for a kinetic analysis. An ad­
ditional fact supporting the correctness of this assump­
tion is that a kinetic analysis of the reaction represented 
by eq 9 yielded a very poor fit and the obtained rate 
constants were completely unreasonable.

ki
H2N-R'-NH2 +  2H20

kb

H3N+-R'-NH3+ +  20H - (9)

We wish to summarize at this point the facts which 
clearly favor the proposed mechanism represented by 
eq 1. The linear behavior observed at low concentra­
tions when plotting t-1 v s . 7±2[OH- ](2 +  (d In X±2/  
d In [OH- ])) (Figures 2 and 3) indicates that eq 4 holds, 
which in turn indicates that eq 1 correctly represents 
the observed process. Second, the linearity observed 
when calculating AF values and their actual value of 
25 cm3/mol confirms that an equilibrium of the form 
shown in eq 1 is responsible for the ultrasonic absorp­
tion at low amine concentration. Also, the dissocia­
tion constants calculated from the kinetic analysis are 
in acceptable agreement with the ones obtained poten- 
tiometrically, taking into consideration the high error 
associated inevitably with kf. The actual values of k( 
and fcb are in the same range as the values obtained by 
other researchers studying different amines (Table 
II) 2,4-6 Another important factor emphasizing the 
above argument is the effect of pH on the ultrasonic ab­
sorption, which we shall discuss next.

Slutsky, et a£.,M have shown that an investigation of 
the pH dependence of the ultrasonic absorption is an­
other tool to determine if perturbation of an equilib­
rium represented by eq 1 is indeed the principal source 
of the observed attenuation. The dependence of the 
excess acoustic absorption on the equilibrium chemical 
composition of the solution is largely contained in I1 (eq
7). Expressing the concentration of the amine and its 
cation in terms of K , the equilibrium constant for eq 1, 
and the initial concentration of amine c, F becomes

________[OH - } K c

[OH- ]2 +  [OH ~ ] K  +  K c
(10)

From eq 2, 6 and 1 and values of r  the variation of a I P  
with pH may be deduced. The calculated curve and 
the experimental points are shown for a 0.5 M  solution 
of trien at 50 MHz in Figure 4. Again, the agreement 
is sufficiently good to nominate the perturbation of the 
proton-transfer equilibrium as the principal source of 
absorption.

An inspection of the fcb° values on Table II reveals 
that they decrease with an increase in molecular weight.

pH

Figure 4. a/f2 vs. pH at 50 MHz for trien at 25°. Key: A,
experimental points; solid line; calculated behavior by means 
of eq 2, 6, and 10.

This trend can be explained by taking into account that 
the backward step in eq 1 is diffusion-controlled. 
Debye19 has derived the following expression for this 
kind of reaction of ions in solution

_  i v N  Z  AZ-ge^jD a +  -Db) qjv
21 = ek T [exp (Z AZ Be0p e r DkT ) -  1] 1

where N  is Avogadro’s number, e0 is the electronic 
charge, ZA and Z B are the algebraic charges of the ions, 
e is the dielectric constant of the solvent, D \  and Z>B are 
the diffusion coefficients of the reacting ions, and t-q is 
an effective radius for reaction.

Since one of the ions, OH- , in the diffusion reaction 
is constant along the series en to tetraen, the variation 
of h i  within the series will be determined mainly by the 
diffusion coefficient of the species RNH3+. This can be 
expected to decrease with increase in molecular weight. 
Rice, et a l.,n have reported coefficients for the un­
charged molecules en to tetraen for the corresponding 
bolaform ions and the fully charged ions. Although 
they did not measure the diffusion coefficients of the 
singly charged ions, the trends reported for the other 
species permit the safe conclusion that in this case too 
the diffusion coefficient will decrease with an increase in 
molecular weight. It follows that the observed trend 
in h i  with molecular weight is the expected one. The 
lack of diffusion-coefficient data for the singly charged 
ions hampers a more quantitative interpretation of the 
trend of our h 0 data with molecular weight in terms of 
eq 11.
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The far-infrared spectra of several tertiary ammonium salts have been studied in the solid state and in solution. 
The solution spectra do not reflect the symmetry of the ion aggregates that form in some solvents. The spec­
tra are characterized by two broad bands between 50 and 200 cm-1 whose frequencies are anion dependent. 
The small solvent and concentration effects can be explained if it is assumed that the higher frequency band is 
the cation-anion stretching mode, and that the lower frequency band is the N+-H—X~ bending mode, of a 
hydrogen-bonded ion pair.

Although it has long been assumed that alkyl- 
ammonium salts associate in nonpolar solvents to form 
ion aggregates, little if anything is known about the 
structure of these aggregates. The extensive use of 
long-chain tertiary and quaternary ammonium salts in 
solvent extraction has prompted several workers to 
study the association of these substances in aprotic sol­
vents. However, with the exception of a few light 
scattering experiments, most investigations have dealt 
with the measurement of thermodynamic, conductance, 
or dielectric properties of the solutions.2’3

Several years ago Evans and Lo4 reported the 
presence of a solute absorption band in the 100-cm_1 
range for benzene solutions of tetrabutylammonium 
halides. They postulated that this was a cation- 
anion stretching mode (v„) of a cyclic dimer (ion 
quadruplet) of distorted D2h symmetry. To our 
knowledge, this postulate has not been investigated 
further.

The present work was undertaken with the hope of 
obtaining information concerning the structure of the 
aggregates of tertiary ammonium salts in solution. 
This class of salts was chosen for several reasons. 
They are readily soluble in a large number of aprotic 
solvents; their solution and extraction behavior have 
been of interest to us in the course of ion solvation 
studies;6 and their aggregation equilibria appear to be 
simpler than those of the quaternary salts.

Experimental Section
Reagents. All solvents used were speetroquality. 

They were dried over CaH2 for 24 hr and then distilled 
from the CaH2 and stored in a drybox. Eastman tri-n- 
octylammonium chloride (Oc3NHC1) was recrystallized 
once from ether and twice from n-hexane. Tri-n- 
octylammonium bromide (Oc3NHBr) was prepared by 
bubbling HBr through a 0.01 M  solution of Eastman 
tri-n-octylamine in n-hexane. When the solution 
became slightly pink, the mixture was cooled; the re­
sulting crystals were dried in a vacuum desiccator for 
several days. Tri-n-octylammonium perchlorate (Oc3-

NHCIO4) was made by equilibrating a 0.01 M  solution 
of recrystallized Oc3NHC1 in ether with successive 
portions of an aqueous 1 M  solution of NaC104 until 
both phases tested free of Cl-  with AgN03. The 
organic phase was evaporated to dryness, and the re­
sulting greenish white crystals were dried in a vacuum 
desiccator for 72 hr. Triethylammonium chloride 
(Et3NHCl) was obtained as a white precipitate when 
HC1 was bubbled through an ether solution of triethyl- 
amine. It was recrystallized twice from 1-butanol then 
dried in a vacuum desiccator for 72 hr. Triethylam­
monium bromide (Et3NHBr) was prepared in a manner 
similar to that for Oc3NHBr. All solutions for spectral 
measurements were prepared in a drybox immediately 
before use.

Procedure. All spectra were obtained at ambient 
temperature with a R.I.I.C. FS-720 Fourier spectrom­
eter equipped with a FTC 100/7 Fourier transform 
computer and wave analyzer. A Beckman far-infrared 
cell with polyethylene windows was used for liquids. 
The path length varied between 0.1 and 1.0 mm. Solid 
samples were mixed with powdered polyethylene, then 
pressed into pellets.

The vapor pressure studies were done at 25° on a 
Hewlett-Packard Model 302 vapor pressure osmometer 
using the techniques lecommended by the manu­
facturer. The standards wrere benzil in CC14 and 
naphthalene in chloroform.
Results

Typical spectra for Oc3NHCl are shown in Figure 1.

(1) (a) Research supported in part by the Air Force Office of Scien­
tific Research, U. S. Air Force under Grant No. AFOSR-68-1387; 
(b) NSF Undergraduate Research Participants.
(2) Y . Marcus and A. S. Kertes, “ Ion Exchange and Solvent Extrac­
tion of Metal Complexes,”  Wiley-Interscience, New York, N. Y ., 
1969, pp 757-765, and the references contained therein.
(3) O. Levy, G. Markovits and A. S. Kertes, J. Phys. Ckem., 75, 542 
(1971).
(4) J. C. Evans and G. Y . S. Lo, ibid., 69, 3223 (1965).
(5) (a) C. V. Kopp and R. L. McDonald, “Solvent Extraction Chem­
istry,” D. Dryssen, et al., Ed., North-Holland Publishing Co., Am­
sterdam, 1967, pp 447-453; (b) R. E. Jones, Jr., Ph.D. Thesis, Uni­
versity of Hawaii, 1970.
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Figure 1. The far-infrared absorption bands of 
tri-n-octylammonium chloride: top curve, 0.050 M  in CHCla; 
middle curve, solid; bottom curve, 0.045 M  in CCI4 .

The spectra of all tertiary ammonium salts studied 
(except O C 3 N H N O 3 )  are characterized by two broad 
bands, the higher frequency band being more intense. 
Oc3N  shows no absorption in this region. Spectral 
data for various salts are tabulated in Table I. It is 
seen that the frequencies are anion dependent, but are 
essentially cation independent. O C 3 N H C I O 4  exhibits 
only very weak absorption in either C H C I 3  or C C 14 . 

Bands could no~ be detected below 0.1 M ;  above that 
concentration broad weak bands were observed near 70 
and 130 cm-1.

Table I :  Far-Infrared Absorption Bands 
of Tertiary Ammonium Salts

Concentra­ '-------Pmax, cm -------<
Salt 3olvent tion, mol/1. vi va

O csN H C l Solid 94 ±  2 178 ± 2
CCU 0.045 98 ± 4 192 ±  3

0.077 98 ± 4 190 ± 3
0.11 96 ±  4 190 ±  3
0.19 98 ± 4 186 ±  3
0.21 98 ± 4 186 ± 3

C H C I3 0.027 114 ±  5 184 ±  3
0.038 114 ± 5 182 ± 3
0.050 114 ± 5 183 ±  3
0.11 112 ±  5 183 ± 3
0.19 110 ±  5 182 ± 3

Cyclohexane 0.053 90 ±  8 198 ± 3
0.11 90 ± 5 196 ± 3
0.20 86 ±  5 194 ± 3
0.40 86 ±  5 194 ±  3

O csN H B r Solid 70 ±  5 133 ±  3
OC3NHCIO4 Solid 66 ± 5 139 ± 3
E ta N H C l C H C la 0.031 110 ± 6 179 ± 3

0.044 110 ±  6 179 ±  3
0.052 110 ±  6 180 ± 3
0.072 110 ± 6 180 ± 3

EtaNHBr C H C la 0.051 75 ± 8 133 ±  3
0.098 72 ±  6 132 ± 3

J. R. K ltjdt, G. Y. W. K wong, and R. L. McD onald

Figure 2. Plots of absorbance/cell path length vs. concentration 
for tri-n-octylammonium chloride in CCU, O, and CHCla, A. 
The top line is for the higher frequency bands, and the bottom 
line is for the lower frequency bands.

Figure 3. Vapor pressure osmometer data at 25° for 
tri-n-octylammonium chloride, O, and perchlorate, A, in CHCla 
(upper curves) and CCh (lower curves). The data for the 
references lie along the uppermost line.

Figure 2 is a Beer’s law plot of the data for Oc3NHC1 
in C C I 4  and C H C I 3 .  Both bands obey Beer’s law within
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the accuracy of the data, and their intensities are in­
dependent of the solvent.

Figure 3 shows plots of the data from the vapor pres­
sure osmometer. Oc3NHC1 showed no deviation from 
dilute solution behavior in CHCL and may be assumed 
to exist as simple ion pairs in this medium. In CC14, 
however, it deviates significantly from dilute solution 
behavior. Several workers have attributed this type of 
phenomenon to aggregation of ion pairs.2 Based on 
this assumption, the degree of aggregation (i.e., the 
ratio of the stoichiometric to the apparent concentra­
tion) was calculated for Oc3NHCl in CC14 and Oc3NH- 
CIO4 in both CCI4 and CHCI3 at various concentrations. 
These results are tabulated in Table II.

Table II : Average Aggregation Numbers, n,
of Tri-n-octylammonium Salts at 25°

Stoic, concn.,
Salt Solvent mol/l. n

OcsNHCl CC14 0.0051 1.70
0.0117 1.86
0.0269 2.01
0.0454 2.05
0.0623 2.37
0.0868 2.99
0.101 3.21

0 c3NHC104 ecu 0.0027 1.96
0.0050 2.50
0.0180 4.62
0.0407 9.04
0.0584 11.1
0.0755 16.8
0.0901 21.8

CHCU 0.0200 1.00
0.0400 1.10
0.0600 1.17
0.0800 1.23
0.100 1.28
0.120 1.36

Discussion
There are differences in the band positions between 

the various solutions, but the main features of the 
spectra are identical. This is of particular interest 
when viewed in the light of the aggregation data for the 
salts. The suggestion of Evans and Lo4 that the sym­
metry of quaternary salt aggregates in solution is im­
portant in determining the infrared absorptions as­
sociated with interionic motion does not apply to ter­
tiary salts. A comparison of the spectra for monomeric 
Oc3NHC1 in CHCI3 and aggregated Oc3NHC1 in CC14 
(and cyclohexane) shows that neither the number of 
bands nor their intensities are appreciably affected by 
aggregation. Furthermore, the most highly aggregated 
salt, OC3NHCIO4, shows only very weak absorption.

There is little doubt that both of the bands arise from 
interionic vibrations. They are absent in Oc3N and

they are anion dependent. In view of the fact that
fairly strong N -H -----Cl and N-H- -B r  hydrogen
bonds have been demonstrated for these trioctyl- 
ammonium salts in CCI4,6 it is assumed that a contact 
(hydrogen bonded) ion pair is the basic vibrating unit. 
For the two anions, Br~ and CI04~, the ratios of fre­
quencies, rciAx are c a .  1.3 for both bands. (Exception: 
It is closer to 1.5 for the low frequency band of the tri- 
ethylammonium salts.) The reduced mass ratios, 
(n x /n ci)’A, are 1.4 for Oc3NHBr, 1.6 for 0c3NHC104, 
and 1.3 for Et3NHBr. This implies that the H-bond 
force constant is anion independent, a somewhat 
surprising result for which we have no explanation. 
The cation effect is negligible; a consideration of masses 
alone predicts a small increase in frequency for the tri- 
ethylammonium salts. This may be offset by an in­
creased acidity for the Oc3NH+ ion.7

The frequency shifts associated with solvent and 
concentration, although small compared to the band- 
widths, are nonetheless real. Using a variety of sub­
stituted ammonium salts, we have found that chloro­
form is the worst, and cyclohexane or CC14 the best 
solvents to use to resolve the two far-infrared bands.8

Let us look first at the v 2  band of Oc3NHC1. For 
solutions, it is consistently higher in frequency than the 
corresponding band in the solid salt. This same result 
was observed for the quaternary ammonium salts4 and 
is probably due to increased interionic bond strengths in 
these solvents of low solvating power. The decrease in 
frequency with increasing concentration seen in cyclo­
hexane and CC14 is likely due to a weakening of the 
hydrogen bond with aggregation. This latter effect 
was proposed by Keder and Burger6 to explain their 
nmr data.

In CHCI3 the concentration effect on v2 is absent, as 
expected in a medium where aggregation does not 
occur. However v 2  is shifted to a significantly lower 
frequency. It is known that CHC13 hydrogen bonds to 
Cl-  in nonaqueous media.9 This last fact can explain 
the effect of CHCI3 on v2 if it is assumed that v2 is the 
interionic stretching mode, and that the formation of a 
(------Cl- ------ HCCI3) hydrogen bond has the same ef­
fect on the cation-anion stretching frequency as does
the formation of a (—H--------Cl- ) hydrogen bond on
the N-H stretching frequency; viz. shift it to lower fre­
quencies.6

The effect of CHCI3 on v \  is noteworthy in that it 
shifts vi to higher frequencies. When an R3NH + 
and a Cl~ (or Br- ) combine to form a hydrogen- 
bonded ion pair, three translational degrees of freedom

(6) W . E. Keder and L. L. Burger, J. Phys. Chem., 69, 3075 (1965).
(7) pKa for several amines in 70%  alcohol increases in the order 
(hexyl)aN <  (pentyl)sN <  (butyl)sN <  (propyl)jN. L. Spialter and 
J. A. Poppulardo, “The Acyclic Aliphatic Tertiary Amines,” Mac­
millan, New York, N. Y ., 1965.
(8) G. Y . W . Kwong, B.S. Thesis, University of Hawaii, 1971.
(9) R. D. Green ar.d J. S. Martin, J. Amer. Chem. Soc., 90, 3659 
(1968).
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are converted into vibrational degrees of freedom, only 
one of which involves cation-anion stretching. The 
other two are deformations with respect to the hydro­
gen bond, sometimes called vp.w W e  have already as­
signed ¡»2 to the stretching mode. It is well known that 
the deformation bands in NH3 are shifted to higher fre­
quencies upon hydrogen bonding.10’11 As before, we
make the reasonable assumption that a (------Cl- ------
HCCla) hydrogen bond has the same effect on the
cation-anion deformation bands as does a (-H-------- X)
hydrogen bond on the H-N-H deformations. Thus we
tentatively assign v\ to the degenerate N-H-------- Cl
deformation or bending modes, vp.

It is interesting to speculate why v2 is at lower (and 
i>i at higher) frequency in CC14 than in cyclohexane, in 
spite of the fact that one finds greater aggregation in the 
latter solvent.12 This is probably due to an interaction 
between CC14 and ions, which is, of course, why the ions 
are less aggregated in CC14. The nature of the CC14_ 
ion interaction is not known; it has been suggested that 
CC14 forms weak complexes with both acids and bases.12 
The effect of CCI4 on the spectra is similar to, but less

pronounced than CHCI3, thus it is tempting to suggest 
that CC14 interacts with the anion. We are unaware of 
any convincing evidence to support this suggestion.

To summarize, the far-infrared spectra of tertiary 
ammonium halides do not reflect the symmetry of the 
ion quadruplets (or higher aggregates) that form in solu­
tion. The spectra can be understood in terms of a 
simple, hydrogen-bonded cation-anion pair which can 
undergo additional interactions with either other ion 
pairs or the solvent. These latter interactions have a 
relatively small effect on band frequencies and no ap­
preciable effect on band intensities.
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The limiting high-pressure unimolecular rate constant k„ in thermal systems can be considered as the Laplace 
transform of the detailed rate constant, or specific dissociation probability, k(E) (E =  internal energy). If 
ka is known from experiment as a function of temperature in the form k„ = expi—E ^ /k T ), k(E) can be 
obtained by inversion. Using three actual examples, the inversion procedure is exploited to show that k„ 
contains sufficient information for a test of unimolecular rate theory that requires only the knowledge of the 
molecular properties of the reactant but not those of the transition state. Since there are no parameters to 
adjust, this test, in a thermal system, is therefore more significant than the more usual speculative curve­
fitting. Some limitations of the test are noted, and it is pointed out that a more elaborate test cannot be done 
without additional assumptions; as an example, it is shown that the correct limiting low-pressure rate con­
stant cannot be obtained by this procedure.

Introduction
In thermal systems, experimental data on the tem­

perature dependence of k, the unimolecular rate con­
stant, are usually presented in the familiar Arrhenius 
form k = A e ~ EJkT, where E & is the so-called Arrhenius 
(or experimental) activation energy and A is a temper­
ature-independent parameter. As a consequence of 
activation by collisions, the rate constant k is a de­
creasing function of pressure, and only in the limit of

high pressures (p —*■ » )  do we have, in a gas-phase re­
action, the pressure-independent relation

k„ = A„ ex\)( — E m/k T )  (1)

usually obtained by suitable extrapolation of experi­
mental data.2 Since at all finite pressures k <  km, the

(1) Calculations done with financial assistance from the National 
Research Council of Canada.
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gas-phase thermal unimolecular rate constant exhibits 
a characteristic fall-off with pressure which is useful for 
comparing theory with experiment.

We propose to show that eq 1 contains sufficient in­
formation for a test of unimolecular rate theory that re­
quires only the knowledge of the molecular properties 
of the reactant but not those of the transition state; 
there being thus no parameters to adjust, this test is 
therefore more significant than the traditional specula­
tive curve-fitting. However, inasmuch as the informa­
tion content of eq 1 is limited, the scope of the test is 
also limited, and it is shown that more elaborate testing 
requires additional assumptions, or additional (non- 
thermal) data. The treatment is also useful to delin­
eate more clearly just what sort of information is, or is 
not, obtainable from purely thermal data.

The High-Pressure Rate as a Laplace Transform
If it is assumed, as in the Rice-Ramsperger-Kassel- 

Marcus (RRKM) theory, that a molecule does not de­
compose unless it has accumulated internal energy E  
^ E 0, where E a is threshold or critical energy for reac­
tion, the specific dissociation probability k (E ) is a func­
tion of energy only; in particular, k {E ) =  0 if E  ^ E 0. 
It can be shown3“ that = (k (E ))B, where ( . . .  ,)B 
represents an average over a Boltzmann (or thermal) 
distribution of energies, characteristic of temperature
T . Writing out the average explicitly, we have

f  k (E ) N (E )e ~ F/kTd E

=  J~± ir « ------------------------------  (2)
J N ( E ) e ~ E/kTd E

where N  (E ) is the density of states (number of states 
per unit energy) of the reactant molecule, and the de­
nominator in eq 2 is its partition function Q. Although 
the limits of integration in the numerator are (0 , <»), 
the integrand is in fact zero for 0 ^  E  ^  E 0. At finite 
pressures, k (E ) in eq 2 is reduced3“ by 1/(1 +  k {E ) /Z p ) ,  
where Z  is collision number and p is pressure, so that 
the general-pressure rate is

* = 5  / ”  - N ( E ) e ~ * 'kTd E  (3)Q Jo 1 , HE)
Z p

Suppose now that available thermal experimental 
data in a gas-phase reaction consist, as is often the case, 
of (i) the temperature dependence of the high-pressure 
rate constant in the form of eq 1 {i.e., A „  and E m are 
known); (ii) a part, or even most, of the fall-off with 
pressure of k at least at one temperature. The question 
we now ask is the following: what deductions can be 
made about E 0 and k (E ) on the basis of such experi­
mental data? We assume that all molecular param­
eters of reactant (except E 0) are knowrn from nonkinetic 
information.

Equating experimental and theoretical expressions 
for fc„, we have from eq 1 and 2

k (E ) N (E )e ~ E/kTd E  = Q A „ e ~ Ea,/kT (4)

We may now observe that the LHS of eq 4 is the La­
place transform of the product function f(E ) =  k (E ) -  
N (E ) . If we assume that the experimental relation 1 
is exact and is valid for all temperatures, we may ob­
tain f(E ) as a function of energy by inversion, with s 
= 1 /k T  as the inversion parameter

f(E ) = £ - 1{Q(s)A~e~*“i  ' (5)

where we write Q (s) for Q to indicate that the partition 
function Q also depends on s. Since we have4“ £ -1- 
{Q(s) { = N (E ) , eq 5 represents merely a shift in the 
zero of energy in N  (E ) and the result of the inversion is

f(E ) = A J J ( E  -  E m) H ( E  -  E „ )  (6)

where H (x ) is the Heaviside step function

H (x ) =  0, x  <  0

H (x ) =  1, x  >  0

so that

k {E ) = E-  (E  >  E . )  (7)
N (E )

=  0 {E  <  E „ )

a result which may be verified by substituting back into 
eq 4. The uniqueness theorem411 of the Laplace trans­
formation ensures that there is indeed only one func­
tion k (E )N (E )  which has the transform given by eq 4. 
Thus a function, k {E ), is recovered from its average, 
a process sometimes referred to as deconvolution. 
Therefore, if eq 1 is taken at face value, the answer to 
our question is (a) the critical energy E n is given by E „ ;
(b) the energy dependence of k {E ) is given by eq 7.

The perils of taking eq 1 at face value are, of course, 
that eq 1 is true only approximately. First of all is 
not an experimental observable and must be obtained 
by extrapolation, a procedure that inevitably introduces 
some uncertainty. Second, although E „  and Ara must 
be in principle temperature dependent, they are con­
sidered in eq 1 as temperature-independent constants, 
since generally the accuracy of gas phase rate measure­
ments is such that the temperature dependence of A „  
and E „  is lost in experimental error and only the gross 
overall temperature dependence, corresponding to a

(2) See, for example, I. Oref and B . S. Rabinovitch, J. Phys. Chem., 
72, 4488 (1968).
(3) (a) O. K . Rice, “Statistical Mechanics, Thermodynamics and 
Kinetics,” W . H . Freeman & Co., San Francisco, Calif., 1967, p 
556; (b) p 558, eq 1.8.
(4) (a) W . Forst, Z. Prâsil, and P. St. Laurent, J. Chem. Phys., 46, 
3736 (1967) ; (b) for general aspects of the Laplace transformation, 
see, for example, D. V. Widder, “ The Laplace Transform,”  Princeton 
University Press, Princeton, N . J., 1941, Chapter I I .
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constant term in the exponential divided by kT ,  is de­
tectable. Finally, the validity of eq 1 is usually estab­
lished only over a small temperature interval (typically 
100° or less), although a few systems exist where it has 
been shown with the help of shock tube technique that 
eq 1 is reasonably satisfied over an interval of 1000- 
1500°; however this is still substantially less than an 
interval comprising “all temperatures,” i.e ., 0 to ®.

The combined effect of these uncertainties is that 
when E „  is used for threshold energy, it is afflicted by 
an error that is likely to be larger than the standard de­
viation of points on the usual Arrhenius plot (log k„, vs. 
l / T )  would lead one to believe. Furthermore, because 
of the exponential relationship between E w and A„ via 
eq 1, any error in E „ appears magnified in A,,,.

Thus eq 7, even though mathematically correct, is no 
better than the assumptions involved in treating eq 1 as 
if it were exact over the whole range of temperatures. 
Specifically, eq 7 contains the errors inherent in both 
A „ and E rl.; fortunately, the two errors tend to cancel 
out to some extent, because while the error in E „  affects 
A co nearly exponentially, it appears in N ( E  — E a) 
roughly to the power n  but in the opposite direction (re­
call8 that classically N  (E ) is proportional to E n, where 
n  is large, usually the total number of vibrational de­
grees of freedom less one). Nevertheless, since A„ and 
E „  are only approximate, the energy dependence of 
k {E ), as given by eq 7, is likewise only approximate. 
The remainder of this paper is devoted to showing that 
the approximation is good enough to sustain the test of 
a thermal system, but not of a system yielding more de­
tailed information, as shown in the section dealing with 
threshold behavior.

It must be emphasized that eq 2 and 3, being purely 
theoretical expressions, are not considered as subject to 
error, in the sense that if the assumptions of the RRKM 
theory are correct, eq 2 and 3 apply exactly; if the as­
sumptions are not correct, eq 2 and 3 do not apply at 
all. Similarly, eq 7 does not apply at all if the assump­
tions of the RREM theory are incorrect, but, unlike eq 
2 and 3, applies only approximately if the RRKM as­
sumptions are correct because eq 7 makes use of imper­
fect experimental information.

If we wish to include centrifugal effects, i.e ., aver­
aging over angular momenta, the theoretical rate in the 
RHS of eq 2 must be increased by a factor /„  which is 
calculable from the properties of the reactant.6 The 
effect is then merely that A„ in eq 4-7 is replaced by 
A J  where A J  = A m/ f „ ,  on the assumption that f m is 
temperature-independent. This is true for unimolec- 
ular reactions in which there is an activation energy for 
the reverse reaction;8*5 for unimolecular fragmentation 
with no activation energy for the reverse association of 
fragments, /«, has a small negative temperature coeffi­
cient6 { — k T / 3 for neutral fragments) that is smaller 
than the likely error in and therefore can be ne­
glected. Thus with sufficient accuracy we have

k '{E ) = A “N^ T̂ Ea>) &  >  E m) (7a)
U N { E )

=  0 {E  <  E . )

where k '{E ) still refers to a purely vibrational potential 
but is to be used in conjunction with eq 3' which con­
tains the appropriate corrections to make k ' refer to an 
effective (vibrational +  centrifugal) potential.

Equation 7 has been derived before6 but has not been 
exploited further in unimolecular rate calculations.

Equation 7 as a Test of Unimolecular Rate Theory
The interesting aspect of eq 7 and 7a is that they 

involve the density of states N  (E ) of the reactant mole­
cule. On the RRKM model, degrees of freedom in­
volved in N (E )  are those that participate in intramo­
lecular energy transfer; these are the so-called active 
degrees of freedom and their assignment cannot be made 
entirely without ambiguity. The single assumption is 
usually made that all vibrational degrees of freedom, 
including internal torsion, are active, and that also the 
overall rotation about the symmetry axis in the case of 
the symmetric top is active.7 The essential point is 
that with this one assumption the N (E )  of such states 
can be relatively easily calculated8 from molecular pa­
rameters such as vibrational frequencies, moments of 
inertia and the like, all of which are available from non - 
kinetic information; thus the ambiguity that enters 
N (E )  is a relatively mild one, as is demonstrated fur­
ther below in connection with Figure 3.

Inasmuch as the fall-off of k with pressure depends 
only on the energy dependence of k {E ), the test of uni­
molecular rate theory is complete (in a thermal system) 
when it is shown that the calculated energy dependence 
of k {E ) leads to the experimentally observed fall-off. 
In the present case, this entails numerical integration 
with respect to E  using k {E ) of eq 7 in eq 3 and varying 
V-

Fall-off calculations including centrifugal effects are 
more involved since /„  drops somewhat with pressure.611 
This can be taken into account by rewriting eq 3 in the 
form

k = ^  f (/- / /° ) fc N ( E ) e -* i * Td E  (3') 
Q Jo ( U / f o W { E )  {  ’

Z p

(5) (a) W . Forst, J. Chem. Phys., 48, 3665 (1968); (b) E. V. Waage 
and B. S. Rabinovitch, Chem. Rev., 70, 377 (1970).
(6) N. B. Slater, Proc. Leeds Phil. Lit. Soc., Sci. Sect. , 6, 259 (1955); 
Trans. Faraday Soc., 55, 5 (1959); Eq 16 and 20 in F. P. Buff and 
D . J. Wilson, J. Chem. Phys., 32, 677 (1960); H . Labhart, Chem. 
Phys. Lett., 1, 263 (1967).
(7) W . Forst and P. St. Laurent, Can. J. Chem., 45, 3169 (1967).
(8) For a review of available methods, see W . Forst, Chem. Rev., 
71, 339 (1971). Since N(E) is the numerator of eq 7 or 7a it is re­
quired at energies from zero onwards, the method used for calculat­
ing N (E) must be reasonably accurate at low energies. In the numer­
ical integrations reported further below, the approximation N (0) 
~  0 was used, to circumvent extrapolation problems.
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Figure 1. Pressure dependence of unimolecular rate constant for 
toermal isomerization of CH3NC at 230.4°. Circles are 
experimental data of Schneider and Rabinovitch9 (SR). Curve 
(a): Calculated from eq 3 and 7 using SR’s data 4 „  =  4.07 X 
1013 sec-1, Em =  13,413 cm-1 ; vibrational frequenceis of 
CH.,NC as given by SR (ref 9, Appendix III, Table IV; 
grouped frequencies used). Curve (b): calculated by SR for
the “ 300/600”  model of transition state (c/. Figure 12 in F. W. 
Schneider, Ph.D. Thesis, University of Washington, 1962). 
Collision diameter a =  4.5 A used throughout.

where k '(E ) is given by eq 7a and / 0 is the low-pressure 
centrifugal correction factor ( /0 <  /„), likewise calculable 
from molecular parameters of the reactant.6

Results obtained from eq 7 and 3 are illustrated on 
two rather extensively investigated systems, the ther­
mal isomerization of methyl isocyanide9 and ethyl iso­
cyanide.10 Figures 1 and 2 show a comparison of ex­
perimental (circles) and calculated results (solid lines) 
for the two systems. Calculations of N ( E )  were done 
Using the method of steepest descents11 in the harmonic 
oscillator approximation; anharmonicity is ignored but 
it can be shown12 that in thermal systems this is a rea­
sonably good approximation to the anharmonic N ( E ) .  
The agreement with experiment is seen to be quite good: 
the curvature of the calculated curves is about right, 
and calculated data are not too far displaced from ex­
perimental ones along the pressure axis, i.e ,, the abso­
lute pressure fit is not too bad.13 Note that the effect 
of increased molecular complexity (and hence longer 
lifetime) of C2H5NC relative to CH3NC is correctly 
rendered by the fall-off curve which in the former case 
lies at much lower pressures (compare abscissas of Fig­
ures 2 and 3).

Omitted in these calculations were centrifugal effects, 
the inclusion of which would reduce k (E ) by the factor 
/„, and, as a result, would shift the high-pressure end of 
the fall-off curve roughly by log /„  toward lower pres­

Figure 2. Pressure dependence of unimolecular rate constant 
for thermal isomerization of C 2H 5N C  at 230.9°. Circles are 
experimental data of Maloney and Rabinovitch10 (M R).
Curve is calculated from eq 3 and 7 using M R ’s data Am =
7.76 X 1013 sec-1, Em =  13,469 cm-1; collision diameter a =
5 A. Vibrational frequencies of C 2H 5N C  as given by M R 
(ref 10, Table VIII; grouped frequencies used).

sures. Note that the calculated curves in Figures 2 and 
3 lie generally on the right (high-pressure) side of exper­
imental data, as one would expect when centrifugal ef­
fects are not included. The shift required to bring ex­
perimental and calculated curves for C2H6NC into co­
incidence is roughly 0.25 log units, which implies f „  ~
1.8, a reasonable magnitude for this type of reaction. 
The case of CH3NC is less clearcut as the calculated 
data (curve a) fail to coincide with experiment only at 
low pressures.

The left-hand part of Figure 3 shows how the energy 
dependence of k (E ), calculated from eq 7, is affected by 
a change in molecular parameters of the reactant mole­
cule; reactant in this case is azomethane which may 
be considered representative of a class of C4 olefins. 
Curve b assumes14“ that internal torsions of the two 
methyl groups in azomethane are free rotations, and

(9) F. W . Schneider and B . S. Rabinovitch, J. Amer. Chem. Soc., 84, 
4125 (1962).
(10) K . M . Maloney and B . S. Rabinovitch, J. Phys. Chem., 73, 
1652 (1969).
(11) W . Forst and Z. Prfisil, J. Chem. Phys., 51, 3006 (1969).
(12) W . Forst and Z. Prfisil, ibid., 53, 3065 (1970), Figure 3.
(13) This latter point is usually obscured by the practice of shifting 
curves along the pressure axis to make calculated and experimental 
fall-off curves coincide at some chosen value of log k/log km-
(14) (a) Table I in W . Forst, ./. Chem. Phys., 44, 2349 (1966); (b) 
Figure 3.
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Figure 3. Energy dependence of calculated parameters for the 
thermal decomposition of azomethane. Left: energy
dependence of k(E) (energy E in excess of threshold energy). 
Curve (a): calculated for “ tetrahedral II model’ ’ of transition
state (W. Forst, J. Chem. Phys., 44, 2349 (1966)). Curve (b): 
calculated from eq 7 using azomethane frequencies of W.
Forst, J. Chem. Phys., 44, 2349 (1966), and his experimental 
data A «  =  2.09 X 1017 sec-1, E „  =  19,412 cm-1. Curve (c): 
calculated from eq 7 using azomethane frequencies of Chang 
and Rice (Table II in Int. J. Chem. Kinet., 1, 171 (1969)); 
other parameters the same as for curve (b). Right: energy 
dependence of integrand in eq 3. (Energy E in excess of 
threshold energy.) Curve (a): Calculated with k(E) of curve 
(a), left; p =  1000 Torr. Curve (b): calculated with k(E) of 
curve (b), left; p =  1000 Torr. Area under either curve is 0.9.

also that overall rotation about the symmetry axis of 
the molecule is an active degree of freedom to be in­
cluded in N (E ) . Curve c assumes16 that internal 
torsions in azomethane are vibrations with frequency 
220 cm-1 each, and that the overall rotation about the 
symmetry axis is not an active degree of freedom. It 
can be seen from Figure 3 that the effect on k (E ) of 
these different assumptions is minimal, and as a result, 
the calculated fall-off is hardly affected at all (Figure 4). 
Hence k (E ) of eq 7 is not overly sensitive to minor 
changes in the exact value of some of the molecular pa­
rameters of the reactant, and this increases the useful­
ness of eq 7.

Incidentally, the calculated fall-off curve in Figure 4 
does not include centrifugal effects, and, as might have 
been expected, lies to the right of experimental re­
sults.1411 For this system, /„  has been calculated511 to 
be '—6, which would shift the curves of Figure 4 to the 
left by ~0.8 log units, considerably improving absolute 
pressure fit.

Comparison with “ Traditional”  Formulation
The treatment of experimental results by means of eq 

7 may now be compared with the “traditional” way: 
usually a transition state structure is first postulated 
and its parameters adjusted by fitting them to the en­
tropy of activation (i.e., to A m). Since adoption of 
transition state parameters also fixes part of the temper-

Figure 4. Calculated pressure dependence of unimolecular rate 
constant for thermal decomposition of azomethane at 303°. 
Curve (a): calculated using k{E) of Figure 1, curve (b).
Curve (b): calculated using k{E) of Figure 1, curve (c).
Curve (c): calculated for two versions of “ tetrahedral model’ ’
of transition state (left curve: “ tetrahedral II” ; right curve:
“ tetrahedral I ” ; cf. Figure 1, ref 14).

ature dependence of the rate constant, the critical en­
ergy E 0 is adjusted to make the overall temperature co­
efficient of the rate equal to the experimental value. 
Next the sum of states of the transition state [G *(E  — 
Eo) ] is calculated as a function of energy, and then N  (E) 
for the reactant molecule; from G * (E  — E 0) and N (E )  
there is obtained k (E ) as a function of energy, and, fi­
nally, the fall-off curve for k is calculated from eq 3. 
We claim that because of the usually large number of 
adjustable parameters involved in a transition state, 
fall-off curves calculated using k (E ) of eq 7 represent a 
more direct and more significant test of unimolecular 
rate theory in thermal systems since no transition state 
structure need be assumed and therefore there are no 
parameters to adjust.

Consider curve (b) in Figure 1 which has been ob­
tained in the “traditional” way, while curve (a) is cal­
culated from eq 7. The fact that (b) also reasonably 
fits the experimental data attests to the curve-fitting 
skill of the authors but not necessarily to the exactness 
of RRKM theory. Similarly, the almost perfect coin­
cidence of the “traditional” curves (c) in Figure 4 with 
curves (a) and (b) obtained from eq 7 shows only that 
curve-fitting in case (c) was properly done.

If one subscribes to the view that most of the heuris­
tic value of transition state theory is in the assumption 
that the transition state is a “molecule like any other” 
except that in one (or at least only in few) degrees of 
freedom it is a structure more or less intermediate be-

(15) See Table II in D-R. Chang and O. K . Rice, Int. J. Chem. Kinet., 
1, 171 (1969).
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tween reactant and product, then postulating a transi­
tion state structure is not an entirely pointless exercise 
since it helps to systematize a good deal of data on a con­
ceptually simple basis. If we dwell here on the curve­
fitting aspects of the exercise, it is to underline the usu­
ally wide range of adjustment possible, traceable to 
the fact that transition state parameters are adjusted 
using the same kinetic information against which the 
final result of the calculations is later tested.

Threshold Behavior
Since eq 7 gives the energy dependence of k (E ) only 

approximately, we cannot expect that this k (E ) will 
necessarily have the correct behavior at some particular 
energy, even though when averaged over the thermal 
distribution of energies it yields the correct k. This 
may be illustrated by considering the threshold behav­
ior of k (E ). At threshold, E  —► E „ , and from eq 7

lim k {E ) =
E-+Ea>

A j y x o )

N ( E . )
(8)

Since strictly speaking, N (E )  is a discontinuous string 
of 5 functions, more or less wide-spaced at very low en­
ergies, N  (0) must be understood as a smooth-function 
extrapolation of N  (E ) to E  = 0.

It can be shown3b that threshold behavior on the 
RRKM model should be

behavior of k (E ) affects the integrand of eq 3. Since 
thermal data give only information about the area un­
der the curve in the right-hand part of Figure 3 but not 
its shape, thermal data alone cannot give information 
about behavior of k (E ) at threshold, or at some other 
particular energy.
Thus high-pressure thermal systems yield limited in­

formation about a unimolecular process, and k (E ) of eq 
7 represents all the limited information that can be ex­
tracted. Any knowledge of k (E ) that goes beyond eq 
7 requires either additional data (such as rate at thresh­
old, for example), or additional assumptions.

Low-Pressure Behavior
Near the high-pressure limit, the integrand in eq 3 

can be expanded in inverse powers of p

Z p
1 +

so that eq 3 becomes

where

*  =  E ( - i ) ” +1
n = 1

Ln
1 (ID

L n = £{ { k { E ) Y N { E ) ] /Q Z n~ ' (12)

lim k (E ) =
E-*Eo

l

h N ( E 0)
(9)

where h =  3.335 X 10-u  cm-1-sec (Planck’s constant). 
Therefore we should have at threshold h A „  N (0) = 
N (E m) /N ( E 0) >  1, since in general E a is a few k T  
higher than E 0, the reason being that the experimental 
activation energy is larger than E 0 by the difference be­
tween average energy of reacting and nonreacting mol­
ecules. The only estimate of E 0 available from high- 
pressure thermal data is E 0 =  E m, so that we should 
have h A a N ( 0) = 1. If the lowest excited state of re­
actant is a vibrational state at, say, 300 cm-1, we have 
N (0) = 1/300 (cm-1)-1; then if A m ~  1013 sec-1, we 
find, in fact, h A „  N (0) ~  1; this is roughly the case of 
CH3NC and C2H6NC.

If A„ 1013 sec-1, and N ( 0) ~  10-3 (cm-1)-1 (case 
of azomethane), the threshold value of k(E ) calculated 
from eq 8 is much larger than the corresponding value 
calculated from eq 9. This is shown in Figure 3 (left) 
where (a) refers to the “traditional” k {E ) which behaves 
at threshold in accordance with eq 9, while (b) and (c) 
behave at threshold according to eq 8. However, the 
fact that curve (a) obeys eq 9 does not make it more 
“correct” than curves (b) and (c) because (a) employs 
an adjusted value of E 0 (cf. first paragraph of the pre­
ceding section) which is derived, using one or more as­
sumptions, from the same information that is embodied 
free of assumptions in curves (b) and (c). The right- 
hand part of Figure 3 shows how the different threshold

The first term (n  = 1) in (11) is and the high-pres­
sure limit corresponds to L\ L 2/p .

Near the low-pressure limit, the integrand of eq 3 can 
be expanded in powers of p

1 +  Z p  

so that eq 3 becomes 

k

H E ) _  -  , Un( Z p V
H E )  V S o  1 \ H E )J

(13)

-  =  E  ( - 1  ) nV nE - n
V n — 0

(14)

where

-  z‘ A m r i ! Q (I5)
The first term (n = 0) in (14) is fc0, the second-order 
low-pressure rate constant, and the low-pressure limit 
corresponds to L 0 »  pL_i.

Using k (E ) of eq 7, the relations 10-15 are illustrated 
for the case of CH3NC where experimental data are 
available at both pressure limits. Table I summarizes 
the calculated values of L n and L_n. Since the whole 
development here is predicated on the assumption that 
the limiting high-pressure rate is known correctly, the 
high-pressure expansion does not yield any new in­
sights, except, perhaps, to show that the expansion 
starts to converge very slowly at 103 Torr, and the 
high-pressure limit is attained only at 104 Torr (a pres­
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sure reached in the experimental study) and above. 
This suggests that in most cases it would be rather un­
promising to attempt obtaining by linear extrapola­
tion of a plot of k vs. p ~ l since the linear region is likely 
to be located at inconveniently high pressures, and al­
ternative methods of extrapolation must be sought.1 
As a check on the calculations, note that L\ is equal to 
the experimental value of k„.

Table I : Calculated Coefficients in the Series Expansions 
11 and 14 for CH3NC Using k(E) of Eq 7

n Ln (mol/cm8)n 1 sec-1 L-n (cm8/mol)n+1 sec 1

0 6 .6 1 0  X  10»
1 9 .25 0  X  IO -" 6 .35 5  X  10s
2 2 .477  X  10-» 6 .991  X  10“
3 1 .862  X  IO“ 14 8 .24 2  X  10»»
4 3 .86 4  X  IO "1» 1.011 X  10»»

With k (E ) of eq 7, the low-pressure expansion (14) 
converges below 1 Torr in the case of CH3NC, and the 
limit Lo »  p  L_i is reached below 10-1 Torr, as can be 
seen from Table I. We shall denote this limiting low- 
pressure rate constant by L0 = k0*, to emphasize that 
it is based on high-pressure information via k {E ) of eq 7. 
It turns out (Table I), that k0* is smaller than the ex­
trapolated experimental value (~2 X 103 cm3/(mol sec) 
by about a factor of three. This is not unexpected, 
since using E œ for the critical energy at the low-pressure 
limit amounts to assuming that the experimental acti­
vation energy does not deline much from its high-pres­
sure value, contrary to experiment. In fact, in the 
limit p -*■ 0, eq 3 yields for the second-order rate con­
stant, with E „  for the critical energy

y  -E J k T
k0* = lim (k /p )  = ------------ X

p—►o Q

f N ( E  + E œ) e ~ E/kTd E  (16) 
Jo

which would require the low-pressure experimental acti­
vation energy La0 to be given by

E ,0 =  k T 2 f \ _  k T /2  +  E a _  +  k T  (17)

where (E ) — k T 2(d In Q /d T ) , Z  is assumed to be 
given in concentration units and the logarithmic deriv­
ative of the integral is given its classical value, kT , 
which is a good approximation.7 Equation 17 yields 
Em — Lao — (E ) — (3/2)k T , which in the present in­
stance works out to ~ k T / 2, compared with the experi­
mental value9 ~ 2 kT . This illustrates that high-pres­
sure experimental data contain insufficient information

for treatment of the unimolecular process over the 
whole range of pressures, and therefore k (E ) of eq 7 is 
valid only for a pressure fall-off region well above the 
low-pressure limit. The reason is, of course, that low- 
pressure unimolecular rate is governed by the rate of ac­
cumulation of energy and this is a process quite differ­
ent from, the internal randomization of energy that 
governs the high-pressure behavior as embodied in eq 7.

Conversely, low-pressure thermal data add nothing to 
information about k (E ), as the following considerations 
show. The expression for the second-order rate con­
stant k0, using the “true” critical energy E 0 and ne­
glecting centrifugal effects, is7'16 (cf. eq 16)

ko = ---- -—  I N ( E  +  E o )e ~ m T d E  (16a)
Q Jo

so that if k0 (or, better still, its temperature dependence) 
is known from low-pressure experiment, the critical en­
ergy Eo can be obtained from eq 16a using properties of 
the reactant as the only input. Thus E a need not (and 
should not) be treated as an adjustable parameter re­
flecting the properties of the transition state i f  low-pres­
sure data are available. However a known Eo does not 
improve our knowledge of k (E ) as given by eq 7, and 
does not substantially modify our previous comments 
about the threshold behavior of k {E ) (eq 8) since E 0 is 
always sufficiently close to E œ to make N ( E m) / N ( E 0) 
little different from unity.17

Thus in a thermal study all the information about the 
energy dependence of the detailed unimolecular rate 
constant k (E ), and hence about most of the pressure 
fall-off of the averaged rate constant k, is contained in 
high-pressure data. If the object is to test the basic as­
sumption of unimolecular rate theory, the only mean­
ingful test possible, free of unnecessary assumptions, is 
to show that k {E ) of eq 7 [or (7a) ] leads to the observed 
fall-off; this can be accomplished at a fraction of the 
time and effort that usually goes into the traditional 
transition-state formulation. Any other test, such as 
behavior at both the high- and low-pressure limits, re­
quires additional assumptions.
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(16) See, for example, W . Forst, Chem. Phys. Lett., 1, 687 (1968).
(17) The ratio N(Ea,)/N(Eo) is 1.23 for CH 3NC using Eo obtained 
from low-pressure data, and is very close to 2 for azomethane using 
an “adjusted” Eo. Thus an improved estimate of the critical energy 
will yield a better k(E) of eq 7 only if simultaneously an improved 
estimate of A a is available; unfortunately, eq 7 gives no recipe how 
this could be accomplished without assumptions.
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The diffusion of a unit point source in the environment of a spherical barrier with given reaction affinity has 
been used as a means of calculating some classical chemical kinetic results as well as to derive some results for 
short-range interaction between two single particles in which the spherical symmetry required in previous 
methods is lacking. An iterative method is used to calculate a set of functions required for the derivation of 
the time-dependent encounter and reaction probabilities for diffusing particles with Coulomb interaction. The 
methods developed are applied to the calculation of surface conductance due to “proton migration” near the 
surface of a macromolecule.

1. Introduction

The use of Fick’s law as the basis for calculating the 
kinetics of processes which involve collisions between 
particles in solution goes back to Smoluchowski’s for­
mulation1’2 and has since been refined (ref 3-8) and 
tested (ref 9-14) extensively. The method is estab­
lished to be valid whenever time intervals of impor­
tance are greater than the inverse of the frequency of 
elementary jumps15 or “diffusive displacements,” which 
is estimated to be between 108 and 1011 sec-1 (ref 16 and 
17), but which for a rapidly diffusing particle such as a 
hydrogen ion can be calculated to be near the highest of 
these values. References 17 and 18 are excellent recent 
reviews of the field of elementary diffusion processes and 
their relation to reaction kinetics.

The traditional approach has been to solve the homo­
geneous diffusion equation given the initial condition 
that at time t0 a central spherical particle A is sur­
rounded by a uniform and continuous density distribu­
tion Co of particles B extending from the surface of the 
“collision sphere” of radius R  outward to infinity. R  
is the center-to-center distance between an A and a B 
in contact. Developments have included the effect of 
long-range forces, such as the Coulomb interaction be­
tween ions, and efforts to relate the “reactivity” of par­
ticles to the boundary condition at the collision sphere. 
The spherical symmetry of the mathematics involved 
in this approach has both simplified and limited it.

With the particle density initially uniform, the sub­
sequent particle density c(r,f) depends only on the radial 
coordinate and time and approaches a steady state in 
which, in general, there is a positive radial concentra­
tion gradient due to the depletion of B by reaction near 
each A. The conceptual and philosophical problems 
associated with such a picture are dealt with in excellent 
fashion by Collins and Kimball,3 who also rigorously 
established the commonly used relation between the 
particle reactivity and the so-called “radiative” bound­
ary condition at the collision sphere. From density

distributions one can derive particle flux and, conse­
quently, reaction rates.

This article presents an approach to this problem 
from the unit-source function point of view. Though 
this approach is considerably complicated by the lack 
of spherical symmetry, it affords the following advan­
tages.

(1) It provides a more fundamental form, from which 
the classical solutions follow immediately as a special 
case. By the use of suitable superposition integrals, 
encounter and reaction probabilities can also be ob­
tained for problems with nonuniform and asymmetric 
initial conditions, in particular those which are intrinsi­
cally two-body problems. The secondary recombina­
tion of a particle pair created by dissociation is an ex­
ample of such a problem.

(2) It provides a means for unifying two approaches 
to the field of diffusion-limited reaction kinetics: the

(1) M . V. Smoluchowski, Phys. Z., 17, 557 (1916).
(2) M . V. Smoluchowski, Z. Phys. Chem., Abt. A, 92, 129 (1918).
(3) F. C. Collins and G. E. Kimball, J. Colloid Sci., 4 ,  425 (1949).
(4) P. Debye, Trans. Electrochem. Soc., 82, 265 (1943).
(5) H. L. Frisch and F. C. Collins, J. Chem. Phys., 20,1797 (1952).
(6) T . R. Waite, Phys. Rev., 1 0 7 , 463 (1957).
(7) T. R. Waite, J. Chem. Phys., 28, 103 (1958).
(8) T . R. Waite, ibid., 32, 21 (1960).
(9) S. A . Levinson and R. M . Noyes, J. Amer. Chem. Soc., 86, 4525 
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diffusion approach already mentioned and the molecu­
lar-pair approach.19'20

(3) It provides a conceptually satisfying view of this 
problem by regarding it fundamentally as the two-body 
problem in Brownian motion.

In the final section, the results of this method will be 
used to calculate an approximate value for the surface 
conductance of dissolved serum albumin molecules due 
to the migration of bound hydrogen ions.

2. The Formulation of the Two-Body Problem
To formulate the two-body diffusion problem, the or­

igin of a system of spherical coordinates (r,d,\) is fixed 
at the center of a spherical particle A of radius R a ■ In 
this coordinate system we let a second spherical particle 
B of radius R b be located at time to with its center at 
(r0,0,0) (Figure 1). The “collision sphere,” whose sur­
face we shall call 2 is then the locus r =  R \  +  R b =  R . 
We ask, what are the probabilities associated with the 
subsequent movements of the two particles by diffusion: 
the probability density of their relative location in 
space, their manual encounter, and reaction?

If the diffusion constants for the particles are D \  and 
D b, then in the coordinates defined, A is at rest and B 
moves relative to A with diffusion constant D  =  D a +  
D b- This formulation neglects the angular displace­
ment of the particle axis due to rotary Brownian move­
ment. 20a In consequence, the angular distribution of the 
collision and/or reaction locus will be with respect to 
the initial spatial direction of the line connecting the 
two particle centers, and not with respect to the physi­
cal pole on particle A which coincides with this line at 
time /o. It can be shown that for some applications, as 
for example the one in section 5 (below), the rates and 
time intervals involved make this factor negligible. 
For some other cases approximate corrections can be 
applied.

The two other parameters required are: (1) a reac­
tion affinity parameter a, with units of velocity, defined 
as the reaction probability per unit time per unit sur­
face area on the collision sphere, per unit volume density 
of B particles at 2; and (2) the long range interaction 
energy U  between A and B particles.

The solution is then obtained as a Green’s function, 
T(r,9,\,t;r0,6a,\o,to)■ This is the probability density 
of finding particle B with its center at (r,9,\) at time f 
if at time U it is known to have been at (ro,0o,Xo). If 
do = 0, T is X-independent.

For an arbitrary distribution co(r,9,\,to) at t =  to, 
the probability density c at time t is given by the gen­
eral form

c(r,d,\,t) =  f  dvoCo(ro,eo,\o,to)T(r,e,\,t;r0)9o,\o,to) (1)
where integration is performed over all volume elements 
dvo outside 2. In an obvious way this can be extended 
to cases in which there is not merely an initial distribu­
tion, but in whbh particles are created continuously.
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Figure 1. Initial condition of the two-body diffusion problem: 
a Brownian particle of radius R b  is initially at a distance ro from 
the center of a reference particle of radius Ra- The collision 
surface 2 is at the locus of the center of particle B when the two 
particles are in contact. The solution consists in evaluating 
T(r, 9, t), the probability density of finding the center of particle 
B at the coordinates (r, 0) at time t.

The unit source is introduced as an inhomogeneity in 
the conservation equation

^  =  - V - « &  +  g(r0,90,t0) (2)

where

0(7 0,00,to) =
<5(r — r0)5(cos 9 — cos 0o)<5(f — ¿0) 

2it-r02
(3)

and 5 is the 8 function.
The flux 4> is given by the diffusion equation

4> = -Z>(vr +  N U / k T )  (4)

Eliminating 4» from eq 2 and eq 4, we obtain

br/bf = D(V2r +  Tvm/kT +  vr -VU/kT) +

g(r0,9o,t0) (5)

From the definition of the reaction velocity param­
eter, the boundary condition at r = R  is

far r àu)
— n <b = D <~— |- —  —  > = 

(bn k T  bnj
a r

or

bT
bn { * -

(1/ tT )
3 '

(6)

(7)

where n  is the unit normal vector on the surface 2, and 
h = d /D .  Due to its origin in heat conduction prob­
lems, this form is known as the “radiative” boundary 
condition.

Letting 90 = 0, eq 5 is solved by separation of vari­
ables

(19) R . M . Noyes, J. Amer. Chem. Soc., 78,5486 (1956).
(20) R. M . Noyes, Progr. React. Kinet., 1, 129 (1961).
(20a) N o t e  A d d e d  in  P r o o f . The diffusion equation with rotary 
movement is dealt with in a recent article: K . Sole and W . H-
Stockmayer, J. Chem. Phys., 54, 2981 (1971).
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Y(r,6,t;r0) = I S (r,6 ,k )T (t,k )d k  =
Jo

£  Pi(cos 0) r  (8)
¡=o J o

where P t(cos 0) are the Legendre polynomials. Pro­
vided U  has only radial dependence, is finite and twice 
differentiable in the domain r(R , <»), and approaches a 
constant value at least as l / r  for large r, \pi(k,r) is, for 
each value of l, a complete space of functions (orthog­
onal with weight r2 e x p (U /k T ) ) , which are solutions 
of the space part of the separated homogeneous equa­
tion derived from eq 5, and which satisfy eq 7. The 
distribution function f ¡(/c) is used to satisfy the inhomo­
geneity g(ro,do,to).

3. The Field-Free Problem
If at least one of the Brownian particles is uncharged, 

and if no long-range interactions other than those of 
Coulombic origin are considered, V U  vanishes. In this 
case, the solution to eq 5 with eq 7 is the Green’s func­
tion for the analogous heat conduction problem,21 writ­
ten in slightly modified form

T(r,0,t;ro,R ,h ) =

CA"-2# 2) £  (21 +  l)7Mcos 0) C  X 
i = 0 Jo

dkh ( r) M ro)e _ DkHt_ b)

N i2

where

i i {r )  =  (k R )2{ [ji(k r )y i(k R ) -  yi(k r)ji'(k R )} -

(h /k )[ji(k r)yi(k R ) -  y t(kr)ji(kR) }j (10)

and

N i2 =  -  a w J +

[¿2n(kR ) -  y i ' m j }  (11)

Here A and y t are the spherical Bessel’s functions.
Since in practice one is often most interested in en­

counter events, and hence in the values of T, c, and 4» at 
the collision surface, it is noted that

U R )  =  (k R ) W ( j l(k R ),y l(kR )) = 1 (12)

where W  is the Wronskian. It follows that

T(at r — R ,0 ,t;ro,R ,h) =

OAtt2R*) E (2Z +  l)P*(eos 0) x  
1 =  0

rJo
dk

U r o)
N t2 '

- D k ' ( , t - h ) (13)

8.1 . Encounter and Reaction Probdbilties. From the 
boundary condition (6) in the absence of long range

forces, it is evident that the probability rate of reaction 
v (per unit surface area), which is given by the inward 
flux of probability density at r = R , is

v(0,t) = -h -< b ( R )  = D h Y (R ,t) (14)

The quantity, w(0,t), defined as

w(0,t) = f  v(0,t')d t' (15)
Jo

is then the cumulative reaction probability (per unit 
surface area) due to an instantaneous point source at 
time to, integrated to time t, or alternatively it is the 
probability rate of reaction at time t due to a continu­
ous point source of unit intensity per unit time located 
at (r0,0,0) from time to = 0 on.

From eq 13
œ

w(e,t) = (V2tt2P2) E  (2? +  l)P((cos e) X
1 = 0

dk \pi(r0)

k 2 N i2
(1 -  e ~ DkH) (16)

and, because of the orthogonality property of the Le­
gendre polynomials over the sphere, the cumulative re­
action probability (or the probability rate due to a con­
tinuous source) over the entire surface 2 is

W (t) = f  dcrw(0,t) = (2h /ir) f X 
J s  Jo

dk U ro)

fc2 No2
(1 -  e ~ Dm) (17)

which comes to 

R ,
W (t) = —(erfc(i/0) — ex*+2xv° eric(x  +  y 0) }  (18)

r o

where y 0 = (r0 — P)/V4Di; x -  D t /(R  — R ). A 
physical significance will be assigned shortly to R , which 
is defined as

R  =
R

1 +  1 /h R
(19)

In the case of “totally reactive” particles, those which 
react on the first collision (h —*■ c°), the expression (18) 
becomes

W (t)  = lim W (t) = ( R /r 0) erfc ( - ' )  (20)
(B -R )—0 W

where r = (r0 — R ) 2/4 D . (See footnote 22.)
When h =  0, the reaction probabilities v and w  vanish. 

A quantity of interest which does not vanish in this case

(21) H . S. Carslaw and J. C. Jaeger, “Conduction of Heat in Solids,” 
2nd ed, Oxford Press, Oxford, 1959.
(22) The same result can be obtained more rigorously by using the 
boundary condition, T(at r — R) == 0, instead of the more general 
condition (7) in the limit, h —► o°.
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is the encounter probability, or the particle probability 
density on the collision sphere

G {R ,t, at h =  0) = J d<rT(R,t, at h — 0) =

1
r\ V irDt

_  e ( n - R ) / R  +  D t/ R *  ^

erfcl V  D t , (ro ~  R )  

V Ï D tR
+ )} (21)

8 .2 . Reciprocity Theorem; Equivalent Virtual D e­
fect Source. To demonstrate some of the versatility of 
the unit source solutions, we can derive in two alternate 
ways the well-known result3

1 R
-c ( r ,t ;c 0) = 1 — -{erfc(j/) — ezl+2IV erfc(x +  y )}
Co T

(22)

y  = (r — R ) / V l D t ;  x  =  V D t /( R  — R )

(see footnote 23), where c(r,t;co) is the particle prob­
ability density when the initial distribution of B parti­
cles is uniform and equal to c0 everywhere outside 2 .

This result can be obtained by straightforward, if 
cumbersome, application of eq 9 and 1. However, the 
relationship of eq 22 to the similar-appearing form of 
W  (t) is shown by deriving it from eq 18 by way of a re­
ciprocity theorem of great generality and by showing an 
equivalence between the condition of uniform initial 
particle concentration and a constant virtual “defect” 
source at 2 .

If there is microscopic reversibility in the diffusion 
process (as is implicit in the use of a diffusion “con­
stant”), and if the absorption properties of all barriers 
are time-independent, then it is possible to describe the 
diffusion between two points by a symmetric matrix of 
random flight transition probabilities P in which there 
is a row and column for each point which is accessible to 
the diffusing particle. The transition probability 
P i fn) for diffusion from point i to point j  in time t = 
nr, where r is the time interval for elementary jumps, 
is given by the i.jth. element of P". If P is symmetric, 
so is Prc, and hence py<B) = P n w .

This relation can be written in terms of particle prob­
ability densities: if A and B are any two points in a 
space bounded by any time-independent configuration 
of barriers, then

T (B ,t ;A ,t0) = T (A ,t ;B ,t0) (23)

By obvious extension, the same relationship holds 
for the “ G ”  functions which are integrals of r over a 
surface. Thus, if A is not a point, but a spherical sur­
face of radius R  located just outside a sphere of reac­
tivity h, and B is a point at (r0,0,0), then, if W (t) of eq 
18 is written

W (t,r 0) = D h  (  G {A ,t']B ,t0W  =
t/ io

D h f G (A ,t;B ,to ')d<o' (24)
J to

one can write the following relation between the particle 
densities

c(B ,t;c0,t0) =  Co -  f S (A ,to ')G (B ,t ;A ,t0,)dto' (25)

where <S(A,i) is a virtual “defect,” or “depletion” 
source on the surface A , which is imagined to be located 
just outside the absorbing surface, 2 .

The net rate at which defect-density diffuses out­
ward from A is given by the reaction rate, D h c(2 ,t ; 
Co,to)- Since the defect-density at 2  is (c0 — c), there is 
a virtual defect-flux into the surface, equal to Dh(co — 
c). The net outward defect-flux is then equal to the 
source intensity minus the inward defect-flux

D h  c(2,f;co,fo) = S (A ,t )  — D h[c0 — c(2,f;c0,£o) ] (26)

Thus, placing a virtual defect source of constant in­
tensity

S (A ,t)  = S (A )  = D kc0 (27)

over the surface of a sphere of reactivity h from time 
t0 on, is the equivalent of placing such a sphere initially 
in an environment of uniform particle density c0.

With this result and the reciprocity relation, G (A ,t ;  
B ,t0) = G (B ,t;A ,t0) t the eq 25 and 24 give

c(r,t;c0,to)/co = 1 — W (t,r) (28)

which gives the result (22) immediately from eq 18.
8.8 . “ Effective Reaction R adiu s;”  Region of Equiv­

alence. For values of t large compared with both (r0 — 
R ) 2/D ,  and (R — R )2/D ,  eq 18 is well approximated by

W (t) «  -  
ro

R (  (D t ) - ' '1

V  i
(ro — R ) +

(Dt)

V r

- SA

X

‘ (A -  R ff  , (R  — R )
12 + +  0 (D t) - 5A

■}
(29)

and

where

W „ =  lim W ( t )  = R / n  =  y R /r 0 (30)
t-+ co

7 -  R /R  =  h R /(  1 +  hR) (31)

The dimensionless fraction 7 , goes from 0 to 1 as h 
goes from 0 to infinity, and will be used as a convenient 
reactivity index.

The quantity R  represents an “effective reaction ra­
dius,” in the sense that a particle pair of collision radius 
R  with finite reactivity h, can be represented by a model

(23) Those who will compare this result with that in ref 3 should note 
that the expression in the cited reference contains a typographical 
error in sign.
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pair of radius R  which is totally reactive ( h - +  <*>) and 
whose cumulative reaction probability W {t) approaches 
the same Hmit at large time. This result is non-trivial 
because eq 31 shows that R  is independent of the initial 
center-to-center separation, ro, and hence is attributable 
entirely to characteristics of the particles themselves.

Much of the early work in relating reaction kinetics 
to a particle diffusion model1'4 was done for so-called 
“fast reactions,” in which it was assumed that an 
equivalent representation in terms of totally reactive 
particles could be used. Considerable simplification of 
the mathematics is achieved by such an assumption. 
Though frequently used, the limits of its validity have 
not, to this author’s knowledge, been examined pre­
viously. It is clear that the “equivalent” representa­
tion is completely equivalent only for the reaction 
probability at t -*■ a>. From eq 18 and 20 we can com­
pute the fractional approximation involved in use of 
the “equivalent” W (t) in place of the exact W (t)

A W /W a =  (W (t) -  W ( t ) ) /W „  =

erfc
r0 -  R

V iD t
— erfc

r0 -  R

V±Dt +

e( r o - r ) / ( B - B )  +  D t / ( R - R )* To -  R \ 

V±Dt)
(32)

Letting ¡3 =  D t /( R  — R ) 2, the “equivalence” is al­
ways better than 1 %  when /3 >  12.0, and in general a 
region of “equivalence” to any given tolerance can be 
defined entirely in the ̂ -domain

A W /W a ^  ( 8 ir e ) -l/' ß - '  (33)

Figure 2 compares the exact solution with the “effec­
tive reaction radius” representation. It is clear from 
this that recombination problems, in particular the 
problem discussed in section 5 below, are not among 
those which can be well approximated by the theory 
of fast reactions.

8 .4 . Secondary Recombination and the Never-Return  
Fraction. Secondary recombination is the term usu­
ally applied to the recombination of a particle pair 
created by some dissociation process in which the par­
ticles have become separated by at least one interven­
ing solvent molecule prior to recombination. This is 
distinguished from primary recombination which takes 
place while the particles are still contained within the 
solvent “cage” which initially envelops them.24

The kinetics of primary recombination, which gen­
erally takes place in less than 10_u sec, is not well rep­
resented by a diffusion model. On the other hand, 
secondary recombination, particularly if at least one 
of the particles is large compared with solvent mole­
cule dimensions, can be adequately approached by the 
present model (provided the approximation of fast 
reactions is avoided), using the special case in which

toe 0

Figure 2. Comparison of “ effective reaction radius” 
calculation of W(.t), the cumulative reaction probability (dashed), 
with the exact calculation of the same quantity (solid), showing 
region of correspondence in the ^-domain, a =  (r0 — R)/
(R -  R), 13 = Dt/(R -  R)\

the particles are initially in contact (r0 = R ). For 
this case

W  (t, at r0 = R ) = y N ( D t /( R  -  R ) 2) (34)

where

N (x ) = 1 — ex erfcV"x  (35)

which for large x  approaches

N (x ) —> 1 — (irx) ~ 1/! valid x »  1 (36)

The expression N ( D t /R 2) has the interesting prop­
erty of being the “never-return” fraction for nonreact­
ing particles (7  = 0). This is the probability that 
at time t two particles initially in contact will have 
separated never to collide again.

8 .6 . Reaction Rates. For the general two-particle 
reaction

A +  B —̂  AB (37)

the forward rate constant, k, in the condition of equi­
librium between the combination and dissociation pro­
cesses, is, from the definition of (2 and h

k =  4tR 2d  = ^ R D - h R  (38)

A so-called “observed reaction rate,” k', is defined 
in reaction kinetics literature as the rate at which AB 
is formed from A and B assuming that one can initially 
place A and B particles into solution in random dis­
tribution. By this definition, k' is a time dependent 
function whose transient term represents the depletion 
of B around A due to reaction. Following Waite,6 we 
can derive k' from eq 6 and 22, and obtain, in the pres­
ent nomenclature

(24) R . M . Noyes, J . Amer. Chem. Soc., 77,2042 (1955).
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* -irm  I l  +  4 E ' “ X

erfc[VZ)í/(fí -  R ) ] }  (39)

This approaches the steady-state value
k '(at t — >  oo) = á irR D y  (40)

k' has its primary physical importance in nonequi­
librium processes, such as fluorescence quenching20'14 
where a supply of randomly placed reactants is created 
by externally induced pair formation, and coagulation 
of colloidal particles in which the time span of reaction 
is directly observable. In such processes the tran­
sient term of eq 39 is significant.

3.6 . Reconciling M olecular-Pair Derivation of Reac­
tion Rates with Fick’s Law Results. An expression for 
k', different from eq 39, is obtained by derivations 
based on the molecular-pair model.20 Such deriva­
tions have sought to avoid making the assumption re­
quired in the approach based on Fick’s law that the 
diffusion equations are valid on the scale of dimensions 
of the encounter process between individual reactant 
particles.

By use of a result from the unit source function for­
mulation of this article at an appropriate stage in the 
molecular-pair derivation, we can bring the result into 
agreement with that based directly on Fick’s law. 
Though this would seem to negate the purpose of using 
the molecular-pair approach, it has already been 
pointed out17 that when pressed to the calculation of 
kinetic constants, the pair approach has always, in 
fact, required the use of some assumption equivalent 
to that of Fick’s law. At the point where this has been 
done, we will simply use an expression which we feel 
is more appropriate.

The calculation of k ' by the molecular-pair approach 
hinges on the evaluation of a quantity, £(£), in terms 
of which

V  = k ( l  -  £  a(t')dt,S)  (41)

£(i)di is defined to be the probability that a pair of 
molecules which have previously reacted with each 
other will undergo their first subsequent reaction with 
each other between t and t +  dt later. This quantity 
is usually given in the form {p exp{ — q /t)) /t^ %  with p  
and q being parameters to be evaluated by other 
means. This is the form taken by an expression for 
the probability that a particle in unrestricted random 
flight will return to the point of its origin.26

In a two-particle system, the point of origin is lo­
cated on the surface of a spherical barrier, and the model 
of unrestricted random flight is therefore less appropri­
ate than the model of two-particle diffusion. The re­
sult obtained by the former method20

is thus not only inconsistent with eq 39, but has the 
additional disadvantage that two parameters, a  and 
j8', are left to be evaluated.

Using eq 34 to evaluate £(£)

f  £(i')d£' = W it, at r0 = R ) =
J o

y ( l -  * - e r f c ^ )  (43)

which, with eq 38, substituted in eq 41, gives the same 
resultant expression for k' as was obtained from the 
Fick’s law development in eq 39. This demonstrates, 
in addition, that the early steps, or foundations, of 
both approaches are equivalent.

3 .7 . Latitude-Dependent Solutions. In recombina­
tion problems where one of the particles is large and 
has many equivalent recombination loci (as, for ex­
ample, a protein molecule with numerous hydrogen 
ion-binding sites) the latitude-, or B-, dependence of 
the form (9) is of interest. The general question is, 
how does the encounter and reaction probability asym-

Figure 3. Solutions of latitude dependence of reaction and 
encounter probabilities, (a) Probability that encounter will 
occur above latitude 6 for nonreacting particles (7 =  0): 
r„/R =  1.0 (1), 1.1 (2), 1.25 (3), 1.5 (4), 2.0 (5), 3.0 (6), 5.0 
(7), 10.0 (8), 50.0 (9). (b) Probability reaction will occur above 
latitude 0 for secondary recombination (n/R — 1.0): 7 =
1.0 (1), 0.9 (2), 0.8 (3), 0.6 (4), 0.4 (5), 0.2 (6), lim 7 —  0. (7).

(25) S. Chandrasekhar, Rev. Mod. Phys., 15,1  (1943).
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metry depend upon the initial separation of the two 
Brownian particles and on the reactivity?

A closed solution for eq 9 retaining both the time 
and latitude dependence has not been obtained, but 
its integral to t =  co, the total probability as a function 
of 9 can be obtained from eq 16

w „(9) =  lim w(6,t) =
t—► 00

h
2 x 2Ä 2

E (21 +
¡=o

1) Pi (cos 9) f  
J o

dk h j rA
k2 N i2

(44)

It can be shown that the integrand is an even func­
tion in k. It then becomes possible to integrate the 
expression in the complex plane

1 -  hR (2l +  1) /PY+1
w ~(8) =  —  g  - - V 1  ±  ' ■ v ( -  P i  (cos 9) (45)

47rP2j = 0(t +  1 +  hR) \r0/

The sum converges readily except when the particles 
are initially nearly in contact, (r0/R )  «  1. The oscil­
lations in curves (2) and (3) of Figure 3b are due to 
truncation of the sum in eq 45 at l — 100. Although 
round-off is also a severe problem in these slowly con­
verging solutions, the arithmetic was done with 45- 
decimal place precision, assuring that the oscillations 
are not related to arithmetic inaccuracy. These solu­
tions which are most difficult to evaluate are, of course, 
also the ones of greatest interest because it is in those 
cases that the latitude dependence is most pronounced.

When 7 = 1, eq 45 becomes

w j d )  = lim w j e )  = —— X) (2Z +  1) X
fc-vo» 4 irß 2 [ = o

(
P V + 1

P/(cos 9) (46)

= (l/4xß2)a:(l -  x 2) / ( l  -  2x  cos 9 +  x 2)2\*/l

where x  = R / n  (see footnote 22). This expression, 
of course, diverges when (r0/ R ) = 1, as it must for 
physically obvious reasons.

In Figures 3a,b these results are displayed as in­
tegrals over the segment of the sphere bounded by the 
latitude 9. Plotted are probabilities Pr(0) = 2xP2/ q- 
T {R ,9 ',t -*■ co) sin 9 ' d9' and P a(9) = 2irR2ft)w a{9r) 
sin 9' d9’ , that encounter and reaction, respectively, 
will occur between latitude 0 (head on) and latitude 9. 
Each curve is normalized to unity at its maximum 
value, so as to emphasize the latitude dependence 
rather than the magnitude. Curves are shown for var­
ious values of 7 , the reactivity index, and ra/R ,  the 
initial separation between the particle centers in units 
of collision radii.

4. Brownian Particles with Coulomb Interaction
We consider now the two-body diffusion problem 

in the presence of Coulomb interaction energy between 
charged spheres. As a first-order approach to this 
problem we will neglect the effects of counterion shield­

ing. The result will be valid when the ionic strength 
is sufficiently small; it will also, however, be valid at 
higher ionic strengths for short-range diffusion prob­
lems—in particular for the recombination problem- 
provided only that the diffusion takes place substan­
tially within the Debye-Hiickel radius.

In this model, the long range interaction energy is

U  = e2zAzB/4xer (47)

where e is the electronic charge, 2A and zB the valence 
of the particles, and « the effective dielectric constant 
between them.

The earliest attempt to extend the calculation of 
reaction rates from diffusion kinetics to ionic species 
was by Debye4 who derived a correction factor, which 
may be written

f  = Q/(exp(Q) -  1) (48)
where Q is the dimensionless quantity

Q = e2zAzB/4x€fcTÆ (49)

such that the steady-state reaction rate for diffusion 
controlled reactions is obtained by using f R  as an “ef­
fective” collision radius in the rate equations of Smol- 
uchowski.1'2 Shortly thereafter, Umberger and La- 
Mer12 formulated the time-dependent boundary value 
problem, but solved it by neglecting Q R /2 r  with respect 
to unity, making the result useful primarily at great dis­
tance, and of doubtful value in the study of collision 
events which occur at r — R . (Q takes on the value 1 
for two univalent ions of combined radius 7.1 A in wa­
ter at 20°.)

We will now attempt to follow the approach of sec­
tion 2) to obtain a Green’s function for charged parti­
cles. When U  is the Coulombic energy, eq 5 becomes

^  = D jv 2r -  ” 7 ^ }  +  9(ro,9o,to) (50)

and the boundary condition (7) becomes

= (h +  Q/B)-r(atr = R ) (51)
r =  R

A closed solution for W„(Q), the total reaction prob­
ability in all time due to a unit source at (ro,0o,fo), can 
be found by solving the steady-state form of the homo­
geneous part of eq 50, in which the left side is set to zero

ÒT

òn

ß Q R /n _

F ”(Q) = eQ(l +  Q /h R ) -  1
(52)

It is not possible to define an effective reaction radius 
for charged particles independent of the initial separa­
tion r0, as we were able to do for uncharged particles in 
section 3.3. It is convenient, however, to write

R 1 = R ( 1 -  e ~ Q) /Q  (53)

in terms of which the secondary recombination proba­
bility has the familiar form of eq 31
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W M ,  at r0 = R ) =  h R ' /(  1 +  AR') (54)

The expression for the forward rate constant of the 
two-particle reaction 37 when the particles are charged 
is

k '{Q , at t — > oo) = 4T rR D -R h e~Q/ ( l  +  h R ') (55)

which reduces to eq 40 when Q -  0. For the special 
case of “fast reactions” (h —► oo), eq 55 reduces to the 
modified expression 40 in which R  has been replaced by 
fR , where /  is the Debye factor of eq 48.

4 .1 . The Green’s Function with Coulomb Interaction. 
A closed solution for the unit source function in the 
presence of Coulomb interaction must be written in 
terms of the functions ¡̂(/c,r) from which the space part 
of the solution is constructed (eq 8). These functions 
are not in this case simply combinations of Bessel’s 
functions as in eq 10; they are now combinations of the 
functions generated by

ò r 2 \ r  '•2 /  ò r  \ r 2 /  Yò r 2

which satisfy

ò *
òr

0h +  Q /R )  ■ at r -  R )

(56)

(57)

Equation 56 is recognized as the Bessel’s equation but 
for the term in Q. A scheme for numerical generation of 
the set of functions \pe(Q,k,r) to any desired precision is 
given in the Appendix. Each such function is generated 
by finding successive values of the function at r +  Ar 
in terms of the value and the slope of the function at r, 
using increments small enough that in the interval the 
function may be treated as a Bessel’s function perturbed 
by the term in Q. This requires no assumptions on the 
magnitude of that term in relation to 2/r except for its 
asymptotic behavior at infinity (see section 2).

The generating program gives two independent func­
tions, si(Q,k,r) and s2(Q,A:,r), for any given value of Q 
and k; as before, ,p0(Q,k,r) is then that linear combina­
tion of si and s2 which obeys the boundary condition
(57).

It is clear that a complete set of s functions for any 
one value of Q is an infinite set, since k can take any pos­
itive value. We are limited in practice to tabulating 
these functions for discrete values of k over a finite 
range. The formal solution suggests that truncation of 
the integral over k at some value fcmax affects the solu­
tion primarily at values of t <  (Dfcmax2)-1.

In a typical solution, the unit source was represented 
quite adequately in terms of a set of 61 ^-functions for 
the particular value of Q with the following values of k 
(in units of R ~ 1) : 0.05; at intervals of 0.125 from
0.125 to 1.0; and at intervals of 0.25 from 1.0 to 14.0.

The tabulation of s functions for different values of 
Q is considerably simplified by the relation

s(Q ,k,r) = s(aQ ,k /a ,ar) (a > 0) (58)

tD/R*

Figure 4. Cumulative reaction probability as a function of 
time (in units of R2/D) for totally reacting Brownian particles 
of initial separation r0 = 572. Q = —5.0 (1), —2.0 (2), —1.0 
(3), 0.0 (4), +  1.0 (5), + 2 .0  (6), + 5 .0  (7). Circles show n/tw, 
the time at which half the particles have reacted.

Figure 5. Reaction probability per unit (log time) for totally 
reacting Brownian particles of initial separation r0 =  5R. Q — 
- 5 .0  (1), - 2 .0  (2), - 1 .0  (3), 0.0 (4), + 1 .0  (5), + 2 .0  (6),
+ 5 .0  (7). Curves 1 and 7, 2 and 6, and 3 and 5 are so nearly 
identical over a large part of the range plosted that they are not 
distinguishable. It should be noted that while the shapes of 
these pairs of normalized curves are so nearly identical, their 
magnitudes when not normalized are vastly different, as 
reflected in column 4 of Table I.

The principal purpose in constructing these numeri­
cal solutions was to study the shape of the probability 
curves along the time axis. For totally reactive parti­
cles (y  =  1), W (Q ,t) and the related quantity V '(Q ,t)  
= d W (Q ,t) /d  In ((), have been plotted in Figures 4 and 
5. In Table I, alongside values of the magnitude of 
these quantities as functions of Q, we have tabulated 
the half-time, t , / , w ( Q )  for which

W (Q ,TVt" )  =  v * ^ « ? , » )  (59)

and the peak rate time rmaxy(Q) at which V '(Q .i) is a 
maximum. The graphs and the table show the respec­
tive functions calculated at an initial separation r0 = 
5R . The results at r0 = 2R  and at r0 — 1.122 support 
the conclusions drawn from the tabulated data.
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Table I :  Reaction and Encounter Probabilities and Indicator Times as a Function of Particle Charge, at ro =  5R

-Totally reacting particles ( y  => l)--------------------------- . /--------------Nonreacting particles (.y  =  0)--------------
Net charge Reaction Time ° of peak Total reaction Time °  of peak Peak encounter
parameter Q half-time® reaction rate0 rmax^ probability W m encounter density rmaxG density R  Gmax

- 5 11.3 5.6 0.636 7.6 0.239
- 2 15.7 7.4 0.381 4.6 0.032
- 1 17.0 7.8 0.287 3.9 0.0159

0 17.539 8.000 0.2000 3.682 0.00762
+  1 17.0 7.8 0.1289 3.4 0.00361
+  2 16.4 7.4 0.0770 3.1 0.00175
+  5 12.1 5.6 0.0117 2.35 0.00018

Time expressed in units of (R2/D). b Rate per unit log (time). This rate was chosen for best separation of the curves (see Figure 5).

tO/R2

Figure 6. Particle probability density G(2) at the encounter 
surface, normalized to unity at its maximum value, for 
nonreacting Brownian particles of initial separation r0 =  5R. 
Q =  + 5.0  (1), + 1 .0  (2), - 1 .0  (3), - 5 .0  (4).

For nonreacting particles (y  = 0), G(Q ,R ,t) is plotted 
in Figure 6, and for these, Table I lists the peak en­
counter density time Tmax®(Q) at which G has its maxi­
mum value.

In a heuristic way one can conclude that, for particles 
which do not react, Coulomb attraction pulls them to­
gether and holds them longer and Coulomb repulsion 
keeps them apart and pushes them away more quickly. 
For reactive particles, on the other hand, the reaction 
occurs most “slowly” for uncharged particles; both at­
traction and repulsion cause whatever reaction does oc­
cur to happen “faster” (earlier). Though not neces­
sarily what might have been expected, these conclusions 
can be reconciled with an intuitive picture.

The more significant conclusion, however, is that the 
shifts in the shape of the curves along the time axis are 
small in the range — 5 <  Q <  +5, while in the same 
range the magnitude of the curves varies immensely. 
For reacting particles the total reaction probability 
varies by a factor of 50, and for nonreacting particles, 
the peak encounter density probability varies by three 
orders of magnitude, while in all cases the indicator 
times vary by at most a factor of 3. From eq 49 it is

clear that particle pairs for which |Q| > 5 would be 
rarely encountered in practice.

It is suggested that for practical purposes, a good ap­
proximation to a time-dependent solution for charged 
particles can therefore be obtained by multiplying the 
probability density expressions for uncharged particles 
by a Coulomb interaction factor which is a function of 
Q but not of time, and which can be derived from the 
steady-state form of the solution.

Thus, to a good approximation, we obtain from eq 18 
and 52

W (Q ,t)
OQB/n -  1

ee(l +  Q /h R )
— {erfc (2/0)

e*! +  2xmerfc(x  +  y0) } (60)

where y 0 = (r0 — R 'y fV 4 D t;. x = V D t /( R  — R ).
For nonreacting particles, using correspondence of 

the integral over all time as a criterion for calculating 
the Coulomb factor, we obtain

G(Q,t, at h = 0)
p QR/r0 _  J / g  — (ro — R ) V4Di

R Q eQ \ V TD t /R

A n - R ) / R  +  Dt/R* erfcl
'VDt

R
+

(ro -  R)\) 
V4DI ) )

(61)

5. An Application to the Migration of 
Ions on the Surface of a Protein Molecule

The foregoing has made it possible to estimate the 
effective surface conductance of a protein molecule in 
isoionic solution due to secondary recombination of hy­
drogen ion, provided only that certain chemical quanti­
ties about the system are known or can be estimated. 
Models to predict the effect of such surface conductance 
on the measured complex dielectric constant of the pro­
tein solution are available,26,27 but no reliable estimate 
of the magnitude of the surface conductance has pre­
viously been made.

In this problem we will slightly redefine the meaning

(26) H. Schwan in Adv. Biol. Med. Phys., 5, 158 (1957).
(27) C. T . O’Konski, J. Phys. Chem., 64, 605 (1960).
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of the term, secondary recombination, to mean in this 
case those ions which have dissociated from one binding 
site on a protein, and which recombine with the same 
protein molecule but at a different binding site. This 
is an appropriate definition in this case as the kinetic 
values which we will use are taken from experiments in 
which those ions which dissociate but rebind at the same 
site are never seen, even though they may have become 
separated from the site by one or several intervening 
solvent molecules.

We will represent serum albumin as a spherical mole-
o

cule of radius 30 A. We will use a recent estimate28 of 
60 as the number of free carboxyl groups which are ac­
cessible to hydrogen-ion binding on the surface of the 
molecule at the isoionic pH, for which we will use the 
value 5.3. The dissociation kinetics of carboxylic acids 
measured by Eigen29 will be assumed to apply. The 
titration curve of albumin near the isoionic pH gives 
little reason to believe this is not a fair assumption.

There is, of course, no claim that the results we shall 
obtain will be of more than order of magnitude accu­
racy, due to the great over-simplification of the model 
in many respects, not the least of which is the use of a 
spherical model, when the molecule is known30 to be 
elongated with an axial ratio near 4. Nevertheless, 
the result as an order of magnitude estimate may be 
useful.

From Eigen’s work, we will use a value

k21C00H = 8 X 108 sec-1 (at 25°) (62)

for the generalized reaction
klP OOH

-COO- + H+ -----  ̂-COOH (63)
&21C00H

The albumin molecule in its discharged state will be 
designated by the symbol “P.” The 60 carboxyl sites 
available for hydrogen ion binding at the isoionic pH 
will be considered equivalent and uniformly distributed 
over the surface of the protein. The number of hydro­
gen ions bound when the net charge on the molecule is 
zero will be called v0; thus the valence Z (P) of P is — v<> 
in protonic units. The molecule with v sites occupied 
will be designated by (PH,). The binding reactions 
are then described, in principle, by the 60 equations

kl2P(v)
(PH,) + H (PH,+i) (64)

kneM

A set of distribution coefficients f(p), the fractions of 
protein molecules in each state (PH,), is then obtained 
as the solution of the equilibrium conditions

f(r) [H + ]fc12p(v) = f(r +  1)/c2ipM (65)

where eq 55 is used to obtain the forward rate constants, 
with h represented in that equation by A0(6O — j/)/  (60 
— vo) to reflect the effect of the number of free binding 
sites on the reactivity. The dissociation rate constants 
are

W ( v )  =  (v +  l)fc21COOH(l -  W a(Q, at r„ = R )) (66)

where (1 — W„) is the factor which eliminates recom­
bination ions from being counted as dissociated ions. 
Equation 54 is used to calculate W a.

Although the effect of Debye-Hiickel shielding due 
to the presence of charged protein as counterion in the 
salt-free solution is small, a first approximation to a cor­
rection for this effect was included in the present calcu­
lations. A correction factor for the ratio T (R ) /T (  «>) 
was obtained from a numerical solution to the steady- 
state form of eq 5 in which a Debye-Hiickel form was 
used for the interaction energy U .

Of the remaining parameters, Q was evaluated from 
eq 49, D , the diffusion constant of hydrogen ion, was 
obtained from the single ion conductivity (giving D  =
9.3 X 10-8 cm2 sec-1), vo was set to the values 6 and 12, 
corresponding to the choice of 4.3 and 4.6, respectively, 
for the pK  of the carboxyl groups. h0, and consequently 
7 p = hoR/ (1 +  h0R ), and the 31 distribution coeffi­
cients f (v), v = 0,1,... 30, were left to be determined by 
the 30 equations (65), v = 0,1,.. .29, the normalization 
condition 2,f(r) = 1, and the neutrality condition 
2,f(«/) Z(PH,) = 0. The states (PH,) with v >  30 
are sufficiently rare at the isoionic pH to be neglected.

From the distribution coefficients one can calculate 
(Z2)'/2, the root-mean-square net charge on the pro­
tein. This can be compared with experimental values 
and with values computed from titration data such as 
that of Tanford31 by the statistical functions of Scat- 
chard.32 In the latter a value of 0.088 calculated from 
a Debye-Hiickel form was used for the electrostatic 
energy factor w in the equation

log [a/( 1 — a)] = pH — pK  +  0.868w Z  (67)

where a is the fraction of ionized groups, and Z  is the 
valence.

Tanford and Kirkwood33-84 have shown that w  is in 
fact strongly dependent on the details of the protein 
model used. The method of this article, while avoiding 
the use of this parameter, makes the assumption of the 
“smeared charge” model which is equivalent to using 
the simple Debye-Hiickel form for w. We have not at­
tempted to include the effects of detailed charge and 
site geometry in the present calculations, although the 
most pronounced charge effects may be thus neglected.

The advantage of the method of this article in these 
calculations is that, in addition to the equilibrium dis-

(28) K . K . Vijai and J. F. Foster, Biochemistry, 6,1152 (1967).
(29) M . Eigen and J. Schoen, Z. Blektrochem., 59,483, (1955).
(30) H. M . Dintzis, Ph.D. Thesis, Harvard University, 1956.
(31) C. Tanford, S. A. Swanson, and W. S. Shore, J. Amer. Chem. 
Soc., 77,6414 (1955).
(32) G. Scatchard, Ann. V. F. Acad. Sci., 51, 660 (1949).
(33) C. Tanford and J. G. Kirkwood, J. Amer. Chem. Soc., 79, 5333, 
(1957).
(34) C. Tanford, ibid., 79,5340 (1957).
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tribution f(p), it provides separately the forward and 
reverse rate constants of the reactions (64) and the as­
sociated information which is used (below) to calculate 
the surface mobility of the bound hydrogen ions.

Because the calculations leading to the estimate of 
surface conductance and the dielectric quantities in­
volve primarily the relations between phenomenological 
variables, those calculations are least sensitive to the 
errors in neglecting detailed charge and site geometry. 
The quantity most sensitive to such error is (Z 2) l/\ 
and the relatively good consistency of the calculated 
values of this quantity with the conductivity data of 
Figure 7 lends some confidence in the usefulness of the 
present model.

In Table II are shown the values of (Z2)'^ com­
puted by the two methods with several choices of pa­
rameters pi? and m, the total number of carboxyl sites 
accessible at the isoionic pH. The calculated values 
are to be compared with an experimental value of 1.80 
obtained from conductivity of deionized solutions of 
human and bovine serum mercaptalbumin at 0.3° (Fig­
ure 7). In the linear region between the dilution range 
for hydrogen ion and the high protein concentration 
saturation range, the slope for both curves is 3.8 X 10~3 
(mho/cm)/Ai, which is almost entirely attributable to 
conductance of charge-bearing protein. With adjust­
ments for temperature, the root-mean-square net charge 
is obtained from the conductance K  by solving

K  =  (Z 2)e2D pC p/kT  (68)

where Dp is the diffusion constant of the albumin, and 
cp is the concentration of protein.

T wo-Body D iffusion Problem and A pplications

Table I I : Root-Mean-Square Net Charge on Serum Albumin 
in Salt-Free Isoionie Solution“

Total no. 
of accessible

Method of binding Assumed pK  of these sites
calculation sites 4.06 4.3C i.6d

Scatchard* /99&
(60‘

1.61 1.86
1.66

2.02
1.86

This paper 60' 1.64 1.86

“ In protonic units. b pK  =  4.0 calculated from titration curve 
assuming all 99 groups are equivalently titratable (ref 31). 
* pK  — 4.3 with 60 groups titratable at pH =  5.3 according to 
model of Vijai and Foster (ref 28). d pK =  4.6, intrinsic pK  
for carboxyl groups on small molecules. * Reference 32, with 
w = 0.088.

The results suggest that the value (Z2)‘/j = 3.4 ob­
tained by Timasheff36 by light scattering from salt-free 
albumin solutions is too high. Values of that order of 
magnitude are predicted only in solutions of high ionic 
strength where shielding may be considered virtually 
complete.

The results of section 4.1 showing that the time

359

Figure 7. Conductance of isoionic solutions of serum albumin 
at 0.3°: •, human mercaptalbumin; O, bovine 
mercaptalbumin.

course of reaction and encounter events is relatively in­
dependent of charge allow us to use the latitude depen­
dent solutions of Figure 3b to obtain the locus of recom­
bination of hydrogen ion on albumin.

From eq 60 one can calculate that the half-time for 
recombination of hydrogen ion on albumin is of the or­
der of 2 X 10~n sec, and that 95% of such recombina­
tions occur in less than 5 X 10“9 sec. Thus dissocia­
tion (with rate given by (62)) is the rate-limiting step in 
the surface diffusion of hydrogen ions, and for the pur­
poses of the Einstein equation (69) the entire recombi­
nation path may be regarded as an elementary jump, 
whose root mean square length (s2)1/: may be obtained 
from the latitude-dependent solutions. From the val­
ues listed in Table III for this distance, one can con­
clude that most recombination occurs at nearest or 
next-nearest neighbor sites. On the assumption that 
sites are distributed uniformly, the nearest neighbor 
site distance is 14 A.

The surface mobility ju for hydrogen ion bound to al­
bumin can then be calculated from the relation

M = e(s2)7pfc2iCOOH/4fcT (69)

and from this, the value of the surface conductance X is 
obtained as the product of surface charge density and 
mobility

X = iivae/AirR2 (70)

This value can be inserted in relationships for dielec­
tric constant given by Schwan26 and O’Konski,27 giving 
for the component of dielectric increment due to hydro­
gen ion migration, and its relaxation frequency foK, the 
values shown in Table III. The quantity used for the

(35) S. N . Timasheff, H . M . Dintzis, J. G. Kirkwood, and B. D . 
Coleman, Proc. Nat. Acad. S ciU . S., 41,710 (1955).
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Table III : Calculated Values of Recombination Probability,
Surface Conductance, and Dielectric Parameters for 
Two Values of pK  for Dissociable Carboxyl Groups on 
Model of Serum Albumin

-Value of pK  assumed- 
4.3 4.6

Charges bound at Z =  0, vc 
Recombination probability, 

7P
Rms jump distance, (s2)1/* 
Surface mobility of H + ions, p

Surface conductance, X

Relaxation frequency, f<,K 
Low frequency dielectric 

increment per gram/100 
ml protein concentration

6
0.81 

22 Â
3.0  X 10~7 

cm2/sec V 
2.56 X 10->3 

mho 
51 KHz 
0.45 eo

12
0.89

17.5 Â 
2.26 X IO"7 

cm2/sec V 
3.84 X 10~13 

mho 
63 KHz 
0.66 eo

“ Based on 60 accessible binding sites at the isoionic pH (ref 28).

solution conductivity in the Schwan equation was 7 p 
times the hydrogen ion conductivity at the isoionic pH.

The dispersion calculated in this way could be ob­
served in the region of its relaxation frequency if there 
were not an alternate way by which the dielectric en­
ergy stored by the rearrangement of charge can be dis­
sipated. This way is of course the rotation of the mol­
ecule. Since the time constant for this is by a factor of 
about 20 faster than the characteristic frequency f 0K, it 
is important to use the reduced time constant given by 
a charge fluctuation model36-38

/o' (obsd) = f 0K +  fo (molecular) (71)

The principal molecular relaxation frequency for 
serum albumin at 25° is at about 1.0 MHz.39 Thus, 
for a 1% solution of isoionic albumin at 25°, the dielec­
tric increment due to hydrogen ion migration may be 
expected to be of the order of 0.5e0; the dispersion re­
gion, however, will be that of the reduced relaxation 
time, making this dispersion region experimentally in­
separable from the Debye relaxation region. The total 
increment has been measured as high as 10«o for a 1% 
solution of defatted human serum albumin at 0.3°, a 
figure which would be only somewhat lower at 25°. It 
is thus clear that the principal polarization mechanism 
for such molecules is molecular orientation, although 
according to an earlier estimate40 it was thought pos­
sible that the major dispersion observed may be due to 
what has been referred to as “proton migration.” (An­
other possible interpretation of that suggestion has been 
dealt with in a theoretical treatment of dipole vector 
fluctuations.38)
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Figure 8. s Functions for the Bessel’s equation modified for 
Coulombic interaction: (a) (top) s2 functions when Q =  +2.0,
k = 0.5, 1.0, 2.0; (b) (bottom) Si functions when k — 1.0, Q =  
— 2.0, 0.0, + 2 .0  (Q =  0 curve is a spherical Bessel’s function, 
graphed for comparison).

Appendix
To find si(Q,k,r) and s2(Q,fc,r), two linearly inde­

pendent solutions of

s " +  (2/r -  e)s' +  fc2s = 0 (72)

where t is the perturbation term, e = Q R /r 2, we begin 
at r =  R  and define two arbitrary but distinct bound­
ary conditions

Si( R )  = 0; Si ' ( R )  = 1

and

s2(S) = 1; s2’ (R ) =  0 (73)

and proceed to find at successive points the values of

(36) W . Scheider, J. Phys. Chem., 74,4296 (1970).
(37) G. Schwarz, ibid., 71,4021 (1967).
(38) W . Scheider, Biophys. J .,5 , 617 (1965).
(39) P. Moser, P. G. Squire, and C. T . O’Konski, J. Phys. Chem., 
70,744, (1966).
(40) J. G. Kirkwood and J. B. Shumaker, Proc. Nat. Acad. Sei., 
U. S., 38, 855, (1952).
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s(r +  Ar) and s'(r  +  Ar) from s(r) and s'(r) with the 
perturbed difference equation.

First, the unperturbed spherical Bessel’s function of 
zero order through r, having the same value and the 
same slope at r as does s(r) is determined in terms of 
two parameters, a  and £

<r(r) = (a /r ) sin k(r — £) =  s at r

<r'(r) = a [{k /r )  cos k(r — £) —

(1/r2) sin k(r — £)] = s' at r (74)

a(r +  Ar) is then the value at (r +  Ar) of the spherical 
Bessel’s function which coincides in value and slope 
with s at r. Writing the Taylor expansions of s and of 
a in powers of Ar

s(r -f Ar) = s(r) +  s'(r)Ar +  s"(r)(Ar)2/2 +  . . .  +

sB(r)(Ar)B/n! +  .. . (75)

c(r +  Ar) = <r(r) +  <r'(r)Ar +  <7"(r)(Ar)2/2 +

. . .  +  <rn(r)(Ar)V^! +  • ■ •

we can write

s(r +  Ar) = <r(r +  Ar) +  eqAr +

a2(Ar)2/2 +  .. . +  an{A r)n/n\  (76)

But

s'(r) = o-'(r) 

s"(r) = <r"(r) +  €s'(r) 
s"'(r) = a " '( r )  +  e s "(r )  +  e'(r)s'(r)

etc., so that 

a\ =  0

a2 = es'(r) (77)

an = sn(r) — <rn(r) =

where are the binomial coefficients.

tives sn are computed from

The deriva­

sn = - k h n~ 2 -  2 ( s ' /r ) n~ 2 +  an (78)

which comes from the definition of an in terms of the 
perturbed and unperturbed form of eq 72.

Since the computation of an involves knowledge only 
of s ',s ",.. eq 77 and 78 permit sequential evalua­
tion of all an. Where the series 76 is to be truncated is 
a computational decision which does not affect the ulti­
mate accuracy of the function generated. The longer 
the series, the greater the interval Ar can be, and hence 
the fewer iterations are needed to compute the function 
s in some range of values of r. In practice, 20 terms 
can be calculated without difficulty, and convergence 
tests can be built into the computer program to trun­
cate earlier when warranted.

Several typical functions s(Q,k,r) are graphed in 
Figures 8a, b. A Q = 0 function, which is the appropri­
ate spherical Bessel’s function, is plotted in one case for 
comparison.

The Journal of Physical Chemistry, Vol. 76, No. 3, 1972



362 E. A. Walters and F. A. Long

Isotope Effects on Hydroxide Ion in Aqueous Solution1
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A method separating primary and secondary isotope effects on hydroxide ion involved in proton abstraction 
reactions in mixed aqueous solutions of H20 and D20 is proposed. The method is based on the transfer effect 
formalism of the Gross-Butler theory of solvent isotope effects. A fractionation factor for hydroxide ion of 
0.45 and a degenerate activity coefficient for transfer of hydroxide from H20 and D20, explicitly assuming 
7hjo+ = 1.0, of 1.14 are obtained from water ion product data in mixed aqueous solvents. These are applied 
to the rate data for detritiation of l,4-dieyano-2-butene-l-f at 25° by the bases hydroxide and triethylamine; 
the observed hydroxide ion isotope effect, ¿oh-H!°/^od-D!° = 0.722, is factored into a secondary kinetic iso­
tope effect, &oh-Hi0A od-Hj0 = 0.57, and a secondary solvent isotope effect, fcoH-Hl°/fcoH-D2° = 1.27. The 
triethylamine isotope effect is totally a secondary solvent effect, /kvtui0*0 = 1-24.

It was pointed out by La Mer and coworkers3 many 
years ago and it has been confirmed by many recent in­
vestigators4 that, in dealing with kinetics and equilib­
rium in H20-D 20 solvent mixtures, one must take ac­
count of both exchange and transfer effects. Exchange 
effects are related to the exchange of labile hydrogens 
with those in the mixed solvents; they are usually dis­
cussed in terms of a fractionation factor which is the 
equilibrium constant for an exchange of the type

HAH>° +  y 2D20 H‘0 = DAH’° +  y 2H20 H*° 0 „A (1)

Here, as the superscripts indicate, 0 is for reaction in 
the reference solvent water, i.e ., it is a medium indepen­
dent constant.

To go into mixed solvents or into pure D20, one in­
troduces a free energy of transfer, usually in the form of 
a degenerate activity coefficient, to take each species 
from the reference solvent into the actual solvent. 
Thus, for the case above, in going from H20  to D20

DAd2° = DAH2°

AG ° = R T  In 7da (2)

For intermediate solvent mixtures, under the assump­
tion that the free energy of transfer AG ° is linear in the 
atom fraction of deuterium, n, the appropriate value of 
the degenerate activity coefficient is given by 7 d a ” .

One reason for this particular formulation is to ac­
commodate the fact that there usually is a “mixed” frac­
tionation factor, 0ha', which is often experimentally 
easier to obtain than 0 and which is related to a com­
bined exchange and transfer. Thus, for the above ex­
change, 0' for the mixed case is for the process

HAH*° +  y 2D20 D2° = DAD<° +  y 2H20 H2° 0 ha' (3)

In general, the value of 0Ha' will vary with deuterium 
content of the mixed solvent. The link between eq 1 
and eq 3 is

0 = 0 't (4)
In the absence of other information, there is an under­

standable tendency to treat 0' as if it were a constant, 
thus implicitly assuming that the y  term is unity. 
Enough information on y  values is, however, becoming 
available to make it increasingly feasible to apply the 
more correct constants 0 and y . Furthermore, the 
generalized Gross-Butler equations5 along with the 
known value6 for the disproportionation constant for 
the reaction below give a solid foundation for the appli­
cation of these equations for exchange and transfer.

H20  +  D20  = 2HOD

A formal procedure for obviating the need to use free 
energy of transfer terms, i.e ., to permit use of only ex­
change terms, is to add waters of solvation to reactants 
and products and then to assume that some or all of the 
hydrogens on these waters have 0 values which differ 
from unity and hence contribute to the overall solvent 
isotope effect. In a limited number of cases, e.g., hy- 
dronium ion, this procedure is illuminating and useful. 
More often, however, the number of waters considered 
is arbitrary and 0 values for them unknown and unde-

(1) Work supported in part by a grant from the Atomic Energy 
Commission and by NSF Grant No. GP-10596 to the University of 
New Mexico.
(2) (a) University of New Mexico; (b) Cornell University.
(3) (a) V. K. La Mer and E. C. Noonan, J. Amer. Chem. Soc., 61, 
1487 (1939); (b) R. W . Kingerley and V. K. LaMer, ibid., 6 3 ,  3256 
(1941).
(4) (a) E. A. Halevi, F. A. Long, and M . A. Paul, ibid., 8 3 ,  305 
(1961); (b) D . M . Goodall and F. A. Long, ibid., 90, 238 (1968); 
(c) V . Gold and B. M . Lowe, J. Chem. Soc. A, 936 (1967); (d) V. 
Gold, Advan. Phys. Org. Chem., 7 ,  259 (1969).
(5) (a) P. Salomaa, L. L. Schaleger, and F. A. Long, J. Amer. Chem. 
Soc., 86, 1 (1964); (b) ibid., 86, 410 (1964); (c) For reviews, see A. J. 
Kresge, Pure Appl. Chem., 8, 243 (1964), and ref 4d.
(6) L. Friedman and V. J. Shiner, J. Chem. Phys., 4 4 ,  4639 (1966); 
J. W . Pyper, R. W . Newbury, and G. W . Barton, ibid., 4 6 ,  2253 
(1967).
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terminable. Hence, such 0  values turn out only to be 
adjustable parameters to permit a better fit of the data. 
More importantly, this procedure leads to a neglect of 
a growing body of information on y  values for transfer 
from D20  to H20, information which, in many cases, 
permits a more explicit analysis of the observations.

This paper proposes an interpretation of deuterium 
solvent isotope effects for the reaction of hydroxide ion 
with 1,4-dicyano-2-butene-l-f and emphasizes the role 
of exchange and transfer terms. A useful starting 
point for the discussion is the thoughtful analysis by 
Gold and Lowe40 of their accurate data for the ion 
product of water in mixed H20-D 20 solvents—espe­
cially since the emphasis of this analysis was on the 
state of hydrogen and hydroxide ions in these solutions.

A first point is that these ion product data can be well 
fitted by a number of different postulates. The sim­
plest possible one which takes explicit account of ex­
change and transfer with no assumption about solva­
tion is

K J K -R  =  (1 — n  +  nV) (1 — n +  n<t>,) X

( t h  +  Y o h - )  ~ n 

-  (1 — n +  n l')[ 1 — n  +

n ( K » /K H) ( b /l ') } b - 1 (5)

where l' is a fractionation factor for the species H+ and 
where the second formulation introduces the general 
symbol b for the product y + y — Note that the frac­
tionation factor 0 i is given by ( K u /K 0 ) (b /l ') . As Gold 
and Lowe point out, this simple approach of eq 5 can 
fit the observed data very well. This is not too sur­
prising since both l' and b are treated in the fitting pro­
cess as essentially unspecified parameters.

A further analysis by Gold and Lowe utilizes the 
H30 + species with emphasis on the accepted value of 
l = 0.697 as the fractionation factor for this species. 
Assuming 6 = 1 ,  the formulation is

K J K -n  =  (1 -  n +  n iy {\  -  n +  n0 ,) (6)

which contains essentially no free parameters, since l is 
established and 0  is l~ :i K v /K n ]  this formulation fits 
the data reasonably well.6a The fit can, however, be 
significantly improved by introducing one further pa­
rameter, either as b, stressing the transfer term, or, via 
the solvation approach, with an additional fractiona­
tion factor 4>2 for the three “inner” solvation hydrogens 
of a solvated hydroxide ion of the formula [0H(H20)s]“ 
or H70 4-  Gold and Lowe’s eq 324c relates to the sec­
ond. It fits the data well when the parameter 02 is 
chosen as 0.92. The other formulation, in terms of 
transfer is

K J K u  = (1 -  n  +  n l) \  1 -  n  +  n<h)b~n (7)

where b now refers to the product y h 3o +7o h - .  With 
b — 1.14 and <f>i — 0.45 an excellent fit of the data

is obtained. Gold and Lowe4c gave values of 6 = 1.26 
and <f>i =0.53; these were computed by fitting equation 
7 to the nonlinear “least squares” fit of their observed 
values rather than to the experimental quantities them­
selves. The present results were obtained by fitting 
equation 7 directly to the reported K J K u  ratios. 
Both these results and those of Gold and Lowe have 
standard deviations of 0.005. We choose to employ 
b = 1.14 in this discussion because of the very good 
agreement of this with 7 oh- — 1-11 recently given by 
Salomaa,8 based on the assumption that yh3o + = 1, and 
on adoption the transfer formulation (eq 7) for hydrox­
ide ion. It is obvious that a range of values for b and 
0 i could reproduce the observed K J K u  ratios with 
nearly the same accuracy.

It is an interesting and curious fact that another pair 
of values, namely b = 3.36, along with a corresponding 
value of 0 i = 1.55, fits the experimental data about as 
well as the pair with the lower value of ò = 1.14. 
Hence it is necessary to consider more carefully whether 
the validity of either of the two b and 0x pairs can be 
substantiated by other data.

The most direct experimental determination of the 
fractionation factor 0 i for hydroxide ion was made by 
Heinzinger and Weston,9 who did a determination of 
the equilibrium by vapor phase analysis. Their data, 
using a modern value for the equilibrium constant for 
disproportionation of H20  and D20, leads to a 4n value 
of 0.46. This is for the temperature 13.5° but the tem­
perature coefficient for this should not be significant. 
These same authors survey earlier analyses which can 
lead to a value for this same equilibrium constant and 
conclude that their value of 0  is in reasonable agree­
ment with a number of other determinations. From 
this we conclude that the lower value of b = 1.14 along 
with the associated 0 1 = 0.45 are the appropriate num­
bers from the Gold and Lowe data.

Still other information contributes to this conclusion. 
The ratio 1/0i(yoh- / yci -) may be computed from the 
literature value for (yd,o2yci - 2) / 0 d 3o  +2 = 18.03b and 
the ion product constant ratio10

K J 20 _  7oh-7h3o* _  7 4q
AcD2° 010HjO +

as l / 0 i (yoh Vyci-) = L74. This value may be 
substantiated by computing the factor (yd.o+yci-)/ 
0DjO+ = 4.24 from the independently determined 
standard free energy of 3590 J mol-1 for the reac­
tion,711 HC1H2° +  V2D20 = DC1D2° +  y 2H20, which

(7) P. Salomaa and V. Aalto, Acta Chem. Scand., 20, 2035 (1966), 
and references cited therein.
(8) P. Salomaa, private communication.
(9) K . Heinzinger and R. E. Weston, Jr., J. Phys. Chem., 68, 2179 
(1964).
(10) A. K . Covington, M . Paabo, R. A. Robinson, and R. G. Bates, 
Anal. Chem., 40, 700 (1968).
(11) R. Gary, R. G. Bates, and R. A. Robinson, J. Phys. Chem., 68, 
1186(1964).'
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Table I : Rate Coefficients for Detritiation in M~l Sec 1 Units, 25°

Catalyst kz in H 2O ta in D 2O Ratio

Hydroxide ion 1 .2 2 (±0 .0 3 ) X  1CU1
Triethylamine 7 .5 6 (± 0 .1 1 ) X  10~3

1 .6 9 (± 0 .0 3 ) X 10"1 0.722 ±  0.025
6 .1 0 (± 0 .1 3 ) X 1 0 -3 1.24 ± 0 . 0 4

leads again to 1/<£i(toh- /7 ci-) = 1-74. A third way 
of arriving at this ratio comes from an early mea­
surement of l/<#>i(7oH-/yBr~) = 1-54 3b and the 
more recent 7bi--/7ci- = 1.14 8 to give ( y o n - /  
7ci-) = 1.76. The agreement of these estimations 
leads us to regard this ratio as established with a value 
of 1.74.

The free energy of transfer of chloride ion from H20  
to D20 has been computed from literature values to be 
800 ±  80 J mol-1 8 which corresponds to 70 1 -  = 1.38 
±  0.05. This is a single ion activity coefficient only 
in the sense that the calculated value is that of the 
product 7 h8o +7 oi - to which the assumption that 7h,o + 
= 1.00 has once again been applied. Substituting 
7ci- = 1.38 and the calculated value for <f>j into the 
ratio 1/<£i(7oh-/7 ci-) = 1.74 leads to 70 H -  = 1.08. 
This number compares very favorably with 70H- =
1.14 from the water equilibrium suggesting, at least, 
that <j> and 70H - computed in this paper are consistent 
with other data on the behavior of ions in aqueous so­
lution so they may be used to interpret experimental 
information. The next sections illustrate their appli­
cation to hydroxide ion catalyzed reactions.

Experimental Results
The experimental procedures for rate determination 

were identical to those described earlier.12 Water was 
doubly distilled; deuterium oxide of 99.7% D was used 
without further purification. Reaction solutions were 
brought to an ionic strength of 0.1 with NaCl for the 
experiments wbh hydroxide ion and to an ionic 
strength of 0.4 for triethylamine buffers.

The rate of detritiation of l,4-dicyano-2-butene-l-£ 
has been measured at 25° in the solvents H20  and D20  
with two catalysts, hydroxide ion and triethylamine. 
The reaction is known to be a general base catalyzed, 
slow proton removal.12

RC-f +  B = RC- +  BH+

The experimental data are summarized in the Ta­
ble I.

Discussion
The measured rate ratio for reactions of hydroxide 

ion in the two solvents can be expressed as

¿;o h - H 3 0 A o d - D 2 0  =  0 . 7 2 2

where subscripts refer to catalyst and superscripts to 
solvent. This ratio involves contributions from an 
exchange isotope effect on hydroxide ion and a me­

dium effect for transferring hydroxide ion from H20 to 
D20. It may be interpreted either using a medium 
dependent fraction factor or with utilizations of trans­
fer activity coefficients and a medium independent 
fraction factor.

In terms of medium dependent fractionation factors 
the Gross-Butler equation for the H20-D 20  isotope 
effect is

fc0H-H30/fc0H -D2°  =

Alternatively one may use formulations involving addi­
tional fractionation factors resulting from attributing 
specific hydration to hydroxide ion. Using the pre­
viously determined value for fa' and the experimental 
value of the isotope effect a medium dependent frac­
tionation factor for the transition state of <t>̂ ’ = 0.62 
can be calculated. Because of the medium de­
pendence of these fractionation factors no identifica­
tion of them with secondary solvent or secondary 
kinetic isotope effects can be made.

Explicit consideration of the transfer effect permits 
a more illuminating analysis. For this approach the 
modified Gross-Butler equation is

fc0H-H30/fcoD-D2°  =  f  Ty (8)
<P̂  70H-7RH

Recalling that both of these fractionation factors are 
independent of medium and that the transfer activity 
coefficients have H20  as the reference solvent, the ex­
change effect can be identified with a fractionation fac­
tor term for the single solvent, water

<l>i/<t>̂  =  f c o n -  H 20A o d - H2°  ( 9 )

i.e., this is a kinetic isotope effect for reaction of OH~ 
vs. OD~ in water. Likewise, the transfer effect is sim­
ply the activity coefficient ratio

fcoH-H3°/fcoH -Di0 =  — - - - - -
70H -7R H

and this can be identified with a secondary solvent iso­
tope effect on hydroxide ion. The attractiveness of 
this approach is that it permits separation of solvent 
and kinetic isotope effects in a way which is not pos­
sible from the fractionation factor point of view alone.

The kinetic isotope effect, equation 9, can be evalu­
ated separately if the two fractionation factors are 
known. A value of 4>i = 0.45 was previously estab-

(12) E. A. Walters and F. A. Long, J. Amer. Chem. Soc., 91, 3733 
(1969).
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lished from the ion product data of water. Since <j>̂  
is not measurable, an approximation must be made. 
The proton to which 4>^ applies is the hydroxide pro­
ton; in the transition state this proton is being con­
verted from a hydroxide proton to a water proton. 
This implies that the fractionation factor lies between
0.45 and 1.0, the exact value being dependent upon 
the degree of proton transfer. Furthermore, it is not 
unreasonable to associate the value of <j>̂  with the bond 
order of the O-H bond being formed in the transition 
state. Bond order has been shown to be related to 
the Bronsted coefficient for proton transfer13 and 
Gold14 has used the expression <f>a = to calculate 
values for unmeasured fractionation factors where 0  
is the Bronsted parameter. With bases other than 
OH-  the proton transfer from l,4-dicyanobutene-2 
gives a Bronsted 0  of from 0.94 to 0.98 implying virtu­
ally complete transfer of the proton.12 However, the 
rate for OH-  is anomalously low and later studies15 
suggest that the proton in this case is transferred only 
partially to the OH~, about to an extent corresponding 
to 0  = 0.7. Employing this 0  value in the power equa­
tion above leads to a value of <f>̂  = 0.79. Hence the 
the calculated kinetic isotope effect is

fc0H-H2° <t> 1

/cod-H2°
0.57 (10)

It is evident from this ratio that, compared in the 
solvent water, deuteroxide is a stronger base than 
hydroxide ion by almost a factor of two. This sub­
stantiates the usual observation that deuteroxide in 
D20 is a more effective catalyst at removing protons 
than hydroxide in H20 ;16 it also points out that deu­
teroxide in D20  is a somewhat weaker base than deu­
teroxide in the solvent H20. The effect of drawing 
the two basicities fairly close together is a result of the 
substantial transfer effect on hydroxide ion, yoh -.

The secondary solvent isotope effect is also reveal­
ing. Substitution of the result of equation 10 into 
equation 8 gives

fcoH-H2° /f c o H -D2°  = ---- = 1-27
T o h -T R h

(ID

Transfer effects on neutral molecules generally fall in 
the range of 0-10%, i.e., yrh ^  1.0. Substituting 
this and the value of 1.14 for 70 h into the equation 
shows that 7  ̂~  1.4 is required. This is a very large 
value, but in line with what is expected for unsolvated 
anions.17

A similar approach may be used to estimate a re­
lated 7  ̂ for a case where no fractionation is involved. 
Rates of detritiation of l,4-dicyano-2-butene by the 
base triethylamine lead to the isotope effect.

fcEt,NH20/fcEt!N̂ o = - - 7* -  = 1.24 (12)
YE tiN YR H

As this equation shows, the entire isotope effect is a 
secondary solvent effect. On the assumption again 
that the transfer effect on the two neutral species is 
negligible, we obtain 7  ̂ ~  1.2 . Since the proton is 
fully transferred in this case, the transition state is a 
zwitterion-like entity, RC~- • -HN+Et3, for which a 
7  ̂ ~  1.2 is large but plausible. It might also 
be pointed out that isotope effects in other base cat­
alyzed proton abstraction reactions, but with different 
base catalysts, are of a similar magnitude. Especially 
interesting is acetate ion catalyzed bromination of 
methylacetylacetone for which fcoAc-H2°/&oAc-D20 =
1.25.18 In this case the transition state will have a 
structure closely analogous to that for dicyanobutene 
with hydroxide ion since 70Ac - will be a fairly large 
number, .—'1.3; this required that 7  ̂ be ~1.6, which 
is much the same as the transfer activity coefficient 
arrived at for the transition state in equation 10.

(13) R. A. Marcus, J. Phys. Chem., 72, 891 (1968).
(14) V. Gold, Trans. Faraday Soc., 56, 255 (1960).
(15) Zaira Margolin and F. A. Long, personal communication.
(16) S. H. Maron and V. K . La Mer, J. Amer. Chem. Soc., 80, 2588 
(1938); J. Hine, “ Physical Organic Chemistry,”  second edition, 
McGraw-Hill, New York, N. Y „  1962, p 121.
(17) These numbers are not very sensitive to assumptions on the 
value of <t>yi. Thus if 0 is assumed to be 0.94, <t>̂  calculates to 0.96. 
Then kon-Hl°/koD-H,° is 0.47 and calculates to 1.6. These 
values are not enough different from those calculated from 8 =  0.7 
to change any conclusions.
(18) F. A. Long and D. Watson, J. Chem. Soc., 2019 (1958).
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A method is presented which can be used for the calculation of rate constants from the relaxation spectra of 
linear type enzyme reactions. While the method is applicable to all linear reaction mechanisms of this type, 
it is especially useful for those in which several elementary reactions equilibrate at comparable rates and are 
coupled together either by common intermediates or by other rapid reactions. Two cases are considered: 
the reaction in which the enzyme is not regenerated and that in which both product formation and enzyme re­
generation occur. This approach has the advantage that for a sequence of more than two reactions the order­
ing of rate constants for the individual steps automatically results. Since considerable errors may be present 
in the experimental data that would be compounded in the calculation of rate constants, a method for obtaining 
rate constants which “best fit” the experimental data is also presented.

Introduction

A number of papers have presented methods for ex­
pressing the relaxation times of various mechanisms as 
functions of the rate constants and concentration 
terms.1-6

In this paper an approach is presented which can be 
used to obtain numerical values for the individual rate 
constants for a linear type mechanism, in which the 
products of the tth reaction are the reactants of the i  +  
1st reaction. This type of mechanism without product 
and enzyme formation is shown in eq 1

k i  k z  k i  k i+ 1
E +  S X x ^  : • • ^  X<

k -  1 k -  2 » k -  (;+ i)
k n -1  k n

■ • • X n_i x n (1)
k — (n— 1) k — n

sented a general method for expressing in determinant 
form the relaxation times as a function of the rate con­
stants and equilibrium concentrations of a system which 
has received a small perturbation from equilibrium. 
Hammes and Schimmel3 present a simple method for 
expanding this determinant for the mechanism of eq 1 
in order to obtain the various coefficients for the differ­
ent powers of the reciprocal relaxation times. A gen­
eral method of calculating the individual rate constants 
from the experimental data and a procedure for refining 
the rate constants to give a “best fit” of the experi­
mental data are presented here.
General Theory

The general expression for the n  relaxation times for 
the mechanism of eq 1 obtained by the procedure of 
Castellan2 is given in eq 2.

ki -f- — X -fc-, 0 0 0 0
— k2 ki ~t- fc~ 2 — X — fc_ 2 0 0 0

0 0 0 kn—\ k,1-1 +  fc-u-1) — X — fc-(n-l)
0 0 0 0 - k n k n +  fc-n — X

where E, S, X ( represent the enzyme, the substrate, and 
the enzyme-substrate complexes, respectively.

Chemical relaxation studies of several enzymes6'7 
have shown that a number of elementary chemical re­
actions are involved in the complete catalytic process. 
The calculation of accurate values for the rate constants 
from experimental data for reactions in which more 
than three intermediates are involved can be difficult, 
especially if the relaxation times are functions of several 
elementary reactions. When this situation exists the 
reactions involved are “coupled” and the relaxation 
times become complex functions of the various rate con­
stants and concentrations terms. Castellan2 has pre-

For the mechanism of eq 1 this determinant contains 
zeros at all positions except the major diagonal and the 
diagonals on each side. The symbol W  represents ki 
(E  +  5) in which the barred terms designate the equi-

(1) M . Eigen and L. de Maeyer in “ Technique of Organic Chemistry,”  
Vol. VIII, Part II, S. L. Friess, E. S. Lewis, and A. Weissberger, 
Ed., Interscience, New York, N . Y ., 1963.
(2) G. W . Castellan, Ber. Bunsenges, Phys. Chem., 67,898 (1963).
(3) G. G. Hammes and P. R. Schimmel, J. Phys. Chem., 70, 2319 
(1966); 71,917(1967).
(4) G. Czerlinski, J. Theoret. Biol., 7 ,435, 463 (1964).
(5) K . Kustin, D . Shear, and D. Kleitman, ibid., 9, 186 (1965).
(6) G. G. Hammes, Accounts Chem. Res., 1,321 (1968).
(7) G. G. Hammes and J. L. Haslam, Biochemistry, 8,1591 (1969).
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librium concentrations of the respective species; the 
A’s, the reciprocal relaxation times, are those values 
which make the determinant equal to zero. Equation 
2 written as a polynomial equation in A is

( — A)” +  Ai( —A)”-1 +  A2(-A )—* +
A3(-A )* -3 +  . . .  +  A n = 0 (3)

The coefficients, A  t, are given by the method of Ham- 
mes and Schimmel8 as

A, = £  (fa +  M  (4)
1 =  1

A i  =  y  y  [(&< +  fc-i) (kj -f- /c_j)]r (5)
i  =  1 j  —  i  +  1 

n — 2 n — 1 n
4.1 = y  y  y

¿=i  y - f + i  t = y + l

[(&i +  +  fc-*)k (6)

4„ = n  [(4, +  fc_4)]n (7)
t = i

In these equations the subscript R stands for the re­
duced products which means that for the mechanism 
being considered all of the terms or combination of 
terms which contain fc_4fc4+i are eliminated. Again, 
in these equations fa must be replaced by fa(Ë  +  S').

From the relationships between the roots and the co­
efficients of a polynomial equation, the following equa­
tions are obtained

lated by use of the following equations

fa — slope I (12)

fc-i +  S  (kt +  fc_4) = cept I (13)
¿ = 2

n

y (ki +  &-i) slope II* (14)

n

k- 2 +  y  (kt +  fc-i)
»■ = 3

cept II — slope III*
“L , (15)

To obtain the other terms in the series the following 
procedure is used: the second term in the numerator 
of eq 15 is written down and then the complete right 
hand side of eq 15 is substracted after the Roman nu­
merals designating the various slopes and intercepts 
have been increased by one. Finally the whole expres­
sion is divided by the leading rate constant on the left- 
hand side of the equation being computed reduced in 
number by one. Other terms in the series are obtained 
in a similar manner.

As an example, the next two expressions would be 
formulated as

y  (ki +  k-t) —
i= 3

slope III1
- [

cept III — slope IV*
~ k Z

(16)

and

cept III — slope IV*
faä

k- 3 +  S  (kt +  fc-i) =
i  =  4

slope IV* —
 ̂ (cept IV — slope V*)

fc-i
(17)

n

Ai —  y  Ai
i =  1

( 8 )

n  — 1 n

A i  =  y  y  a4â
i  =  1 j  =  i - f-1

( 9 )

n — 2 « — I n

—  y  y  y  aâa*
i —  1 f e - y + 1

(10)

A n =  n a4 (H)i= 1

To use eq 4-7 and 8-11 in calculating the 2n  rate con­
stants for the system from the n  experimental relax­
ation times, it is observed that the right hand sides of eq
4-7 involve a concentration-dependent and concentra­
tion-independent part. A total of n  plots of the values 
determined from eq 8-11 vs. ( E  +  S) can be made; 
each should be a linear plot from which a slope and in­
tercept can be determined. It is from these n  slopes 
and n intercepts that the 2n  rate constants can be ealcu-

The values of the slopes and intercepts are obtained 
from the plots; for example, slope I and cept I are the 
slope and intercept of eq 8 plotted against ( E  +  S), and 
slope II and cept II are obtained from eq 9, etc. Those 
slopes designated with an asterisk indicate that this 
slope has been divided by fa =  slope I.

In calculating these terms, expressions will arise 
which have slopes and intercepts of numbers larger than 
n, in which case those particular slopes or intercepts are 
given values of zero in the computation. The individ­
ual rate constants can then be obtained from these equa­
tions by subtraction.

Equilibrium constants can now be calculated and 
compared with the overall equilibrium constant K  =

n

2 [X4]/[E][S] which is also equal to slope N/cept N.
¿ = i
A comparison of the experimentally determined equi­
librium constant and the value calculated from kinetic 
data can be used to determine if the kinetic data when 
applied to eq 1 are consistent with the equilibrium data.
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As can be seen from eq 8-11 the experimentally de­
termined relaxation times need to be accurate inasmuch 
as any errors will be compounded in the slopes and in­
tercepts with increasing n. To compare the consistency 
of the calculated rate constants with the experimental 
data, the roots of eq 3 can be calculated with the aid of 
a computer8 at several substrate concentrations and 
compared directly with the experimental results. Im­
provement of the fit with the experimental data may be 
accomplished by a change in the value of one or more of 
the slopes or intercepts.

Although an analysis of this type is required for reac­
tions which are coupled, there are several advantages 
that this approach has for the noncoupled case. First, 
if the reaction is of the linear type the assignment of 
rate constants to the different steps in the reaction auto­
matically results. Second, first order reactions, espe­
cially those which show little concentration dependence 
and are, therefore, usually difficult to analyze in terms 
of defining specific rate constants, can also be analyzed 
by this method.

The rate constants for certain variations of the linear 
type mechanism can be calculated by this method. In 
the mechanism of eq 18 there is product formation and 
regeneration of the enzyme which, however, has been 
modified during the course of the reacton so that it is 
unreactive with substrate.

E +  S =  X i =  . . .  = X* =

. . .XB_, = E' +  P (18)

If, in the reactions of eq 18, there is a step which is slow 
relative to the others, then the reaction can be divided 
in two parts. The reactions preceding and those fol­
lowing the slow step can be analyzed separately and are 
kinetically of the form of eq 1. The relaxation time for 
the slow step3 is then related to the rate constants for 
this step and the equilibrium constants for the other re­
actions by

1 /t =
1 +

kt_______________
J l — 1 l — l l — l +

n ^  +  z n(E  +  S) K t i=2 f= i  K j

________________ k î________________
i n  n n

1 + w t p ) n  K t +  z
~ r ^ ) i = i + 1  i= i+2  j= i

(19)

in which the K ’s are the corresponding equilibrium 
binding constants for the reactions of eq 18 and the Ith 
step in the reaction is the slow step.

The calculation of rate constants for the enzyme re­
action shown in eq 20 is more difficult because of the 
common enzyme species involved in both bimolecular 
steps.

E +  S =  X i = . . .  =  X , =

. . . =  X ,_ i = E  +  P (20)

The various expressions in eq 4-7 for this mechanism 
are no longer linear functions of (E  +  S) or ( E  +  P) 
but involve terms of the form (E2 +  E -P  +  E ■ S) as 
well.

Since the mechanism of eq 20 is of importance in the 
study of many enzyme systems, an approach is pre­
sented which can be used to solve for the rate constants 
for this mechanism under certain conditions. To do 
this by the method discussed above, eq 4-7 must be lin­
earized: the terms involving (E2 +  E -S  +  E -P ) 
must be negligible compared with the terms involving 
(E +  S) and (E +  P); that is, the enzyme concentra­
tion must be small compared with the substrate or prod­
uct concentrations. Under these conditions, the term 
(E +  P) can be replaced by SK where K  is the overall 
equilibrium constant and then combined with those 
terms containing S. All of the eq 4-7 except the nth 
equation now become functions only of 5  and plots of 
eq 8-11 except, again, the last one should be linear. 
Eq 4-7 are then calculated as previously described with 
the rate constant being replaced by fc_„ (E +  P) 
and the reduced products now formed by eliminating 
the terms containing any of the following

/c_4/;i+i ; h k -  J S -  P ) ; 5  k u P  f l
i~1 1=1

and finally linearizing the equations by the modifica­
tions discussed above. With only n — 1 plots available 
to calculate the slopes and intercepts at least two rate 
constants will have to be assumed in order to calculate 
the remaining rate constants.

Equations are presented in the Appendix which can 
be used to calculate the rate constants for the mecha­
nism of eq 20 up to four intermediates. Once a set of 
rate constants has been determined, the equilibrium 
concentrations of the enzyme, substrate, and product 
can be accurately calculated from the initial values of 
the enzyme and substrate. The coefficients of eq 3 can 
then be calculated from eq 4-7. The calculations are 
simplified if all experiments are performed at the same 
initial enzyme concentration. The solutions (X’s) to 
eq 3 can be determined at several different initial sub­
strate concentrations and compared with the experi­
mental values. Changes are made in the assumed rate 
constants until the best values are found. At this 
point variations of slopes and intercepts may be made 
in order to obtain a better fit.

Under the condition that 5 and P »  E, results of 
calculations show that the reciprocal relaxation times

(8) Since these polynomial equations usually have very large coeffi­
cients, the simple iteration method has given the best results in de­
termining the roots.

A scheme to approximate the largest root in conjunction with 
Newton’s method is first used to obtain a starting value for the itera­
tion. The iteration procedure is always run on the original poly­
nomial expression to reduce cumulative errors. Synthetic division 
is used to reduce the polynomial equation by one after a root is 
determined so that the process can be repeated for the next largest 
root.
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for the two bimolecular steps will be functions of equi­
librium substrate concentration. At constant initial 
enzyme concentration one of the reciprocal relaxation 
times will usually be a linearly increasing function (cou­
pling with another reaction will change it) and the other 
will be a nonlinear decreasing function. The ampli­
tudes of these functions are complicated functions of the 
normal coordinates and initial boundary conditions, 
but with the condition that S  and P  »  E  the ampli­
tude of the nonlinear function will usually be smaller 
than the linearly increasing function.

Summary

The results presented here provide a systematic 
method for the calculation of rate constants for a linear 
mechanism (whether coupled or not) for an arbitrary 
number of intermediates. Although accurate results 
can only be expected when accurate data are obtained 
for each reaction, refinement of the rate constants is 
possible such that values can be determined which are 
consistent with experimental data.

Appendix

Equations are presented which can be used for the 
calculation of the rate constants of eq 20 in those cases 
where the terms involving (E 2 +  E P  - f  E ■ S) can be 
neglected. The terms 7 S, Fp, K s, and K p represent the 
steady-state parameters of maximal velocity and the 
Michaelis constants for substrate and product.

Case I. One Intermediate (E +  S =  X x =  E  +  P). 
For this case the steady-state parameters give the four 
rate constants for the reaction. Perturbation kinetics 
will show two relaxation times. Assume values of ki 
and fc_i: fc_2 =  (slope I — fa)/K; fa =  cept I — fc_i.

Case II. Two Intermediates (E +  S = Xi =  X 2 = 
E  +  P). Assume values of ki and fc_i: fc_3 = (slope
I — fa)/K; fa =  (slope I cept I — slope II — fak-.,)/
k^K ; 2 = A / (1 B ); fa =  A/( 1 +  l/B); A  =
cept I — (fc_i +  fa); B =  Kk-iks/fafa.

Case III. Three Intermediates (E +  S = X\ =  X 2 
=  X 3 = E  +  P). Assume values of fa and fc_i: 4
= (slope I — k-i)/K; fa =  (slope I cept I — slope II 
— fak-x)/k^JC; fc_3 = cept I — fa — (cept II — cept 
lll/k^tKp)/fa-, fa =  cept I — fc_i — (cept II — cept 
I l l /w g / f c - i ;  fc-2 = A/( 1 +  B); fa =  A/{ 1 +  l/B); 
A =  cept I — (A;_i +  fa +  fc_3 +  fa) ; B =  K k-ifc_3- 
k—i/fafafa.

Case IV . Four Intermediates (E +  S =  X i = X 2 — 
X 3 =  X i = E  +  P). Assume values of fa, k and fa: 
k - 5 = (slope I — /c_i) /K ;  fa = (slope I cept I — slope
II — fak-i) /k^K; A — cept I — — fa; =
cept I — (cept I slope I — slope III — fak-iA)/fak-sK; 
B = cept II — (cept III — cept IV/k^Kp)/fa; C — 
cept II — (cept III — cept IY/faks)/k-i; fa =  cept 
I — k-i — fa — [B — fc5(ccpt I — kX)]/k-i] fc_2 = 
cept I — — fc_2 — [C — fc_i(cept I — fa)]/fa; &_3
= D/( 1 +  E); fa =  D/( 1 +  1/E); D =  cept I -  (fc_t 
-f- fa -f- k—2 -f- fa -)- k 4 -f- fa); E =  Afc_ifc_2fc_4fc—s,/ 
fafafafa.

Temperature Dependence of the Heat Capacity of Activation (ACp+) 

for Solvolysis Reactions in Water
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The temperature dependence of the rate constants of solvolysis reactions in water has been investigated by 
fitting polynomial spline functions of third degree in \/T to data from 60 different reactions. The average of 
the resulting parameters indicates that the heat capacity of activation (ACv for these reactions has a tem­
perature-dependent part with a minimum at about 35°.

Introduction
Heat capacities of activation, (ACp^), have recently 

been widely used to obtain information concerning 
the nature of the transition state in solvolysis reac­
tions.1'2 Most of the ACp* values used in these stud­

ies have been estimated from experimental data as­
suming that AEp* is independent of temperature.

(1) R. E. Robertson, Progr. Phys. Org. Chem., 4, 213 (1967).
(2) G. Kohnstam, Advan. Phys. Org. Chem., 5 ,121 (1967).
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Some recent accurate series of measurements1 show 
the necessity to adopt a temperature dependent ACp *  
when the measurements reach over large temperature 
intervals. However, such a temperature dependence 
can possibly be divided into two parts: one substrate- 
dependent and one substrate-independent part. The 
study of the substrate-dependent part demands more 
accurate data than are available today, but the inde­
pendent part might be studied by investigating the 
average behavior of the total temperature dependence 
of ACp *, for a large number of test cases.

The purpose cf this investigation is to examine the 
possibility of such a general, substrate independent, tem­
perature variation of AC'P* for solvolysis reactions in 
water. The investigation has been restricted to 
these reactions for two reasons; first, the pronounced 
structure of water is expected to give rise to a large 
temperature dependence in AC'P *; secondly, the larger 
part of the experimental data used in the estimation 
of ACP *  concerns solvolysis reactions.

Theory

In order to describe the temperature variation of 
rate constants (fc), one usually fits an extended Ar­
rhenius equation to the data. This equation takes the 
form

In fc, =  A +  B(l/T, -  1/To) +  CF(T,) +  e, (1)

where T, is the temperature (°K ) at which the rate 
constant k} is measured and T0 is the middle point of 
the experimental temperature interval. The residuals 

represent that part of the data not described by the 
parameters A, B, and C. F (T) is some function of T 
which may take the form1-3

F(T) =  (1 /T  -  1 /T„)^ (2)

or

F (T) =  In (T/T0) (3)

The parameters A, B, and C may be interpreted ac­
cording to the transition state theory4

In k =  In ikT/h) -  AH*/RT  +  AS*/R  (4)

Inclusion of F(T) in eq 1 results in AH* and AS* 
becoming temperature dependent

AC *  _  d A g *  _  ydA S* _  Ô 
P "  ÔT "  T àT ~  ~ R àT x

ö In ic 
ö (l  IT)

-  R = ö  ÔF(T) 
ÖT Ö(1 /T)

R (5)

k  and h are the Boltzmann and Planck constants, re­
spectively, R is the gas constant, A i f * ,  AS*, and A<7P* 
the enthalpy, entropy, and heat capacity of activation.

It is seen that the temperature dependence of A(7P *  
is determined solely by the form of F(T). Equation 
3, which is commonly used1-2 gives SA(7p* /s r  =  0.

In order to determine the form of F(T) which best 
fits the experimental data, there are two principally 
different ways to proceed. The first, most often used, 
is to try a large number of different forms of F (T) and 
to choose the form which best fits the total body of 
data according to some criterion, e.g., the criterion of 
the smallest sum of residual squares (least-squares 
criterion). This method of search has a principal diffi­
culty; it is in principle impossible to exhaust the num­
ber of possible F(7’) ’s in the search for the best one. 
Thus one must confine oneself to a limited, finite set 
of F (T )’s and search this set for the member which best 
fits the data. The choice of this set is by no means 
obvious and the necessity to choose a small set makes 
this type of investigation severely restricted. A fur­
ther difficulty with this approach in connection with 
the present investigation is that the difference in fit, 
according to least-squares criteria, for different forms 
of F (T), is quite small as can be seen in the previous 
investigation.3

The second method of search which has been used 
in this investigation is to fit to each individual data 
series a sufficiently flexible mathematical model to al­
low for the computation of the behavior of the param­
eter of interest (in this case the heat capacity of acti­
vation, AC',,*) for each data series separately. This 
behavior is naturally estimated with large uncertainty 
for each individual data series but by averaging the 
results it is possible to compute the average behavior 
of the parameter for all data series (the substrate-in­
dependent part of the variation).

This second approach has the advantage that no 
special form of F (T) need be specified in advance. If 
the mathematical equation fitted to the individual 
series is sufficiently unrestricted, one will obtain the 
best form of F (T) quite automatically. The difficulty 
lies in the choice of this equation. However, with the 
recent development of polynomial spline functions,6 
this problem has been very satisfactory solved. Spline

Figure 1. Polynomial spline function of third degree 
with two knots.

(3) S. W old, Acta Chem. Scand., 24,2321 (1970).
(4) S. Glasstone, K . J. Laidler, and H . Eyring, “ T he Theory o f R ate 
Processes,”  M cGraw-Hill, New York, N . Y ., 1941.
(5) T . N . E . Greville, Ed., “ Theory and Applications of Spline Func­
tions,”  Academ ic Press, New York, N . Y ., 1969,
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Table I : Halides (Estimated ACP^  Values (cal/deg mol) at 25° Using Eq 2, 3, and 12)°

Std dev
Tem p /------------- A C p^  (25°C )----------- ' cal/deg ,---------- Residual std dev X  10s-

Compound Ref interval, °C Eq 2 Eq 3 Eq 12 mole Eq 2 Eq 3 Eq 12

Methyl fluoride b 80-150 no 66 75 17 15.0 13.8 15.0
Methyl chloride c 50-100 66 49 60 8 5.15 5.25 5.18
Methyl bromide c 35-100 59 46 53 3 4.15 3.76 3.86
Methyl iodide c 50-100 77 56 70 5 3.43 3.66 3.81
Ethyl bromide d 60-90 66 49 60 8 2.08 1.88 1.95
Propyl bromide e 70-100 69 49 60 10 3.95 4.02 3.93
Allyl chloride f 35-85 61 49 55 oO 2.30 2.15 2.17
Allyl bromide f 15-65 65 60 59 3 2.29 2.80 2.28
Allyl iodide f 25-70 52 46 47 11 7.70 7.76 7.74
cis-Crotyl chloride 9 12-40 66 66 66 2 1.30 1.23 1.43
irares-Crotyl chloride 9 6-28 77 82 93 4 2.07 2.07 2.10
2-Methyl-3-chloropropene 9 47-88 62 48 57 6 4.70 4.81 4.82
c-C3H5CH2C1 h 15-45 83 81 82 5 3.37 3.46 3.34
c-C3H6CD2CI h 15-38 95 95 95 8 2.84 2.83 2.88
Benzyl chloride f 15-65 47 43 42 2 1.70 1.29 1.70
2-BrC2H5OH e 75-120 55 37 45 3 2.38 2.49 2.36
2-Chloroethylmethyl sulfide e 1-20 64 71 90 7 2.16 2.16 2.16
3-BrC3H,OH e 65-105 66 47 57 5 3.03 3.03 3.04
4-Chlorobutanol e 50-85 53 41 49 5 2.97 2.92 2.90
4-Bromobutylmethyl e 35-60 53 46 47 7 2.26 2.24 2.23

ether
Isopropyl chloride d 50-100 51 38 46 4 1.94 2.09 2.02
Isopropyl bromide d 25-75 68 59 60 6 4.24 4.35 4.32
Isopropyl iodide d 25-75 68 58 61 5 5.31 4.70 4.68
Cyclobutyl chloride h 35-60 123 107 107 8 3.13 3.17 3.18
Cyclohexyl bromide e 28-70 68 60 60 3 2.82 2.96 3.01
3-Chloro-l-butene 9 1-26 85 92 110 3 1.95 2.00 1.97
3-Bromo-2-methyl-2- e 40-85 95 77 86 8 8.61 8.37 8.27

butanol
3-Methyl-2-butyl bromide i 23-51 88 82 79 3 1.16 1.22 1.17
¿rares-2-Bromo- e 60-100 58 42 52 6 4.91 5.01 4.91

cyclohexanol
ferf-Butyl chloride j 1-20 76 83 107 9 1.86 1.88 1.82
ferf-Butyl chloride ref 13 1-35 130 164 159 10 11.4 11.9 10.2
ferf-Pentyl chloride k 0-12 96 112 159 30 1.81 1.83 1.75
2,2-Dichloropropane l 27-55 83 75 73 14 4.30 4.29 4.29
2,2-Bromo-, chloropropane l 10-35 92 94 98 4 1.08 1.07 1.23
2,2-Dibromopropane l 20-45 85 80 78 15 3.73 3.67 3.77
2-Chloro-2-methyl-l- k 8-40 60 61 64 6 2.24 2.36 2.11

propylmethyl ether
a-Bromoisobutyrate m 10-40 73 73 75 9 3.53 3.52 3.57

“ The last three columns give the corresponding estimated standard deviations (SD’s) of the residuals (In fcobsd — In fccaicd). (The re­
sults not agreeing with the original reference have been recalculated. ) The estimated SD in column 7 is the mean of the estimated SD’s 
by eq 2, 3, and 12. When To is different from 25°, ACP ̂  estimated by eq 2 differs from that of eq 3 due to the temperature dependence 
of ACp^ inherent in eq 2. 6 D. N. Glew and E. A. Moelwyn-Hughes, Proc. Roy. Soc. Ser. A, 211, 254 (1952). e R. L. Hepolette and 
R. E. Robertson, ibid., Ser. A, 252,273 (1959). d R. L. Hepolette and R. E. Robertson, Can. J Chem., 44,677 (1966). '  M . J. Blanda- 
mer, H. S. Golinkin, and R. E. Robertson, J. Amer. Chem. Soc., 91,2678 (1969). r R. E. Robertson and J. M. W. Scott, J . Chem. Soc., 
1597 (1961). 9 L. J. Brubacher, L. Treindl, and R. E. Robertson, J. Amer. Chem. Soc., 90,4611 (1968). h C. Y. Wu and R. E. Robert­
son, ibid., 88, 2666 (1966). ’  Y. Inomoto, R. E. Robertson, and G. Sarkis, Can. J. Chem., 47, 4599 (1969). ’ E. A. Moelwyn-Hughes,
R. E. Robertson, and S. E. Sugamori, J. Chem. Soc., 1965 (1965). k K. T. Leffek, R. E. Robertson, and S. E. Sugamori, J. Amer. Chem. 
Soc., 87,2097 (1965). * A. Queen and R. E. Robertson, ibid., 88,1363 (1966). "  B. N. Hendy, W. A. Redmond, and R. E. Robertson,
Can. J. Chem., 45,2071 (1967).

functions have the ideal property of being able to de­
scribe any continuous variations in the dependent vari­
able and still be computationally facile.

A polynomial spline function of third degree in x 
(S(x)) is defined as a function which is piece-wise de­
fined by a third-degree polynomial in x. These differ­

ent pieces (P< in Figure 1) join in the so-called knots 
(£i in Figure 1) obeying continuity conditions for the 
function itself and for the first and second derivatives. 
Once the knots are specified, the least-squares fitting 
of the spline function to the data is a linear problem,6 
solvable by the ordinary techniques of multiple regres-
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Table II : Sulfonates, Sulfates and Others

Compound Ret
Tem p

interval, °C Eq 2
— ACp4- (25°C )---------- -

Eq 3 Eq 12

Std dev 
cal/deg 
mole

/---------- Residual std dev X  10*----------
Eq 2 Eq 3 Eq 12

Methylbenzenesulfonate a 10-70 37 34 34 2 1.46 1.62 2.51
Ethylbenzenesulfonate a 10-75 37 34 35 2 2.38 2.46 2.62
n-Propylbenzenesulfonate a 20-80 36 31 32 3 2.69 2.57 2.61
Ethyl-p-methylbenzenesulfonate 9 10-75 45 40 42 4 5.56 5.41 5.53
Methyl-p-metnylbenzenesulf onate b 0-80 33 30 32 3 6.87 8.51 6.53
Methyl-p-methoxy- c 35-70 46 39 41 12 4.89 4.84 4.83

benzenesulfonate
Methyl-p-bromobenzenesulfonate c 15-65 38 35 35 5 3.51 4.01 3.69
Methyl-p-nitrobenzenesulfonate c 25-55 22 20 19 12 3.69 3.73 3.71
Methyl-m-nitrobenzenesulfonate c 15-55 34 32 29 15 3.81 3.69 3.81
Methyl-3,4-dimethyl- d 30-80 46 41 43 5 2.74 2.75 2.80

benzenesulfonate
Methyl-2,4-dimethyl- d 30-80 43 38 40 5 2.81 2.93 3.02

benzenesulfonate
Methyl-2,4,6-trimethyl- d 30-80 39 32 35 5 3.23 2.95 2.85

benzenesulfonate
Methyl methanesulfonate e 0-60 37 37 38 2 2.66 3.39 2.64
Ethyl methanesulfonate e 10-80 38 35 36 3 4.05 5.27 4.65
ra-Propyl methanesulfonate e 20-90 34 28 30 2 2.91 2.34 2.26
ra-Butyl methanesulfonate e 40-90 34 26 29 4 2.36 2.45 2.44
Isopropylbenzenesulfonate a 0-35 39 41 45 5 3.05 3.11 3.05
Isopropyl-p-methy- 9 0-40 40 42 45 7 4.47 4.32 4.88

benzenesulfonate
Isopropylmethanesulfonate g 5-33 33 35 38 3 1.15 1.09 1.31
3-Methyl-2-butylmethanesulfonate h 1-25 37 40 48 6 1.61 1.67 1.47
Dimethyl sulfate f 5-45 45 46 48 4 2.74 2.93 2.51
Diethyl sulfate f 5-56 43 43 45 6 4.00 4.19 3.74
iert-Butyldimethylsulfonium ion i 45-90 9 7 8 2 0.988 0.999 0.999

R. E. Robertson, Can. J. Chem., 35, 613 (1957). b R. E. Robertson, ibid., 3 3 ,1536 (1955). ° R. E. Robertson, A. Stein, and S. E.
Sugamori, ibid., 44, 685 (1966). d G. A. Hamilton and R. E. Robertson, ibid., 37, 986 (1959). 8 P. W. C. Barnard and R. E. Robert­
son, ibid., 39, 881 (1961). /  R. E. Robertson and S. E. Sugamori, ibid., 44,1728 (1966). 9 R. L. Hepolette, et al., ibid., 44,677 (1966). 
h Y . Inomoto, et al., ibid., 47,4599 (1969). ’ K. T. Leffek, et al., J. Amer. Chem. Soc., 87,2097 (1965).

sion.6 A third-degree spline function is thus a con­
tinuous function with continuous first and second de­
rivatives.

Data

The test data consisted of 60 data series from sol­
volysis reactions in water, measured mainly by Rob­
ertson and coworkers. For references see Tables I and
II. Data from solvolysis reactions throught to follow 
reaction mechanisms other than ordinary nucleophilic 
substitution (SnI, Sn2 and possible intermediate 
types) have not been considered in order to render the 
material as homogeneous as possible.

Data Analysis

The data analysis has been made in the following 
way.

Step 1. To each individual data series a third-de­
gree polynomial spline function in 1 /T  has been fitted 
to the (log k, l /T )  values.

log kt =  S(l/Tt) +  (6)

2ej2 =  min

The number of knots in the spline function was chosen 
to give at least one knot every 25° at temperatures 
above 50° and one knot every 15° below 50°. There 
were no signs of errors in the fittings due to the choice 
of too few knots.

For each series, AC'P * was then calculated for grid 
temperatures within the observed interval, 5° apart, 
starting at the smallest multiple of 5°. At the tem­
perature T0

A CP*(T„)
R r d2S ( l /T ) l  

“  2v L d ( l /T )2 1
-  R ( 7 )

Step 2. For the series (index k) which contained 
the 25° point well inside the experimental interval (be­
tween the second and second last points) relative 
values (bk(T)) were calculated

bk(T) =  ACPl*(T )/A C Pt*  (25°) (8)

for the grid temperatures (integer multiples of 5°) 
where ACp *  values were calculated in step 1.

(6) I. M. Chakravarti, R. G. Laha, and J. Roy, “Handbook of Meth­
ods of Applied Statistics,” Vol. I, Wiley, New York, N. Y., 1967.
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Table III : Resulting Average b Values

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105

0.64 0.55 0.57 0.88 1.0 0.85 0.83 0.88 0.93 0.82 0.77 0.78 0.72 0.62 0.60 0.80 0.83 0.59 0.59 0.98 0.64

No. of series 8 13 20 21 25 28 28 30 30 30 27 29 26 21 20 15 14 9 7 4 3
in 6 average

From these values, average values (b) were calcu­
lated for the grid temperatures, omitting from each 
series the first and last bk values since these are less 
accurate being in the end of the experimental tempera­
ture interval.

M

b(T) =  E  bk(T)/M  (9)
k = l

where M  is the number of series having the properties:
(A) the series has been used in step 2; (B) the
series contains T between the second and the second 
last point. Thus b (T) values were obtained for grid 
temperatures T  =  5 ,1 0 ,1 5 ... .85°.

Step 3. For all series (index k) not yet used in step 
2 and which contain the 20° point well inside the ex­
perimental interval (analogous definition as in step 2) 
relative values were computed from

bk(T) =  A<7Pi* (r ) /A C Pi*(20°)-H 20°) (10)

where 6(20°) was taken from step 2. New weighted 
averages (b) were computed for all relevant tempera­
tures (15, 10 and 5°) from the b values from step 2 and 
the bk values from step 3. (The b values were given 
the weight M  if they were calculated from M series in 
earlier steps, each new bk value the weight 1).

Step 4- The analogous procedure was repeated for 
all series not used in step 2 or 3 which contain the 15° 
point well inside the temperature interval.

Step 5. Analogous procedures were performed for 
the temperatures 10°, 30°, 35°..........thereby exhaust­
ing the number of data series. In each step new 
b averages for the grid temperatures were computed 
from the old averages (properly weighted) and the bk 
computed in the last step.

In this way average b values were obtained from 
the total data body in an unambiguous manner; the re­
sults are given in Table III. To these b values finally, 
a spline function with additional smoothing7 was fitted 
to obtain a smooth curve representing the average be­
havior (substrate independent part) of

P(T) =  ACP*(T )/A C P*  (25°) (11)

for the investigated data material. This fitting was 
made with each b value weighted according to the num­
ber of series used to compute the b value (line 3 in Ta­
ble III). The assumed standard deviation of 0 was
0.08, the reason for which is given below.

Figure 2. Average variation of 0 =  ACp:̂ (7,)/ACp:tr(250) with 
temperature. Thin curves represent upper and lower confidence 
bands (95%). The crosses are rescaled values from Table III 
(multiplied by 1.14 to make the curve pass through the 
point 1.0/25°).

Significance Analysis
Each series was individually fitted and resulted in a 

rough estimate of the behavior of AC'P *  with temper­
ature for the individual series. The accuracy of these 
individual estimates can be computed by ordinary 
statistical methods of multiple regression analysis.6 
It has thus been found that the accuracy (standard 
deviation, SD) of the individual ACP *  values was al­
ways better than 20%, leading to a maximal SD of the 
b values (mean values of 20 bk s in average) of 2 0 /V /20 
«  4.5%. Since this value gave a less smooth final 
/5-curve a larger value of 8% was used for the SD of 
the b values in the final fitting. It is hence concluded 
that the error bands (2 SD’s) in Figure 2 represent 
larger confidence than the 95% claimed in the figure 
text.

Results
The average behavior of 3 =  b is seen in Figure 2. 

There is a definite maximum of 0 around 35°, 
corresponding to a minimum value of ACp* since in 
this investigation all computed AC’p* values are nega­
tive. It is further seen that above 75° the behavior 
of the curve is highly uncertain owing to insufficient 
data in this region.

(7) C. H. Reinsch, Num. Math., 10, 177 (1967).
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Tables I and II give the ACp *  values and SB ’s for 
the fitting of eaeh data series to the three-parameter 
function

log k =  A +  B(l/T  -  1/To) +  CF(T) (12)

where F(T) was chosen to give the same behavior of 
b =  ACp* (T)/ACP*  (25°) as /3 in Figure 2. It is seen 
that the fit according to least-squares criteria is not 
better than when F (T) =  (1 /T — 1/T0)2 or In (T/T0) 
are used. The number of times of better, equal, and 
worse fit when compared to these functions are 26, 6, 
28, and 32, 3,25, respectively.

Conclusions
A substrate-independent temperature variation of 

ACP *  for solvolysis reactions in water supports the as­
sumption that ACp* arises from differences in solva­
tion and local solvent structure around the ground and 
transition states.1 The minimum in ACP+ around 
35° and the rapid change below this temperature fur­
ther support this interpretation. Many properties 
related to water structure8’9 show an extremum point 
near 30°, including ACp° values for the ionization equi­
libria of some weak acids9'10 and the bisulfate ion.11

An alternative interpretation of the deviations from 
linearity in the Arrhenius equation based on an equi­
librium preceding the rate determining step (referred 
to by Hulett12 and Albery and Robinson13) would 
hardly be consistent with a substrate independent vari­
ation of A(7P * with T, considering the large variation 
in substrates from RC1 to R 0S 02Ar with R  varying 
from methyl to ¿erf-pentyl and cyclohexyl.

The largest variation in A(7P *  takes place below 25°

where the rate of structure change of water is also the 
largest. This suggests that the T dependence of ACP *  
is smaller in less structured solvents and consequently 
the assumption that ACP *  is independent of tempera­
ture is more justified for reactions in such solvents.

However, since the variation of ACp *  with T is not 
very large even in water, errors made in the estimation 
of ACP* (25°) are seldom large compared with the un­
certainty in ACp* due to errors of measurement. 
Therefore the conclusions made by Robertson and 
others based on A(7„ *  values estimated with F(T) = 
In (T/T0) are not appreciably affected by the results 
of this investigation.

It must be stressed that this investigation allows 
no conclusions to be made concerning the total (sub­
strate dependent +  substrate independent) tempera­
ture variation of ACp*. The investigation of such 
phenomena demands a much more accurate estima­
tion of the rate constants since the individual data se­
ries must then be examined separately.
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Empirical potential functions, based on molecular orbital calculations, are determined for four types of hydro­
gen bonds, viz., 0 — H- • - 0 < ,  0 — H- ■ - 0 = ,  N — H- • - 0 < ,  and N — H- • - 0 = .  These are obtained by  first 
carrying out C N D O /2  calculations of the energy of a number of linear hydrogen bonded dimers. Using 
empirical energies for all interactions except that between the 0  and H  atoms in the hydrogen bond, the latter 
function is determined by fitting the empirical expression for the energy of formation of the dimer to the quan­
tum mechanical expression in the region of the attractive part of the potential. The O • • • H empirical inter­
action potential is further refined by adjusting it so that the minimum in the total energy occurs at the experi­
mentally determined depth, and at a distance determined for the cyclic formic acid dimer by  gas-phase elec­
tron diffraction. In contrast to the total interaction energy of the dimer, that for the interaction of the 0  
and H atoms in the hydrogen bond is designated as an empirical general hydrogen bond (GH B) potential. 
The G H B potential differs for the four types of hydrogen bond cited above, but is the same for a given type 
of hydrogen bond no matter in which kind of dimer it occurs. On this basis, the total interaction energy in 
a hydrogen bonded dimer, as computed by  the C N D O /2  method, is adequately represented as a sum of empirical 
nonbonded and electrostatic interactions plus the G H B potential. W bhout introducing any special angular 
dependence, the GH B potential, determined in this manner, reproduces the angular dependence (found for 
hydrogen-bonded linear dimers by  the C N D O /2  and other quantum mechanical methods) very well. Thus 
the nonlinearity of the hydrogen bond (observed in some crystals, and found for some dimers by  quantum 
mechanical calculations) is reproduced by  the GHB potential plus the other empirical energies, without resort­
ing to any special angular-dependent term. Further, the G H B potential, obtained for linear dimers, repro­
duces experimental data for cyclic, doubly-hydrogen-bonded dimers very well.

Introduction

In the first paper of this series,3 a simple empirical 
method was used to describe the hydrogen bond inter­
action by adding an empirical “ nonbonded type”  of 
potential function for the interaction of the donor H 
and acceptor 0  or N atoms to the usual nonbonded 
and electrostatic interactions between all other pairs 
of atoms in the hydrogen-bonded dimer. This empir­
ical potential function was adjusted to fit several ex­
perimental quantities and also the long-range mono­
pole electrostatic interactions. One of its main ad­
vantages was that it could be very easily included in 
algorithms for conformational energy calculations on 
proteins. In subsequent papers,4-7 we have used sev­
eral semiempirical molecular orbital methods in order 
to improve and strengthen the physical basis of the 
empirical methods which are presently being applied 
to conformational energy calculations on polypeptides 
and proteins.8'9 In this paper, we extend the molec­
ular orbital treatment [using the Complete Neglect of 
Differential Overlap Theory (CNDO/2) of Pople and 
Segal10], and combine it with experimental gas-phase 
electron diffraction data and the energy of dimeriza­
tion, to develop a simple empirical hydrogen-bond- 
potential function.

It is necessary to have a suitable empirical hydrogen-

bond-potential function for the study of the confor­
mations of biological macromolecules since the more 
exact quantum mechanical methods cannot be applied 
because of the prohibitively high computer size and 
cost required for the treatment of such large systems;
e.g., see Clementi, et al.,n for an evaluation of the rather 
astronomical computation times required in more

(1) This work was supported by research grants from the National 
Science Foundation (GB-28469X and GB-17388), from the National 
Institute of General Medical Sciences of the National Institutes of 
Health, U. S. Public Health Service (GM-14312), from the Eli Lilly, 
Hoffmann-LaRoche, and Smith Kline and French Grants Commit­
tees, and from "Walter and George Todd.
(2) (a) NIH  Postdoctoral trainee, 1968-1969; postdoctoral fellow
of the National Institute of General Medical Sciences, National In­
stitutes of Health, 1969-1971; (b) Special Fellow of the National
Institute of General Medical Sciences, National Institutes of Health, 
1968-1969.
(3) D . Poland and H. A. Scheraga, Biochemistry, 6, 3791 (1967).
(4) J. F. Yan, F. A. Momany, R. Hoffmann, and H. A . Scheraga, J ■ 
Phys. Chem., 74, 420 (1970).
(5) F. A . Momany, R. F. McGuire, J. F. Yan, and H. A. Scheraga, 
ibid., 74, 2424 (1970).
(6) F. A. Momany, R. F. McGuire, J. F. Yan, and H. A . Scheraga, 
ibid., 75, 2286 (1971).
(7) J. F. Yan, F. A. Momany, and H. A. Scheraga, J. Amer. Chem. 
Soc., 92, 1109 (1970).
(8) H. A. Scheraga, Advan. Phys. Org. Chem., 6, 103 (1968).
(9) H. A. Scheraga, Chem. Rev., 71, 195 (1971).
(10) J. A . Pople and G. A. Segal, J. Chem. Phys., 44, 3289 (1966).
(11) E. Clementi, J. Mehl, and W . von Niessen, ibid., 54, 508 (1971).
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exact quantum mechanical calculations. These exact 
methods are even too expensive for treating the rather 
large number of smaller systems discussed here, and 
resort is had to the CNDO/2 method, even though it 
is only an approximation to the more exact procedures. 
As discussed in previous papers,4-7 the CNDO/2 
method provides valid information when a group of 
related compounds (rather than a few selected ones) 
is examined, as it is here.

Although a number of empirical hydrogen bond 
potential functions have been presented in the litera­
ture,3'12-17 their primary emphasis has been on fitting 
a fixed hydrogen bond length (as observed in crystals) 
and the energy (from thermodynamic data). Since 
ranges of bond lengths, bond angles, and energies have 
been observed for different molecules,18 involving D - 
H- ■ A hydrogen bonds, it would seem that the mini­
mum-energy conformation for a particular type of 
hydrogen-bonded complex [i.e., with particular proton 
donor (D) and proton acceptor (A) atoms] would de­
pend significantly on all the intermolecular interac­
tions and cannot be assumed to depend primarily on 
the interactions involving only the D, H, and A atoms. 
Thus, it is necessary to consider the shape of the total 
potential function for the interaction of two molecules 
in a hydrogen-bonded dimer in order to obtain a cor­
rect representation of the D -H  ■ • - A interaction.

A very important feature of the hydrogen bond in­
teraction, and one which is very poorly understood, 
is its angular dependence. The origin of this angular 
dependence has previously been postulated to arise 
primarily from the “ quantum mechanical”  nature of 
the hydrogen bond, which involves the lone-pair elec­
trons on, say, the acceptor oxygen atom in the hydro­
gen bond. According to molecular orbital theory, 
these lone-pair electrons are positioned in specific 
hybridized orbbals (e.g., sp2 hybridization for an iso­
lated C = 0  group); by assuming that this orbital di­
rectionality for an isolated group is retained upon com­
plex formation, the orbital angular preference would 
be transferred to the hydrogen bond. This assump­
tion is based on observations of crystals, which indicate 
that a large number of hydrogen bonds are nonlinear, 
and in fact close to what one might expect from the sp2 
hybridized orbitals which presumably exist before com­
plex formation. Although considerable angular de­
viation from pure sp2 hybridization occurs, there seems 
to have been an acceptance of the conclusion, stated 
by Pimentel and McClellan,16 that “ the bond angles 
display a tendency which reassures us in using the con­
cept of orbital hybridization.”  However, if one is 
going to invoke the concept of “ hybridization,”  one 
should include all electron orbital contributions which 
are mixed in the “ hybridization,”  since additional 
atoms would perturb the original “ hybridization.” 19 
Thus, as the DH group approaches an oxygen acceptor 
of an isolated C = 0  group, the Is orbital of the hydro­

gen mixes with the oxygen orbitals, thereby distorting 
the original sp2 hybridization of the isolated C = 0  
group. On the basis of this argument, we do not make 
any a priori assumptions about directionality. Thus, 
instead of assuming, e.g., that the angular dependence 
displayed by crystal data results primarily from pre­
existing directed orbitals, we leave open the possibility 
that the observed angular dependence is a natural con­
sequence of all interatomic interactions in the hydro- 
gen-bonded complex. In fact, we will show that the 
nonlinear hydrogen bond (found in the CNDO/2 cal­
culations) can be reproduced empirically as a sum of 
all nonbonded and electrostatic interactions among the 
atoms of the complex, as well as an 0  • ■ ■ H hydrogen 
bond interaction which does not include any special 
angular-dependent term.

Figure 1. Conformations and partial charges for the 
monomers used in the hydrogen-bonded model dimers. The 
overlap-normalized partial charges, calculated by the CN DO/2 
method, should be divided by 1000 to obtain 
electronic charge units.

(12) E. R. Lippincott and R. Schroeder, J. Chem. Phys., 23, 1099 
(1955); J. Phys. Chew.., 61, 921 (1957).
(13) R. Balasubramanian, R. Chidambaram, and G. N . Ramaehan- 
dran, Biochim. Biophys. Acta, 221, 196 (1970).
(14) N. Salaj, Acta Chem. Scand., 24, 953 (1970).
(15) G. C. Pimentel and A. L. McClellan, “The Hydrogen Bond,” 
W . H. Freeman, San Francisco, Calif., 1960, p 232.
(16) S. Bratoz, Advan. Quantum Chem., 3, 209 (1967).
(17) A . S. N. M urthyand C. N . R. Rao, J. Mol. Struct., 6, 253 
(1970).
(18) A . S. N . Murthy and C. N . R. Rao, Appl. Speclrosc. Rev., 2, 
69 (1968).
(19) For example, see C. A. Coulson, “ Valence,”  Oxford University 
Press, New York, N . Y ., 1971 p 197.
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Table I : M olecular G eom etry“

------------------------------ J3ona distances—
Bond Bond length, Á

'----------------------------------Bond angles---------
Bond angle Value, deg

0  (alcohol, w ater)— H 1 .0 0 r [H O waterH ] 1 0 5 .0
C (m eth yl)— O (alcoh o l) 1 .3 6 T [CmethylOalcoholH] 1 1 0 .0
C  (m ethyl)— H 1 .0 9 T [HOmethylH] 1 0 9 .5
C '( c a r b o x y l ) = 0 1 .2 3 T [OalcoholCmethylH] 1 0 9 .5
C '(ca rb o x y l)— H 1 .0 0 carboxyOalcoholH_ 1 1 0 .0
C ' ( carboxyl)— 0  (alcohol) 1 .2 9 T [OalcoholC carboxylOcarboxyl] 1 2 5 .0
C ' ( carboxyl )•— C  (m eth y l) 1 .5 3 ^[OalcoholC carboxylH] 1 1 5 .0
C '(carb ox yl)— N  (am ine) 1 .3 2 T[C carboxylCmethylH] 1 0 9 .5
N (am in e, am m onia)— Id 1 .0 0 T" [OalcohoiC carboxylCmethyl] 1 1 4 .5
N  (am ine)— O (alcohol) 1 .4 6 7"[OalcoholC carboxyl^amine] 1 1 0 .5
N  (am ine)— C  (m eth y l) 1 .4 8 t [C carboxyl-^amineH] 1 2 0 .0

T’ lNaraineC carboxylH] 1 1 5 .5

T [H C  CarboxylOcarboxyl] 1 2 0 .0
'r[CraethylO carboxylNamine] 1 1 5 .0
T [CmethylO carboxylOcarboxyl] 1 2 0 .5
T[NaraineC carboxylOcarboxyl] 1 2 3 .0
■^[NamineO carboxylN&mine] 1 1 4 .0
T [H N ammon iaH] 1 0 6 .0
T [N  am ineOa lcoho lH  ] 1 0 3 .0
T [Oalcobol-NamineH] 1 0 5 .0

^[NamineCmethylH] 1 0 9 .5

“ T he geom etry in this table was m aintained fixed for all conformations studied. T h e  orientations of all end groups are fixed as shown  
in Figure 1.

To develop a theoretical basis for an empirical 
hydrogen bond potential function, we have used the 
CNDO/2 method to compute the energies of a num­
ber of linear hydrogen-bonded dimer complexes having 
the following types of hydrogen bonds: 0 — H- • 0 < , 
0 —H • • 0 = ,  N— H • ■ -0 < , and N—H • • -0 = .  The 
molecules considered are shown in Figure 1 together 
with the overlap-normalized20 (CNDO/2) partial 
charges for each atom in the illustrated conformation; 
various dimer complexes were formed from these 
monomers. For amide-type molecules, the geometry 
chosen was that based on a survey of crystal data for 
amino acids.21 The bond lengths and bond angles 
used in these calculations are shown in Table I (Fig­
ure. 1). Since variation in the D -H  bond length has 
little effect on the calculated energy, and excessive 
computer time would be required if the D -H  bond 
length were allowed to vary, the D -H  bond length was 
kept constant in the calculations.22-26

The several degrees of freedom which were consid­
ered here are shown in Figure 2 and defined as follows:
(1) a is the angle between the oxygen axis [defined by a 
line bisecting the two hydrogen atoms and lying in the 
H -O -H  plane for water (Figure 2A), or the C = 0  bond 
for the carboxyl compounds (Figure 2C)] of molecule 
a and the axis of the H -D  (D being the O or N) bond 
of molecule b, with the 0 , H, and D atoms being col- 
linear, and both molecules coplanar (with the exception 
of the hydrogens when necessary) (a = 0° in Figure 
2A and 2C); (2) 5 is the angle between the oxygen axis 
(defined above) of molecule a and the H -D  bond of

molecule b, with the 0  and H atoms lying along the 
oxygen axis, and both molecules coplanar as in (1), 
(5 = 0 in Figure 2A and 2C); (3) 6 is the dihedral angle 
of rotation about the axis defined by the oxygen axis 
and the Hb and Db atoms, with the positive direction 
being clockwise as one looks from a to b and rotates 
molecule b (0 =  0° in the planar conformation of 
Figure 2C) ; (4) R0 . ■ . h  is the distance between 
the oxygen atom of molecule a and the H(D) atom 
of molecule b (Figure 2A); for nonlinear hydro­
gen bonds we will also use Ro - ■ d , where D is either 
N or 0 , shown in Figure 2C; (5) /3 is the out-of-plane 
angle which the plane of molecule b makes with that of 
molecule a with the D -H  bond directed toward the Oa

(20) See paper II4 for definition of overlap-normalized (ON) charges.
(21) R. F. McGuire, F. A. Momany, and H. A. Scheraga, to be pub­
lished.
(22) While variation in the D -H  bond length, especially in hydrogen 
bonded crystals, has been reported,23 there is much scatter in the data 
and it is difficult to detect a trend in the variation of the D -H  bond 
length with, for example, the D - - - A  bond distance. In a few 
C N D O /2 calculations performed here, in which the D -H  bond length 
was allowed to vary, the results (not shown) indicate that the hydro­
gen bond energy is not very sensitive to a variation in this bond 
length. Other more extensive quantum mechanical calculations11’“ '26 
do not agree among themselves on this point. Therefore, for these 
reasons, together with the fact that an empirical function which is in­
tended for conformational energy calculations on macromolecules 
should be as simple as possible, we have fixed the D -H  bond length 
at the value given in Table I.
(23) W . C. Hamilton and J. A. Ibers, “ Hydrogen Bonding in Solids," 
W . A. Benjamin, New York, N . Y ., 1968, p 53.
(24) S. D . Peyerimhoff and R. J. Buenker, J. Chem. Phys., 50, 1846 
(1969).
(25) D . Hankins, J. W . Moskowitz, and F. H. Stillinger, ibid., 53, 
4544 (1970).
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h ,

A. W ate r  P la n a r  L inear  D im er

used here were the same as have been used in previous 
studies.4'6 Because of limitations on computing time, 
bond lengths and bond angles within each molecule were 
not varied, even though it is recognized that the for­
mation of intermolecular hydrogen bonds could lead 
to changes in these quantities.22

2. Empirical. With the exception of the hydro­
gen bond potential, the empirical functions used here 
have been reviewed elsewhere.8 The nonbonded in­
teractions are expressed by a Lennard-Jones 6-12 po­
tential function of the form

B. W ate r  O u t - o f - P l a n e  D im e r

H

C. Form ic  Acid P lanar  L inear D imer

Figure 2. Conformations for the linear hydrogen-bonded 
dimers studied here. See text for definitions of symbols. 
8 =  0° in both Figures A and C.

atom (Figure 2B). Several other conformations were 
studied in order to compare our results with those pre­
viously reported,6 and these will be noted in the text.

The energies of the complexes were computed as a 
function of these variables by the CNDO/2 method. 
The attractive part of these potential curves (com­
puted for the linear dimers as a function of R o . .. H) 
were fit empirically by adding an empirical potential 
for the 0 . . . H interaction to the nonbonded and elec­
trostatic contributions from all other atoms in the com­
plex. This empirical potential was then refined by re­
quiring that the curve for the total interaction poten­
tial energy of the dimer have a minimum (in agreement 
with thermodynamic data) at a distance corresponding 
to results from gas-phase electron diffraction data on 
formic acid. The resulting contribution from the 
0  • • • H interaction is designated as an empirical gen­
eral hydrogen bond (GHB) potential. It must be 
emphasized that the GHB potential is not the total 
interaction energy; the latter is the sum of the GHB 
potential and all other nonbonded and electrostatic 
interactions. Further, only the total interaction en­
ergy, and not the GHB potential, can be compared 
with experimental data on hydrogen-bonded com­
plexes.

where ri} is the distance between atoms i and j, (rg) tj 
is the value of rfJ at which (f7y)nb is a minimum, and 
etJ is the depth of the potential well at (rK)w. We 
have recently reevaluated both the (rg)y and e« pa­
rameters, and these are presented elsewhere,21 together 
with all the empirical potential functions, parameters 
and charges, used in conformational energy calcula­
tions. The electrostatic interactions are calculated 
by means of Coulomb’s law

™  (2)i j  u r  a
where D is the apparent dielectric constant, and g< and 
Qj are the partial charges (ON) on all atoms i and j, 
respectively, calculated for the monomers by the 
CNDO/2 method (see Figure 1).

3. Curve Fitting. In order to fit the empirical and 
quantum mechanical curves for the energies of the 
hydrogen-bonded complexes, we have used a nonlinear 
least-squares curve fitting procedure with damping, 
similar to the method first developed by Levenberg.27 
Briefly, this method may be outlined as follows. Con­
sider a two-dimensional curve described by the experi­
mental coordinates x,° and yl\ and suppose one wishes 
to fit this curve with the expression

Vi =  Go ^2, *, cq, * , dm) (3)

where i varies to indicate the n points used to describe 
the curve, j  is the index for the rn variable parameters 
a, in the nonlinear function /, and yt° is the calculated 
coordinate corresponding to y ,.  The m normal equa­
tions for the nondamped or Gauss’s linear least-squares 
solution can easily be derived28 and written in the fol­
lowing form, which includes weighting factors

Y jF n F ijW i  Aüj =  ¿ G / /  -  V f W a W i
_ Ì J  i

(k =  1, 2, • • - , m) (4)

Theory
1. Quantum Mechanical. A brief description of 

the CNDO/2 method is given in paper II.4'26 With 
the exception of the geometry, all input parameters

(26) W e are indebted to Professor R. Hoffmann for making the 
C N D O /2 computer program available to us.
(27) K. Levenberg, Quart. Appl. Math., 2, 164 (1944).
(28) H. Margenau and G. M . Murphy, “ The Mathematics of Physics 
and Chemistry,”  D . Van Nostrand, New York, N . Y ., 1956, p 506.
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where the sums are taken over i and j, F tj represents
• • , d/,an n X m matrix with the elements -—, wt are weights

Odj
chosen between 0 and 1, and A % is the change in the 
variable parameters eq. According to Levenberg’s 
method, one can rewrite these m normal equations to 
include a damping parameter, p, as
m V  n “1

S i  S E ìkFijWi +  pSfcjJAoq =  ¿ ( 2 / i °  -  V i ) F ikw l
i

where 8kj  is the kronecker 8

II 1—4 JnD (5)

àkj =  1 ( k  =  j )

=  0 ( k  ^  j ) (6)
The damping parameter, p, which facilitates con­

vergence, is chosen as follows: initially, p is set equal 
to zero and the nondamped least-squares solution for 
the y f ’s (eq 4) is tested to see if the mean square of the 
variance

[MSF -  m^ T )  ?  -  •*»*]
has decreased from its initial value. If so, then an­
other iteration is sought. If the MSV  value diverges, 
p is set equal to —0.5, and a new M SV  value is ob­
tained. If this new MSV  value diverges, p is continu­
ally halved until an acceptable solution is found, or 
until p becomes less than —0.005, at which time the 
next to last value of p is used as the initial solution for 
the next iteration. Final convergence is assumed to 
have occurred when all the a/ s  deviate by less than 
0.001% from their values in the previous iteration. 
We have tested this method against several other 
methods for determining p,29”30 and found that this 
method was faster than the others, both in time per 
iteration and the number of iterations for convergence.

Procedure
The charge distributions and the energies of the 

monomers shown in Figure 1 were calculated by the 
CNDO/2 method. Then the energies of a series of 
linear hydrogen-bonded dimer complexes (listed in 
Table II) were computed for various values of the 
Ro ■ . . h  distance (with a =  j8 = 5 = 0 =  0°) by 
the CNDO/2 method. To fit an empirical potential 
to this quantum mechanical potential function, we 
ignore the repulsive side of the quantum mechanical 
curve and consider only the attractive side, by proper 
adjustment of the w{’s in eq 5. This procedure is 
adopted since it is well known4-6’81 that the CNDO/2 
method underestimates the repulsive interactions, i.e., 
that it leads to a very short O • • • H distance in 
the hydrogen bond, but gives good agreement with 
experimental data at distances corresponding to the 
attractive interactions.4-6'81,32 This fitting is accom­

plished by first subtracting the empirical nonbonded 
and electrostatic interactions for all atom pairs be­
tween molecules a and b, except that between the H 
and O atoms in the hydrogen bond. The difference is 
then fit by an empirical function for the O • • • H inter­
action—a different one for each type of dimer of Table 
II. Four general types of hydrogen bond were used 
since one empirical GHB potential sufficed for de­
scribing the O • • • H interaction for all dimers of a given 
type. The parameters of the type 2 empirical O- • H 
are then refined to reproduce the gas-phase electron 
diffraction and thermodynamic data for the cyclic for-

Table II : Various Types of Model Hydrogen-Bonded 
Linear Dimers

Type Proton Donor Proton Acceptor

(1) O—H- • 0 < Water
Methanol

(2) O—II- • 0 = Water

Formic Acid

(2a) O— H- • - 0 =  Water
Methanol

(3) N— H - - - 0 <  Ammonia
Hydroxylamine
Methylamine

(4) N— H • • • 0 =  Ammonia

Formamide

Urea

(4a) N— H • • • 0 = Ammonia
Hydroxylamine
Methylamine

Water
Water
Formic Acid 
Acetic Acid 
Carbamic Acid 
Formamide 
Acetamide 
Urea
Formic Acid 
Acetic Acid 
Carbamic Acid 
Formamide 
Acetamide 
Urea
Formaldehyde
Formaldehyde
Water
Water
Water
Formic Acid 
Acetic Acid 
Carbamic Acid 
Formamide 
Acetamide 
Urea
Formic Acid 
Acetic Acid 
Carbamic Acid 
Formamide 
Acetamide 
Urea
Formic Acid 
Acetic Acid 
Carbamic Acid 
Formamide 
Acetamide 
Urea
Formaldehyde
Formaldehyde
Formaldehyde

(29) J. Meiron, J. Opt. Soc. Amer., 55, 1105 (1965).
(30) J. Pitha and R. N. Jones, Can. J. Chem., 44, 3031 (1966).
(31) J. R. Hoyland and L. B. Kier, Theor. Chim. Acta, 15, 1 (1969).
(32) A. S. N. Murthy, R. E. Davis, and C. N . R. Rao, ibid., 13, 81 
(1969).

The Journal of Physical Chemistry, Vol. 76, No. S, 1972



380

Figure 3. Illustrative CN DO/2 energies for some model linear 
dimers with hydrogen bonds of types 1 and 2, as a function of 
the linear distance Ro. ■ -h- For all linear dimers shown, a =
5 =  0 =  0° and 8 =  0°. AE =  0 for two monomers at 
infinite separation. (A) Representative dimers with water as 
the proton donor molecule are: a, water-water (type 1); b, 
water-formic acid (type 2); c, water-formamide (type 2); d, 
water-urea (type 2). (B) Representative dimers (type 2)
with formic acid as the proton donor molecule are: a, formic
acid-formic acid; b, formic acid-formamide, c, 
formic acid-urea.

mic acid dimer.33'34 This second adjustment to fit 
the experimental data did not affect the earlier 
attained fit to the attractive side of the quantum me­
chanical potential curve. The empirical function 
representing the 0  • • • H interaction portion of the total 
energy of the dimer complex is the GHB potential.

As pointed out in the Introduction, no angular de­
pendence is introduced into the empirical potentials. 
However, we will show (by comparing the total empir­
ical and quantum mechanical energies for the linear 
dimers) that the angular dependence is accounted for, 
as a result of the various nonbonded and electrostatic 
interactions between molecules a and b.

The four types of dimers in Table II contain two 
subclasses, 2a and 4a, which involve formaldehyde as 
the proton acceptor. Whereas a specific GHB po­
tential could be obtained for each of the types 1, 2, 3, 
and 4, for all dimers, this was not true for the dimers 
of types 2a and 4a. The parameters for the GHB 
potential fall between those of types 1 and 2 for type

R. F. M cGuire, F. A. M omany, and H. A. Scheraga

Figure 4. Illustrative CN DO/2 energies for some model linear 
dimers with hydrogen bonds of types 3 and 4, as a function of 
the linear distance Ro ■ ■ ■ h- For all linear dimers shown, a =
5 =  0 =  0° and 8 =  0°. AE =  0 for two monomers at 
infinite separation. (A) Representative dimers with ammonia 
as the proton donor molecule are: a, ammonia-water (type 3);
b, ammonia-formic acid (type 4); c, ammonia-formamide 
(type 4); d, ammonia-urea (type 4). (B) Representative
dimers (type 4) with formamide as the proton donor molecule 
are: a, formamide-formic acid; b, formamide-formamide; c, 
formamide-urea. (C) Representative dimers (type 4) with 
urea as the proton donor molecule are: a, urea-formic acid; 
b, urea-formamide; c, urea-urea.

2a, and between types 3 and 4 for type 4a. Since there 
are many uncertainties about formaldehyde (e.g., its 
geometry, conformation, and effect of hydrogen bond­
ing thereon), we do not report the results for types 2a 
and 4a hydrogen bonds here, except to note that they 
are anomalous.

(33) A. Almenningen, O. Bastiansen, and T . Motzfeldt, Acta Chem. 
Scand., 23, 2848 (1969).
(34) W . P. Minicozzi and D. F. Bradley, J. Comput. Phys., 4, 118 
(1969).
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Figure 5. CN DO /2 results for the dependence of partial charge 
on Ro • • • h for (A) the water-water dimer with a  =  S =  f} =  0° 
and 6 =  0°, and (B) the formic acid-formic acid dimer with 
a =  5 =  0 =  0° and 6 =  0°. The atoms belonging to 
molecules a or b are designated by subscripts. The dagger 
indicates the proton in the hydrogen bond, and the primes on 
the C and O atoms designate the carbonyl groups.

Results and Discussion

The results are presented and discussed in the fol­
lowing order: (1) CNDO/2 calculations on linear
hydrogen-bonded dimers, (2) fitting an empirical 
GHB potential to the quantum mechanical results, and 
modifying it to fit experimental data, (3) calculation 
of total empirical energy of hydrogen-bonded dimer 
complexes, (4) test of the angular dependence of the 
total empirical energy of hydrogen-bonded dimer com­
plexes, and (5) comparison of empirical and CNDO/2 
results for stacked dimers not linked by hydrogen 
bonds.

For most of the results, the zero of the energy scale 
is taken as that of the monomers at infinite separation; 
for some others, the zero is taken as that of the com­
plex in a specified conformation. In this way, it is 
easy to see the changes in energy, AE, accompanying 
either the association of two monomers, or the change 
in the conformation of the complex. These choices 
of zero energy lead to negative values for a stabiliza­
tion energy. While a rather extensive number of cal­
culations have been performed, only selected values 
are reported here for illustrative purposes. All energy

381

Figure 6. CNDO/2 results for the dependence of partial 
charge on Ro ■ .. h for (A) the ammonia-water dimer with a =
S =  /3 =  0° and 0 =  0°, and (B) the formamide-formamide 
dimer with a = 5 = 0 = 0° and 0 = 0 ° .  The atoms belonging 
to molecules a or b are designated by subscripts. The dagger 
indicates the proton in the hydrogen bond, and the primes on 
the C and O atoms designate the carbonyl groups. Cis and 
trans express the position of the hydrogens with respect to the 
carbonyl oxygen atom.

differences (i.e., in ?7c n d o /2, in U g h b , or in Ut0ui) are 
expressed as AE.

1. CNDO/2 Calculations on Linear Hydrogen-Bonded, 
Dimers. Assuming the existence of a linear hydrogen 
bond with a fixed D -H  bond length, CNDO/2 calcula­
tions of the energy as a function of Ro. .n were car­
ried out for all of the dimers listed in Table II. In 
all cases, complete potential curves were constructed 
for Ro - • H in the range of 1.3-5.0 A, similar to those 
shown for water and formic acid as proton donors in 
Figure 3, and for ammonia, formamide, and urea as 
proton donors in Figure 4.

The partial charge distributions (for the O, H, and 
D atoms) and the total energies for all dimers, at several 
values of Ro • • h, are listed in Table III. Examples 
of the changes in the charge distributions for all atoms 
in the dimer, as the hydrogen bond is formed, are 
shown in Figures 5 and 6.
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Table I II : Selected CN DO /2 Results for Linear Hydrogen-Bonded Dimers“ •b

■Dimer-----------------------% ------------------- Ro...H =• 1.3 Â -------------------- . .------------------- Ro.-H =  1.5 Â-
P r o t o n P r o t o n E n e r g y ✓------------P a r t ia l C h a rg e c______ s E n e r g y ,----------P a rtia l C h a rg e

Type D o n o r A c c e p t o r k c a l /m o l 0 H D k c a l / m o l | O H D

( 1 ) 0 — H -- •0< Water Water -6 .7 0 3 -3 7 9 269 -4 2 0 -8 .6 6 5 -3 6 7 228 -3 8 9
Methanol Water -6 .9 4 9 -3 8 2 280 -3 8 7 -9 .0 6 3 -3 6 9 235 -3 5 6

( 2 ) 0 — H -- • 0 = Water Formic acid -7 .2 0 1 -3 7 1 281 -4 2 5 -9 .2 5 7 -3 5 6 238 -3 9 4
Acetic acid -8 .2 0 6 -3 9 8 286 -4 2 9 -9 .8 3 0 -3 8 1 241 -3 9 6
Carbamic acid -1 0 .2 9 5 -4 5 3 294 -4 3 6 -1 1 .0 5 8 -4 3 9 249 -4 0 2
Formamide -9 .0 5 6 -4 0 9 289 -4 3 3 -1 0 .3 5 8 -3 9 4 244 -3 9 9
Acetamide -9 .9 0 2 -4 3 0 293 -4 3 7 -1 0 .8 5 3 -4 1 4 247 -4 0 2
Urea -1 1 .9 0 1 -4 8 2 300 -4 4 4 -1 2 .0 6 0 -4 6 7 254 -4 0 8

Formic acid Formic acid -1 2 .5 2 5 -3 8 6 320 -4 1 3 -1 2 .6 5 4 -3 6 9 273 -3 8 1
Acetic acid -1 4 .0 4 0 -4 1 4 325 -4 1 8 -1 3 .5 8 7 -3 9 6 277 -3 8 4
Carbamic acid -1 6 .8 5 1 -4 6 9 334 -4 2 5 -1 5 .3 9 5 -4 5 3 285 -3 9 0
Formamide -1 5 .1 9 1 -4 2 5 329 -4 2 1 -1 4 .3 3 1 -4 0 8 280 -3 8 7
Acetamide -1 6 .3 8 3 -4 4 7 333 -4 2 5 -1 5 .0 3 7 -4 2 9 284 -3 8 9
Urea -1 9 .0 2 6 -4 9 8 341 -4 3 0 -1 6 .7 3 2 -4 8 2 291 -3 9 3

( 3 )  N— H • ••0< Ammonia Water 3.646 -3 6 7 223 -4 1 6 -3 .3 5 1 -3 5 9 178 -3 8 9
Hydroxylamine Water 2.580 -3 7 1 233 -2 4 2 -3 .8 8 5 -3 6 1 186 -2 1 3
Methylamine Water 0.792 -3 7 3 264 -4 5 1 -4 .8 1 4 -3 6 2 218 -4 2 5

( 4 )  N— H • •• 0 = Ammonia Formic acid 2.590 -3 6 3 235 -4 2 0 -3 .8 3 2 -3 4 9 188 -3 9 2
Acetic acid 1.837 -3 8 9 241 -4 2 5 -4 .2 5 3 -3 7 4 192 -3 9 6
Carbamic acid - 0 . 0 1 1 -4 4 6 251 -4 3 1 -5 .2 6 0 -4 3 2 201 -4 0 1
Formamide 1.251 -4 0 2 245' -4 2 8 -4 .5 9 5 -3 8 7 196 -3 9 8
Acetamide 0.645 -4 2 2 249 -4 3 0 -4 .9 1 8 -4 0 7 199 -3 9 9
Urea -0 .9 9 9 -4 7 4 259 -4 3 6 -5 .8 1 6 -4 6 1 207 -4 0 3

Formamide Formic acid -4 .0 9 5 -3 8 1 304 -4 8 1 -7 .9 6 9 -3 6 5 254 -4 5 2
Acetic acid -5 .3 2 1 -4 0 9 310 -4 8 4 -8 .7 0 6 -3 9 1 259 -4 5 4
Carbamic acid -7 .9 0 6 -4 6 4 321 -4 8 8 -1 0 .3 0 7 -4 4 8 267 -4 5 8
Formamide -6 .2 7 6 -4 2 0 315 -4 8 6 -9 .3 1 9 -4 0 3 262 -4 5 6
Acetamide -7 .3 2 4 -4 4 1 319 -4 8 9 -9 .9 4 7 -4 2 4 266 -4 5 8
Urea -9 .7 7 4 -4 9 3 329 -4 9 3 -1 1 .4 8 3 -4 7 7 274 -4 6 1

Urea Formic acid -3 .2 1 0 -3 8 0 292 -5 1 2 -7 .5 5 8 -3 6 3 241 -4 8 5
Acetic acid -4 .4 5 7 -4 0 7 298 -5 1 5 -8 .3 3 3 -3 9 0 246 -4 8 7
Carbamic acid -7 .0 2 1 -4 6 3 309 -5 2 0 -9 .9 3 9 -4 4 8 255 -4 9 0
Formamide -5 .3 0 0 -4 1 8 303 -5 1 8 -8 .8 6 3 -4 0 3 250 -4 8 8
Acetamide -6 .2 5 8 -4 3 9 308 -5 2 0 -9 .4 1 7 -4 2 3 253 -4 9 0
Urea -8 .5 1 0 -4 9 1 317 -5 2 4 -1 0 .8 0 4 -4 7 6 262 -4 9 3

“ The partial charges (for the 0 , H, and D atoms) and the total energies are given for several values of R o — h - b The zero reference 
distribution (ON) in electronic units.

Several interesting trends can be detected in the 
above results. First, hydrogen bonds of the same 
type exhibit considerable differences in the depths of 
their attractive potentials. For example, for a type 
2 (0 -H  • • • 0 = )  hydrogen bond, there is a spread be­
tween ~  —9 to —19 kcal/mol at the energy minimum 
(see Table III). Further, although in general the at­
tractive potential at the minimum decreases (becomes 
less negative) in the order type 2 >  type 4 >  type 1 >  
type 3, specific examples arise in which this order is not 
followed (e.g., formamide bonded to carbamic acid, 
acetamide, and urea, respectively, all show stronger 
hydrogen bonds than the water-formic acid complex).

Second, as illustrated in Figures 5 and 6, as the 
strength of the interaction potential increases (i.e., as 
the two monomers approach each other to form a 
hydrogen bond), the atoms (especially the hydrogen 
involved in the hydrogen bond) become polarized.

From a comparison of the polarization of this hydrogen 
atom with the energy at fixed Ro- ■ -h for different di­
mers, it is seen that the more negative the energy the 
greater is the polarization of this hydrogen. However, 
the polarizations of the H and 0  atoms are not good 
indicators of the strength of the hydrogen bond for 
two reasons. (1) Not only the hydrogens, but all 
atoms in the molecule, become polarized to some 
extent (see Figures 5 and 6). As the molecules ap­
proach each other (even closer than the distance at 
the minimum of the potential curve), the polarization 
increases monotonically (e.g., see the ammonia-water 
data in Figure 6A). It is found by the CNDO/2 cal­
culations that any two atoms which come close to­
gether and interact attractively or repulsively, become 
polarized. (2) Although the partial charge of the 
hydrogen atom in the hydrogen bond is found to be­
come more positive by as much as ~90-100%  at the
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TT
Energy a ' JiO’ .. H —

keal/mol 0 H D keal/mol 0 H D keal/mol o H D

- 6 .2 7 8 -3 6 1 206 -3 7 1 - 2 .8 5 5 - 3 5 5 190 - 3 5 8 - 0 .1 0 6 - 3 4 8 175 - 3 4 8
- 6 .4 5 8 - 3 6 2 210 -3 3 8 - 2 .9 1 2 -3 5 5 193 - 3 2 5 - 0 .1 0 2 - 3 4 8 176 - 3 1 5
- 6 .6 6 6 - 3 4 8 214 -3 7 5 -3 .1 3 1 -3 4 1 196 -3 6 1 - 0 .1 7 7 - 3 3 3 177 - 3 4 9
- 6 .9 9 9 - 3 7 3 217 - 3 7 7 - 2 .2 9 2 -3 6 6 198 - 3 6 3 - 0 .1 9 3 - 3 5 7 178 - 3 4 9
- 7 .7 3 8 -4 3 1 223 -3 8 1 - 3 .6 7 4 - 4 2 5 203 - 3 6 6 - 0 .2 3 9 - 4 1 6 179 - 3 4 9
- 7 .3 2 6 - 3 8 6 219 - 3 7 9 - 3 .4 6 3 -3 7 9 200 - 3 6 4 - 0 .2 1 3 - 3 7 1 178 - 3 4 9
- 7 .6 2 5 - 4 0 5 221 -3 8 1 - 3 .6 2 1 - 3 9 8 202 - 3 6 5 - 0 .2 3 8 - 3 8 9 178 - 3 4 9
- 8 .3 7 1 - 4 6 0 227 - 3 8 6 - 4 .0 2 1 - 4 5 3 206 -3 6 9 - 0 .2 9 7 - 4 4 5 179 - 3 5 0
- 8 .9 3 4 -3 5 9 246 - 3 6 2 - 4 .5 3 1 - 3 5 0 227 - 3 4 7 - 0 .5 3 2 - 3 3 6 205 - 3 3 4
- 9 .5 3 7 - 3 8 5 250 - 3 6 4 - 4 ,8 8 6 - 3 7 6 229 - 3 4 9 - 0 .5 9 4 - 3 6 0 206 - 3 3 5

-1 0 .7 4 8 -4 4 3 256 - 3 6 8 - 5 .6 3 0 - 4 3 5 234 - 3 5 2 - 0 .7 5 2 - 4 2 0 207 - 3 3 5
-1 0 .0 2 6 - 3 9 8 252 - 3 6 6 - 5 .1 7 0 -3 8 9 231 - 3 5 0 - 0 .6 4 0 - 3 7 3 206 - 3 3 5
-1 0 .4 6 5 - 4 1 8 255 -3 6 7 - 5 .4 1 6 -4 0 8 233 -3 5 1 - 0 .6 9 2 - 3 9 2 207 - 3 3 5
- 11.583 - 4 7 2 262 - 3 7 0 - 6 .0 8 1 -4 6 3 238 -3 5 3 - 0 .8 1 4 - 4 4 8 208 - 3 3 5

- 3 .5 1 2 - 3 5 4 153 - 3 7 3 - 1 .8 2 0 -3 5 1 136 - 3 6 2 - 0 .0 4 2 - 3 4 7 120 - 3 5 3
- 3 .8 3 7 - 3 5 6 160 - 1 9 7 - 1 .9 6 5 - 3 5 2 141 - 1 8 6 - 0 .0 4 9 - 3 4 7 124 - 1 7 7
- 4 .2 4 9 - 3 5 7 192 - 4 1 0 - 2 .0 9 1 - 3 5 2 174 - 4 0 0 -0 .0 5 1 - 3 4 7 157 - 3 9 2
- 3 .7 6 0 - 3 4 2 161 - 3 7 6 - 1 .9 5 5 - 3 3 7 142 - 3 6 5 - 0 .0 7 2 - 3 3 2 122 - 3 5 4
-4 .0 0 1 - 3 6 7 165 - 3 7 9 -2 .0 7 1 -3 6 1 144 - 3 6 6 - 0 .0 8 7 - 3 5 6 122 - 3 5 4
- 4 .5 6 2 -4 2 5 172 - 3 8 3 - 2 .3 2 8 - 4 2 0 150 -3 6 9 - 0 .1 1 3 - 4 1 5 123 - 3 5 5
- 4 .1 9 9 - 3 8 0 168 - 3 8 0 - 2 .1 6 3 - 3 7 5 147 - 3 6 7 - 0 .0 9 2 - 3 7 0 123 - 3 5 5
- 4 .3 7 4 - 3 9 9 170 -3 8 1 - 2 .2 3 8 - 3 9 4 148 -3 6 8 - 0 .1 0 0 - 3 8 8 123 - 3 5 5
- 4 .8 6 6 - 4 5 4 177 - 3 8 4 - 2 .4 5 0 - 4 4 9 153 - 3 7 0 - 0 .1 0 3 - 4 4 4 124 - 3 5 5
- 6 .4 4 2 -3 5 5 226 - 4 3 6 - 3 .5 5 0 - 3 4 7 205 -4 2 5 - 0 .4 4 6 - 3 3 5 183 - 4 1 6
- 6 .9 0 9 -3 8 1 229 -4 3 8 - 3 .8 1 8 - 3 7 3 207 -4 2 6 - 0 .4 9 6 - 3 5 9 183 - 4 1 6
- 7 .9 4 9 -4 3 9 237 -4 4 0 - 4 .4 3 4 - 4 3 2 213 - 4 2 7 - 0 .6 2 3 - 4 1 9 184 - 4 1 6
- 7 .3 1 3 -3 9 4 232 -4 3 9 - 4 .0 5 5 - 3 8 6 210 -4 2 7 - 0 .5 3 6 - 3 7 2 184 - 4 1 6
- 7 .7 1 4 - 4 1 4 235 - 4 4 0 -4 .2 9 1 - 4 0 5 212 - 4 2 7 - 0 .5 9 3 -3 9 1 184 - 4 1 6
- 8 .7 1 6 - 4 6 8 242 -4 4 3 - 4 .8 8 5 - 4 6 1 217 -4 2 9 - 0 .7 1 0 - 4 4 7 185 - 4 1 6
- 6 .3 0 0 - 3 5 5 213 -4 6 9 - 3 .5 8 7 - 3 4 8 192 -4 5 8 - 0 .5 3 7 - 3 3 6 169 - 4 4 9
- 6 .8 1 3 - 3 8 0 216 -4 7 1 - 3 .9 0 5 - 3 7 2 194 -4 5 9 - 0 .6 1 4 - 3 6 0 170 - 4 4 9
- 7 .8 7 6 - 4 3 9 224 - 4 7 3 - 4 .5 6 1 - 4 3 2 200 -4 6 1 - 0 .7 7 8 - 4 1 9 171 - 4 4 9
- 7 .1 5 6 - 3 9 4 219 - 4 7 2 - 4 .1 0 3 - 3 8 6 197 - 4 6 0 - 0 .6 5 2 - 3 7 4 170 - 4 4 9
- 7 .4 9 3 -4 1 3 222 - 4 7 3 - 4 .2 8 9 - 4 0 5 199 -4 6 0 - 0 .6 9 7 - 3 9 2 171 - 4 4 9
- 8 .3 8 7 - 4 6 8 229 -4 7 5 - 4 .8 1 4 - 4 6 0 204 - 4 6 2 - 0 .8 0 9 - 4 4 8 172 - 4 5 0

energy is the sum of the energies of the two planar monomers. c These values should be divided by 1000 to obtain the partial charge

calculated (CNDO/2) energy minimum (R<,. .. h —
1.3-1.6 A), this polarization usually amounts to only a 
few per cent at values of R0 . . . h (~ 1 . 65-2.50 A) 
which correspond to experimentally observed equilib­
rium distances. The calculated charge separation (de­
fined as the sum of the positive and negative partial 
charges of one molecule of the dimer, CS+ and CS~, 
respectively) and the charge transfer (CT, defined as 
the difference between CS+ and CS~ for one molecule 
in the complex6) were also examined. In agreement 
with our previous results (see paper III5), there was 
no correlation between CT and the calculated energy 
at the minimum. Furthermore, although CS+ and 
CS~, for any particular type of hydrogen bond, increase 
in magnitude as the depth of the potential well in­
creases, we found that this relation did not hold when 
different types of hydrogen bonds were compared.

Third, concerning the electrostatic nature of the

hydrogen bond as predicted by the CNDO/2 method, 
a comparison of the partial charges on the donor H 
and acceptor 0  atoms of the separated monomers (Fig­
ure 1) with the energies in Table III shows a good cor­
relation between the magnitude of the charges of these 
two atoms in the separated monomers and the depth 
of the interaction potential well. However, this com­
parison is seen not to hold (Table III) for the D atom 
(0  or N in the proton donor molecule). Hence, al­
though the CNDO/2 results seem to imply that an 
electrostatic effect contributes to hydrogen bond forma­
tion, this electrostatic effect by itself does not appear 
to account for the total energy; i.e., there is also, pre­
sumably, some covalent character to the hydrogen bond.

The above discussion focused attention on the cal­
culated (CNDO/2) energy at the minimum, for illus­
trative purposes only. Similar conclusions can be 
drawn from a consideration of other parts of the curve
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in the attractive region. Thus, even though we will 
ignore the CNDO/2 results in the neighborhood of the 
minimum, in obtaining the GHB potential, for reasons 
stated earlier, the final GHB potential will still reflect 
these trends in the attractive region of the potential.

2. Determination of Empirical GHB Potential. The 
CNDO/2 results presented in section 1 represent all 
intermolecular interactions for all valence electrons 
on every atom, and not just the D I D  • -0  atoms; thus, 
we consider the theoretical interaction potential for 
the hydrogen bond (i.e., the 0 - H  interaction) as 
the difference between the CNDO/2 energy and the 
empirical intermolecular interactions for those atoms 
not directly involved in the hydrogen bond. That 
is, a theoretical interaction potential ( [ / t i p )  is defined 
as

u T IP  =  L  CN D O/2 —  X )  [ ( [ [ « ) nb +  ( U  i}) el ]  ( 7 )

where the sum is taken over all atoms of molecule a, 
with those of molecule b; the 0  - • - H interaction35 is in­
cluded in (Uij)ei but is omitted from (f7w)nb- The 
empirical GHB potential Ug h b  is then defined as that 
empirical function which will reproduce [ / t i p  and be 
the same for all model systems corresponding to any 
one type of hydrogen bond. The functions (I /y)„b 
and (JJu)ei are given by equations 1 and 2, respectively.

The 0  • • • H potential for a type k hydrogen bond 
was taken as

Cobh =  A k/rtjn — Bk/ri}m (8)

where ri} is the R0 . .  . h  distance, and A k, Bk, n and t o  

are constants to be adjusted to yield the best GHB 
potential. A variety of procedures were tried in order 
to make [ / g h b  fit well with Ut i p , but the only one 
which was found to be successful was the following:35
(1) (Uif)nb and (f/y )ei were computed for all pairs of 
atoms between molecule a and molecule b, except for 
the omission of the 0 - H  interaction from (U tj))nb;
(2) the charges :n (!/« )»  1 were the fixed charges of the 
separated monomers; and (3) the 0 - H  interaction 
was assigned as [ / g h b .

Using the nonlinear least-square fitting procedure, 
Ughb was fit to [ /tip. The following conditions were 
imposed in this fitting procedure. (1) The fit was car­
ried out only in the attractive region, i.e., where 
7?o • • ■ h >  1.65 A. (2) For i?o • • ■ h <  1.65 A, it was as­
sumed that the usual form of the repulsive potential 
applies; hence n of eq 8 was taken as 12. (3) For 
Ro. . -h >  5.0 A, Ughb should be sufficiently small so 
that only (U tJ)ei contributes in this region; in order that 
the residual CNDO/2 contribution correspond to ( [ /« )ei 
at these large distances, it was found necessary to set 
D equal to 2.0 in eq 2. It is not clear why this appar­
ent dielectric constant of 2.0 was necessary to give 
agreement between the total empirical energy and the 
CNDO/2 energy at large distances. However, since 
the contribution from (U(j)nb and UGhb is very small

384

at large distances, i.e., the electrostatic energy domi­
nates, it is presumed that the quantity D = 2.0 arises 
from the way in which the monopole (ON) charges 
were defined, and is required in order to normalize the 
energy to a value near the Hartree-Foclc limit. What­
ever the reason, this value of D is necessary to achieve 
a fit at large distances.

Applying the least-squares method, to determine A k 
and Bk for various values of to, the best results were ob­
tained for to = 10. The resulting values of A k and Bk 
for the 10-12 GHB potential for the various dimers are 
listed in Table IV, together with the least-squares stan­
dard deviation a. By weighting the A*’s and Bk s by 
the standard deviation, weighted average parameters

R. F. M cGuire, F. A. M omany, and H. A. Scheraga

Table IV : Parameters for the 10-12 GHB Potential Fit to 
the Theoretical Interaction Potential for 
Hydrogen-Bonded Dimers

✓----------— -------------Dimer Ak,
Ä 12 kca l/

Bk,
A 10 kcal/

<r,
Proton Proton kca l/
donor acceptor mol mol mol

Water Water 8741.5 4059.2 0.071
Methanol Water 8026.8 3815.1 0.096
Water Formic acid 9502.5 4356.5 0.044

Acetic acid 4970.1 2853.0 0.261
Carbamic acid 11558.8 5224.6 0.052
Formamide 10248.8 4697.5 0.043
Acetamide 10462.3 4802.2 0.042
Urea 12396.0 5588.6 0.065

Formic acid Formic acid 11779.0 5343.0 0.074
Acetic acid 12618.2 5697.5 0.096
Carbamic acid 16661.5 7281.5 0.250
Formamide 16944.2 7299.3 0.144
Acetamide 14683.0 6534.0 0.168
Urea 18256.0 7944.0 0.297

Ammonia Water 4747.9 2187.8 0.101
Hydroxylamine Water 4568.7 2151.8 0.114
Methylamine Water 5167.4 2443.1 0.107
Ammonia Formic acid 3991.4 1930.9 0.135

Acetic acid 3929.9 1931.2 0.144
Carbamic acid 5137.3 2446.4 0.114
Formamide 4643.3 2220.1 0.123
Acetamide 4488.5 2180.6 0.133
Urea 5397.4 2580.5 0.121

Formamide Formic acid 8859.6 3928.7 0.068
Acetic acid 9370.7 4152.6 0.079
Carbamic acid 12797.7 5504.2 0.204
Formamide 10698.1 4677.6 0.119
Acetamide 11064.1 4838.9 0.136
Urea 14370.8 6142.8 0.258

Urea Formic 6321.7 2940.9 0.073
Acetic acid 7058.6 3245.8 0.080
Carbamic acid 10935.9 4759.3 0.206
Formamide 8754.7 3906.9 0.115
Acetamide 8160.9 3701.5 0.112
Urea 11331.2 4951.3 0.212

(35) Th is  com bination of special H a and Ob atoms was found to  be 
the best, a fter having attem pted to  include other combinations of 
atoms in constructing the G H B  potentia l. F u rth e r attem pts to  v a ry  
the electrostatic interactions as functions of ifo-.-H  were also found to  
be nonproductive.
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Table V : Final Parameters for the 10-12 GHB Potential

Hydrogen A*. Bk. p  a h m i m p  . bxtmm-
k Bond Type Âla kcal/mol A10 kcal/mol kcal/mol A

G ) O— H - . .0 < Weighted average' 8488.8 3972.9 -5 .9 7 5 1.60
Fit to formic acid dimer1* 10341.2 4609.4 -5 .4 3 2 1.64

(2) ii0w1o

Weighted average' 10951.6 4983.4 -6 .5 1 2 1.62
Fit to formic acid dimer1* 13340.1 5781.2 -5 .9 2 0 1.66

(3) N— H- -0 < Weighted average' 4835.0 2262.2 -3 .3 9 7 1.60
Fit to formic acid dimer4 5889.7 2624.4 -3 .0 8 8 1.64

(4) N—-H- • - 0 = Weighted average' 7649.3 3458.3 -4 .3 7 9 1.63
Fit to formic acid dimer4 9318.4 4012.9 -3 .9 8 1 1.67

® Em-m is the depth of the 10-12 potential well at the minimum, and is —0.067 Bif/Ak6. b Pmin is the value of R o - n  at which Em-ln 
occurs. This is not the hydrogen bond minimum distance for any real molecule, but rather a theoretical limit. Rm¡„ = [1.2 Ak/Bk] '/*■ 
'  Before adjustment to experimental data. 4 After adjustment to experimental data for the formic acid cyclic dimer.

for the 10-12 GHB potential were obtained for each 
type of hydrogen bond. These are listed in Table V to­
gether with the depth of the potential well (E mill) and 
the value (Rmin) or R 0 . . . h  at the minimum of the 10-12 
GHB potential. Since the values Rmin correspond to 
Hghb rather than to the total potential, they are not to 
be compared with experimental data; only the value of 
R o - --h  at the minimum of the total potential function 
should be compared with experimental data.

The total interaction potential (in kcal/mol) for two 
molecules linked by a hydrogen bond is then given by

U ’Total =  T l'  « 0
r (jjhi
L 7 ij

Ajc
"‘{Rt I - 2°}+

B k

R 0---H
+  166.0 £ QiQi

(9)

where represents summations over all interactions 
between all atoms in molecule a (index i) with all atoms 
in molecule b (index j) and 24, /  is the same except that 
only the O. . . H interaction is excluded.

The use of eq 9 with the parameters A k and B k, as 
thus far determined, would match the CNDO/2 results 
only in the attractive part of the potential curve. In 
order to obtain a better fit even at distances less thano
•Ro-.-h =  1.65 A, the values of A k and Bk were subjected 
to second-order corrections, using experimental data. 
The equilibrium value of R o-.-h was taken as the exper­
imental value for the formic acid cyclic dimer, as deter­
mined by gas-phase electron diffraction studies.33 For 
the experimental value of (Ut0tai)min, we resort to the 
data of Minicozzi and Bradley,34 who used the gas- 
phase heat of dimerization of the formic acid cyclic 
dimer to obtain the standard heat of dimerization at 
0°K  by correcting for the contribution arising from the 
vibrational zero-point energies. Their value for the 
energy of dimerization at 0°K, which is not E m¡n but 
(XJtotai)min, is —16.2 kcal/mol. Using eq 9 and the A k 
and B k parameters for a type 2 hydrogen bond, the ex­
perimental values for the cyclic dimer were fit by only 
slight modifications of the GHB potential (viz., by mul­

tiplying A k and B k of Table V by 1.22 and 1.16, respec­
tively). These values are referred to in Table V as 
“ Fit to formic acid dimer.”  When the refined values 
of A k and B k are used in eq 9, a good fit to the experi­
mental data for the acetic and propionic acid cyclic 
dimers is obtained, as shown in Table VI.

Table V I: Comparison of Experimental Data with Empirical 
Calculations for Several Hydrogen Bonded Cyclic Dimers

•Experimental------- > ✓------------ Calcd-
(̂ Total)min>a

kcal/mol
(Ro-.-olmint**

A
(UTotal)min.0

kcal/mol
(Ao.-.olmm,**

A

Formic acid - 1 6 . 2C 2 .7 0 3 ' - 1 6 . 1 7 2 .6 9 8

Acetic acid - 1 4 .  l d 2 .680^ - 1 6 . 1 3 2 .6 8 8

Propionic acid 2 .7 1 1 » - 1 6 . 2 3 2 .6 8 6

° ( TJTotal )m in is the equilibrium energy for the formation of the 
cyclic dimer. h ( f io -o k in  is the distance corresponding to 
(UTotoOmm- '  This is the corrected energy of dimerization at 0°K 
according to Minicozzi and Bradley.34 The uncorrected value 
at 25°C is —14.4 kcal/mol [J. O. Halford, J. Chem. Phys., 10, 
582 (1942)1. 4 Unconnected values at ~ 8 0 °  [A. E. Potter, Jr., P. 
Bender, and H. L. Ritter, J. Phys. Chem., 59, 250 (1955)]. '  See 
reference 33. 1 See reference 37. » See reference 38.

Since very few other reliable experimental data are 
available for the formation of hydrogen bonds, unaf­
fected by the environment (such as crystal packing, 
solvent effects, other bonds, or salts bridges, etc.), we 
choose to use the above corrections, as determined by 
fitting our computed parameters to the experimental 
results for the formic acid cyclic dimer, for all four types 
of hydrogen bonds. The corrected parameters are 
listed in Table V (as “ Fit to formic acid dimer” ), and 
our final GHB potentials for the four types of hydrogen 
bonds are shown in Figure 7. In Figure 7, we also show 
our original GHB potential as determined directly from 
the CNDO/2 results (at r >  1.65 A) for comparison. 
It should be pointed out that, although E m¡n and Rmin 
have shifted because of the fitting to experimental data, 
the corrections to A k and B k have very little effect on
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Figure 7. The empirical general hydrogen bond potential 
(GHB) as a function of Ro- ■ . h, as determined from CN DO/2 
results on model dimers (dashed lines), and after fitting to the 
experimental formic acid cyclic dimer results (solid lines) for 
the four types of hydrogen bonds studied here. AE = 0 for the 
GHB potential for two monomers at infinite separation.

the curve for R o . . . u  >  R m in ; hence, the final empirical 
GHB potential still represents the theoretical interac­
tion potential as determined by the CNDO/2 method 
at distances greater than R m¡ n .

3. Total Empirical Energy of Hydrogen-Bonded, 
Dimer Complexes. Since the total energy of a hydrogen- 
bonded dimer complex is represented not only by Z7ghb 
but also by all other intermolecular interactions, we 
have reconstructed the total potential curve for the cy­
clic dimer of formic acid in Figure 8A, using eq 9. For 
the formic acid molecules, we have used the geometry 
given for the monomers by Almenningen, et al.n 
Since the geometry of Almenningen, et al., differs 
slightly from that used earlier in this paper, we have re­
calculated the CNDO/2 (ON) partial charges for this 
geometry, and these are listed in Table VII. The curve 
of Figure 8A was computed by keeping the C—H bonds 
of molecules a and b collinear, and varying the Ca- • -Cb 
distance. It should be noted that, whereas the param­
eters given in Table V for the GHB potential for a type 
2 hydrogen bond give a value of Emin =  —5.92 kcal/ 
mol at Rmin = Ro-.-n =  1-66 A, the computed values 
for the total potential energy (Figure 8A) are —8.09 
kcal/mol per hydrogen bond at R o-.-h =  1.70 A. The 
difference, of course, arises from the fact that G g h b  is 
not the total interaction energy.36 The values for the 
total energy agree with the experimental ones of —16.2 
kcal/mol and Ro-.-o =  2.703 A.

As a test of the GHB potential, computed for linear 
hydrogen bonds, we have calculated the total potential 
curves for both the acetic acid and propionic acid cyclic 
dimers (Figures 8B and 8C, respectively), and com­
pared their minimum-energy conformation with those 
from gas-phase electron diffraction data87’38 (see Table
VI). For both dimers, the same geometry was used as 
obtained for the monomers.37'38 Again, because of de­
viations from “ standard”  geometry,21 the overlap nor­

Table V II: The CN DO/2 Overlap-Normalized Partial 
Charges“ Used in the Calculation of the Cyclic Dimers

,— Formic acid-—. /— Acetic acid-—« /—Propionic acid—
Partial Partial Partial

Atom charge Atom charge Atom charge

H(C') -0 .0 1 1 c “ -0 .1 6 8 c * -0 .0 5 1
C ' 0.475 H(C“ ) 0.063 H (c£ ) 0.034
O(C') -0 .3 3 0 H(Ca) 0.063 H(cn 0.034
0 -0 .3 3 7 H(C“) 0.063 H(C?) 0.034
H 0.203 C' 0.500 C“ -0 .0 9 9

O(C') -0 .3 6 2 H(C") 0.044
0 -0 .3 4 8 H(C“ ) 0.044
H 0.189 C' 0.490

O(C') -0 .3 6 8
0 -0 .3 5 1
H 0.189

a Charges were calculated for the monomers in the planar cis 
conformation. Geometries were taken from gas-phase electron 
diffraction studies.33'37’38

malized CNDO/2 charges were re-computed and are 
listed in Table VII. In the computations, the two pla­
nar monomers were fixed in the same plane with the 
Ca—Ca' and Cb— Cb' bonds collinear, but pointing in 
opposite directions so that the carbonyl oxygen atom of 
molecule a formed a near-linear hydrogen bond with the 
H— 0  group of molecule b and, at the same time, the
0 — II group of molecule a formed a similar hydrogen 
bond with the carbonyl oxygen atom of molecule b. 
The potential curves given in Figures 8B and 8C for the 
acetic acid dimer and the propionic acid dimer, respec­
tively, were constructed by moving molecule b along 
the common axis, holding molecule a fixed. The cal­
culated equilibrium distances given in Table VI are in 
excellent agreement with those 0  • • ■ 0  equilibrium po­
sitions experimentally observed for both gas phase 
dimers.

Having thus tested the empirical GHB potential func­
tion on the cyclic dimers, we have used this function to 
recalculate the total energy of all of the model linear hy­
drogen-bonded dimers. Examples of the calculated 
potential curves, representing all four types of hydrogen 
bonds, are given in Figures 9 and 10. These are com­
pared with the theoretical CNDO/2 curves and with 
the empirical curves obtained before application of the 
corrections based on the formic acid dimer data. As 
can be seen in Figures 9 and 10, both empirical curves 
match the quantum mechanical one very well for 
I? o . . . h  >  1-7 A. At smaller values of R o -.-h , the final 
(corrected) empirical potential exhibits a shallower

(36) We have explored the energy surface for the formic acid cyclic 
dimer in a manner similar to that of Minicozzi and Bradley.34 Un­
like their results, we find only one conformation of significantly low 
energy. These results are discussed in section 5 of “ Results and 
Discussion.”
(37) J. L. Derissen, J. Mol. Struct., 7, 67 (1971).
(38) J. L. Derissen, ibid., 7, 81 (1971).
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Figure 8. The total empirical potential energy for the formation of the cyclic dimers (A) formic acid, (B) acetic acid, and 
(C) propionic acid, as a function of the Ro- ■ -o distance. AE represents the total energy including that for the formation of 
two hydrogen bonds per dimer. AE =  0 for two monomers at infinite separation.

Figure 9. Comparison of the total empirical interaction 
potential [including the general hydrogen bond (GHB) potential 
obtained directly from the CN DO/2 calculations (••••) and 
after improvement using the experimental results for the 
cyclic dimer of formic acid ( — )] with the CN DO /2 results 
(— ) for the hydrogen bond types 1 and 2 as a function of the 
separation distance Ro - ■ -h- The linear dimers (all with a =
« =  (3 =  0° and 0 =  0°) shown are: (A) water-water; (B)
water-formic acid; (C) water-formamide; and (D) formic 
acid-formic acid. AE  =  0 for two monomers at 
infinite separation.

minimum at a somewhat larger equilibrium distance 
than either of the other two curves.

Several conclusions about the GHB potential may be 
drawn from the above results. First, for all four types 
of hydrogen bonds studied here, it is possible to recon­
struct the total interaction potential of the complex 
using only one form of the GHB potential (i.e., the 10- 
12 form) without requiring any other special interac­
tions. Second, although one set of A k,B k is used for a 
given type of hydrogen bond, different dimers of the 
same hydrogen-bond type have different total energy 
curves, with different equilibrium energies and separa­
tion distances (e.g., compare the solid curves in Figures 
9B, C and D, all of which represent a type 2 hydrogen 
bond). Considering only the GHB potential, the vari­

Figure 10. Comparison of the total empirical interaction 
potential [including the general hydrogen bond (GHB) potential 
obtained directly from the CN DO/2 calculations (••••) and 
after improvement using the experimental results for the cyclic 
dimer of formic acid ( —)] with CN D O /2 results (— ) for the 
hydrogen bond types 3 and 4 as a function of the separation 
kistance Ro - • h- The linear dimers (all with a = 5 =  /3 =  0° 
and 6 =  0°) shown are: (A) ammonia-water; (B)
formamide-formic acid; (C) formamide-formamide; and (D) 
urea-formamide. AE  =  0 for two monomers at 
infinite separation.

ous types of hydrogen bonds would decrease in stability 
at any particular value of Ro---n as: type 2 >  type 1 
>  type 4 >  type 3. However, if one examines the total 
empirical energy for the following dimers: water- 
water, a type 1 with a minimum energy of — 6.5 kcal/ 
mol; formic acid-formic acid, a type 2 with AEmin =  
— 8.5 kcal/mol; formamide-formamide, a type 4 with 
A E min = —6.4 kcal/mol; and jV-methyl acetamide- 
TV-methyl acetamide, a type 4 with A E min =  —7.8 
kcal/mol, it becomes clear that the total stability of 
the dimer does not necessarily depend only on the type 
of hydrogen bond, but is rather the net result of all in- 
termolecular interactions. This demonstrates not only 
the importance of the electrostatic and nonbonded in­
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teractions, as well as the GHB potential, but also the 
need to consider these terms when examining the exper­
imentally observable quantities for the hydrogen bond. 
Finally, when comparing the CNDO/2 results for hy­
drogen bonded systems either to experimental results 
or to the results obtained by calculations using this 
empirical GHB potential, it should be recognized that 
the CNDO/2 results will predict unreasonably close in­
teraction distances for certain atoms {viz., the oxygen 
and the hydrogen atoms), while predicting reasonable 
values for most other interactions.4-6

By taking the second derivative of in eq 9 with 
respect to the atom-atom interaction distance rM, it is 
possible to calculate the force constant [k0 =  ò2£7tou i/ 
òr(i2] for the stretching vibrations between the two 
monomers. This is similar to the linear A - • D force 
constant obtained from the stretching frequency v ,,u 
except that kQ represents all intermolecular interactions 
between the two monomers forming the hydrogen- 
bonded dimer. Figure 11 shows the change in ke as a 
function of the 0  • • • H distance, for the linear water 
dimer and for the cylcic dimer of formic acid. Pimen­
tel and McClellan16 have given estimates of the A - • D 
stretching force constants of between 0.4 and 0.33 
mdyn/A for formic acid, which would correspond to an
O- • H distance between 1.775 and 1.785 A in Figure 11, 
and 0.2 mdyn/A for water, which would correspond to 
an O - • - H distance of 1.753 A by our calculations. If 
one compares these distances with the values of Ro-.-n 
observed experimentally, the agreement is good. How­
ever, at the shorter equilibrium position of the formic 
acid dimer (1.70 A), the force constant predicted by our 
potential is large, probably because of the empirical 
r-12 repulsive term of the total interaction potential.

4- Test of the Angular Dependence of the Total Em­
pirical Energy of Hydrogen-Bonded Dimer Complexes. 
By the angular dependence of the total empirical en­
ergy of a hydrogen-bonded complex, we mean the 
changes in the potential energy surface as the angles a, 
j3, and 5 (defined in the Introduction and shown in Fig­
ure 2) vary. Even though the angular dependence is 
thought to be quantum mechanical in origin (see the 
Introduction), the “ correct” angular dependence in a 
hydrogen-bonded complex can be obtained from the 
empirical energies (including the GHB potential) with­
out the use of an explicit angular-dependent term. The 
best way to demonstrate this is to compare the calcu­
lated empirical energies with those obtained from quan­
tum mechanics, either by the CNDO/2 method or by 
other methods where such results are available.

The dependence of the total energy on a (with 6, ¡3, 
and 5 fixed at 0°) for two water molecules forming a 
linear dimer, as predicted by both the CNDO/2 method 
and by the use of our empirical potential (eq 9), is 
shown in Figure 12A. Both the CNDO/2 and the em­
pirical potential predict an increase in AE as a departs 
from 0°, with both methods giving almost identical re-
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Figure 11. Force constants calculated from the total empirical 
interaction potential as a function of monomer separation 
Ro •. . h  for the formic acid cyclic dimer and the linear 
hydrogen-bonded water dimer.

a ,/3 (degrees)

Figure 12. (A) CN DO /2 (— ) and empirical results ( —) for
the dependence of AE on a for the linear hydrogen-bonded 
water dimer at several values of R o .. ,h (in angstrom units), as 
shown. For all dimers, S = 0 =  0° and 8 =  0°. AE =  0 at 
a =  0° for each value of J?o. • h- (B) Empirical results for 
the dependence of AE on a ( — ) (with 0 = 0°) and on 0 (— ) 
(with a =  0°) for the linear hydrogen-bonded water dimer at 
several values of Ro. . -h (in angstrom units), as shown. For 
all dimers, 5 = 0° and 8 =  90°. AE = 0 for the water dimer 
at Ro. . .h =  1.6 A. and a = 0 =  0°. The arrows indicate the 
minimum in the total empirical energy at a non-zero value of 0.

suits at E o-.-h = 1.80 A for a between ±30°. For 
larger values of a, the empirical results begin to reflect 
the interatomic repulsions, which are larger than those 
predicted by the CNDO/2 method for O - • - H interac­
tions. Thus, the CNDO/2 and the empirical results 
are very similar for small a. The slight asymmetry in 
the three curves about a -  0°, which is much better 
demonstrated by the empirical curve for =  1-60
A, arises from steric interactions between the hydrogen
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atoms of molecules a and b, and appears about the same 
in both the CNDO/2 and empirical calculations. Thus 
with the exception of the repulsive interactions which 
differ, both results are in excellent agreement.

Figure 12B shows the empirical results for the same 
water dimer, except that the second molecule is rotated 
by 90° (6 =  90°), both as a function of a (solid curve, 
5 = i8 = 0°) and of ¡3 (dashed curves, a = 8 =  0°). 
The dependence on a with 9 =  90° shows the same 
trends as seen in Figure 12A, except that now the po­
tential is symmetric about a =  0°. This is because the 
hydrogen atoms, which lead to steric interactions at 
9 =  0°, are farther apart when 6 =  90°. The dashed 
curves indicate a slight preference for /? >  0°, with the 
magnitude of ¡3mia increasing with increasing values of 
R o-.-h- The actual minimum energy values of (3, for 
several values of R0...o, are listed in Table VIII to­
gether with the results of a number of quantum mechan­
ical studies, including not only the CNDO/2 method, 
but also the more exact ab initio procedures.21,31'39-45 
The empirical results for the linear water dimer may be 
summarized as follows. The energetically most stable 
conformation is found for R0...o = 2.64 A, 6 = 90°, 
a =  0°, ¡3 =  10°, and 8 =  0°. As Ro-.-o increases, the 
dependence on a remains substantially unchanged with 
the most stable conformation being at a =  0°, while 
Anin tends toward larger values. Table VIII shows 
that the nonzero value of /3min and its increase with in­
creasing Ro-.-o are consistent with those predicted by 
quantum mechanics, especially by the more exact ab 
initio calculations. Further, a comparison with the re­
sults from one of the more extensive basis sets used to 
examine the water dimer (see Figure 2 in ref 25) shows 
that the angular dependences for both a and /3 are in ex­
cellent agreement with our empirical results, even 
though the quantum mechanical equilibrium value of 
.Ro-.-o (3.00 A) is larger and of AE ( — 4.72 kcal/mol) is 
smaller in absolute value than the corresponding em­
pirical values. Since our empirical results do not con­
tain any explicit angular dependence, it is strongly sug­
gested that it is the total molecular environment, rather 
than any particular orbital or atomic property, which 
dictates the angular dependence.

The above results pertain to a type 1 hydrogen bond, 
and we consider next some type 2 and 4 hydrogen bonds,
i.e., those in which the proton acceptor is a carbonyl ox­
ygen atom. In the latter types of hydrogen bond, the 
atoms bonded to the carbonyl carbon atom are farther 
away from those of the proton donor molecule than are 
those of the proton acceptor molecule in a type 1 hydro­
gen bond. The dependences of both the CNDO/2 and 
empirical energies on a  at several values of R o ---h  (all 
with 6 = 8 =  /? = 0°), for several complexes in which 
H20  provides the donor proton, are shown in Figure 13. 
If unperturbed sp2 hybridization were the origin of the 
angular dependence, one would expect the CNDO/2 re­
sults to exhibit minima at a = ±60°, and the empirical

Table VIII: Calculations for Stable Water Dimers 
by Different Methods

■Ro-.o, 0m in. A E,
Reference Method A deg deg kcal/m ol

This Work Empirical 2.62 90 10 - 6 .4 9
2.64 0 0 - 6 .5 5
2.64 90 0 - 6 .5 6
2.64 90 10 - 6 .5 7
2.68 90 20 - 6 .4 5
2.75 90 20 - 5 .7 6
2.80 90 30 - 5 .1 4

Murthy and Raoss CN DO/2 2.54 0 0 - 6 .2 7
Hoyland and Kier31 CNDO/2 2.54 90 0 -6 .3 1
Schuster* 39 40 CNDO/2 2.54 90 t - 8 . 7
Del Bene and ab initio 2.73 90 58 -6 .0 9

Pople41
Kollman and ab initio 3.00 90 25 - 5 . 3

Allen42
Morokuma and ab initio 2.66 90 0 - 1 2 .6

Pederson43
Morokuma and ab initio 2.78 90 54 -6 .5 5

Winick44 45
Hankins, et oZ.26 ab initio 3.00 90 40 - 4 .7 2
Duijneveldt46 Perturba- 2.85 90 ~ 1 0 ------6 .0

tion theory

“ See text for definition of angles, a =  0 and 5 =  0 for all 
dimers listed. 6 Although this author did not study the angular 
dependence for the water dimer, his mixed dimer calculations 
would indicate a stable water dimer with 0 ~10 -20°.

results (which completely ignore any directionality 
arising from hybridization) to show very little depen­
dence on a. However, as shown in Figure 13, both the 
CNDO/2 and empirical results are strikingly similar,
i.e., both show a trend toward greater stabilization as 
a departs from 0°. The quantitative discrepancies be­
tween the twTo methods are greater for the smaller val­
ues of R o-.-h (1 .6  A  compared to 1.8 A) because the 
total empirical potential exhibits stronger repulsions at 
the shorter values of R o -.-h . Despite this stronger re­
pulsion in the empirical potential, the general shape and 
asymmetry about a =  0° are very nearly the same in 
both methods. Similar data, with formic acid acting 
as the proton donor, are shown in Figure 14. Again, 
the very striking asymmetry (but similarity in the re­
sults of both methods) is observed. This raises the fol­
lowing question: if the empirical results (with no ex­
plicit angular-dependent energy) agree so well with 
those of the molecular orbital method, does this imply

(39) A. S. N . Murthy and C. N. R. Rao, Chem. Phys. Lett., 2, 123 
(1968).
(40) P. Schuster, Theoret. Chim. Acta, 19, 212 (1970).
(41) J. Del Bene and J. A. Pople, Chem. Phys. Lett., 4, 426 (1969).
(42) P. A. Kollman and L. C. Allen, J. Chem. Phys., 51, 3286 (1969).
(43) K . Morokuma and L. Pederson, ibid., 48, 3275 (1968).
(44) K . Morokuma and J. R. Winick, ibid., 52, 1301 (1970).
(45) J. G. C. M . van Duijneveldt-van de Rijdt and F. B. van Duijne-
veldt, Theoret. Chim. Acta, 19, 83 (1970).
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a (degrees)

Figure 13. CN DO /2 (— ) and empirical ( —) results for the 
dependence of AE cn a for linear hydrogen-bonded dimers at 
several values of Ro. . . h, viz., a and a', Iio . . .  n =  1.6 A; b and 
b ', Ro. . -h =  1.8 A. (A) water-formic acid; (B) water-acetic 
acid; (C) water-carbamic acid, and (D ) water-urea. For all 
dimers, 3 =  0 =  0° and 0 = 0°. AE — 0 at a =  0° for each 
value of Ro . . .  h-

Figure 14. CN D O /2 (— ) and empirical ( —) results for the 
dependence of AE  on a for linear hydrogen-bonded dimers at 
several values of Ro. ■ . h, viz., a and a', Ro. ■ ■ h =  1.6 A; b,
Ro. . .h =  1.8 A. (A) formic acid-formic acid, and (B) formic 
acid-carbamic acid. For all dimers, 5 =  0 =  0° and 0 — 0°.
AE  =  0 at a =  0° fcr each value of Ro - . . h-

that the lone-pair directional properties of the acceptor 
oxygen atom are less important than other more remote 
interactions arising from the rest of the molecules in the 
binary complex?

In a similar manner, the angular dependence of the 
energy of all four types of hydrogen bonds was investi­
gated. Since the results are similar to those discussed 
above, they are not presented here. Instead, we will

consider only a type 4 (N— H- • -0 = C ) hydrogen bond, 
since this is of most interest in conformational energy 
calculations on proteins. Therefore, we have carried 
out here a number of empirical calculations for the 
dimers of formamide and iV-methyl acetamide (NMA), 
respectively, and will compare the results with those 
obtained by the CNDO/2 method (reported earlier in 
paper III6). We retain the same nomenclature for the 
description of the conformations, and the reader is re­
ferred to paper III for the details.

For the formamide linear dimer (wi46 = to2 = a =  0 =
8 =  /? =  0°), the trans conformation is defined as the 
one in which the H(N) atom of molecule b, trans to the 
carbonyl of the same molecule, is involved in the hydro­
gen bond with molecule a; if o>2 were changed to 180°, 
the cis form would be obtained. The computed empir­
ical energies for both the trans and cis conformations of 
the formamide linear dimer are shown in Table IX  for 
both 0 =  0° and 0 = 180°; these should be compared 
with the CNDO/2 results of Table II of paper III.6 
As found for the other dimers discussed earlier in the 
present paper, we again see the influence of the stronger 
nonbonded interactions (in the empirical method), 
leading to a stable hydrogen-bonded complex at R o-.-h 
~  1.70 A (for both the cis and trans forms), compared 
to the CNDO/2 value of ~1.50 A. In paper III,6 it 
was pointed out that, according to the CNDO/2 
method, the most stable conformation of the formamide 
linear dimer (at R o-.-h = 1.5 A) is the cis form with 0 = 
0°, followed (in order of decreasing stability) by the 
trans form with 0 — 0°, the trans form with 0 =  180°, 
and finally the cis form with 0 =  180°. According to 
the empirical results of Table IX , the order of decreas­
ing stability of the complexes (at Ro-.-h =  1.7 A) is the 
trans form with 0 =  0°, the trans form with 0 =  180°, 
the cis form with 0 =  0°, and the cis form with 0 =  180°. 
However, aside from the larger equilibrium value of 
R o-.-h (obtained by the empirical method), both meth­
ods give similar results, with the order of decreasing 
stability depending on the value of R o-.-h ; Ae., for 
R0...h =  1.5 A, both methods predict that the cis form 
with 0 = 0° is the most stable one, while, for R o-.-h =
1.8 A, they both predict that the trans form with 0 =  
0° is the most stable one. Also, while the barrier to ro­
tation about the hydrogen bond (for variation of 0 
from 0° to 180°), at R o-.-h = 1.7 A for the empirical 
method and at R o-.-h =  1.5 A for the CNDO/2 method, 
is lower for the empirical method (0.026 kcal/mol com­
pared to 0.088 kcal/mol), as would be expected for the 
larger value of R o-.-h in the empirical method, never­
theless the shape of the curve of AE vs. 0 is similar for 
the two methods (at 1.7 A and 1.5 A, respectively).

The dependence of AE on a and 5 (by the empirical

(46) a; is the dihedral angle for rotation about the peptide (N-CO 
bond, the subscripts 1 and 2 referring to the hydrogen acceptor and 
donor molecules in the dimer. See paper III6 for a more complete de­
scription.

R. F. M cGuire, F. A. M omany, and H. A. Scheraga
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Table IX: Empirical Results for Formamide Linear Dimer 
for wi =  a =  S = ß =  0°

R  O-.-H. W2,
Ä deg

trans (N -H ) 1.40 0
1.50 0
1.60 0
1.70 0
1.80 0
1.40 0
1.50 0
1.60 0
1.70 0
1.80 0

cis (N -H ) 1.40 180
1.50 180
1.60 180
1.70 180
1.80 180
1.40 180
1.50 180
1.60 180
1.70 180
1.80 180

trans (N -H ) 1.70 0
1.70 0
1.70 0
1.70 0
1.70 0
1.70 0
1.70 0

Figure 15. Empirical results for the dependence of AE  on a 
and 8, respectively, for the trans form of the formamide linear 
dimer with 0 =  180°, and with Ä o . . h =  1.5 Ä (a) and R o .. .h 
=  1.7 Ä (b). (A) 8 =  ß =  0°. (B) a = ß =  0°. AE =  0 
at a  =  8 =  0° for each value of ß o . . - h -

ing the hydrogen-bonded complex, and also with the 
value of 22o ...h .

For the A-methyl acetamide (NMA) linear dimer 
(with <p =  60°, ^ =  0°, ui =  U2 =  6 = a — ß =  8 =

6, A E ,a A E ,b
deg kcal/mol kcal/mol

0 24.489
0 0.192
0 - 5 .7 7 7
0 - 6 .3 6 1
0 - 6 .0 2 4

180 24.526
180 0.225
180 - 5 .7 4 8
180 - 6 .3 3 5
180 - 5 .5 3 3

0 24.446
0 0.189
0 - 5 .7 4 8
0 - 6 .3 0 5
0 - 5 .4 7 8

180 24.659
180 0.386
180 - 5 .5 6 4
180 - 6 .1 3 3
180 - 5 .3 1 7

0 0
30 0.002
60 0.006
90 0.011

120 0.018
150 0.024
180 0.026

a AE =  0 for two planar monomers at infinite separation. 
6 AE =  0 for trans (N -H ), Rq-.-b. =  1.70 A, wi = * « 2  =  0 =  0°.

method) for the trans form of the formamide linear 
dimer (with 6 =  180°) is shown in Figure 15, and should 
be compared with the CNDO/2 results in Figure 3 of 
paper III.8 The calculations of Figure 15 were carried 
out for two values of Ro—n to demonstrate the effect

0°), the dependence of AE  on E o-.-h (obtained by the 
empirical method) is shown in Table X . Again, the 
minimum-energy value of Eo...h computed by the em­
pirical method is larger than that obtained in the 
CNDO/2 calculations of Table oVIII of paper IIP  
(viz., ~1 .7  A compared to ~ 1 .5  A), and the empirical 
value of the energy is less negative (—7.8 kcal/mol 
compared to —9.4 kcal/mol).

which the nonbonded interactions have on the shapes of 
the curves. The curves of Figure 15A have a very sim­
ilar shape to those of Figure 3A of paper III, indicating 
that a repulsive potential dominates at positive values 
of a, and an attractive one at small negative values of
a. Since the empirical calculations are less expensive 
than the CNDO/2 ones, it was possible to examine 
more details of the angular dependence of AE  by the 
empirical method. Thus, it was found (curve b of 
Figure 15A) that the influence of an attractive potential 
appears at positive values of a, as E o-.-h increases. 
This feature is even more apparent in Figure 15B, 
where a preference for nonzero values of 6 at jRo .-.h =
1.7 A is seen; this behavior was not seen in the CN­
D O /2 results of Figure 3B of paper III, since the molec­
ular orbital calculations were carried out only for 
E o-.-h = 1.5 A. This angular dependence is not a gen­
eral property of the hydrogen bond, since it is the net 
result of all intermolecular interactions; thus, it would 
vary with the nature of the particular molecules form-

Table X : Empirical Results for N-Methyl Acetamide Linear
Dimer for <f> =  60°, = 0°, coi = «2 = a — ß —

OOIIto

ÄO--H, A E ,a A E ,b
A 9, deg kcal/mol kcal/mol

1.40 0 23.060
1.50 0 -1 .3 5 3
1.60 0 -7 .3 0 6
1.70 0 -7 .8 0 8
1.80 0 -6 .8 9 2
2.00 0 -4 .8 0 2
4.00 0 -0 .5 5 8
1.70 0 0
1.70 30 0.142
1.70 60 0.316
1.70 90 0.441
1.70 120 0.439
1.70 150 0.379
1.70 180 0.344

“ AE =  0 for two planar monomers at infinite separation. 8 AE  
=  0 for 8 — 0°, at R o-.-b =  1-7 A.

The Journal o f  P hysica l Chem istry, V oi. 76, N o. S, 1972



392

Figure 16. Empirical results for the dependence of AE on a for 
the NM A linear dimer with 9 =  0° (—•) and 8 =  180° (— ), 
for R0. . - h  = 1.5 A (curves a and a ') and Ro- . - h  = 1.7 A 
(curves b and b '). 5 =  /S = 0°. AE =  0 at a = 0° for each 
value of R o . . .  h .

The dependence of AE on a for NMA, with 0 =  0° 
and 180°, respectively, as calculated by the empirical 
method, is shown in Figure 16. These curves can be 
compared with the CNDO/2 results of Figure 16 of 
paper III.6 For Ro...n = 1.5 A, the empirical and 
CNDO/2 results look similar, the agreement for 9 = 
180° being better than for 6 =  0° because the empirical 
methyl-methyl nonbonded interactions play a lesser 
role at 8 =  180°, i.e., the nonbonded repulsive interac­
tions are not so important in this conformation. As 
Ro - n increases, the empirical curves indicate that a 
departs from 0° for the most stable conformation with 
6 =  0°. For 6 =  180°, a increases to a larger positive 
value, as Ro-.-n increases.

5. Comparison of Empirical and CNDO/2 Results 
for Stacked Dimers Not Linked by Hydrogen Bonds. In 
paper III,6 a rarely-considered conformation, that of 
the parallel-plane dimer, was investigated by the CN­
D O /2 method, and very highly stable complexes were 
predicted to occur. Since this type of parallel-plane 
stacking may be important in the formation of com­
plexes of polar molecules, we have repeated the earlier6 
calculations, using our empirical potentials.47’48

In the formamide parallel-plane dimer, the planes 
are those of the atoms in each planar monomer, and the 
parallel planes are separated by the distance Rp...?. 
Since the C— N bonds can be either parallel or antipar­
allel and the carbonyl groups either aligned or opposite, 
there are four possible combinations in this parallel- 
plane structure, in which RP...P can vary, viz., with (A) 
the C— N bonds antiparallel and the C = 0  bonds op­
posite, (B) the C— N bonds antiparallel and the C = 0  
bonds aligned, (C) the C— N bonds parallel and the 
C = 0  bonds opposite, and (D) the C— N bonds parallel

R. F. M cGuire, F. A. M omany, and H. A. Scheraga

Figure 17. Empirical results for the dependence of AE on 
Rp. .. p for the four models of the formamide parallel-plane 
dimer with a, =  w2 =  0°. AE =  0 for infinite separation of 
the planar monomers of this conformation.

and the C = 0  bonds aligned. The empirical energies 
for these four parallel-plane dimers as a function of 
RP...P are presented in Figure 17. All four dimers show 
stabilization at separation distances slightly shorter 
than a normal van der Waals contact distance. These 
results are considerably different from those obtained 
by the CNDO/2 method,6 which predicted stabilization 
energies greater than —40.0 kcal/mol for models A and 
B at very low values of Rp...? (see Figure 10 of paper 
III6). Again, part of this difference arises from the 
soft repulsions of the CNDO/2 method. Perhaps, if 
short-range 7r-7r stabilization could be included in the 
empirical energies, the curves of Figure 17 might be 
shifted in the direction of more negative energies, but 
not as much as found by the CNDO/2 method. In the 
solid state,49 formamide dimers are stacked in the cyclic

o
conformation with an intersheet spacing of 3.1 A, which 
is in excellent agreement with our empirical results, as

(47) It is of interest at this point to consider the most stable con­
formations of the formic acid and acetic acid dimers, predicted by 
our empirical procedure and by that of Minicozzi and Bradley.34 
The latter authors constructed an empirical potential function by 
fitting early gas-phase electron diffraction data48 for formic acid. 
They then used this potential function to treat both formic acid and 
acetic acid dimers, and found not only the cyclic dimer48 (on which 
the potential function was based) but also some stacked, nonhydro­
gen-bonded dimer complexes with energies within 5 to 6 kcal/mol 
of the hydrogen-bonded cyclic dimer. W e have examined their 
conformations, as well as others, for both formic acid and acetic acid 
dimers, by exploring the energy surface using our total empirical 
potentials. In contrast to their results, we find a stable cyclic dimer 
(of energy ~  — 16 kcal/mol) but no other stable complexes within 
10 kcal/mol of this energy. However, we do obtain some stable 
parallel-plane dimers, as discussed in the text, with stabilization 
energies of —2 to —3 kcal/mol, i.e., ~ 1 4  kcal/mol less stable than 
the cyclic dimer.
(48) J. Karle and L. O. Brockway, J. Chem. Phys., 66, 574 (1944).
(49) J. Ladell and B. Post, Acta Crystallogr., 7, 559 (1954).
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shown in Figure 17. It appears that the 2 to 3 kcal of 
Figure 17 (being more reasonable for a stacking energy- 
in a crystal than the —40 kcal obtained by the CNDO/2 
method5) would probably be sufficient stabilization en­
ergy to lead to planar stacking of these molecules in 
crystals. In the empirical method, this stabilizator) 
arises from the nonbonded and electrostatic interac­
tions.

Conclusion
In conclusion, we have developed an empirical model 

(based on quantum mechanical calculations, and modi­
fied by use of electron diffraction and thermodynamic 
data for gas-phase formic acid dimers) for the hydrogen- 
bond interaction. The resulting potential function re­
produces the properties of the hydrogen bond without 
the explicit introduction of an angular-dependent term. 
By introducing a simple GHB potential (i.e., the 10-12 
potential), we have been able to represent the O- • H 
interaction for any particular type of hydrogen bond 
with only one set of parameters (the simplicity of the 
GHB potential is a very important feature when this 
function is used for conformational energy calculations 
in polypeptides and proteins). However, the GHB 
potential by itself does not represent the properties of

Solute Permeability and R eflection Coefficient

the hydrogen-bond interaction of a binary complex, i.e., 
the hydrogen-bond interaction cannot be constructed 
from any special properties of several isolated atoms 
alone. Instead, it is an empirical potential required, 
together with all other nonbonded and electrostatic in­
teractions, to represent the total interaction energy in a 
hydrogen-bonded complex. Consequently, when ex­
amining the properties of the hydrogen bond, either by 
empirical or quantum mechanical calculations or by ex­
perimental observation, one cannot single out the prop­
erties of specific atoms; instead, one must consider the 
interactions among all atoms of the complex. Thus, 
both the stabilization energy and its angular variation 
can be expected to vary with the nature of the mole­
cules forming the complex.

The parameters of the hydrogen bond potentials, as 
well as those of other nonbonded interactions, are cur­
rently being refined by use of molecular-crystal energy- 
minimization procedures, and the results will be pre­
sented elsewhere.
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Two different models for the diffusion of a binary solution through a membrane are used to derive relations 
between the solute permeability coefficient w and the reflection coefficient a. Since w and a are independent 
phenomenological coefficients, these relations require more data than merely the value of w in order to predict 
a', one must also have data on such quantities as the diffusion coefficient of the solute in pure solution and the 
diffusion properties of a tracer species of solvent both inside the membrane and in pure solvent. One of the 
fundamental concepts involved is that a tracer species of solvent is a suitable “reference” solute, since a must 
then be zero. There is good agreement between theory and the data of Ginzburg and Katchalsky for two 
highly porous membranes. An appendix presents a consistent treatment of the diffusion of a binary solution 
through a membrane, stressing the analogy to ordinary binary diffusion.

Introduction
The linear thermodynamic theory of irreversible pro­

cesses has been profitably applied to the problem of 
transport through membranes.1’2 For a system con­
sisting of a membrane which separates two binary di­
lute solutions with the same solute (species 1) and sol­

vent (species 2), the transport can be compactly de­
scribed by three phenomenological coefficients—the

(1) O. Kedem and A. Katchalsky, Biochim. Biophys. Acta, 27, 229 
(1958).
(2) A . Katchalsky and P. F. Curran, “ Non-Equilibrium Thermo­
dynamics in Biophysics,” Harvard University Press, Cambridge, 
Mass., 1965.
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solute permeability coefficient co, the reflection coeffi­
cient cr, and the filtration coefficient Lp.

The permeability coefficient co may be operationally 
defined by the equation

o> = — (ji/kT  Aci°) Jv=0 (1)

In eq 1, j\ is the solute flux (molecule cm-2 sec-1) and 
Aci° is the difference of the solute concentrations (mole­
cule cm-3) of the solutions separated by the membrane. 
The sign is chosen to be consistent with the theory of 
diffusion : if Aci° is positive the flux j\ is negative (that 
is, from the solution with higher concentration to the so­
lution with lower concentration), and the coefficient to 
is positive. It is noted in eq 1 that the measurement is 
to be made under conditions for which the volume flow 
Jv is zero.

The reflection coefficient a may be defined by the re­
lation

a = (A/VfcTAd'O^o (2)

Here, AP  is the difference in pressures of the two solu­
tions which must be maintained if the volume flow ./v is 
to vanish. Equation 2 is the most useful definition of 
cr for theoretical purposes, although other equivalent 
relations are usually used for the actual measurement 
of cr.

The filtration coefficient Lp characterizes nonvanish­
ing volume flow. Since Jy =  0 in both eq 1 and 2, Lp 
plays no role in this article.

Although co and <r are independent coefficients, and 
hence can both be determined only by at least two in­
dependent measurements, there is a limiting case of di­
rect correlation between them. Thus, if co =  0 for a 
particular solute species, then the membrane may be 
considered as an ideal semipermeable membrane, and 
<j will equal unity in accordance with van’t Hoff’s law 
of osmotic pressure for dilute solutions.

On the other hand, if the solute species is identical 
with the solvent species (in practice, a tracer isotope of 
the solvent), then a — 0. It is therefore reasonable to 
ask how well a and co are correlated by the following 
“ two-point interpolation formula”

<t =  1 — (co/co*) (3)

where co* refers to the permeability coefficient when the 
solute is a tracer of the solvent; for the formula is valid 
when co =  0 and is also valid when the solute is a tracer 
of the solvent, co =  co*. With the definition

F (cr, co; co*) =  (1 -  <r)(co*/co) (4)

a quantity which will arise in a natural way from the 
theories to be discussed below, eq 3 reads

F (a, co; co*) = 1 (5)

Ginzburg and Katchalsky3 have measured values of 
cr and co for a series of aqueous solutions with two rela­
tively simple synthetic membranes, dialysis tubing and

a commercial wet gel. Table I pertains to the former 
membrane; Table II, to the latter. The quantity </>w 
is the volume fraction of water in the membrane; y* is 
defined by eq 32 below. The listed values of co and fl­
are those for the lowest concentrations used, since this 
article restricts itself to dilute solutions. Values of co* 
are taken to be the corresponding measured values of co 
for HTO as solute.

The tabulated values of F(<r, co; co*) in the fourth 
column clearly show that eq 5 provides a very poor cor­
relation. On a purely intuitive basis, however, it 
might be expected that the quantity F(<r, co; co*) is not 
entirely irrelevant. It is the purpose of this article to 
derive from two different molecular theories two equa­
tions of the form

aF{<r, co; co*) =  1 (6)

where a depends neither on a nor on co. The first of 
these equations will be obtained from the energy-bar­
rier model recently developed by the author;4 the sec­
ond, from the widely employed frictional-coefficient 
model.2-5-7.

Energy-Barrier Model
In an effort to clarify the role of the pressure gradient 

in osmotic flow through rigid membranes and to derive 
the thermodynamic equations of flow from a simple ki­
netic model, the author4 idealized the membrane by as­
suming its effect to be equivalent to that of an exter­
nally imposed force which acts on the solute but not on 
the solvent. Since the region occupied by the “ energy 
barrier”  contains no tangible membrane material, the 
model may be described as a membrane with 100% sol­
vent content. To aid in the continuity of reading, a 
summary of the relevant parts of ref 4 is now given.

The solute species is assumed to execute Brownian 
motion. The solution is assumed to be sufficiently di­
lute to allow the neglect of solute-solute interactions. 
The volume flow Jv is assumed constrained to zero. 
Variations are allowed only in the x direction. Then 
the solute flux ji at the point x is given by

ji =  -(fcT /f:i°)(dCl/(k )  -  Cl(dV/dx) / f 1# (7)

where fi° is the friction coefficient of the solute in pure 
solvent, and V(x) is the potential energy externally im­
posed on the solute. To mimic a membrane of thick­
ness h, V (x) is required to satisfy the restriction

V{x) = 0 ;  x ^ 0 , x ^  h (8)

The goal is to integrate eq 7 across the membrane (i.e., 
from x =  0 to x — h).

(3) B. Z. Ginzburg and A. Katchalsky, J. Gen. Physiol., 47, 403 
(1963).
(4) G. S. Manning, J. Chem. Phys., 49, 2668 (1968).
(5) K . S. Spiegler, Trans. Faraday Soc., 54, 1408 (1958).
(6) O. Kedem and A. Katchalsky, J. Gen. Physiol., 45, 143 (1961).
(7) K . S. Spiegler and O. Kedem, Desalination, 1, 311 (1966).
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Table I: Dialysis Tubing Membrane (<t>w =  0.68, to* =  44.7 X 10-16 dyn-1 sec-1 ; 7 *  = 0.220)

Solute 1 — O' ùì*/tx) F(<r ù>; u*) <*eb <*ebF UiVri0 <*fo <*fcF

HTO 1.00 1 .00 1.00 1.00 1 .00 1.00 1.00 1 .00
Urea 0.99 2.15 2.13 0.606 1.29 2.44 0.442 0.943
Glucose 0 .88 6.22 5 .48 0.296 1.62 6.18 0.180 0.988
Sucrose 0.84 11.40 9.57 0.230 2.20 11.59 0.100 0.957

Table II: Wet Gel Membrane (4>w = 0.77, co* = 78.7 X  10- 16 dyn-1 sec-1, 7* = 0.723)

Solute l — o- <a*/v F ( a ,  o>; «*) Oeb “ ebF Si»/»!0 afe c tfcF

HTO 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Urea 1.00 2.49 2.49 0.606 1.51 2.44 0.537 1.34
Glucose 0 .98 6.46 6.33 0.296 1.88 6 .18 0.242 1.53
Sucrose 0.96 10.30 9 .89 0 .230 2.27 11.59 0.158 1.56

To this end, define a function g(x) by

ci(z) =  Ci exp[— V(x)/kT]g(x) (9)

where ci is the (uniform) solute concentration in the so­
lution bathing the left side of the membrane, i.e., oc­
cupying the region x ^ 0. If cn is the solute concen­
tration in the solution occupying the region x ^ h, then 
g(x) must, because of eq 8, satisfy the following bound­
ary conditions

g(0) =  1; g (h) = cu/ci (10)

Substitution of eq 9 into eq 7 yields

fi°ii expOVfcT) =  -kTcidg/dx (11)

With the assumption that the system is in a steady 
state, so that j\ is a constant, eq 11 may be directly in­
tegrated from x  — 0 to x  = h. The result may be put 
in the form

AP =  -  f  c1(dV/dx)dx 
Jo

(16)

A convenient expression for the integrand is given 
by eq 7

-C i(dF /dz) =  kT(dci/dx) +  t f j ,  (17)
or

—  f C \ (d V /d x )d x  — k T A c i0 +  H i° j i  (18) 
Jo

If eq 12 for j\ is used in eq 18 and the result substituted 
into eq 16, one obtains

AP = (1 -  (exp(F//cP))-1)fc71Ac1° (19)

Comparison of eq 19 with eq 2 permits the identifica­
tion of a as

<r =  1 — (exp (V/kT))-' (20)

j i  = ~ kT  Acr0/A f i°(exp ( V / k T) )

where

and
Aci° =  Cn -  Ci

h(exp(V/kT)) = exp(F/fcP)da;

(12)

(13)

Equation 12 may now be compared with eq 1, where­
upon follows the identification of 0 1

o, =  (AfAexp (V /kT)))-1 (14)

It has been stated that the volume flow Jv is zero. 
However, since — c,dV/dx is an external volume force, 
the pressure P  cannot be uniform under these condi­
tions. In fact, the hydrostatic equation is

dP/dx =  —CidV/dx (15)

According to eq 8 and 15, P  will have a constant value 
Pi for x ^ 0 and Pn for x ^ h. Let AP = Pn — Pi, 
so that, from eq 15

The relation between w and a implicit in this model 
is then obtained from eq 14 and 20

a = 1 — Afi°to (21)

Note that measurements of both w and fi° are required 
in order to obtain <r from eq 21, so that the general 
criterion that a and co be independent is not violated. 
With this result, the summary of the relevant parts of 
ref 4 is completed.

The model just described is now applied to a par­
ticular solute species, labeled 2*, namely, a tracer spe­
cies of the solvent. It was specified that the external 
force —dV/dx does not act on the solvent; hence, for 
this special case, assuming that the tracer species has 
exactly the same physical properties as the solvent it­
self, dV/dx is to be taken as identically equal to zero 
for all x. With co* written for a> in this special case, 
eq 14 becomes

00* = (fcfi*0) - 1 (22)

where f 2*° is the friction coefficient of tracer species
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2* in pure solvent. Combination of eq 21 and 22 then 
leads to an expression of the form of eq 6

CtebF(<r, io; CO*) = 1 (23)

where

<*eb = i V / V  (24)

and F(o-, en ; co*) is the quantity defined in eq 4. Note 
that aeb (the subscript indicates the energy-barrier 
model) does not depend on the properties of the mem­
brane (i.e., on the details of the energy barrier).

Values of aeb from eq 24 may be obtained by apply­
ing the Einstein relation

fi° =  kT/Dt* (25)

where D f  is the diffusion coefficient of dilute species 
i, to the diffusion data of Longsworth8-9 on aqueous 
solutions; these values are presented in Tables I and 
II along with the products aebF. The agreement with 
eq 23 is fair and is certainly a dramatic improvement 
over that for eq 5. Moreover, it is not to be expected 
that the energy-barrier model provide a quantitative 
description, since solvent-membrane interactions are 
not realistically described. It is easy to gain partial 
insight into the error thereby introduced by looking 
at eq 22, which may be rewritten as 7 * =  1, where 7* 
is defined below by eq 32. Experimental values of 7* 
are recorded in Tables I and II; they are 0.22 for the 
dialysis tubing and 0.72 for the wet gel.

Friction-Coefficient Model
For unidirectional flow in a homogeneous, isotropic, 

multicomponent fluid, the linear Onsager equations10 
may be written in the following form11’12

v

d ^ /d z  =  -  X  c'Çijiui -  uj) (i =  1, v) (26)
j = i

Equation 26 employs Bearman’s notation12 wherein v 
is the number of components, ct is the concentration of 
species i, is the chemical potential (partial molecular 
Gibbs free energy) of species i, and ut is the velocity 
of species i with respect to a frame fixed in the labo­
ratory. The coefficients f  w are symmetric

ttj =  tu  (27)
Expressions for the coefficients f «  in terms of molec­
ular quantities are given in ref 12. It is assumed 
that there are no external forces and that the fluid is 
isothermal. Another restriction required for the valid­
ity of eq 26 is that the system be in mechanical equi­
librium, a condition to be discussed further in the Ap­
pendix. Equation (26), then, provides a description 
of isothermal diffusion in a homogeneous, isotropic, 
r-component solution.

It may be inquired whether an adequate descrip­
tion of diffusion in a membrane could be obtained sim­
ply by setting the velocity uv of species v, sup­

posed to correspond to the membrane component, 
equal to zero. This point of view was taken by 
Spiegler6 and by Kedem and Katchalsky,6 and has 
been widely, if not always consistently, employed. (In 
papers pertaining to membranes, coefficients called 
f tj are often used; the relation between f t] and is f tj 
= c£ij.) For a two-component solution diffusing 
through a membrane, one would let species 3 be the 
membrane, set u3 = 0, and write

d/u/dx = — c2fi2(wi — u2) — c îzUi (28a)

d/i2/dz = — Cifi2(«2 — Mi) — c3tzzU2 (28b)

From these two equations, and with the use of the 
usual thermodynamic theory of dilute solutions, we 
may derive expressions for co and a. These expres­
sions and a discussion of their derivations may be 
found in the Appendix, eq Al7 and A23. Having ob­
tained co and <r, one may now derive the following re­
sult (see Appendix)

a i cF ( a , 01; 01*) = 1 (29)

where

Ctic =  (C2fo*2 +  C3̂ 2*3)/[C2tn +  C3̂ 2*3(vj/v2)] (30)

where vt is the partial molecular volume of species i 
inside the membrane. It may be noted that when c3 
=  0, afc (the subscript refers to the friction-coefficient 
model) reduces to a eb, defined by eq 24, for then c2f i2 
has precisely the significance of the friction coefficient 
fj° of solute species i in pure solvent, species 2 (see 
Appendix). The second term in both numerator and 
denominator of the right side of eq 30 provides for that 
aspect of the real system not present in the energy- 
barrier model, namely, tangible membrane material.

As described in detail in the Appendix it is now pos­
sible to introduce into eq 30 certain assumptions plau­
sible for a highly porous membrane. They lead to the 
following approximate expression for «f„

«fo =  (7*) -1{(f l° /f2*°) +  (v1% ° ) [ ( 7 * ) - 1 -  l ] } - 1
(31)

with

7* = /ico*f2*° (32)

and where ¿fi0 is the partial molecular volume of the 
solute in pure solvent and v2° is the molecular vol­
ume of the pure solvent. To obtain some insight 
into eq 31, note that in the absence of tangible mem-

(8) L. G. Longsworth, J. Amer. Chem. Soc., 75, 5705 (1953).
(9) L. G. Longsworth, J. Phys. Chem., 67, 689 (1963).
(10) D. D. Fitts, “ Nonequilibrium Thermodynamics,” McGraw- 
Hill, New York, N . Y ., 1962.
(11) R. W . Laity, J. Phys. Chem., 63, 80 (1959).
(12) (a) R. J. Bearman and J. G. Kirkwood, J. Chem. Phys., 28, 136 
(1958); (b) R. J. Bearman, ibid., 31, 751 (1959); (c) R. J. Bearman, 
ibid., 32, 1308 (1960); (d) R. J. Bearman, J. Phys. Chem., 65, 1961 
(1961).
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brane material, eq 22 would apply and 7 * would equal 
unity, thereby reducing eq 31 to eq 24 for aeb.

Values of the ratio of molecular volumes were as­
sumed to be accurately given by the corresponding 
ratio of apparent molal volumes as measured by Longs- 
worth.8’9 Values of afc were then calculated according 
to eq 31 along with the products afcF(a, 00; co*); the re­
sults appear in the last two columns of Tables I and
II. It is seen that eq 29 is a quantitative description 
for the dialysis tubing. While agreement with the 
data is not quite as good for the wet gel, it is signifi­
cantly better than that obtained with the energy-bar­
rier model. On the other hand, since the wet gel is 
the more highly porous of the two membranes (it has 
the higher value of it is disappointing that eq 29 
and 31, the assumptions underlying which should be 
the more exact as the porosity increases [see par­
ticularly the approximation (A28)], provide better 
correlation for the dialysis tubing. The author can 
only suggest the appropriateness of more extensive 
measurements.

Appendix

Mechanical Equilibrium. Because of the symmetry 
condition = ta, it is easy to see that the result of 
multiplying each of eq 26 by the corresponding c, and 
then adding all v equations is

E Ciidm/dx) =  0 (Al)
1 = 1

a form of the Gibbs-Duhem relation at uniform pres­
sure. The left side of eq A l is the negative of the total 
force exerted on a volume element. Since this force 
is zero, Newton’s second law requires that all accelera­
tions in the fluid vanish. Thus, the velocity of the 
center of mass of each volume element must be uni­
form throughout the fluid; in particular, there can be 
no viscous flow. The fluid is said to be in mechanical 
equilibrium. Thus, eq 26 implies that the solution is 
in mechanical equilibrium. The condition of mechan­
ical equilibrium may be experimentally attained to a 
high degree of approximation by constraining the vol­
ume flow Jv to be zero. If the volume flow is not zero, 
additional viscous terms are required in eq 26; the lat­
ter equations may therefore be used if J v =  0 but 
may not be used if Jv ^  0. The complete equations 
when Jv ^  0 may be found in ref 12. The condition 
Jv =  0 may be written, with vt the partial molecular 
volume

Solute Permeability and R eflection Coefficient

E Viji =  o (A2)
1=1

with

j i  =  CiUi (A3)

The relation

397

E CiVt =  1 (A4)
4=1

is also used in the following. Finally, note that the 
calculation leading to eq A l indicates that, of the v 
eq 26, only v — 1 are independent.

Binary Diffusion. If v =  2 the single independent 
equation may be chosen as that corresponding to the 
solute species 1

d/u/dx =  - c 2f  12(1*1 -  w2) (A5)

If the solution is sufficiently dilute that interactions 
among solute molecules may be neglected, one has

Mi =  Mi0 +  kT In ( c i / c 2) (A6)

where mi0 is a function of temperature and pressure 
only and hence is uniform for an isothermal fluid with 
Jy =  0. With no approximations whatever (except 
for the essentially exact one that the vt are indepen­
dent of x), eq A2-A6 lead directly to a Fick-Einstein 
relation

j t =  —{kT/ c2fi2) (dci/da:) (A7)

From eq A7 it is seen that the Einstein friction coeffi­
cient fi° is given by

fi° =  c2f  i2 (A8)

as stated in the text in the discussion following eq 30. 
Moreover, it follows directly from eq A2, A4, and A7 
that

ji =  — (kT/ctfn) (dcffdx) (A9)

that is, Pick’s relation holds, with the same diffusion 
constant, for the solvent as well as the solute species.

Diffusion in a Membrane Phase. If one is willing 
to assume that by setting w3 = 0 in a ternary system, 
one arrives at a realistic model of the interior of a mem­
brane, then one may work with the two independent 
eq 28 in the text. In eq 28a the chemical potential 
of solute species 1 is to be written, under the assump­
tion that so little solute is present that solute-solute 
interactions may be neglected

Mi = Mi0 +  kT In [ci/ (c2 +  C's) ] (A10)

where ui° is independent of x. Since j 3 =  0, the con­
dition of vanishing volume flow is

viji +  »2J2 =  0 (A ll)

To further mimic a rigid membrane, let

dcz/dx — 0 (A12)

With the use of eq 28a, A3, A4 with v =  3, and A10-
A12, the following equation is easily derived

j i=  -k T {c t f  12 +  ci^ 3) - l{dcl/dx) (A13)

In the derivation terms like ciSi/[(c2 +  c3)%] and c$ff 
c$i were systematically neglected in comparison with
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unity in order to retain consistency with the dilute- 
solution form of the solute chemical potential. 
Clearly, eq A13 is a Fick-Einstein equation for the 
flow of solute in the interior of the membrane phase; 
the friction coefficient is identified as

fl =  Cafl2 +  C3fl3 (A14)

Moreover, it follows directly from eq A13, A12, A ll, 
and A4 with v =  3 that

ji =  -k T (c tfn +  crfn) - l (dc2/dx) (A15)

Fick’s relation for the solvent with the same diffusion 
coefficient as for the solute. The analogy to binary 
diffusion [see eq A7 and A9 ] is complete.

Now suppose cne of the membrane-solution inter­
faces is at x = 0, the other at x =  h. In accord with 
the dilute solution approximation, the friction coeffi­
cient c2f 12 +  c3fi3 is independent of x; assumption of a 
steady state implies that ji  is also independent of x. 
It is also assumed that the solution inside the mem­
brane at the interfaces is in equilibrium with the bulk 
bathing solutions; the partition coefficient of the sol­
ute is denoted by Ki (ratio of concentration inside 
membrane to that outside). Then the trivial integra­
tion of eq A13 from x =  0 to x = h yields

ji =  —K\h~l(c<£ii +  c3fi3)_1A:T,Aci0 (A16)

whence it follows, on comparison with eq 1, that

w = i2 +  c3fi3) _1 (A17)

This expression for co is well known and was derived 
by Kedem and Katchalsky6 in essentially the same 
way.

Although the implications of eq 28a are analogous to 
binary diffusion, a new feature— the reflection coeffi­
cient— arises from eq 28b. With the use of eq A3 and 
A ll  and the neglect of CiVi/c2v2 compared to unity, eq
28b takes the form

dm/dx =  (ii/c2) [c2fi2 +  c»fa(vi/v2)] (A18)

The dilute-solution approximation allows us to take 
c2 as independent o: x

c2 =  A 2c2° (A19)

where c2° is the concentration of pure solvent and K 2  

is the solvent-membrane partition coefficient; sim­
ilarly, the bracketed factor in eq A18 is independent 
of x. Note also that the chemical potential of the sol­
vent in the dilute bathing solutions is given by

M2 =  M20 — fcT(c1°/c2°) (A20)

where ¡¿2° is the chemical potential of pure solvent; 
therefore the difference A/i2 of chemical potentials in 
the bathing solutions is

Aju2 = v2°AP — (/cT /c2°)Aci() (A21)

If it is assumed that m2 is continuous at the interfaces,

the integration of eq A18 from x — 0 to x = h, com­
bined with eq A19 and A21, yields

AP -  kTAci° =  (jih/K2)[c2{ n +  CsfwfaM)] (A22)

since c2 v2 =  1. Finally, eq A16 for ji is substituted 
into eq A22, and the result is compared with the def­
inition, eq 2, of the reflection coefficient a, which is 
then identified as

1 _  o- — —  Câ 12 (A23)
K 2 C2f  12 +  C3fl3

This formula for a was first obtained by Spiegler and 
Kedem.7

Consider now the special case when the solute is a 
tracer species of the solvent, denoted by species 2*. 
If 1 is replaced by 2* in eq A23, and if it is noted that 
Ki* =  Ki, v2* =  and that a must be zero for such a 
solute, then eq A23 collapses to the relation

1*23 — 1*2*3 (A24)

But the random thermal motion of the tracer species 
is characterized, according to eq A13 and A14, by the 
friction coefficient

1*2* = C21"2* 2 +  031*2*3 (A25)

It follows from eq A24 that 1*23 is related to the ran­
dom motion of a solvent molecule inside the mem­
brane, and not, as has sometimes been supposed, to 
the bulk movement of solvent through the membrane; 
thus, it is not related to the filtration coefficient Lp, which 
characterizes bulk flow . 1

Correlation of co and <r. If co* is the value of co when 
the solute is the tracer species 2*, then eq A 17 leads to

C0*/cO = (K i*/K l) [(c2J*12 +  C3l*l3)/(c 2l*2*2 +  C3IV3) ]
(A26)

Combination of eq A23, A24, and A26, together 
with the observation that K 2 — K 2*, then gives eq 29 
and 30 of the text.

In remains to show how eq 30 for cm may be reduced 
to eq 31. In the first place, for membranes with a 
high solvent content it is reasonable to approximate 
the ratio of molecular volumes by the corresponding 
ratio in pure solution

vi/v2 «  vi°/v2° (A27)

Furthermore, since the coefficient l*i2 is a measure of 
that part of the restoring force due to solute-solvent 
interactions when the local environment of a solute 
molecule is perturbed away from its average spherical 
symmetry,12 and since the local environment of a sol­
ute molecule will consist largely of pure solvent for a 
highly porous membrane, it seems reasonable to make 
the approximation

¿*12“  fi2° (A28)
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where fi2° is the corresponding coefficient in pure sol­
vent. Combined with eq A19, the approximation 
A28 gives

c2fi2 ~ Â 2c20fi2° = K2fi° (A29)

the last equality having been derived in the discussion 
of binary diffusion, eq A8. Similarly

c2f 2*2 ~ K 2Ç2 * 0 (A30)

It is repeated here that fi° and f 2*° are friction coeffi­
cients (reciprocal mobilities) in the pure solution. 
When the right side of eq 30 is rearranged after using 
the above approximations, the following expression 
is obtained

«fo = [1 +  (C3f2*3/ĵ 2f2*0)]/[(fl0/ f 2*0) +
(i?l0/ 2̂°) (03̂ 2*3/̂ 21*2*°) ] (A31)

Let us now construct a certain expression involving 
a>*. According to eq A17 and A30

hu* = K 2 (0 2 2̂ * 2  +  C3f2*3)_1

~ Kï(Kï^2 *n +  C;iç2 *3) ~~1 (A32)

Therefore, with the definition of the quantity 7 *, eq 
32, one has

7* =  [1 +  {c:>%2 n/A 2IV0) ]_1 (A33)

Equation 31 for an now follows directly from the sub­
stitution of eq A33 into eq A31.

List of Symbols
a

u*

<r

h
Ci

Jy

a
aeb
ate
f ,°

Di°

U

11;'

h i
Ui

Vi

Vi°

Species 1

Species 2 
Species 2*

Species 3 
h

= p erm eability  coeffic ient defined b y  eq  1 , d y n - 1  

se c - 1

=  p erm eability  coefficient w hen solu te  is a tracer 
species o f so lven t, d y n - 1  s e c 1 

=  reflection  coefficient defined b y  eq  2 , d im ension­
less

=  flux o f  species i, m olecu le  c m - 2  s e c - 1  

=  con centration  o f  species i, m olecu le  c m - 3  

=  vo lu m e flux, cm  s e c “ 1  

=  qu an tity  defined b y  eq  4, dim ensionless 
=  qu an tity  defined b y  eq  6 , dim ensionless 
”  valu e o f a pred icted  b y  en ergy-barrier m od el 
=  va lu e o f  a p red icted  b y  friction -coe ffic ien t m od el 
=  fr iction  coefficient o f  solute species i in pure sol­

ven t, d y n  sec c m - 1

=  diffusion coefficient o f  so lu te  species i in  pure 
solvent, cm 2 s e c - 1

=  overa ll friction  coefficient o f  solute species i  in­
side m em brane, dyn  sec c m - 1  

=  partia l friction  coefficient betw een species i and j, 
dy n  sec c m - 1

=  chem ical poten tia l o f  species i, erg m o le cu le - 1  

=  v e lo c ity  o f  species i, cm  s e c - 1  

=  partia l m olecular vo lu m e o f  species i, cm 8 m ole­
cu le - 1

=  partia l m olecular v o lu m e o f  so lu te  species i in 
pu re solven t, cm 3 m o le cu le - 1  

=  solute species w hen solute is n o t a tracer species 
o f  so lven t 

=  solven t species
=  solu te  species w hen solute is a tracer species o f 

so lven t
=  m em brane m aterial
=  w idth  o f  m em brane, cm
=  qu an tity  defined b y  eq 32, dim ensionless
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A theory is proposed for the entropy of mixing polymer with solvent. The theory originates in Hildebrand’s 
derivation of the combinatorial entropy of mixing polymer with solvent from free volume concepts. The 
entropy of mixing is considered to be a consequence of the different free volumes available to the molecules in 
the pure components and in the solution. Two parameters are introduced, a parameter p which is the ratio 
of the free volume fractions in the polymer and in the solvent, and a parameter c' which is closely related to 
the parameter c introduced by Prigogine and describes the external degrees of freedom of the polymer segments. 
Xb, the entropic part of the Flory-Huggins interaction parameter x, as determined from the theory proposed is 
in qualitative agreement with experimental values for several polymer-solvent systems.

I. Introduction and Generalities
The more recent theories of polymer solutions have 

been developed by Prigogine,Ia by Flory and co­
workers2-7 and by Patterson8 as a consequence of the 
shortcomings of the old Flory-Huggins theory. The 
old theory explains roughly the main features of polymer 
solutions but fails to give even a qualitative answer to 
the following points: (a) The Flory-Huggins in­
teraction parameter x> instead of being constant, ac­
cording to the theory, is, for most polymer solutions, 
an increasing function of the concentration, (b) 
For athermal solutions, and especially at the limit of 
zero polymer concentration, the x parameter should be 
equal to zero. Instead experience shows that xo lies 
between 0.3 and 0.5. (c) The discovery by Freeman 
and Rowlinson9 of the appearance of phase separation 
in polymei solutions on increasing the temperature 
(the so-called Lower Critical Solution Temperature or 
LCST) cannot be explained using the concepts of the 
old theory.

Guggenheim,10 in order to explain the temperature 
and the concentration dependence of the x parameter, 
considered that x is a free energy rather than an energy, 
being therefore the sum of an enthalpic and of an en­
tropic contribution: x =  Xh +  Xs- Although this 
assumption was correct, no explanation was given as to 
the nature of the entropic contribution, which therefore 
remained rather obscure.

To the above points (a), (b), and (c), one may add 
point (d), which will illustrate the inadequacy of the 
old theory to take into account volume changes on 
mixing.

The newer theory succeeds in explaining at least 
qualitatively points (a) to (d). In this respect a lattice 
model is assumed for the structure of the pure compo­
nents and also the solutions. This enables writing a

partition function for the pure components and subse­
quently extending it to mixtures.2-3 The thermody­
namic functions of mixtures are then derived from the 
extended partition function in the usual way. Al­
though qualitatively all the features of polymer solu­
tions are explained by the newer theory as developed 
by Flory and coworkers,2-7 the quantitative agree­
ment with experiment is perhaps not entirely satis­
factory, even considering the rather numerous param­
eters introduced by the theory and the fact that careful 
determination of them has been undertaken in some 
cases.7 For example, for the system polyisobutylene- 
benzene the calculated excess volume of mixing 
differs from the experimental value by a factor of 
two.7b Similarly, in the system polyisobutylene-cyclo­
hexane, xo (Le., the value of x f°r V2 = 0) is theoreti­
cally found to be equal to 0.30 where experiment yields 
a value of 0.44.70 In other cases (rubber-benzene7a), 
the shape of the theoretical x vs- concentration curve is 
in good agreement with the experimental curve except 
for a rather large translation along the x axis. Quanti-

(1) (a) I .  Prigogine, “ T h e  M o lecu lar Theory  of Solutions,” N o rth -  
H o llan d  Publishing Co., Am sterdam , 1957, Chapters 15 and 16; (b) 
C hapter 7; (c) C hapter 16; (d) C hapter 2.
(2) (a) P . J. F lo ry , R . A . O rwoll, and A . V r ij,  J . Amer. Chem. Soc., 
86, 3507 (1964); (b) 86, 3515 (1964).
(3) P . J. F lo ry , ibid., 87, 1833 (1965).
(4) A . A be and P . J. F lo ry , ibid., 87 , 1838 (1965).
(5) (a) R . A . O rwoll and P . J. F lo ry , ibid., 89, 6814 (1967); (b) 89, 
6822 (1967).
(6) P . J. F lo ry , J. L. Ellenson, and B . E. Eichinger, Macromolecules, 
1, 279 (1968).
(7) (a) B . E . Eichinger and P . J. F lory , Trans. Faraday Soc., 64, 2035  
(1968) ; (b) 64, 2053 (1968) ; (c) 64, 2061 (1968) ; (d) 64, 2066 (1968).
(8) D . Patterson, J . Polymer Sci., Part C, 16, 3379 (1968) ; see also 
Macromolecules, 2, 672 (1969).
(9) P . I .  Freem an and J. S. Rowlinson, Polymer, 1, 20 (1959).
(10) E . A . Guggenheim, “ M ix tu res ,” Clarendon, O xford, 1952.
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tative agreement in this case may be obtained only by 
introducing a new and somewhat arbitrary parameter 
Q12 which will describe entropie interactions between 
unlike segments, as the previously introduced X u 
parameter described enthalpic interactions between 
unlike segments.

The question now arises if the cell model theory may 
be further improved so as to take into account more 
accurately the experimental data. Patterson and 
Bardin,11 comparing thermal expansion and com­
pressibility data for n-alkanes with theoretical values 
derived from various cell model theories, have shown 
that the Flory theory is the one giving best agreement 
with experiment. More precisely, the slope of the 
experimental (a T )_1 vs. log T straight lines, where a 
is the coefficient of thermal expansion, is best explained 
taking an inverse volume dependence of the configura­
tional energy. This is what is done in the Flory theory. 
Therefore the limitations of the Flory theory possibly 
merely arise from the limitations of the cell model de­
scription of the liquid state itself.

Prigogine,lb using the cell model, calculates the 
specific volume of liquid Ar, Xe, and Kr with an agree­
ment with experiment of 10 to 20%. This is perhaps 
a reasonably good agreement if qualitative or at best 
semiquantitative results are expected on the basis of a 
cell model theory. If quantitative agreement is de­
sired, it is doubtful whether the accuracy of a cell model 
theory, as illustrated by the above example, is sufficient, 
even if the agreement may be improved by using other 
interaction potentials than those used by Prigogine.

Barker,12 in his thorough review of cell model theories 
of the liquid state, shows that these theories describe 
the properties of metastable solids rather than true 
liquids.

Restrictions on the use of partition functions derived 
from a cell model theory should be even stronger when 
mixtures and especially mixtures containing macro- 
molecular species are concerned. In this case the 
possibility of constructing a lattice will depend on the 
molecular geometry of the mixed species. This point 
has been stressed by Prigogine.10 On the other hand, 
when macromolecules are concerned, Flory leaves open 
the definition of the segment.3 If for instance the 
repeat unit of the macromolecular species is twice as 
large in diameter and three times as long as the solvent 
molecule (assumed to be spherical) then each true seg­
ment should be divided in something approaching 
twelve “ segments.”  This however seems rather arti­
ficial, may be physically misleading and modifies at 
least the combinatorial entropy of mixing.

In view of the above limitations of the cell model 
description of the liquid state, it is perhaps worthwhile 
to endeavor to derive the thermodynamics of solutions 
and especially polymer solutions from free volume con­
cepts, but independently of cell model theories.

The purpose of this series of papers on the thermo­

dynamics of polymer solutions is twofold: (1) To
obtain results equivalent to those of Flory and co­
workers without reference to any cell model theory.
(2) To improve, if possible, the quantitative agree­
ment between theory and experiment. The author 
however will be satisfied if in this alternative approach 
point 1 only is achieved, since this will provide a 
simpler and more intuitive theory of polymer solutions.

The theory as developed below is based on two main 
assumptions :

(a) The mixing process is equivalent to a Joule- 
Thomson irreversible expansion of the translational 
degrees of freedom of the molecules from a given initial 
free volume to a given final free volume. The free 
volume is defined as the volume generated by the 
thermal motion of the molecules. To a first approxi­
mation, the free volume is equal at the temperature 
T°K  to the volume at this temperature minus the 
volume at 0°K. The true free volume is however 
somewhat greater, since as the temperature increases 
there is an increased interpenetration of the molecules.

Two kinds of translational degrees of freedom must 
be distinguished, these associated with the motion of 
the centers of mass and those independent of the motion 
of the centers of mass (c.o.m.). For simple molecules, 
such as the molecules of most usual solvents, it will be 
assumed that there are no other translational degrees of 
freedom than those of the c.o.m. For polymer mole­
cules, however, one has to take into account the transla­
tional degrees of freedom arising from the motion of 
the individual segments. These are discussed in 
section II.

(b) Only the translational degrees of freedom are 
contributing to the entropy of mixing. This last as­
sumption is equivalent to admitting that the rotational 
degrees of freedom are internal degrees of freedom not 
interacting with volume.

Assumption a was first made by Hildebrand13 when 
deriving from free volume concepts Flory’s combina­
torial entropy of mixing polymer with solvent

AS =  —k[ni In <pi +  n2 In <p2] (1)

where k is Boltzmann’s constant, and n2 are the 
number of molecules of solvent and polymer, and «¡?i 
and <p2 the volume fractions.

Assumption b is the one that is usually made and has 
been introduced by Prigogine.ld

It is further assumed that random mixing occurs in 
the solution. This assumption has always been made 
when polymer solutions are concerned and is presum­
ably relevant unless special interactions (hydrogen 
bonding, dipole-dipole interactions) occur in the solu-

(11) D .  Patterson and J. M .  B ard in , Trans. Faraday Soc., 66, 321 
(1970).
(12) J. A . B arker, “ L a ttice  Theories of the L iq u id  S ta te ,” Pergamon, 
1963.
(13) J. H . H ildebrand, J. Chem. Phys., 15, 225 (1947).
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tion. The theory therefore does not include associated 
solvents or solutions with solvation effects. General 
applicability of the theory to all polymer-solvent 
systems is not a purpose of this paper.

Ila. The Entropy of Mixing Liquid 
Polymer with Solvent

Let us assume that we want to mix n\ moles of solvent 
of molar volume Fj°(T) and free volume fraction vfT ) 
with n2 moles of liquid polymer of molar volume V2°(T) 
and free volume fraction v2(T), each species being at a 
temperature T0 lying above the fusion point of the 
polymer. The free volume available in the solvent 
will be equal to (FF)i =  n} Fi0̂  and that in the polymer 
equal to (FV)2 =  n2V2°v2. Assuming mixing without 
volume change, the free volume in the solution will 
be equal to (FV)m =  n1V^v1 +  n2V2°v2. Therefore 
the c.o.m. of the solvent molecules, following assump­
tion a of section I, will “ expand”  from the free 
volume (FV)\ to the free volume (FV)m and correspond­
ingly the c.o.m. of the polymer molecules will “ expand” 
from the free volume (FF)2 to the free volume (FV)m. 
This permits the calculation of the entropy of mixing 
related to the translational degrees of freedom of the
c.o.m. However, it may be shown that exactly the 
same results are obtained if the following procedure is 
adopted for the mixing process: 1. The solvent is
compressed from the volume <t>i° =  niFi0 to the volume 
<f>im =  $j0[i _  Wl(i _  ^ ( l  — p) ], where p is the ratio 
Vi/vj of the free volume fractions of polymer and solvent. 
Correspondingly the polymer is expanded from the 
volume $ 2° =  n2V2° to the volume <f>2m =  $2°[1 +  Viw 
(1 — p) ]. At the same time the free volume fractions 
are varying from vf to =  vfp [1 +  <pi(l — p / p) ] and 
from v2° to v2m =  p2°[l +  <pi(l — p) /  p ]. The volumes 
$jm and <i>2m have been chosen so that in the com­
pressed solvent and the expanded polymer the free 
volume fractions are equal to that in the solution if no 
volume change occurs upon mixing. 2. Compressed 
solvent and expanded polymer are mixed without 
volume change. 3. If necessary (occurrence of a 
significant excess volume of mixing) the solution is 
compressed or expanded to its true volume.

The above procedure will be followed here to derive 
the entropy of mixing, as, in a forthcoming paper, the 
enthalpy of mixing will be derived on the same basis. 
It is however again emphasized that the results con­
cerning the entropy of mixing derived from free volume 
concepts are in fact independent of the above scheme 
for the mixing process.

(1) Entropy of Mixing Associated with the Transla­
tional Degrees of Freedom of the c.o.m. To calculate 
the entropy of mixing associated with the translational 
motion of the molecules we shall add one by one the 
terms arising from the procedure described above.

The entropy change due to the compression of 1 mol 
of solvent is

t1+*■ VIASF = R In j 1 -f- <pi

P =  v2/v i

That due to the mixing of the solvent is

A =  R In n iVi +  n2V2p

wiFip^l +  <pi —

The sum AS]1 +  ASF yields, after simple calculations

ASsoiv =  —R{ni In <pi +  n\ In [1 +  <p2(p — 1)]} (2)

Similarly, the entropy change due to the expansion 
and then the mixing with solvent of n2 moles of liquid 
polymer is

ASpoiym =  - f t  jn 2 In <p2 — n2 In j^l +  (p i -------- ( 3 )

The entropy change associated with the translational 
degrees of freedom of the c.o.m. of the solvent and the 
polymer molecules is therefore

ASc.o.m. =  —ft j« i  In <pi +  n 2 In <p2 —

niln [1 — (p2{ 1 — p)] — n2\a j l̂ +  <pi — (4)

The first logarithm containing p in the r.h.s. of eq 4 
expresses that there is an entropy decrease due to the 
fact that in the solution there is less free space per 
unit volume for the solvent molecules in which to move. 
The second logarithm expresses an entropy increase 
for opposite reasons related to the polymer molecules.

(2) Entropy of Mixing Associated with the Transla­
tional Degrees of Freedom Other than Those of the c.o.m. 
As already pointed out such degrees of freedom will 
be considered here to exist only for polymer molecules. 
However, extension if necessary to solvent molecules 
should not present special difficulties.

The translational degrees of freedom of the polymer 
segments are clearly not independent of the position 
of the c.o.m., that is, if it is true that any polymer seg­
ment may occupy through time any position in the 
solution it is also true that the position of any segment 
at any moment depends upon the position of the c.o.m. 
This is why it cannot be considered, a priori, that the 
expansion of the translational degrees of freedom arising 
from the motion of the segments is, as in the preceding 
case, from (FV)2 to (FV)m. Let us then determine the 
relative space in which these degrees of freedom are 
moving, first into the pure polymer, then into the solu­
tion.

First let us assume that we have a rigid macromole­
cule. Without loss of generality one may assume that 
the macromolecule is rod shaped. Although any 
point D in the rod may take through time any posi-
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tion in the solution, this introduces no new degrees 
of freedom as long as the position of point D is deter­
mined from the coordinates, relative to some arbitrary 
frame of reference of the c.o.m. and two angles. Let us 
now assume that a segment CB containing point D 
may have an independent motion, provided that the 
point C remains attached to the main rod. The position 
of point D is no longer determined by three coordinates 
and two angles and the undetermined space in which 
point D may be found is defined as the relative space 
in which the translational degrees of freedom in­
troduced by the brownian motion of the individual 
segments must be considered to move. The free 
volume related to this relative space will be a function 
of the density of packing of neighboring molecules, in 
other words the density of the medium.

Now, for a freely joined chain, the probability density 
for finding a segment at a distance r from the c.o.m. is 
given by the well-known relation

P(r) =  x(a/irf02) exp(—9r2/ f 02) (5)

where f02 is the mean square end to end distance, x 
the number of segments, and a the length of each seg­
ment. For present purposes it may be assumed, 
without loss of generality, that there is a uniform dis­
tribution of segments inside a sphere of radius (f02) '/!, 
all segments having equal probabilities to be found in 
any point inside that sphere. The relative space is 
thus in this case the sphere of radius (f02) 1/5 centered at 
the c.o.m. of the macromolecule.

Neglecting for present purposes any expansion of the 
chain occuring on mixing, it is seen that the free volume 
inside this relative space is, in the pure polymer 4/ 3x- 
(f02) s/!%, whereas in the solution this free volume is 
4/ 3F(fo2) !/Vm. If, following Prigogine, we assume 
that there are c external degrees of freedom per polymer 
segment, and if w is the ratio of translational to external 
equivalent degrees of freedom (this ratio is discussed in 
section IV) the change in relative free volume will 
introduce the entropy change

section IV. On the basis of these evaluations it is 
found that in the last logarithm of eq 7 the unity may 
be neglected before wcx/3 for chains sufficiently long 
(x >  100). Introducing the new constant c' — w- 
c/3(Vi/Vz) where V2 is the volume of a mole of seg­
ments, eq 7 takes the form

AS =  — In <pi +  n2 In <p2 — iq In [1 —

<Pi(l -  p)] — y -  n2c'x In ^1 +  <pi — -  j  j  (7')

On the other hand, if c'x is small compared to unity, 
eq 7 reduces to eq 4. This equation was given earlier14 
and is the one relevant for mixtures of simple molecules.

(3) Partial Molar Entropies. The partial molar 
entropy of mixing of the solvent is defined as

From eq V  one obtains for A>S'i

ASi =  — Æ-|ln (1 — <p2) +  ^1 — ~ y l ' j  ^2 —

In [1 -  <p2(l - P)] -
1 ~  P

i — <Mi — p)
<Pl<p2 —

c'( 1 -  p)
1 — <p2{ 1 — p) ( 9 )

Similarly, the partial molar entropy of mixing of the 
polymer is given by

AS2 =  — if|ln <p2 +  ^ 1 ----- <pi —

,  r  1 p-] i c '* (i -  p)c x In I 1 +  <pi — -— J +
<Pa( 1 — P) 

1 — P
1 — <p2(l  — p)

<P1<P2 +

(10)<p 1

ASsegm =  Rn2w -  x In(vm/v2) =
u

Rn2w -  x In
O [ 1 + ̂ P] (6)

Adding A/So.o.m. and ASsegm the following expression is 
found for the total entropy of mixing

AS Hi In <pi +  n2 In <p2 —=

ill In [1 — <p2(l  — p)] — n2̂ l -I w X 

ln [ ‘ +
( 7 )

The excess partial molar entropy of mixing of the 
solvent A(SiE, i.e., ASi, as given by eq 9, minus AiS)*, 
the Flory-Huggins combinatorial entropy of mixing, 
is given by

ANiE = ln [1 — <p2(l  — p)] +

1 — P
1 — <p2( 1 — p)

<P1<P2 —
C'( 1 -  p)

1 — <p2( 1 — p) (11)

Usually, ASi/R(p22 is plotted against <p2. At the limit 
of ip2 tending towards zero, the difference between the 
two curves, i.e., the present theory curve minus the 
classical Flory-Huggins curve, is given by

Evaluations of the parameters p and c are given in (u) j. Dayantis, c. R. Acad. Sri., Ser. C, 271, 276 (1970).
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lim {ASiE/R<P2 2} =
<p2~*-0

(1 -  p)(c' -  p) -  7*(1 -  p)2 (12)

Unless c' is significantly greater than one-half, which is 
quite improbable (see section IV) the present theoret­
ical curve lies below the Flory-Huggins classical curve. 
For p =  y 2 and c' =  x/ 4 the limit is equal to —0.25. 
On the other hand, the newer Flory theory yields for 
this limit a value varying, following the polymer- 
solvent system considered, from —0.1 to less than 
-1 .0 .7

Equation 11 shows that AS^/R<p22 varies typically 
from about —0.30for <p2 =  0 to about —0.60 for <p2 =  1, 
and depends ra'her slightly on the values taken by c' 
when p lies between */2 and W

lib. The Entropy of Mixing Solid 
Polymer with Solvent

It is well known that for polymers in the solid state 
(crystalline or amorphous) the motion of the c.o.m. 
of the molecules is considerably restricted, and is in 
fact limited, as for the segments, to motions inside 
a small cell. Therefore the derivation of the entropy 
of mixing given in section Ila  should not apply, 
unless the so-called communal entropy of fusion16 is 
added to the result

ASsolid — M i iquid +  A$eommunal

where ASnqUid is the entropy of mixing liquid polymer 
with solvent and A<Ssoiid is that of mixing solid polymer 
with solvent. The question now arises if the communal 
entropy is an internal or an external entropy change.16 
In the first instance there will be an additional entropic 
contribution and in the second instance an additional 
enthalpic contribution. Most authors seem to relate 
the communal entropy of fusion to the heat of fusion, 
so that the communal entropy will add an enthalpic 
contribution to the free energy of mixing. It is out of 
the scope of the present paper to go through the ques­
tion, but one may point out that inasmuch as the com­
munal entropy is related to the delocalization of the 
molecules during the process of fusion, and not related 
to any volume changes, consideration of the Clapeyron 
equation opposes the above point of view. If now the 
communal entropy is an internal entropy change pro­
ducing no heat exchanges (as in an irreversible Joule- 
Thomson expansion of a perfect gas) then the com­
munal entropy will add an additional entropic contri­
bution, so that eq 7' should be modified to

AS =  —R^n, In tpi +  n2 In <p2 —

Vi
ni In [1 — ip2(l — p) ] — —  riic'x X  

y i

In |m  +  (pi Pj  — g(m, cV) j  (13)
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where g(n2, c'x) is some function of the number n2 of 
polymer molecules and of the product of the charac­
teristic parameter c' by the number x of segments per 
molecule. If it is assumed that this communal entropy 
is just R cal deg"*1 mol-1 as for simple liquids, eq 
13 reduces to

AS = — In (pi +  n2 In <p2 —

V 2
nxln [1 — <p2(l — p)] — — n2c'x X

hi

In j \  +  (p i J — m j* (130

This equation shows that the introduction of the com­
munal entropy does not modify eq 9, 11, and 12, and 
also the forthcoming eq 17 and 18, except trivially for 
eq 17.

The important and rather difficult question of the 
communal entropy of fusion in crystalline polymers and 
fluidification in amorphous solid polymers will not be 
pursued any further in this paper.

III. The Flory-Huggins Interaction Parameter x

Following Guggenheim’s assumption the Flory- 
Huggins x parameter is the sum of an enthalpic and of 
an entropic contribution

X  =  X h  +  Xs (14)

For athermal solutions xh should be equal to zero so 
that the only contribution to x is entropic. As however 
Xs (and generally x) is concentration dependent, caution 
should be taken regarding definitions. Xs determined 
from integral enthalpy and entropy of mixing will be 
generally different from Xs determined from chemical 
potentials. One should write therefore

AG =  RT[ni In <pi +  n2 In <p2 +  Xs'm^] (15)

and

where Xs' X Xs, unless àxs'/à(pi =  dxs/2><i5i =  0. For 
nonathermal solutions the same will be true eliminating 
subscript s in Xs- Equating now eq 7' and 9 multiplied 
by T, respectively, with eq 15 and 16 it is found that

(15) (a) J. O . Hirschfelder, D . P . Stevenson, and H . Eyrin g , J . Chem. 
Phys., 5, 896 (1937); (b) J. G . K irkw ood, ibid., 18, 380 (1950); (c) 
see also G . E . K im b a ll, “ T h e  L iq u id  S tate ,”  in  “A  Treatise of Physi­
cal C hem istry ,” H .  S. T a y lo r and S. Glasstone, E d ., V an  N ostrand  
Co., N ew  Y o rk , N . Y .
(16) E . A . Guggenheim, “Therm odynam ics,” N o rth -H o lla n d  P ub­
lishing Co., Am sterdam , C hapter I .
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X s ' =  - — In  [1  -  <92(1 -  p ) ]  -  
<P2

-  In [ l  +  <Pi —  P1  (17) 
<Pi L p  J

and

Xs =  — - J i n  [1 -  <p2( l  -  p ) ]  +

1 — P
1 — <p2(l  — p) <pi<p2 + c ' ( l  ~  P)

1 — <p2(l  — p)

The limiting values of Xs' and Xs for <p2 =  0 and <p2 =  
1 are, respectively

x /°  =  1 — p +  c' In p (19a)

X s '1 =  In -  — c'  -------  (19b)
P P

and

Xs° =  ( 1  -  p ) ( p  -  c') +  (20a)

Xs1 =  log -  — c' ------ - (20b)
P P

It is seen that the two functions 17 and 18 converge 
towards the same limit as <p2 tends towards one. Since 
interaction parameters are usually determined from 
osmotic pressure and vapour pressure measurements, 
eq 18 should be the one most often used to compare 
theoretical with measured values of Xs-

IV. Experimental Determination of 
the p and c Parameters

(1) The p Parameter. The ratio p of the free 
volume fractions in the polymer and in the solvent 
may be determined with satisfactory accuracy if liquid 
polymer and solvent obey the original Tait equation17

Vo — V _  AP  
Vo ~  B +  P (21)

where V0 is the volume at atmospheric pressure, V 
the volume at the pressure P, A and B two constants. 
Assuming for present purposes that molecules and 
segments are rigid and incompressible, it is immediately 
seen, by letting P  go to infinity, that A  is the “ co­
volume”  fraction in the species. The free volume 
fraction will be given by 1 — A. Unfortunately, the 
Tait equation is quite unsatisfactory for describing 
the compression of numerous simple liquids especially 
in the n-alkane series. In this case the Tait equation 
will yield only approximate values for w  On the other 
hand, several studies have been devoted to PUT rela­
tions in polymers, but it. does not seem that in any one 
of them the applicability of the simplest of these rela­
tions, namely the original Tait equation, has been

seriously examined. However, Spencer and Gilmore18 
have shown that within a substantial temperature range 
polystyrene obeys a van der Waals equation with con­
stant internal pressure. For such polymers, the or­
iginal Tait equation possibly applies, since it may be 
shown that eq 21 may be derived from the van der 
Waals equation if the internal pressure is nearly 
independent of volume.19

The free volume fractions may also be derived, ne­
glecting corrections resulting from the interpenetra­
bility of molecules, if the volume at 0°K  is known. 
Doolittle20 has shown that there are satisfactory 
empirical relations relating the density of n-alkanes 
with temperature and molecular weight.21 At 0°K, 
Doolittle’s relations reduce to

^ = exp (10/Ai) (22)
Oj

where M  is the molecular weight and d the density. 
Using Doolittle’s equation and density data reported 
by Orwoll and Flory,6 the following table has been 
established, giving the free volume fractions in the 71- 

alkane series at 170°.
Table I shows that the ratio p for polymethylene: 

hexane is about one-half. On the other hand it may 
be inferred from the respective densities of styrene and 
polystyrene (0.907 and 1.09), assuming that % for 
styrene is about 0.25, that the p ratio for polystyrene: 
styrene has a lower value, perhaps near to one-third. 
In any case, as the free volume fractions in ordinary 
solvents at room temperature vary within a rather 
narrow range of values, it may be inferred that p

Table I

/•----------------- Density- Free volume
Compound 0°K 463 °K fraction

ra-Hexane 0.8904 0.4913 0.448
»i-Heptane 0.9050 0.5359 0.408
M-Octane 0.9162 0.5666 0.381
ra-Nonane 0.9250 0.5898 0.362
n-Undecane 0.9381 0.6222 0.337
n-Dodecane 0.9430 0.6344 0.327
7i-Pentadecane 0.9539 0.6066 0.307
7i-Heptadecane 0.9593 0.6729 0.298
n-Eicosane 0.9652 0.6869 0.288
n-Hexaeosane 0.9732 0.7060 0.275
Marlex 50

polymethylene 1.0000 0.7662 0.234

(17) P . G . T a it , “ Voyage of H . M .  S. Challenger 3. V o l. I I ,  1889. 
See J. S. Rowlinson, “ Liquids and L iq u id  M ix tu re s ,” B utterw orth , 
London, C hapter I I .
(18) R . S. Spencer and G . D . G ilm ore, J . Appl. Phys., 20, 502 (1949).
(19) J. D ayantis , J . Chim. Phys., in  press.
(20) A . D oo little , J .  Appl. Phys., 22, 1471 (1951).
(21) Such relations should presum ably exist for other homologous 
series as a result of Prigogine’s theorem  of corresponding states for 
x-mers.

The Journal of Physical Chemistry, Vol. 76, No. S, 1972



406 Jea n  D ay a n t is

will most often lie between one-half and one-third. 
As the temperature is increased, lower values of p 
may be obtained, as the thermal expansion of simple 
liquids is more important than that of polymers.

(2) The c Parameter. Much information may be 
gained concerning Prigogine’s c parameter by considering 
the variation of the thermal pressure coefficient 7 = 
(dP /dT )v with volume at atmospheric pressure. If one 
plots I /7  =  (dT/dP)v vs. V, it is found that for many 
simple liquids as well as for polymeric materials like poly­
methylene the plot is linear, at least within substantial 
volume (or temperature) ranges. For other simple 
liquids, however, the plot presents an upwards curva­
ture. Such plots have first been used by Haward.22 
Let us now assume that a simple or polymeric liquid 
has a linear I/7  vs. V plot, in a given range of molar 
volumes. It follows that within the range considered

/dT\ V -  b
[S r i = X<F ~ = T tT <23)

where X is the slope of the straight line, 6, the inter­
section of the straight line with the V  axis, R the gas 
constant, and L another constant. Since, as has been 
widely observed, liquid isochores are linear, it follows 
from eq 23, that within the temperature range con­
sidered the compound obeys a generalized van der 
Waals equation

P  =  +  f<F> (24)

where f(F) is a function of volume only. The param­
eter L has also been introduced by Haward, when 
plotting (dP/dT)y vs. molar volume for simple liquids.

The quantity 3L may be called the equivalent exter­
nal degrees of freedom (EEDF). If the 1 /7  vs. V plot 
is not linear, L will be a function of V (or T), that is, the 
EEDF will be temperature dependent. In Figure 1 are 
drawn the 1/7  vs. V plots for hexane and polymethylene. 
For a polymeric material, by equating 3L to cx +  3, 
the c parameter is determined. Table II gives the L 
and c parameters for w-alkanes from n-hexane to poly-

Table H

Compound

Tem­
pera­
ture,

°C L

3 L  ~  
EED F 

per
molecule

C =

E E D F
per

segment

« -H ex a n e 50 2 .1 1 5 6 .3 4 5 1 .0 57
n -O ctane 50 2 .8 7 6 8 .6 2 8 1 .0 7 8
«-H exa d eca n e 50 4 .6 6 0 1 3 .98 0 0 .8 7 4
«-E icosid ia n e 50 6 .2 0 5 18 .615 0 .8 4 6
n-H exatriacontane 9 .0 0 3 2 7 .0 0 0 .7 5 0
P olym ethylen e, m arlex 

50, M =  1  X  104 1 8 3 .0 5 4 9 .0 0 .7 6 8
P olym ethylene, m arlex 

5060, M =  1. 8  X  10s 2909 8727 0 .6 7 8

Figure 1. R ecip roca l therm al pressure coefficient vs. v o lu m e 
at P =  0 fo r  « -h exa n e  (circles) and M arlex  50 p o ly m eth y len e  
(triangles). L ow er scale applies to  hexane and u pper scale 
applies to  polym ethylene. T h erm al pressure coefficients and 
density  data  have been taken from  O rw oll and F lo r y .5

methylene. Thermal pressure coefficients and density 
data were taken from Orwoll and Flory.6 A dash 
in the temperature column means that L is temperature 
independent.

It is thus found experimentally that at infinite mo­
lecular weight each segment added adds nearly 0.70 de­
gree of freedom. This is close to the value of one 
assumed by Prigogine1 for fixed angle chains. The 
somewhat lower value found experimentally presum­
ably arises from the interdependence of the degrees of 
freedom in neighboring segments, since it is quite im­
possible to rotate a polymer segment without rotat­
ing the adjoining segments. Since the energy equipar- 
tition theorem requires independent degrees of freedom, 
the theorem does not apply for the degrees of freedom 
of polymer segments. However, at least for poly­
methylene, the experimental value found for the EEDF 
per segment is in rather good agreement with the 
equipartition theorem.

V. Discussion
A point of importance in order to apply eq 7' and 18 

is the relation existing between the EEDF of a polymer 
segment as determined from the variation of the 
thermal pressure coefficient with temperature and the 
translational degrees of freedom, which, according to 
the assumptions made in this paper, are the only de­
grees contributing to the entropy of mixing. For 
numerous simple molecules, as shown in Table III, 
the ratio of translational over EEDF, that is 1 /L, lies 
between one half and one third. A dash in the tern-

(22) R . N . H aw ard , Trans. Faraday Soc., 62 , 828 (1966).
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Table III

Liquid
Temperature,

°C L
3L = EEDF 
per molecule

C arbon  tetrachloride 2.52 7.58
A ceton e 1.61 4.83
Benzene 2.79 8.38
C yclohexane 20 3.83 11.49
C yclohexane 50 2.90 8.72
M ethan e 2.17 6.51
n-H exane 50 2.11 6.34
n-O ctane 50 2.88 8.63
n-H exadecane 50 4.66 13.98

perature column means that L is temperature inde­
pendent, in the temperature range investigated.

Thermal pressure coefficients needed for the calcula­
tions in Table III have been determined for carbon 
tetrachloride, acetone, benzene, and cyclohexane from 
the ratio a / k  of the thermal expansion coefficient over 
the isothermal compressibility coefficient. Thermal 
expansion coefficients have been determined from series 
expansion given for acetone, benzene, and carbon tetra­
chloride in Smithsonian Physical Tables23 and for 
cyclohexane in International Critical Tables.24 The 
isothermal compressibility data used were those of 
Tyrer25 for benzene and carbon tetrachloride, of Stave- 
ley, Tupman, and Hart26 for acetone, and of Diaz 
Pena and McGlashan27 for cyclohexane. The value 
of L for methane in the liquid state is that reported by 
Haward.22 Results for low molecular weight n- 
alkanes are those already given in Table II and have 
been computed from data given by Orwoll and Flory.6

It seems at present quite hazardous to extend the 
results for simple molecules given in Table III to the 
EEDF of polymer segments given in Table II. Very 
probably the ratio w in eq 7 will depend upon geo­
metrical and stereochemical properties of the segments.

Equation 18 will now be compared with experimental 
results for several polymer-solvent systems.

(1) Polyisobutylene-Cyclohexane. This polymer- 
solvent system has been studied by Eichinger and 
Flory,7c and is nearly athermal, so that Xs ^  x- Ac­
cording to these authors, equation of state contributions 
to the free enthalpy are particularly important in this 
case. The system also affords an illustration of the fact 
that for athermal solutions xo is not zero.

Let us now assume, by analogy with polymethylene, 
that for polyisobutylene also the c parameter is near to
0.70. Then, c', according to all possible values of w and 
IT/l'V , will lie between 0.10 and 0.30. In Figure 2 are 
drawn the curves, all within the accepted possible values 
of w and c', which show the best agreement with experi­
ment. Although quantitative agreement with experi­
ment is not achieved, the qualitative agreement is as 
good (or, adopting a rather pessimistic view not worse) 
than that derived from the Flory and coworkers’ newer 
theory of polymer solutions.

Figure 2. x» vs. fo r  p o ly isobu ty len e  in  cyclohexane. 
K e y : + ,  p =  0.53, e' =  0.125; A, p =  0.50, c ' =  0.125; 
• , p =  0.48, c‘ =  0.125; O, F lory  th e o r y ;70 □ , 
experim ental po in ts . 70

(2) Poly styrene-Acetone, Polystyrene-Propyl Acetate, 
Polybutadiene-Chloroform. Values of A A  for these 
systems have been taken from the “ Reassessment of 
Published Data”  by Booth, Gee, Jones, and Taylor.28 
Polymer-solvent systems containing an associated 
solvent, like benzene, or showing solvation effects as 
polystyrene in chloroform have been ignored. Since

A& = —12{ln (1 — <fif) +  (1 — l/x)ip2 +  xs<p22} =
A Si* ~  Rx*<PP (25)

it follows that

Xs =
A Si* -  A Si

RtP22
( 2 5 0

where ASi* is the combinatorial Flory-Huggins entropy 
of mixing. In Figure 3 are drawn the curves of Xs vs. <p2 
for the three systems polystyrene-acetone, polysty­
rene-propyl acetate, and polybutadiene-chloroform, 
together with three theoretical curves. The experi­
mental curves are somewhat boldly extrapolated to <pi 
=  0, since vapor pressure data provide x values only for 
concentrated solutions. As the experimental points are 
of limited accuracy it may be assumed that the variation 
of Xs for polybutadiene in chloroform is nearly that of

(23) W. E. Forsythe, Physical Tables, Smithsonian Institution, 
Washington, D. C., Vol. 120, 1954. See Handbook of Chemistry and 
Physics, 29th ed, the Chemical Rubber Co., Cleveland, Ohio, p 1705.
(24) International Critical Tables, Vol. 3, McGraw-Hill, New York, 
N. Y., 1928.
(25) D. Tyrer, J. Chem. Soc., 105, 2534 (1914).
(26) L. A. K. Staveley, W. I. Tupman, and K. R. Hart, Trans. 
Faraday Soc., 51, 323 (1955).
(27) M. Diaz Pena and M. L. McGlashan, ibid., 57, 1511 (1961).
(28) C. Booth, G. Gee, M, N. Jones, and W. D. Taylor, Polymer, 5, 
353 (1964).
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Figure 3. xs vs. <n fo r  various p o ly m er-so lv en t system s:
A, p o ly sty ren e -p rop y l acetate ; O, p o ly b u tad ien e-ch loro form ; 
D, poly styren e-aceton e . C u rve I , p = 0.53, c '  =  0 .125 ; curve 
I I , p =  0.4, c ' =  0 .11; curve I I I , p =  0.33, c' =  0.11.

F igure 4. xs vs. w for polystyren e in cyclohexane. A , from  
experim ental results o f  K rigbau m  and G ey m er ; 31 O, from  results 
reported b y  H ooker, Shih, and F lo ry . 30

polyisobutylene in cyclohexene. If so, the three above 
mentioned polymer-solvent systems show at least 
qualitative agreement with theory.

(S) Polystyrene-Cyclohexane. This system provides 
a striking example of nonapplicability of the theory for a 
nonassociated solvent forming with the polymer a solu­
tion where significant solvation effects are very unlikely

to occur, xh increases steeply for <p2 ~  0.5529'30 and 
conversely Xs drops to negative values. In Figure 4 
curve I has been drawn from results of Krigbaum and 
Geymer31 reassessed in ref 28. Curve II has been 
drawn from the x and x h  curves of ref 30. Although 
there is not quantitative agreement between the two 
curves, the decrease of Xs to negative values seems be­
yond doubt. This feature cannot be explained on the 
basis of the theory developed above. However, the 
steep increase of x h  at <p2 — 0.55 should be an indication 
that some special phenomenon occurs at the more con­
centrated solutions.

VI. Conclusions
A theory is proposed giving the entropy of mixing 

polymer with solvent on the basis of free volume calcula­
tions. The theory does not include associated solvents 
or solutions presenting solvation effects.

The entropy of mixing, following the theory pro­
posed, solely arises from the different free volumes 
available to the solvent molecules and the polymer seg­
ments in the pure components and in the solution. In 
Flory’s and coworkers newer theory of polymer solu­
tions7'30 there are three distinct contributions to the 
entropy of mixing: a combinatorial, an “ equation of
state”  contribution, and an interchange between unlike 
segments contribution. Although the existence of an 
interchange between unlike segments entropy cannot be 
disclaimed, its physical significance, in the absence of 
orientation or solvation effects, remains rather obscure. 
Such an entropy contribution has not so far been in­
troduced in the present theory. The two first con­
tributions to the entropy of mixing are included in the 
free volume treatment.

Experimental and theoretical values of Xs show at 
least qualitative agreement for several polymer-solvent 
systems. In the case of polyisobutylene in cyclo­
hexane, the agreement with experiment is about the 
same as that obtained using Flory’s newer theory of 
polymer solutions. Comparison with more experi­
mental data is needed as well as a better experimental 
determination of the two parameters p and c'.

(29) R . Koningsveld, L . A . K leintjens, and A . R . Shultz, J .  Polym. 
Sci., Part A -2, 8 , 1261 (1970).
(30) H . Hooker, H . Shih, and P . J. F lo ry . in  press.
(31) W . R . K rigbaum  and D . O. Geym er, J . Amer. Chem. Soc., 81, 
1859 (1959).
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Ion-molecule reactions in gaseous acetone have been examined in two mass spectrometers, namely in a CEC
21-110 double-focusing, high pressure instrument, and in a modified Varian Associates Syrotron ICR mass 
spectrometer. The high pressure study (up to 0.6 Torr) has revealed the following reaction products: (CHy- 
COCHa)mH+ (m = 1, . . .  4), (CH,COCH,)„CH,+ (m = 1, . . .  4), (CH3COCH3)„,CH3CO + (m = 1, . . .  3), 
and ions at masses 99, 157, and 215 which correspond to loss of H20  from the protonated dimer, trimer, and 
tetramer, respectively. A considerable temperature effect has been noted which results in a shift towards 
the higher products as the gas temperature is lowered. The ICR mass spectrometer has been used to elucidate 
the various mechanisms and to measure some of the rate constants of the reactions leading to these products.

I. Introduction

Recently, two separate studies2 have appeared which 
concern, at least in part, the ionic chemistry of acetone. 
The first of these, by Munson,2“ aims at giving a de­
scription of the types of product formed and some dis­
cussion of the more important reactions which occur 
as a result of the ionization of gaseous Br0nsted acids; 
and the second, by Terry and Tieman,2b gives a sim­
ilar account of the ion-molecule processes in ketones. 
Although, in the latter case, the product ion distribu­
tion resulting from reaction of the major primary ions 
with the acetone molecule is described, in neither study 
were any reaction rate constants measured. This pres­
ent work was undertaken to validate these mecha­
nisms and establish rate constants for the principal ion- 
molecule reactions in the acetone system.

II. Experimental Section

The high pressure results reported in this paper were 
obtained using a CEC 21-110 double-focusing mass 
spectrometer, modified as previously described,3 to 
permit operation of the ion source at pressures up to 
1 Torr. In the present experiments, source conditions 
were as follows: ionizing electron energy, 500 eV; re­
peller voltage 5 V (~ 1 2  V cm-1 repeller field), and tem­
perature 200° (except in one experiment when this was 
lowered to 50°). Source pressures were varied up to
0.6 Torr, corresponding to an acetone concentration 
of 12.3 X  1015 molecule cm-3, and measured using an 
MKS Baratron Type 77 gauge with a 0-1 Torr pres­
sure sensor.

The low pressure work (up to ~ 1  X 10 ~s Torr) and 
the rate constant measurements were made using a 
modified Varian Syrotron ICR mass spectrometer as 
described elsewhere.4 The only new procedure is that 
ion residence times, r, within the source and reaction 
region of the ICR cell were determined empirically 
using the pulsing technique described by Smith, et al.6

Selective parent-ion ejection from the source region6 
was achieved by applying an rf field to the negatively 
biased source drift plate.

The acetone used was analytical reagent grade 
(Wasatch Chemical Co., Utah) of 99.5% minimum 
purity.

III. Results and Discussion
1. Pressure Dependence of Ionic Currents, a. Pri­

mary Ions. The mass spectrum of acetone was mea­
sured over the pressure range 0-600 u. At low pres­
sures (<10 /i), the major primary ions are CH3+ (m/e 
=  15), CH3CO+ (m/e =  43), and CH3COCH3+ (m/e 
=  58+) together accounting for close to 80% of the 
total ionization. The remaining 20% of ionization is 
taken up by several minor ions {m/e — 14, 26, 27, 29, 
39, 41, 42) which individually amount to only a few 
per cent of the recorded ion current and whose reactions 
were consequently ignored in this study.

Decay curves for the ions CH3+, CH3CO+, and CH3- 
COCH3+ over the first 100 n of the pressure range are 
illustrated in Figure 1; the most abundant primary ion 
is CH3CO+ which initially gives rise to some 50% of 
ionization but which falls to 20% by 100 n and has ef­
fectively disappeared from the mass spectrum by 250 
n. Mass 58, CH3COCH3+, declines from a low pres-

(1) A lfred  P . Sloan Fellow , 1968-1972.
(2) (a) M .  S. B . M unson, J .  Amer. Chem. Soc., 87 , 5313 (1965); 
(b) J. O. T e rry  and T .  O . T iernan , Proceedings of the 16th A nnual 
Conference on Mass Spectrom etry and A llied  Topics, A S T M  Com ­
m ittee  E 14 , Pittsburgh, Pa., 1968, p 33.
(3) J. H .  F u tre ll and L . H . W o jc ik , Rev. Set. Instrum., 42 , 244 
(1971).
(4) R . P . C low  and J. H .  F u tre ll, In i. J .  Mass Spectrom. Ion Phys., 
4 , 165 (1970).
(5) S. W isniewski, R . P . C low, D . L . Sm ith , and J. H . Fu tre ll, 
Proceedings of the 18th A nnual Conference on Mass Spectrom etry  
and A llied  Topics, Am erican Society for Mass Spectrom etry, San 
Francisco, C a lif., 1970, p B393.
(6) J. L . Beaucham p and R . C . D unbar, J . Amer. Chem. Soc., 92 , 
1477 (1970).
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Figure 1. Relative abundances of the major primary ions of 
acetone as a function of pressure: C H 3C O +, O ; C H 3C O C H 8 +, 
•  ; 2 X  C H 3+, ■ .

sure level of ~ 1 7 %  of all ionization to zero by 150 p; 
mass 15, CH3+, from ~  11% to zero by 100 p.

b. Secondary and Higher Order Ions. (1) Protonated 
Solvent Ions. Pressure dependence curves for these 
species are illustrated in Figure 2a. The first second­
ary ion to occur to any extent is that of m/e =  59, cor­
responding to protonated acetone or the monosolvated 
proton. The relative abundance of this ion rises rap­
idly to a peak of ~ 4 0 %  of all ionization at a pressure 
of about 30 p, falls to less than 5%, and subse­
quently rises slowly to around 8% (perhaps an artifact 
resulting from the normalization procedure) at higher 
pressure. As the monosolvated proton decays, the 
disolvated proton (m/e =  117) increases to a high rela­
tive abundance of 75% and thence declines to ~ 6 0 %  
at 600 p. The trisolvated proton (m/e =  175) appears 
above 100 p and steadily increases over the observed 
pressure range to 10% of total ionization at 600 p. Al­
though not shown in Figure 2, there is also a trace 
amount of the tetrasolvated proton species (m/e =  233) 
present in the mass spectrum at pressures above 300 p.

Munson2“ has discussed the reactions of gaseous 
Brpnsted acids with respect to their formation of sol­
vated protons using a model which suggests that the 
most stable cluster is formed when each hydrogen 
which is bound to an oxygen atom in the protonated 
molecule ion is bound to one other solvent molecule. 
In the case of acetone, where the protonated molecule- 
ion contains only one such hydrogen, the most stable 
cluster should consist of two solvent molecules and a 
proton. Experimentally, Munson2“ did not observe 
any such species larger than the disolvated proton 
at the highest pressures he used (a few tenths of a 
Torr); neither did Terry and Tieman2b report such 
species in a study using ion-source pressure up to 
1 Torr.

In the present case, however, higher mass clusters 
are clearly present and, at least for the trisolvated

Pressure in Torr x 10

Figure 2. Relative abundances of the major secondary and 
higher order ions of acetone as a fucntion of pressure.
(a) (C H 3C O C H 3 ) H +, • ;  (C H 3C O C H 3 )3H + , O ; (C H 3C O C H 3 )3H +, 
■ ; 20 X  m /e =  99, A;  20 X  m /e =  157, ®. (b)
(C H 3C O C H 3 )C H 3+, • ;  (C H 3C O C H 3 )2C H 3+, O ; 
(C H 3C O C H 3)3C H 3+, 9 . (c) Vs X  (C H 3C O C H 3)C H 3C O + , • ;  
(C H 3C O C H 3 )2C H 3C O  +, O ; (C H 3C O C H 3 )3C H 3C O  +, » .

species, appear to be relatively stable. There is no 
doubt that there exists a strong tendency to form the 
disolvated proton over a certain pressure range. In 
the region of 200 p this ion accounts for some 75% of all 
ionization, for example, but above this range its impor-
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tance declines and significant amounts of the proton- 
ated trimer are formed. It may also be noted that in a 
study of ion-solvent molecule interactions in water va­
por,7 Kebarle has found no special stability associated 
with the (H20)4H+ cluster which, for the Munson 
model, is expected to be particularly favored.

Figure 2a also contains the pressure curves for the 
two species at m/e =  99 and 157 which correspond to 
the loss of a water molecule from the disolvated and tri- 
solvated proton, respectively. The latter product 
likely results from the condensation reaction of acetone 
with the m/e 99 species. Although there is no direct 
evidence to suggest that this is the route by which these 
two species are formed, it is unlikely that they occur 
through adduct formation by the corresponding pri­
mary ion m/e =  41 since this ion constitutes less than 
1% of the low pressure mass spectrum. A trace 
amount of ion at m/e =  215 corresponding to loss of 
H20  from the protonated tetramer was observed but 
is not shown in Figure 2a.

(2) Methylated Solvent Ions. Pressure dependence 
curves for these species are illustrated in Figure 2b. 
In general, these ions exhibit relative abundances which 
are an order of magnitude smaller than their protonated 
analogs. The methylated monomer ion (m/e = 73) 
appears at low pressure, achieves some 4%  of all ion­
ization at ~125 fi, decays to a low of -—'1.3%, and 
subsequently increases slightly towards higher pres­
sure. The methylated dimer ion (m/e =  131) ap­
pears above 50 fi and peaks to 3.5% at a pressure of 
300 fi before declining; the methylated trimer ion (m/e = 
189) increases steadily above 150 f i .  Although not 
shown in Figure 2b, trace amounts of the methylated 
tetramer ion (m/e =  247) appeared above 250 fi .

(3) Acetylated Solvent Ions. Pressure dependence 
curves for these ions are illustrated in Figure 2c. The 
acetylated monomer ion (m/e =  101) is the most abun­
dant of this series, appearing at low pressure, rising to 
12% of ionization at ~100 n, and falling off at higher 
pressure to less than 1%. As with the protonated and 
methylated solvent ions, the acetylated dimer ion (m/e 
=  159) increases strongly as the monomer decays, in 
this case reaching a peak of 3.5% of ionization at ~250 
fi before depleting. The acetylated trimer ion (m/e = 
217) appears above 150 y and steadily increases over 
the pressure range. No acetylated tetramer was de­
tected in the pressure range investigated.

2. Temperature Effects. The data reported above 
were obtained at an ion-source temperature of 473°K. 
Lowering this temperature to 323°K caused a signifi­
cant change in the recorded pressure dependences. In 
general at the same source pressures (or, more strictly, 
at the same number density of reactant molecules) the 
lower temperature resulted in a shift towards the higher 
mass product ions. This can be illustrated by reference 
to the protonated solvent ions. Figure 3 indicates that 
the monosolvated proton appears earlier at the lower

Figure 3. R ela tive  abundances o f th e proton ated  m onom er 
and d im er ions o f acetone as a fu n ction  o f pressure at tw o 
different source tem peratures: (C H 3C O C H 3 ) H +, O
(4 7 3 °K ); •  (323° K ) ;  2 X  (C H 3C O C H 3)2H + , □
(4 7 3 °K ); ■  (3 2 3 °K ).

temperature but achieves a somewhat lower relative 
abundance (some 10% less) before declining. Similar 
early appearances are noted for the protonated dimer 
ion and the protonated trimer ion (not shown in Figure
3) and for the methylated and acetylated solvent ion 
series. This dramatic effect of temperature is not un­
expected in view of the suggestions that thermodynamic 
equilibrium may be attained in high pressure sources.7’8 

It is interesting to note that if one attempts to cal­
culate an equilibrium constant for the reaction

&eq
(c h 3c o c h 3)h + +  c h 3c o c h 3 (c h 3c o c h 3)2h +

then the corresponding equilibrium constant 

1
K e, ( 1 \  / I / c HiCOCH sL h A

P  C H iC O C H i/  \ 7 (C H iC O C H a ) H + /
(E l)

was found to depend on pressure of acetone. Thus ion 
equilibrium is not achieved under the experimental con­
ditions and the system is kinetically limited. Conse­
quently, while the effects of temperature are qualita­
tively those anticipated for the increased total internal 
energy at higher temperature, the data do not support 
any simple interpretation involving equilibrium con­
cepts.

3. Reaction Rate Constants. Reaction rate con­
stant for the major primary ions of acetone were mea­
sured using an ICR mass spectrometer. A previous 
study2b of ion-molecule reactions in acetone had indi-

(7) P . K ebarle, S. K . Searles, A . Zolla, J. Scarborough, and M .  
Arshadi, J .  Amer. Chem. Soc.. 89 , 6393 (1967); P . K ebarle, .1 than. 
Chem. Ser., 72 , 24 (1968)
(8) F . H .  F ie ld , J .  Amer. Chem. Soc., 91 , 2827 (1969); F . H .  Fie ld , 
P. H am le t, and W . F . L ib b y , ibid., 91, 2839 (1969).
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cated that there were complex interconversion reactions 
between the ions designated above as “ primary,”  i.e., 
between CH3+, CH3CO+, and CH3COCH3+ as well as 
between these ions and the various product ions. The 
well known ICR double resonance ion-ejection tech­
nique6 is suited to the unravelling of these several mech­
anisms of reaction.

Before proceeding further it may be useful to give an 
outline of the kinetic scheme used to obtain the various 
rate constants presented here. The “ beam-model”  of 
Wexler and Jesse,9 which was further elaborated by 
Derwish, et oZ.,10 can be somewhat simplified in the 
present case. In particular, since the primary and 
secondary components can normally be separated by 
the ion-ejection method, there is no need in the reaction 
scheme to consider separately ions formed purely by 
electron impact on the neutral molecule and those 
formed partly in this way and partly as a result of pri­
mary ion-parent molecule reactions. Also, secondary 
ions produced by more than one ion-molecule reaction 
need not be treated otherwise than secondary ions pro­
duced by a single reaction since it is possible to separate 
contributions from different sources. Thus the reac­
tion scheme is very simple and may be written as follows

P — >  Af+ +  e (RI)

Ai+ +  P S« + +  N y (R2)

Sy+ +  P Ty,+ +  Nyj (R3)

Here, A4+’s are primary ions produced directly by 
ionization of the molecule P, the Sw+’s are secondary 
ions resulting from reactions of Ai+’s with P, and the 
Tyi+’s are tertiary ions from the further reaction of the 
secondaries Sy+ with P. It should be kept in mind 
that a secondary ion S,7+ may be the same species as 
that formed directly by primary ionization.

For the primary species A {+, the rate constant for 
reaction can be found form the well-known expression

[A<+]r = [Ai+]0 exp(—¿ ¿ /tIP]) (1)

where [A4+]7 and [Aj+Jo are the intensities of the ion 
Aj+ at reaction times t and zero, kt/  is the sum of the 
rate constants for the production of all ions SM+, i.e., 
hi/ =  2fcw, and [P] is the concentration of neutral 
molecules in the reaction zone. In practice, instead 
of the actual intensity [Ai+]r, the relative intensity,
i.e., [At+]T divided by the total ion intensity, is used. 
A semilogarithmic plot of the relative intensity vs. [P] 
gives the rate constant ktj' directly. Any reaction 
forming the primary ion can be removed by the ejec­
tion from the ion source of possible parents.

For the secondary ions Sw+ formed with a rate 
constant ktj and depleted to tertiary products with a 
rate constant km ( =  2kw), the differential equation 
describing its intensity is
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d[S«+]
M A i+U P] -  ¿ m W H P ] (2)

Replacing [A4+] by [A,+]o exp( — /cy 'r[P ]) and solving 
gives

[S«+]r
fco[Aj+]o 

km' — kl/
[exp(—fcy'rtP ]) -

e x p (-fc „ /r [P ])]  (3)

If, following Derwish, et al.,m we write km' — k(/ = 
K, then

-  K 11 -  < «

and differentiating with respect to [P ]

as [P]

d[P]
* „[rex p ( —K t [P])]

0, i.e., at low pressures

( 5 )

(6)

Hence ktj can be found from the initial low pressure 
gradient of a plot of the ratio [SM+]T/[A <+]T against 

[P]-It is a peculiarity of the ICR instrument that if the 
ion detection frequency remains constant and the mag­
netic field is varied to observe different species, then 
the ion residence time r is also varied; increasing the 
magnetic field increases r. This can be taken into ac­
count by measuring t for both the primary and secon­
dary ions-(the secondary ion normally has the higher 
mass requiring a higher magnetic field for its detection 
and hence corresponding to a larger r). Assuming 
that, for the primary ion

[At+ ]„ = [A«+]n exp(—Zc4/ A t[P]) (7)

where A r =  r2 — n, a suitable correction for the ob­
served intensities may be deduced.

Derwish, et al.,10 in reference to eq 4 distinguish two 
limiting modes of behavior which are important enough 
to mention here.

Case A. kijt' >  k,/, i.e., K  is positive. Here a plot 
of the ratio [SW+]T/  [Af+]T against [P ] will have an initial 
gradient equal to fcyr, but as [P] tends to infinity, from 
eq 5, this will tend to zero. The ratio [Si3+]T/[A i+]T 
will approach a limiting value equal to ktj/K.

Case B. k(jl' <  kt/, i.e., K  is negative. Here a plot 
of the ratio [Sw+]T/[A i+]T against [P] will again have 
an initial gradient equal to k tjr  but as [P] tends to in-

(9) S. W exler and N . Jesse, J .  Amer. Chem. Soc., 84 , 3425 (1962).
(10) G . A . W . Derw ish, A . G alli, A . G iard in i-G uidoni, and G . G . 
Volpi, J . Chem. Phys., 3 9 , 1599 (1963).
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Table I : T h erm al R ea ction  R a te  C onstants fo r  P rim ary Ion s  in A ceton e

Rate constant 
X  IO"», cm» 
m olecule-x k ij

1 /2 /  
(T  and

Theo­
retical rate 
constant X 
ÎO“ 9, cm* 
molecule-1

I

Reaction

CHs + +  CHsCOCHs — >- produ cts

sec-1

2 .0  ± 0 . 1 b

k ï F T )2b sec-1 a 

1 .6 8
II C H j+ +  CHsCOCHs — >• CHsCO+ 0 .9 2  ±  0 .1 0 0 .4 6  ±  0 .1 0 0 .2 08

I I I
IV
V

V I

C H U  +  CHsCOCHs — >  CHsCOCH s+ 
C H , +  CHsCOCHs — ► (CHsCOCHs )H + 
C H sC O + +  CHsCOCHs — >  p rod u cts  
CH sCO+ +  CHsCOCHs — >  CHsCOCH s+

0 .2 0  ± 0 . 0 1  
0 .2  ± 0 . 1  
0 .4 3  ±  0 .0 3  
0 .0 4  ±  0 .0 2

0 .1 0  ±  0 .0 1  

0 .1 0  ±  0 .0 5

0 .2 19
0 .0 44

1 .1 8

V II
V i l i

C H ,C O +  +  CHsCOCHs — >- (CHsCOCHs )H + 
CH sCOCH s+ +  CHsCOCHs — >- p rod u cts

0 .3 9  ±  0 .0 2  
0 .5 4  ±  0 .0 4

0 .9 1  ±  0 .1 0 0 .9 90
1.09

I X CHsCOCH s+ +  C H sC O C H s— >  (C H 3COCHs)H + 0 .3 8  ±  0 .0 4 0 .7 1  ±  0 .1 0 0 .442
X

X I
X I I

CHsCOCHs + +  CHsCOCHs — >  (CHsCOCHs )CH ,CO  + 
(CH sCO CH s)H + +  CHsCOCHs — >  produ cts  
(CHsCOCHs )CHsCO+ +  CHsCOCHs — >  products

0 . 1 9 ±  0 .01  
0 .4 3  ±  0 .0 3  

< 0 .5 4  ± 0 . 0 4 “

0 .3 5  ±  0 .0 5 0 .473
1 .08
0 .9 7

“ C alcu lated using the form u la 9’ 10 k =  2ire{a/n)'̂ . b T h e  error qu oted  here is a measure o f the scatter in values ob ta in ed  over five 
or six experim ental runs. c O btained from  the curvature o f the p lo t  o f  p rod u ct ion /rea cta n t ion  against [P ] ; see text.

finity, the gradient will also tend to become infinitely 
large.

Thus the behavior of such plots is an indication of 
the relative magnitudes of kijt' and fc4/ .

In practice, it has been found preferable to use the 
limiting gradient eq 6 to obtain ktJ, rather than the full 
expression 4. Apart from the obvious reason that 
ktji ,  and hence K, is not always known (it is known in 
the case of secondary ions which are also primary ions), 
use of eq 4 requires considerably more numerical calcu­
lation and also calls for the inclusion of a value for K, 
together with its associated experimental error, twice, 
in the right-hand side of the expression. Use of eq 6 
proved more rapid and consistent, there being little 
difficulty in deciding what constituted the initial gra­
dient; consequently, this equation is less prone to the 
accumulation of experimental error.

An equation for the concentration of the tertiary ion, 
Tai+ of (R3), can also be deduced by applying conser­
vation of mass to the overall scheme, if it is assumed 
that this species does not react further. Thus, remem­
bering that only a fraction k^/kt/ of A 4+ reacts to Stj+ 
and that, similarly, only a fraction of S(j+
reacts to T ijt+, we have

[A,+]0 =  [A,+]t +  [SW+]T +  ~  [TWi+]rl  (8)
K i j  L  K i j l  J

Rearranging

[Tjjj+]r _  kjjkjji j~[Ai+]o _  "I _  ktji [S4j+]t
[A4+]r ~  t „ v L [ A . +], J  km' [A,+]r

and substituting in the expressions for [A4+]o/[A4+]T 
and [Sy+]r/ [A 4+]T from eq 1 and 3, respectively, gives

[Tp,+]r
[A4+]t

kijkiji
kij'ktji

[exp(fc4/r[P]) -  1] +

kij
Vi l l

“ [I -  exp{ (fc4/  -  fcyj'MP]}];H'ijl
'till

( 10)

The utility of this relationship will become apparent in 
subsequent discussion.

Table I summarizes the measured thermal reaction 
rate constants for the ions CH3+, CH3CO+, and CH3- 
COCH3+ with acetone, together with those for the in­
dividual reaction channels. The upper limit, theo­
retical, thermal reaction rate constants11-12 are based 
on the polarizibility of acetone equal to 6.42 X 10 ~u 
cm3.13

Figures 4a and b illustrate the method used to calcu­
late rate constants for the various reaction channels; 
Figure 4a plots the ratio of intensities of the ions 
(CH3COCH3)H+ and CH3CO+ against [P]. The full 
line is that taken as a measure of the initial gradient. 
At higher pressures there is a clear fall-off in gradient, 
indicating that the rate constant for the reaction of the 
ion (CH3COCH3)H+ is greater than the overall rate 
constant for CH3CO+. In a similar way, the upward 
curvature in Figure 4b indicates that the rate constant 
for (CH3COCH3)H+ is less than that for CH3COCH3+. 
Taking these results together, the rate constant for 
(CH3COCH3)H+ is bracketed between (0.43 ±  0.03) 
and (0.54 ±  0.04) X  109 cm3 moU1 sec“ 1.

(11) P . Langevin, Ann. Chim. Phys., 5, 245 (1905).
(12) G . Gioumousis and D . P . Stevensen, J . Chem. Phys., 29, 294 
(1958).
(13) J. A . Beran and L . K evan , J .  Phys. Chem., 73, 3860 (1969).
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Figure 4. R a tios  of intensities o f p rod u ct to  parent ions as a 
fu n ction  of pressure: (a ) (C H 3C O C H 3)H + /C H 3C O +.
(b) (CH3COCH3)H+/CH8COCH3+. The full line is that 
used to estimate the initial gradient of the plot.

Although the primary acetyl ion reacts predominantly 
by proton transfer to the parent molecule, a small 
amount (~ 10% ) of charge transfer is also observed. 
For the parent ion, reaction is mainly divided between 
channels leading to the protonated and to the acetylated 
monomer. It is instructive to compare the present 
results with those of Terry and Tiernan (T and T ).2b 
This is not completely straightforward, since these 
authors present their data as relative abundancies 
of ionic products following reaction in the collision 
chamber of a tandem mass spectrometer (see Table I) 
which provides slightly different information than the 
relative rate constants for individual reaction channels. 
However, the difference is not great and meaningful 
comparison can probably be made. Terry and Tiernan 
report nearly equal partition between these channels 
(44:47) but we find it somewhat biased towards the 
protonated species, about 71:35. The protonated 
monomer is produced2b almost equally by proton 
transfer and by H-atom abstraction, while the acet­
ylated monomer is produced by both acetyl ion transfer 
and acetyl radical abstraction.

For the methyl ion, the main reaction observed with

acetone is the production of the acetyl ion, the rate con­
stant in this case amounting to some 46% of the overall 
rate constant. T and T observe almost equal amounts 
of the acetyl and parent ions as products (each about 
20%) whereas the present results show the overall rate 
constant distributed as 46% to acetyl ion production 
and 10% to the nominal charge transfer process leading 
to the parent molecule ion. The work of T and T  also 
indicates some reaction forming other minor ions of 
mass less than that of the parent molecule. Isotopic 
studies by the same authors2b reveal that a major 
proportion of these ions, together with the acetyl ion, 
are formed by dissociative charge transfer.

The coupling observed between the primary methyl 
ion and the proton transfer product is unique amongst 
the set of reactions described here. Consequently, this 
behavior warrants a fuller discussion. If for the mo­
ment it is assumed that the secondary ion S<i+ of the 
reaction scheme described earlier is not consumed by 
further reaction, i.e., that = 0, eq 4 simplifies to

=  r ^ x p ^ A t P i )  -  u  a 1)[A<+]T kt/

In this case, a plot of [S<i+]T/[A 1+]T against [exp 
(/c(/ r  [P]) — 1] will give a straight line of gradient 
kij/ki/. If reaction of the secondary does in fact occur, 
such a plot of the experimental data will show the ionic 
ratio increasing more slowly than expected, resulting 
in a curve which falls below the “ ideal”  straight line.

Now applying eq 11 to the ratio [(CH3COCH3)- 
H +]/[C H 3+] and using the overall rate constant for 
CH3+ as kf/ ,  it is found that instead of giving a straight 
line or a concave curve, the observed ratio increases 
much more rapidly than the exponential term. (This 
was first noted at an early stage in this study when all 
such data were treated according to eq 11 rather than 
to the more correct eq 4.) Clearly, direct reaction 
from the methyl ion to the protonated acetone ion can­
not account for this behavior, and it becomes necessary 
to invoke at least one two-step mechanism connecting 
these ions.

From the overall scheme of ionic reactions in this 
system (see Table I), one plausible ionic intermediate 
for such a two-step process is the species CH3CO+ 
which is a product of the reaction of the methyl ion 
with acetone and which also reacts to produce pro­
tonated acetone ion. The proposed mechanism is 
therefore

CH3+ +  CHsCOCH-, — >  CH3CO+ +  neutral (R4) 

CH3CO+ +  CH3COCH3 — >-
(CH3COCH3)H+ +  neutral (R5)

An analogous scheme may be written for CH3COCH3+. 
The final ionic product, (CH3COCH3)H +, now behaves 
as a tertiary ion and, consequently, its concentration is 
described by eq 10 which was derived earlier. Using
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Pressure in Torr x 10

Figure 5. R a tio  o f in ten sity  o f (C H 3C O C H 3)H  + to  C H 3+ as 
a function  of I C R  cham ber pressure. T h e  ca lcu lated 
con tribution  o f th e assum ed tw o-step  m echan ism  in volv in g  
C H 3C O + (4 3 +) and C H 3C O C H 3+ (5 8 +) as interm ediates 
is show n a lon g  w ith  th e  experim ental cu rve w hich  is 
th e sum m ation  o f all processes.

the relevant rate constants from Table I, the right-hand 
side of this equation can be evaluated from various val­
ues of [P]; the resulting [(CH3COCH3)H +]/[C H 3+] 
ratios are plotted in Figure 5 together with the ratio 
found experimentally. From the figure it may be seen 
that a considerable proportion, although not all, of the 
protonated acetone ion appears to be formed by a two- 
step mechanism.

If the two-step components are now subtracted from 
the experimental data and the remainder is plotted as a 
function of [exp(fc</T[P] — 1], a straight line is ob­
tained indicating that there is some direct reaction from 
CH3+ to (CH3COCH3)H+. The associated rate con­
stant is found to be (0.2 ±  0.1) X 10-9 cm3 molecule-1 
sec-1 or (10 ±  5)%  of the overall rate constant for the 
methyl ion. For comparison T and T 2b report the 
proton transfer to be some 4%  of all methyl ion reac­
tions.

Since a correction for two-step reactions is required 
in the case just considered, the question arises as to 
whether it is necessary in any of the other reactions de­
scribed in Table I. It is possible immediately to elim­
inate from consideration those processes of Table I 
which refer only to the overall rate constant as a pri­
mary ion, since these are independent of any subsequent 
reaction of products (except, of course, for back-reaction 
to primary ion). Thus we need not be concerned with 
processes I, Y, VIII, XI, or X II. Similarly, if there is 
no known path except the one considered between a

primary and its products, no correction is required. 
For example in II the reaction described for the methyl 
ion leading to the acetyl ion is unique; II, VI, IX, and 
X  can likewise be eliminated from consideration.

Since IV has already been corrected, this leaves III 
and VII. The reaction from the methyl ion to the ace­
tone ion possibly occurs to some extent via the acetyl 
ion intermediate (II) and reaction of the acetyl ion to 
form the protonated acetone ion may occur via the par­
ent ion (IX). However, if these possible contributions 
are computed using eq 10, the correction to the [CH3CO- 
CH3+]/[CH 3+] ratio from acetyl ion as an intermediate 
amounts to less than 5% of the observed value at the 
highest pressure used experimentally and is somewhat 
lower than this over the pressure range used to estimate 
the rate constants. Similarly, correction of the 
[(CH3COCH3)H +]/[C H 3CO+] ratio attributed to the 
parent ion as an intermediate is always less than 1% of 
the uncorrected value. Thus because of a fortuitous 
combination of relatively large rate constants fa­
voring a two-step mechanism the only reaction path 
requiring significant correction is reaction IV.

Finally, it is of interest to compare rate constants 
deduced from ICR measurements in the manner de­
scribed with those obtained in the high pressure source 
experiments. Rate constants in the conventional mass 
spectrometer experiments are deduced from the initial 
gradient of plots of normalized ion intensities as a func­
tion of source pressure. These slopes are the product 
of the rate constant and the source residence time of 
that reactant ion. The residence time may be calcu­
lated from simple electrostatics (assuming the ions 
start from rest) and a knowledge of source dimensions 
and the applied repeller field (12 V /cm  in the present 
experiments). These considerations lead to high pres­
sure total rate constants of 2.4 X 10-9 cm3 mol-1 sec-1, 
for reaction of CH3+, 3.0 X  10-10 cm3 mol-1 sec-1 for 
CH3CO+, and 5.1 X  10-10 cm3 mol-1 sec-1 for CH3- 
COCH3+. These may be compared with values of
2.0 X 10-9, 4.3 X 10-10, and 5.4 X 10-10 cm3 mol-1 
sec-1, respectively, obtained for these reactions by ICR. 
These results are in good agreement within the com­
bined uncertainties of the two experimental techniques.
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The hole theory of Simha and Somcynsky is applied to an analysis of the liquid- glass boundary and to the 
equation of state in the region between the glass transition and the -̂relaxation. Two systems already studied 
experimentally are considered, namely, polystyrene and poly(o-methylstyrene). The liquid-glass boundary 
relations are investigated under two sets of conditions corresponding to a low- (LPG) and a high-pressure 
glass (HPG). The former is formed by cooling the liquid at atmospheric pressure, whereas the latter is obtained 
by pressurizing the liquid isothermally. The equation of state is analyzed for LPG only. The link between 
the conventional thermodynamic relations, experiment, and the statistical theory is formed by identifying 
the vacancy fraction 1 — y appearing in the latter with the ordering parameter Z introduced in the thermo­
dynamic theory. For LPG, yt, the value of y along the boundary, is indeed found to be constant for both 
polymers. For HPG, 1 — yt is a decreasing function of pressure, as should be expected. The equation dTe/dP 
= (bTg/dP)z +  (bTg/bZ)F X dZ/dP is tested by evaluating the product on the right-hand side by a com­
bination of the statistical theory with experiment. An equation of state for LPG is first computed entirely 
from theory by assuming that a single constant parameter, y = yg, characterizes not only the liquid-glass 
boundary line, but the glassy region as well. This results in too low a thermal expansivity, as had been noted 
earlier by Somcynsky and Simha for several other polymers at atmospheric pressure. Hence, within the frame 
of the hole theory, y cannot remain constant in the glass but is a function of T and P. It differs, of course, 
frcm the function derived by maximization of the configurational partition function of the liquid and is ob­
tained here from experiment. Thus, additional constants enter into the equation of state of the glass, 
which cannot be obtained solely from the properties of the liquid and the liquid-glass boundary line. On 
approaching this line, however, the above function reduces to a single constant, viz., ye.

I. Introduction

The concept o: internal ordering parameters (Zh 
Z2, . . . ) ,  which assume fixed values at the glass transi­
tion temperature, to describe the glass transition process 
as well as the glassy state, has been proposed by several 
authors. By applying the formalism of de Donder,1 
Prigogine and Defay2 obtained for a system character­
ized by a single ordering parameter, Z, the following 
identity connecting the changes (A) in the thermody­
namic derivatives at the transition

AkACp =  VT(Aa)2 (1)

Here V and T are the volume and temperature at the 
transition point and k, a, and Cp are, respectively, the 
compressibility, thermal expansivity, and heat capacity. 
Meixner3 and Davies and Jones4 showed that the effect 
of pressure on the glass transition temperature (Tg) can 
be described by the relations

(ÒTg/ÒP)z =  TVAa/ACF (2)

(òTg/ÒP)z =  An/Act (3)

Equation 3 was also obtained by Gee6 using a slightly 
different approach. Moreover, if entropy S instead of 
volume V is chosen as the dependent variable, his pro­
cedure readily leads to eq 2.

By equating the right-hand side of relations 2 and 3, 
eq 1 is recovered, which provides the basis of a rigorous 
test for a one-parameter theory. When two or more 
parameters are involved, we have4 6

AkACp >  TV (Act)* (4)

but nothing is asserted about dTJdP.
Goldstein7 introduced the concepts of excess volume, 

entropy, and enthalpy of the liquid over the glass and 
showed that if either of the latter two is the determin­
ing factor, eq 2 holds, while eq 3 is obeyed if the excess 
volume is the pertinent quantity.

The current experimental evidence is contradictory. 
Analyses of some authors5'7’8 have shown that the in­
equality (4) rather than the equality (1) holds, implying 
the existence of more than one parameter, while Breuer

(1) T h . de D onder and P. Rysselberghe, “ A ffin ity ,” Stanford U n i­
ve rs ity  Press, M e n lo  P ark , C a lif., 1936.
(2) I .  Prigogine and R . D efay, “ Chem ical Therm odynam ics,” Long­
mans, Green and Co., London, 1954.
(3) J. M e ixn er, C. R. Acad. Sci., 432 (1952).
(4) R . O. Davies and G . O. Jones, Advan. Phys., 2, 370 (1953).
(5) G . Gee, Polymer, 7, 177 (1966).
(6) A . J. Staverm an, Rheol. Acta, 5, 283 (1966).
(7) M .  Goldstein, J .  Chem. Phys., 39, 3369 (1963).
(8) J. M .  O ’R e illy , J .  Polym. Sci., 57, 429 (1962).
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T

Figure 1. D iagram  o f  cycles to  m easure Te as 
a  fun ction  o f  pressure P.

and Rehage9 observed that for polystyrene eq 2 and 3 are 
not obeyed but the equality (1) holds. They concluded 
that a single parameter is adequate to describe the liq­
uid-glass transition behavior.

The conflicting conclusions probably arise in part 
from the fact that in tests of eq 2 and 3 the requirement 
of maintaining Z  constant has been disregarded. Very 
few literature data concerning the change of Ts as a 
function of P  satisfy this condition. Bianchi, et al.,10 
have carried out experiments in such a way that they 
expected Z to remain as close to constant as possible. 
Figure 1 recapitulates the cycle proposed by these au­
thors. The polymer melt at point C is cooled at a fixed 
rate and atmospheric pressure to point A, where a pres­
sure P  is applied to compress the glass to point G. 
The pressure is then kept constant while the glass is 
heated isobarically to point D, with a transition point
F. By repeating the experiments with different pres­
sures, the locus defined by the dashed line BF is ob­
tained. We shall refer to the glass formed by cooling 
the melt at atmospheric pressure as low pressure glass 
(LPG). A different way to form a glass is defined by 
the path CDEH. In this case the transition point is E 
and the liquid-glass boundary is marked by the dashed 
line BE which departs significantly from line BF. A 
third kind of experiment commonly adopted is to pres­
surize the melt at point I isothermally. The corre­
sponding liquid-glass transition boundary is not shown 
in the graph but is expected to differ from both lines BE 
and BF. The glass formed by the last two types of ex­
periments will be referred to as high pressure glass 
(HPG). It is not implied, of course, that the dashed 
portions in Figure 1 are necessarily straight lines. Ob­
viously, only the low pressure glass can possibly satisfy 
the condition of constant Z.

We have recently reported PV T  results for polysty­
rene (PS) and poly(o-methylstyrene) (PoMS) derived 
from experiments of the third and first type.11 In this 
work line GF was obtained by cross-plotting and ex­
trapolating isothermal data rather than directly from 
isobaric measurements. This is acceptable as long as 
the transition region itself is avoided. It was shown that

eq 3 holds for LPG but not for HPG.11 If indeed a sin­
gle ordering parameter characterizes the transition, 
then Tg =  TS{P, Z), and10

dTg/dP =  (dTg/dP)z +  (dTg/dZ)P X dZ/dP (5)

where (dTg/dP)z =  Ak/Aoc, as is seen from eq 3. 
Since (dTg/dZ)P should be positive, if Z is a measure of 
disorder, the relation dTg/dP =  Ak/Aa only holds if 
dZ/dP =  0.

A purely thermodynamic theory need and does not 
specify the physical significance of the ordering param­
eter or parameters. These parameters have been vari­
ously associated with such quantities as a free volume, 
and a single or a spectrum of relaxation time constants. 
We shall bring molecular theory to bear on first, the 
properties of the liquid-glass transition line, and second, 
the equation of state of the low pressure glass. The 
basis for this is the hole theory of Simha-Somcynsky,12 
which has been successfully used to discuss the equation 
of state of amorphous polymer systems above the glass 
temperature.11'12 In addition to the characteristic 
volume (F*), temperature (T*), and pressure (P*) quan­
tities, this theory contains an additional parameter per­
tinent for the present discussion, namely y, the fraction 
of occupied sites in the quasilattice. It is suggestive 
then to identify the vacancy fraction 1 — y with the 
thermodynamic parameter Z. At equilibrium, y is de­
termined as a function of V  and T by the maximization 
of the partition function and this fixes then by assump­
tion the value of y =  yg at the glass point. On this 
basis, Somcynsky and Simha13 have compared theoret­
ical predictions with experimental thermal expansivi­
ties ag at the glass temperature and atmospheric pres­
sure for a series of polymers. We shall extend this line 
of investigation by a detailed examination of the two 
polymer systems mentioned above. To begin with, 
however, we analyze the liquid-glass transition lines. 
According to the concepts reviewed above and the pos­
tulated relationship between Z and y, the magnitude of 
yg at the observed Tg and P g is determined entirely by 
equilibrium relations. These are briefly recapitulated 
in section II, and applied to the transition line in section
III. In section IV, an equation of state for the glassy 
state is developed.

II. Theory
The equation of state expressed in reduced variables 

( P  =  P /P * , V =  V/V*, and T =  T/T*) is12

(9) H .  Breuer and G . Rehage, Kolloid-Z. Z . Polym., 216-217, 159 
(1967).
(10) U . B ianchi, A . T u rtu rro , and G . Basile, J . Phys. Chem., 71, 
3555 (1967).
(11) A . Quach and R . Sim ha, J .  Appi. Phys., 42, 4592 (1971); see 
also A . Quach, P h .D . Dissertation, Case W estern Reserve U niversity , 
Cleveland, Ohio, 1971.
(12) R . Sim ha and T .  Somcynsky, Macromolecules, 2, 342 (1969).
(13) T .  Som cynsky and R . Sim ha, J .  Appi. Phys., 4 2 ,4 5 4 5  (1971).
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PV/T  =  [ l -2 -1/V G /f)“ 1/*]-1 +
(2y/T)(yV)~2[1.011 (yV )~2 -  1.2045] (6)

For the equilibrium liquid y is obtained as a function 
of V and f  from the minimization of the Helmholtz 
free energy by the solution of the following equation 
for the infinite chain

(s/3c)[1 +  ln(l -  y)/y] =  [2~l/ty (y V ) - l/t -  Vs] X 
[1 -  2 - 1/ey(yV )~ l/T 1 +  (.y/QT)(yV)-> X

[2.409 -  3.033(i/7)~2] (7)

where s and 3c are, respectively, the number of seg­
ments and external degrees of freedom per chain. As 
previously, we adopt the value of unity for the ratio 
s/3c. This particular choice affects the numerical 
values of the reducing parameters, but not the general­
ity of the conclusions.11’12 At a prescribed tempera­
ture, the relationship between y and V  is most easily 
computed from eq 7 by Newton’s iteration method. 
However, at constant pressure, T must be eliminated 
from eq 6 and 7 before the same method can be used.

III. Analysis of the Liquid-Glass Boundary Line
Our previous experimental results for the effect of 

pressure on Tg and the three characteristic parameters 
for the two polymers are summarized in Table I. We 
emphasize that the numerical values of the reducing 
parameters P*, V * ,  and T * to be used are those 
derived from the equation of state of the liquid. By 
means of these and of eq 6 and 7, the vacancy fraction 
1 — y, a measure of an unoccupied volume, is com­
puted as a function of the transition pressure Pg, cor­
responding to a transition temperature Te. The re­
sults for both polymers and the two types of glasses 
appear in Figure 2. For LPG, Z =  1 — y is practi­
cally independent of P, i.e., dZ/dP ~  0, although in the 
case of polystyrene there is a slight trend of increasing 
Z with pressure. This may be attributed to the diffi­
culty of extrapolating isobars in the glassy state to 
locate the transition temperatures of the low pressure 
glass. There is considerable curvature in the lines 
for the low pressure region (see ref 11, Figure 5). There­
fore, the two temperatures closest to Tg were disre­
garded, resulting in a somewhat lower value of Tg (see 
ref 11, Figure 8). Since Z  — 1 — y increases linearly 
with T as will be shown below, a lower Te would .result 
in a lower value of Z at low pressure and this is actually 
observed in Figure 2. Another fact to support the 
above argument is that if Z is to change at all, it should 
be decreasing with increasing pressure. In any case, 
the change is small enough to be disregarded for our 
purposes and a horizontal line was drawn, representing 
the average value. The fact that dZ/dP =  0 for the 
low pressure glass is in accord with the concept that 
Z is frozen in the glassy state and does not vary with 
T and P. On the other hand, it is possible that y re­
mains constant only along the boundary line (see section

Figure 2. O rdering param eter Z identified w ith  vacancy- 
fraction  (1 — y) o f  the S im h a-S om cyn sk y  th eory  as a  fu n ction  o f 
transition  pressure P g fo r  low  and h igh  pressure glasses.

IV). The identification of 1 — y with Z thus provides 
a physical interpretation as well as a numerical value 
for the latter. Moreover it attests once more to the 
validity of the theoretical equation of state, eq 6 and
7. Finally, it permits a prediction of Tg as a function 
of P, once the glass temperature at atmospheric pres­
sure and hence ?/g are known.

For the high pressure glasses, on the other hand, Z 
decreases with increasing pressure and dZ/dP is nega­
tive. Physically, this is reasonable because the num­
ber of vacancy sites at the glass transition is expected 
to be reduced at elevated pressure.

Now that we have shown that with Z =  1 — 
y, dZ/dP <  0 for a high pressure glass, we proceed to 
compute the derivative (dTe/dZ)P from the molecular 
theory and examine the validity of eq 5. Figure 3 
represents the reduced temperature T as a function 
of Z =  1 — y for a given reduced pressure P in the re­
gion of the glass transition, as calculated from the 
equation of state, eq 6 and 7. The relation is linear 
with a slope which increases with P. This suggests 
that Tg should be more sensitive to experimental con­
ditions such as the cooling rate at elevated pressures. 
With the aid of the results in Figures 2 and 3, the 
correction term for variable Z  on the right-hand side of 
eq 5 can now be computed. For computational con­
venience, dZ/dP — —dy/dP was obtained by fitting 
a least-squares parabola through the points in Figure 
2 rather than by analytical evaluation of the derivative 
from eq 7. The results are shown and compared with 
the experimental values of dTg/dP in Figure 4. Ex­
cept for polystyrene at low pressures, we feel that the 
extent of agreement observed is quite good, consider­
ing the uncertainties involved in computing ag and 
Kg of the HPG by means of an asymptotic value of the 
Tait parameter B .n The residual deviations observed 
in Figure 4, however, may well be real, and clearly 
similar analyses of additional polymer systems are 
highly desirable. These should show whether not only 
similar magnitudes but also the identical sign of the 
departures prevail, when the thermodynamic eq 5 is
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T ab le  I : G lass T ransition  Tem peratures, A verage Pressure C oefficients, 
and Characteristic Param eters fo r  P olystyren e and P o ly (o -m eth y lstyren e ) 11

(Tg)p-o, dTg/d P , (Tg)p-o, dT g/dP, P *  X 1 0 "8, V *  X  10, T *  X  10
°K  (H PG) deg/kbar (H PG) °K  (LPG) deg/kbar (LPG) bars cm8/g °K

PS 374 3 1 .6 365 7 4 .2 7 .4 5 3 9 .5 9 8 1 .2 6 8
P oM S 404 3 4 .2 404 7 3 .0 7 .4 5 8 9 .7 6 2 1 .2 7 4

Figure 3. R edu ced  tem perature T as a  fu n ction  o f ordering 
param eter Z = s  1 — y a t a series o f pressures in the region o f  the 
glass transition, eq  6  and 7.

Figure 4. C om parison  o f  various expressions (see tex t) for the 
pressure coefficient o f  Tg o f  h igh pressure glasses.

combined with the statistical theory, eq 6 and 7. Such 
results, of course, have a bearing also on the question 
of one vs. two (or more) ordering parameters.

In Figure 4 there are also plotted the results of two 
other proposed modifications of eq 3. One, due to 
Bianchi,14 introduces the temperature dependence of 
the volume Vg at Tg, viz.

dTg/dP =  Ax/(Aa -  d In Vg/dT) (8)

On the other hand, taking the point of view that in 
the isothermal experiments a degree of compression 
/  occurs prior to glass formation, Gee6 proposed the 
expression

dTg/d P  =  A x / ( « i  — a 0g +  df/dT) ( 9 )

where aoe is the thermal expansivity of the glass at 
atmospheric pressure. From Shishkin’s densification 
data,16 d //d T  was estimated to be about 3.3 X 10-4 
deg"1 for polystyrene.6

Equation 8 appears to underestimate significantly 
dTJdP. Equation 9 is quite satisfactory, at least in 
the low pressure range, with deviations now in the op­
posite direction from those arising in the molecular 
theory. On basic grounds and because of the nature 
of the information required in the application of eq 9, 
we believe our approach to the thermodynamics of 
the glass transition to be preferable in the cases of both 
LPG and HPG.

A final decision regarding the validity of eq 1 and 
thus of a one-parameter description of the transition 
boundary requires a knowledge of ACP on the identical 
sample with identical thermal history. Lacking this 
information and as a first approximation, we use the 
value of 0.0525 cal/g-deg for PS given by Wunderlich 
and Jones,16 and obtain at P -*■ 0

A x A C P/ [ T 7 ( A a ) 2 ] ~  1 . 5  ( 1 0 )

Although the ratio does not turn out to be unity, this 
cannot yet be considered as an argument against the 
adequacy of the one-parameter concept. Final judg­
ment should be based on appropriate heat capacity 
measurements at both atmospheric and elevated pres­
sures.

IV. Equation of State (LPG)
In Figure 5 are shown the isobars at atmospheric 

pressure for PS and PoMS in the region between the 
/3-relaxation and the glass transition temperature, that 
is, between Te (see Table I) and about 0.7 X Tg.n 
Also indicated are the theoretical results from eq 6 
with the assumption of constant y =  yg and P =  0. 
For PS and PoMS the numerical values from Figure 2 
are 0.940 and 0.925, respectively. The predicted ex­
pansion coefficients are smaller than those observed. 
This is in accord with previous findings and possible 
reasons for the discrepancy have been suggested.13 
Within the frame of the hole theory, a single frozen 
parameter is not sufficient to describe the PV T  proper­
ties of the glass. Here we wish to explore quantita-

(14) U . B ianchi, J .  Phys. Chem., 69, 1497 (1965).
(15) N . I .  Shishkin, Sov. Phys.-Solid State, 2 , 322 (1960).
(16) B . W underlich and L . D . Jones, J .  Macromol. Sci., Phys., 3 , 67 
(1969).
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Figure 5. R ed u ced  volu m e-tem peratu re  cu rve at atm ospheric 
pressure. (A ) polystyrene, (O ) p o ly (o -m eth y lstyren e). O ther 
lines, theoretical, eq  6  w ith  con stant y — ye.

tively one particular suggestion, namely, a nonvanish­
ing temperature and pressure dependence of the vacancy 
fraction (1 — y) in the glassy state. The functional 
relationship will be derived from experiment, i.e., from 
a series of isobars. This is accomplished by intersect­
ing at a given pressure the experimental V -T  curve with 
a net of theoretical lines computed from eq 6 with ap- 
propiately chosen values of y. The result for PS at 
atmospheric pressure is exhibited in Figure 6 and com­
pared with the horizontal line, y =  yg, and the curve 
extrapolated from the liquid region by means of eq 6 
and 7. As was to be expected, the actual result is in­
termediate between these two extremes.

In Figure 7, the values of 1 — y for the two glasses 
are plotted as a function of the temperature difference 
Tg(P) — T for three pressures. We note that the re­
lationship is linear in T at a given P  and may be ex­
pressed in the form

y -  y* = [r,(P ) -  t \a {P) (ioa)
The numerical values of the coefficient A(P) =  — (dy/ 
bT)P are shown in Table II for P — 0, 400, and 800 
bars. They can be represented by the equations

PS A(P) =  1.36 X 10~4 -  1.52 X 10~7P +
7.2 X 10~nP 2

PoMS A (P) =  1.82 X 10~4 -  1.44 X 10-7P  +
5.9 X  10-17P 2 (10b)

Equation 10 represents a variation of the vacancy frac­
tion 1 — y which is intermediate between the equi­
librium function of the supercooled liquid and the 
value 1 — yg “ frozen" at Tg. In combination with 
the hole theory, eq 6, and the pressure dependence of 
Tg, which may be derived either directly from experi­
ment or from the theory by means of low pressure data,

250 300 350 400 450
T ,  ° K

Figure 6 . V ariation  o f va ca n cy  fraction  1 — y w ith  
tem perature at atm ospheric pressure for po ly styren e  glass. 
D ashed line, supercooled liqu id, eq  6  and 7. Solid  line a, 
assum ption o f  constant y =  t/g, b, from  eq  6  and experim ental 
vo lu m e-tem peratu re data.

F igure 7. D ifference in va ca n cy  fraction  y — yg = Zg — Z as 
a  fu n ction  o f  tem perature and pressure, derived from  eq  6 , 
pressure dependence o f  glass transition  tem perature 
and value o f y a t Tg.

it provides an equation of state for LPG above the (3- 
relaxation temperature of the two polymers investi­
gated. Besides the parameters P*, V*, T*, ye, and 
Tg(P) which are characteristic of the liquid and liquid- 
glass boundary line, there appears, in the pressure 
range explored, also one of the derivatives (òy/òT)P 
or (òy/òP)? at T =  Tg(P).

Appropriate experimental information for our two 
polymers required to make similar analyses on HPG 
is not available.
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T a b le  I I :  N u m erica l V alues fo r  A{P) =  —(òy/òT)P, eq 10a

.------ -A CP) X 104, deg 1------->.
P, bars PS PoMS

0 1.36 1.82
400 0.869 1.34
800 0.609 1.05

V. Conclusions
The statistical hole theory of Simha and Somcynsky 

can be applied to the liquid-glass transition boundary 
with the vacancy fraction playing the role of a frozen 
parameter in a limited sense, i.e., remaining constant 
along the boundary in the case of LPG. For HPG, 
this fraction is shown to decrease with increasing pres­
sure, since the glassy region is reached from the liquid 
under different conditions of pressure and tempera­
ture. The computed decrease leaves a residual dis­
crepancy between the predictions of the thermody­
namic one-parameter theory and experiment.

In order to interpret the equation of state of the 
LPG within the frame of the hole theory, the vacancy 
fraction must be permitted to vary with temperature 
and pressure, converging, however, to a constant value

at the liquid-glass boundary. On a different basis 
involving kinetic arguments, an analogous conclusion 
regarding the existence of several internal parameters 
and the reduction to a single one has been reached by 
Breuer and Rehage.9

The usual concept of ordering parameters presumes 
the existence of quantities which are frozen through­
out the glassy region. In this sense the quantity y, 
which is constant only along the boundary, cannot be 
considered as such a parameter. Possibly an appro­
priate two-parameter theory of the equilibrium liquid13 
could be formulated to be in accord with the above 
concept. On the other hand, one might speculate that 
this concept requires modification.

Our approach has been applied to polymer glasses. 
Since not only the thermodynamic but the statistical 
relations as well are not specific to high-molecular- 
weight systems, it would be important to examine low- 
molecular-weight glasses along the same lines.
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Redox Mechanisms in an Ionic Matrix— Kinetics of the Reaction 

2 0 2~ +  H20  =  2011 +  1 .502 in Molten Alkali Nitrates1

by P. G. Zambonin,* F. Paniccia, and A. Bufo
Istituti di Chimica Analitica e Generale, Università di Bari, Bari, Ita ly 70126 (.Received Ju ly 21, 1971)

Publication costs borne completely by The Journal of Physical Chemistry

The kinetics of the homogeneous-phase reaction 202“  +  H2O = 20H“  +  1.5O2 was studied in a molten sodium- 
potassium nitrate equimolar mixture at 515°K by detecting amperometrically, as a function of time, the con­
centrations of the species involved in the over-all reaction. At constant concentration of oxygen and water, 
continuous kinetic curves were recorded by following the limiting current due to the oxidation of superoxide. 
Within the experimental concentration ranges (0.7 X 10“5 < [02~] <  8 X 10“ 4; 3 X 10“ 3 < [H2O] < 1.8 X 
10“ 2; 8 X 10“ 4 < [OH“ ] < 2.3 X 10“ 2; 5 X 10“5 < [02] <  1.8 X 10“ 4) the reaction rate can be described 
by the equation — d[02~]/di = /c[02“ ]2[H20 ] /[0 2] which is consistent with the mechanism 202“  0 22“  +
O2 (a); O22“ +  H20 -3lo> intermediates (b); intermediates faa> 20H“ +  V2O2 (c). Reaction a, charac­
terized by a small equilibrium constant, represents a quasiequilibrium situation prior to the rate-determining 
step b. The estimated rate parameters are k = 0.52 ±  0.03 mol-1 kg sec-1; kb = 1 X 106 mol-1 kg sec“ 1; k„ 
> 2̂ X 103 mol“ 1 kg sec“ 1; k~„ > 4 X 109 mol“ 1 kg sec-1.

Introduction
It is known2 that the reaction of alkali-metal Super­

oxides with water results in the adsorption of water 
and the liberation of oxygen according to the process

202“  +  H20  = 2 0 H - +  I.5O2 (1)

Recently, process 1 has been widely studied because 
of its numerous practical applications (for reviews see 
ref 2 and 3). However, very little is known about the 
possible reaction mechanism, mainly because it could 
be studied only in heterogeneous phase between solid 
superoxides and water vapor.

Very recently it has been shown, in this laboratory, 
that reaction 1 can occur in homogeneous phase in the 
molten (Na,K)N03 eutectic, where its equilibrium 
constant is represented4 by

Experimental Section
Chemical. The solvent was an equimolar mixture 

('--'200 g) of reagent grade molten sodium and potas­
sium nitrate containing water (3 X 10“ 3 m <  [H20 ] 
<  1.8 X 10“ 2 m) and maintained at 515 ±  0.5°K. 
Potassium superoxide (supplied by Alfa Inorganics) 
was used without further purification. During the 
experiments the melt was kept under flux of C 02-free 
nitrogen containing water vapor at constant partial 
pressure.6

Apparatus and Procedures. The work was per­
formed using the inert material electrolysis cell pre­
viously8 described. The indicator device was an L- 
shaped, round-corner platinum RDE (area ~ 2 .8  X  
10“ 3 cm2). This device permitted to minimize the 
noise due to the development of gas bubbles and to

[Chp-MOH-]2
[H£0][02- ] 2 1 X 103 mol'A (2)

at the temperature of 503°K.
Furthermore it has been seen that all the reagents 

and products involved can be quantitatively de­
tected5'6 by a rotated disk electrode (RDE) voltam- 
metric technique.

This favorab-e situation made possible a kinetic in­
vestigation which led to a better understanding of the 
reaction mechanism. The results of this study, which 
is part of an extensive research program4-7 on the 
chemical and electrochemical behavior of the species 
superoxide (02- ) and peroxide (0 22-) in molten ionic 
solvents, are reported and discussed in the present 
paper.

(1) T h e  w ork presented a t the “ M o lte n  S a lt Discussion G roup” 
M eetin g  (Southam pton, Sept 23 -24 , 1971) was carried o u t b y  using, 
in  part, facilities of the “ Centro di C him ica A n a litica  S trum entale”  
of the Ita lia n  N a tio n a l Research Council.
(2) 1 .1 . V o l’nov in  “ Peroxide, Superoxide, and Ozonides of A lk a li and  
A lk a li-E a rth  M e ta ls ” (English translation), A . W . Petrocelli, E d ., 
Plenum  Press, N ew  Y o rk , N . Y .,  1966.
(3) A . Capotosto and A . W . Petrocelli, Aerosp. Med., 35 , 440 (1964); 
Aerospace M ed ical Research Laboratories, W P -A F B , Ohio, R eport 
A M R L -T R -6 8 -5 7 , Aug 1968.
(4) P . G . Zambonin, J .  Electroanal. Chem., 33 , 243 (1971).
(5) P . G . Zam bonin, Anal. Chem., 43 ,15 71  (1971).
(6) P . G . Zam bonin, V . L . C ardetta , and G . Signorile, J .  Electroanal. 
Chem., 2 8 ,2 3 7  (1970).
(7) (a) P . G . Zambonin and J. Jordan, J .  Amer. Chem. Soc., 89 , 6365  
(1967); 91 , 2225 (1969); (b) J. Jordan, W . B . M c C a rth y , and P . G . 
Zam bonin in  “ C haracterization and Analysis in  M o lte n  Salts”  G . 
M a m a n to v , E d ., M a rce l D ekker, N ew  Y o rk , N . Y . ,  1969; (c) P . G . 
Zam bonin, J . Electroanal. Chem., 24 , 365, (1970); 24 , A ppendix 25, 
(1970); (d) P. G . Zam bonin and A . Cavaggioni, J .  Amer. Chem. Soc., 
9 3 ,2 8 5 4  (1971).
(8) P . G . Zam bonin, Anal. Chem., 41 , 868 (1969).
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obtain well defined high-sensitivity amperometric re­
cordings. The aluminum block thermostat employed 
for the cell held a rotating magnet suitable for stirring 
the solutions. A “ three electrode”  system was used 
to collect voltammetric and amperometric data. In 
this way the potential of the indicator electrode vs. 
the reference (Ag/Ag+, 0.07 m) was potentiometrically 
detected. At the same time currents were measured 
in a circuit consisting of the same indicator and of a 
large area “ counter electrode.”

Reaction 1 was followed from left to right and initi­
ated by introducting small crystals of potassium super­
oxide in the melt containing an excess of water. This 
procedure was possible because the high solubility of 
superoxide permitted its complete dissolution in about 
10 sec under stirring conditions. During this short 
period the flux of the wet nitrogen was passed through 
the melt to help the stirring. In the course of the re­
cording period the only stirring was due to the rotated 
electrode, while the flux of wet nitrogen was main­
tained over the reacting system.

As mentioned all the reagents and products of reac­
tion 1 could be voltammetrically detected. A repre­
sentative example of current-potential profiles re­
corded on the reacting system, far from the equilibrium 
situation, is represented in Figure 1. The criteria used 
for identifying the various electrode processes and the 
way to treat the voltammetric data to define the sys­
tem quantitatively are described in detail elsewhere.5 6 
For convenience, in Figure 1 is briefly summarized 
how the concentration of the various species can be 
obtained from the limiting currents, when the relevant 
calibration curves are known.

The kinetic processes were followed in two different 
ways, i.e., by recording sequential voltammograms 
(see for example Figures 2 and 3) or by detecting am- 
perometrically the decrease of the current h2 propor­
tional, as seen, to the superoxide concentration. In 
the last case two strip-chart recorders were used, one to 
record the current-time curves, the other to test and 
record rapidly (by instantaneously changing the value 
of the potential on the polarograph) suitable values 
of the current h3 (see for example Figure 4).

Results and Discussion
Kinetics Followed by Recording Sequential Voltam­

mograms. A family of voltammograms recorded at 
various times after the introduction of K 0 2 in a melt 
containing a certain excess of water is reported in Fig­
ure 2. It can be seen that the limiting current h2, pro­
portional to [02~], decreases while hh proportional 
to [OH~], increases as a function of time.

Only at the beginning and at the end of the followed 
reaction per cent the complete voltammetric profile was 
recorded (curves a and e). In the other cases (for ex­
ample curves b, c, d) the potential was scanned within 
a narrower potential range (—0.4 to —0.8 V). Not all

P O T E N T IA L  P t E L E C T R O D E  vs. A0/A gho.07m> cvoio

Figure 1 . T y p ica l cu rren t-p oten tia l profile  recorded at a 
rotatin g platinum  in d ica tor electrode on the reacting system  
(eq  1) far from  the chem ical equilibrium . C u rve  corrected  fo r  
residual current. T h e  w ay to  treat the v o lta m m etric  data  to  
ob ta in  the concentrations o f  reactants and p rod u cts  is 
briefly sum m arized.

the recorded curves are reported in Figure 2. The 
water concentration, present in large excess, was con­
sidered constant in the course of the reaction.

The concentrations of superoxide and oxygen cal­
culated from the waves recorded in the course of the 
described experiment are reported in Figure 3 as a func­
tion of time. Figure 3A shows that the concentration 
of oxygen remained, in first approximation, constant 
for a certain reaction interval. That is to say that, 
in this period of time, the quantity of oxygen produced 
equaled approximately that leaving the supersatu­
rated9 solution. This “ balanced”  situation has been 
verified, under suitable rotation speed of the indicator 
electrode, for several examples selected in the spec­
trum of the experimental conditions reported in Table 
I.

From Figure 3B (curve II) it can be seen that, on 
assuming the concentrations of oxygen and water to 
be constant, the disappearance of superoxide is well- 
represented by a second-order kinetic law.

Kinetics Continuously Recorded. In the previous 
paragraph it was shown that approximate steady con-

(9) T h e  so lubility  of oxygen, under the present experim ental condi­
tions is, [02] =  5 X  1 0 -6p, where [O2 ] is expressed in  m ol k g " 1 and  
p in  atm  (w ork in  progress).
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T a b le  I :  K in etic  D a ta  R eleva n t to  R ea ction  1 in  th e (N a ,K )N 0 3 E u tectic  M elt M aintained at 515°K .
K in etic  C urves C on tin uou sly  R ecord ed  E x cep t in  the Case o f the E xperim ent m , W h ich  is D escribed  in  F igures 2  and 3

[Ot - ] i  X  10‘ , [ 0 . - ] ( X  10», [0 2] X  104, [HjO] X  10», [OH -1 X  10», Time of Per cent of k",
Run mol k g -1 mol k g -1 mol k g -1 mol k g -1 mol k g“ 1 reaction, sec reaction m o l"1 kg sec_:

a 8 . 0 4 .0 1 . 8 0 .3 8 2 .4 1 1 0 50 1 1

b 5 .8 2 .9 1 . 2 0 .4 8 1 .9 1 2 0 50 15
c 5 .4 1 .5 0 . 8 0 .4 5 1 . 0 180 70 25
d 2 .5 0 .9 0 .8 5 1 . 1 0 2 . 1 1 0 0 65 65
e 3 .0 1 . 2 0 .7 5 1 . 1 0 0 . 8 50 60 75
f 1 .5 0 .7 0 .5 5 1 . 1 0 1 . 2 70 55 103

g 2 .7 1 . 6 1 . 6 1 .1 5 1 .4 60 40 37
h 2 . 0 1 . 0 0 .9 1 .5 0 2 3 .1 60 50 85
i 1 .7 1 . 0 0 .9 1 .5 5 6 .3 30 40 8 8

j 2 . 0 0 .9 0 . 8 1 .6 0 1 .4 70 55 105
k 2 .9 0 .9 0 .8 5 1 .6 5 4 .0 70 70 108
1 2 . 8 1 . 0 1 .4 1 .7 5 8 .5 70 65 69
m 3 .9 1 .4 0 .5 5 0 .3 2 0 .5 180 65 27

Figure 2 . E xam ple o f  k in etic process fo llow ed  b y  record ing 
sequential voltam m ogram s a t the specified tim es. A t  t = zero 
1.0 X  10 - 2  g  o f K 0 2 was in troduced  in  186 g o f m elt 
m aintained at 5 1 5 °K  under a w ater partia l pressure o f  4 .5 T orr. 
In d ica tor e lectrode rotated  at 400 rpm . T h e  curves, recorded 
a t 3 V /m in , are corrected  fo r  residual current. T h e  dashed 
w ave correspond to  the theoretica l, in itial (t =  0 ) 
con centration  o f  superoxide.

centrations of oxygen could be obtained during part 
of a kinetic process. Under these conditions continu­

F igure 3. P lots  o f con centration  vs. tim e derived from  the 
experim ent described in F igure 2. T h e  poin ts at 90 and 155 
S3 C are obta in ed  from  vo ltam m etric profiles n ot reported  in 
F igure 2. T h e  con centration  o f  superoxide at t =  0 
corresponds to  the dashed curve in  F igure 2.

ous recordings of the kinetics were possible. A repre­
sentative example of kinetics recorded amperometri- 
cally, at —0.4 V, following the disappearance of super­
oxide, is reported in Figure 4.

At elapsed time corresponding to point B, small crys­
tals of potassium superoxide were introduced in the 
melt maintained under vigorous stirring. The actual 
recording started at C, at the end of the magnetic stir­
ring. At D and E the potential was rapidly switched 
to —0.8 V to record (see the Experimental Section) the
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Figure 4. E xam ple o f  k inetics con tin uou sly  recorded, b y  
follow ing am perom etrica lly  ( — 0.4 V )  th e decrease o f  the 
concentration  o f superoxide. K e y : A B  and F G , pre- and 
post-reaction  base lines; B , in trod u ction  o f 1.3 X  10 -3  g  o f  
K 0 2 in a m elt m aintained at 5 1 5 °K  under a w ater partial 
pressure o f  a b ou t 23 T orr ; B C , stirring p er iod ; D  and E, 
check  poin ts fo r  the current h3 ( — 0.8 V ) . T h e  experim ent 
corresponds to  k in T a b le  I.

corresponding values of h3 related (see Figure 1) to the 
oxygen concentration. In this way suitable controls 
of [02] in the course of the reaction were possible. In 
particular, for the example described in Figure 4, the 
concentration of oxygen proved constant in the time 
interval 25-110 sec.

In accordance with the results reported in Figure 3, 
as long as the concentrations of oxygen and water were 
constant, the process was well described (see Figure 4, 
curve II) by a pseudo-second-order kinetic law.

The results of the experiments are reported in Ta­
ble I. The second and third columns indicate the su­
peroxide concentration limits for which [02] was con­
stant (at least within ± 10% ) and the process followed 
a pseudo-second-order kinetic law. Columns VII and 
VIII show the time elapsed between the reported con­
centrations of superoxide and the relevant reaction 
per cents respectively. The concentrations of oxygen, 
water, and hydroxide, constant in first approximation 
between the given concentrations of superoxide, are 
reported in columns IV, V, and VI. The values of the 
pseudo-second-order kinetic constants (k" , mol-1 kg 
sec-1) are reported in the last column.

Treatment of Data and Proposed Mechanism. Fig­
ures 5 and 6 show that straight lines can be obtained 
by plotting the values of k "  [02] and fc"[H20 ] -1 vs. 
[H20 ] and [02]-1, respectively. No appreciable ef­
fect was observed (see Table I and Figures 5 and 6) 
by changing the concentration of hydroxide. The re­
action rate is represented by the relation

rate = d [0 2- ] =  [02-]2[H20 ]
d( [02] (3)

where k can be obtained from the slope of the straight 
lines in Figures 5 and 6

k =  0.52 ±  0.03 mol-1 kg sec-1 (4)

The rate law expressed by eq 3 depends on the first 
power of the inverse oxygen concentration. This sug­
gests10 that oxygen is produced, prior to the rate-deter­
mining step, by a fast process, involving at least one 
of the reactants. Furthermore this fast process must 
be involved in a quasiequilibrium situation character­
ized by a small equilibrium constant so that the con­
centrations of the reactants are, in practice, not per­
turbed by this reaction.

Figure 5. P lo t  o f k "  [ 0 2] vs. [H 20 ] .  V alues ca lcu lated  from  the 
results reported  in T a b le  I.

F igure 6. P lo t  o f f c " / [ H 20 ]  vs. [ 0 2] V alues ca lcu lated  from  
the results rep orted  in T a b le  I.

(10) J. P . B irk , J .  Chem. Educ., 47 , 805 (1970).
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The observations are consistent with the following 
reaction mechanism

( fa )

202-  ^ 0 2 +  0 22- (5)
(.k-1)

„  (HîO Oï®-)* „
0 22- +  H20 ----—-—> intermediates (6)(,K2)

intermediates — > 20H -  +  y 20 2 (7)

where reaction 6 represents the rate-determining step 
leading to the eventual formation of the final products 
by successive fast processes indicated by reaction 7.

The electron transfer process 5 (well-known4-7 to 
occur in molten nitrates) is governed, as required, by 
a small equilibrium constant4

[OsHCV-]
[02- p

A  = K  =  5 X 10-7 
fc-i

(8)

On the basis of the proposed mechanism, the rate 
constant, k, can be expressed by

k =  k,K  (9)

and by considering reactions 4 and 8 the second-order 
rate constant k2 can be obtained

k 0.52 
2 “  K  ~  5 X  10-7 1 X 106 mol-1 kg sec-1 (10)

The proposed mechanism indicates that the forward 
reaction of process 5 must be (at least) one order of 
magnitude faster than step 6 for the concentration in­
tervals considered in this study. On this basis min­
imum values of 7  and fc_i can be computed. By in­
dicating with [H20 ]max and [02]min the maximum and 
minimum concentrations of water and oxygen used

ki ^ 10fc2A-~r 2- m̂ax =  2 X 108 mol-1 kg sec-1 (11) 
[0 2 Jrain

and considering eq 10

fc,
L i  =  -  )  4 X 109 mol-1 kg sec-1 (12) 

K.

plex {H20 - 0 22 -}* and the relevant successive steps- 
For example

{H 20 - 0 22 -}* =  OH-  +  H 02-  

H 02-  =  OH-  +  0

72(0 + o = o2)
or the less probable

{H 20 - 0 22 -}* = O2- +  H20 2 

H20 2 = H20  +  0

O2- +  H20  =  2 0 H -

72(0 + o = o2)
As in the case of other similar reactions711 the preva­
lence of a “ peroxide mechanism”  is probably to be as­
cribed to the minimum bond energy which character­
izes2-11 the species peroxide in the spectrum of the di­
meric oxygen species.

In the present context it can be noted that the re­
markable stability previously observed for superoxide 
ions in molten salts4-7-12-14 appears to be mainly re­
lated to the strong tendency of oxygen to be retained 
by the solution (compare, for example, its capability 
to form supersaturated solutions) since its formation is 
controlled (see reaction 5 and relation 11) by a quite 
high kinetic constant.

Consistency of the Results. Some aspects of the ex­
perimental technique used in the course of this study 
are certainly unusual and may to some appear to be 
approximate. However, one must consider the diffi­
culties of studying in homogeneous phase a chemical 
system (reaction 1) involving two gases, one of which 
(oxygen) is poorly soluble. In this context the tech­
nique used, based mainly on the tendency of oxygen 
to form highly supersaturated solutions, appears, per­
haps, unique and in any case the simplest. In prac­
tice (see Table I and Figures 5 and 6) the experimental 
results, obtained in the course of the study, seem suffi­
ciently reproducible to permit the reported mechanistic 
conclusions.

An interesting point, derived from the present work, 
is that the dominant path for reaction 1 involves break­
ing the 0 - 0  bond in a peroxide instead of a superoxide 
compound. This is readily apparent by considering 
the simplest paths for the decay of the activated com­

(11) C . A . Coulson, “ Valence,”  O xford U n ivers ity  Press, London, 
1961.
(12) J. G oret and B . T rem illon , Butt. Soc. Chim. Fr., 67 (1966).
(13) E . P . Mignosin, L . M a rtin o t, and G . D uyckaerts, Inorg. Nud. 
Chem. Lett., 3 ,5 1 1  (1967).
(14) F . L . W h itin g , G . M araan tov , and J. P . Young, J . Amer. Chem. 
Soc., 91 , 6531 (1969).
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Kinetic Deuterium Isotope Effects in the Reactions of Methyl Iodide 

with Azide and Acetate Ions in Aqueous Solution1

by Chong Min Won and Alfred V. Willi*2
College of Pharmaceutical Sciences, Columbia University, New York, New York 10028 (Received August 80, 1971)
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The kinetic «-deuterium isotope effect has been determined for the reactions of CH3I (CD3I) in aqueous solu­
tions with azide ion from 10 to 40° and with acetate ion at 40°. Kinetic measurements have been carried 
out in reaction vessels with no gas phase. Rate constants of the reaction of methyl iodide with acetate ion 
are corrected for simultaneous solvolysis. Results indicate inverse isotope effects: kn/ kj> = 0.907 (CH3I +  
Ns- ), and 0.882 (CH3I +  CH3COO- ) at 40°. The experimental data for the reaction with N3-  are com­
pared with results of model calculations of isotope effects from force constants with an electronic computer. 
Reasonable choices are made for the transition state force constants/ci, / c n ,  }n, fnci, and the force constants 
not involving reacting bonds. The bending force constant/ h c n  (in general: / h c y )  is adjusted to fit the experi­
mental isotope effect at one temperature. Good agreement then is obtained between calculated and experi­
mental isotope effects at all four temperatures. In the series CH3I +  S2O32-, CN- , N3- , or CH3COO- , a 
very good correlation exists between the values of kn/ko and A b u t  there is no relationship between AG* 
(or the nucleophilic power of Y - , respectively) and the adjusted value of the bending force constant, / h c y . 

The particular role of solvation in the Sn2 transition state is discussed. The models of the isotope effect 
calculations must be improved to take care of the solvation of the groups X  and Y.

This paper is the third in a series3’4 referring to ex­
perimental studies of secondary a isotope effects in 
Sn2 reactions of methyl iodide (CH3I in comparison to 
CD3I) with various nucleophiles. The work is done in 
comparison with computer calculations of isotope effects 
from vibrational force constants in order to gain insight 
into the nature of the transition states and to arrive at a 
better understanding of the causes of the isotope effects.

The preceding two papers were concerned with deter­
minations of deuterium isotope effects in the reactions 
of methyl iodide with cyanide ion3 and thiosulfate ion.4 
This work refers to deuterium isotope effects in the re­
actions of methyl iodide with azide ion and acetate ion. 
Results are now available for deuterium isotope effects 
in reactions of methyl iodide with four different nucleo­
philes, and it has become possible to draw some general 
conclusions.

The reaction of methyl iodide with azide ion is a sim­
ple second order process, and the integrated rate equa­
tion 1 is adequate for the treatment of the experimental 
data.
log ([N3-] /[C H 3I]) =  log ([N ,-]„/[C H ,I]0) +

([N, - ] 0 -  [CH3I]„)fc2f/2.303 (1)

The reaction with the weakly nucleophilic acetate ion is 
complicated by simultaneous first order solvolysis with 
water according to rate eq 2

-  d [CH3I ]/d  t =  k2 [CH3I ] [CH3COO ~] +  h  [CH3I ] (2)

The two parallel reactions may be formulated as

CH3I +  CH3COO- — ^ CH3COOCH3 +  I -  (fc,)

C H 3I  +  H 20  +  C H 3 C O O -  — >

C H 3O H  +  C H 3 C O O H  +  1 -  (fcj)

Strong acid formed in the solvolytic reaction is imme­
diately neutralized by acetate ion which is present in 
excess. Consequently, acetate ion is consumed in both 
processes which leads to a relatively simple stoichio­
metric relationship

[ C H , I ] 0 -  [ C H J ]  =  [ C H 3 C O O - ] „  -  [ C H s C O O - ] =

[1 - ]  -  [ I- ]o  (3)

Combination of eq 2 and 3 and subsequent integration 
leads to the integrated rate equation 46’6

A p ( A  - f -  ( fc i /fc 2)  ~b B p  —  A p )  

n  A d h / k z )  +  B 0)

{(k i/k i) A  Bo — Ao)kit (4)

with

A  =  [ C H 3I ] ,  A o =  [ C H 3I ]„, B o  =  [ C H 3 C O O - ]o

(1) T a ken  from  the final p a rt of the  thesis of M r .  C . M .  W on , sub­
m itte d  to  the F a c u lty  of Pure Science, C o lum bia U n iv ers ity , N ew  
Y o rk , N . Y .,  in  p a rtia l fu lfillm ent of the requirem ents fo r the degree of 
D o cto r of Philosophy.
(2) Address correspondence to  this author a t K am penw eg 22, D  
237 Rendsburg, W est G erm any.
(3) A . V . W ill i  and C . M .  W on, J .  Amer. Chem. Soc., 90 , 5999 (1968).
(4) A . V . W ill i  and C . M .  W on, Can. J .  Chem., 48 , 1452 (1970).
(5) E . A . M oelw yn-H ughes, Proc. Roy. Soc., Ser. A , 196, 540 (1949).
(6) Szabo discusses a d ifferent case in  w hich the nucleophilic reactant 
is n o t neutralized by acid produced in  the first order reaction. Z . G . 
Szabo in  “ Comprehensive Chem ical K ine tics ," V o l. 2, C . H .  B am fo rd  
and C . F . H .  T ipp er, E d ., Elsevier, Am sterdam , 1969, pp 45, 46.
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The rate of formation of acid is equal to the rate of the 
solvolysis reaction

d[acid]/di =  fc,[CH3I] (5)

Equation 6a describes the increase of the acid concen­
tration as a function of time. It is obtained by com­
bination of eq 2, 3, and 5 and subsequent integration.5'6

[acid] — [acid]0 = (&i/fc2) In
(ki/kì) +  Bo

A +  (fci/fcî) +  Bo — A 0

(6a)

computer with a linear regression program. fc2 was 
calculated from the slope of the line, according to eq 1.

It was necessary to apply eq 4 and 6 a in the calculation 
of the bimolccular rate constant of the reaction of 
methyl iodide with acetate ion. The ratio k ,/ k 2 was 
computed from a pair of values of [acid] and [CH3I] 
measured at the same time. This was carried out with 
a method of successive approximations in which a pre­
liminary value of k i/ k 2 was inserted at the right hand 
side of eq 6b. An improved value of k\/k2 then was ob-

h / k 2 =  [acid]/ln { [(fci/fc2) +  J30] /
Experiments are usually carried out in such a way that 
[acid]0 =  0.

As far as the writers know, previous kinetic studies 
of the reactions of methyl iodide with azide ion or ace­
tate ion have not been published.

Experimental Section
General procedures of purification of reactants and 

solvent and of the kinetic measurements have been de­
scribed previously.3 The reaction vessels with no gas 
phase were variants of those described by Fahim and 
Moelwyn-Hughes.7

In the measurements of the rates of reaction of 
methyl iodide with azide ion, 5-ml samples of the kinetic 
solutions were acidified with 10 ml of 6 A  aqueous nitric 
acid (to prevent precipitation of AgN3) and then ti­
trated with standardized 0.01 A  silver nitrate solution 
at a silver electrode, utilizing a mercurous sulfate refer­
ence electrode. The same procedure was applied in the 
measurements o: the rates of reaction of methyl iodide 
with acetate ion except that the solution samples were 
acidified with 1 ml rather than 10 ml of 6 A  nitric acid.

The concentration of acid formed in the experiments 
with acetate ion was determined at 50-60% conversion 
of methyl iodide, by titration of 5-ml samples with 
standardized 0.01 A  sodium hydroxide solution, using 
phenolphthalein as an indicator.

The initial concentrations of methyl iodide in the re­
actions with azide ion were evaluated from iodide ion 
concentrations in solution samples in which the reac­
tion had gone to 99.9% completion. This procedure 
was not feasible in the reactions with acetate ion, be­
cause of the low rate. However, methyl iodide could 
be transformed to iodide ion within a reasonable time 
period by adding a small volume of excess potassium 
cyanide solution to the solution in the kinetic cell and 
waiting until the reaction was 99.9% complete. (The 
reaction time was calculated from known rate con­
stants.3)

Calculation of Rate Constants 
from Experimental Data

[A +  (fci/fco) +  Bo — A 0]} (6b)

tained from eq 6b which was utilized at the right hand 
side of the equation in the next approximation. This 
procedure was repeated several times until fci/fc2 re­
mained unchanged within 0.1%. Two or three sepa­
rate determinations of k i/ k 2 were carried out in each ki­
netic run, and the average value was computed. (A 
value of ki/ki = 0.094 M  was obtained for the reacting 
system CH3I +  CH3COO~ +  H20  at 40°.) In the 
next step, eq 4 was utilized for the calculation of fc2 from 
a series of experimental values of [CH3I] as a function 
of t. The regression line for the expression at the left 
hand side of eq 4 as a linear function of t was calculated 
in a computer with a linear regression program.

Results
In all experiments, the initial concentrations of 

methyl iodide or methyl-d3 iodide are ca. 2 X 10-2 M, 
those of sodium azide are ca. 5 X 10-2 M, and those of 
sodium acetate are ca. 0.25 M. Plots of In ( [Ns- ],/ 
[CH3I]), or In {([CH 3I] +  (h/k2) +  [CH3C O O -]0 -  
[CH3I ]0) /  [CH,I ]}, respectively, as functions of t are 
linear through 2 half-lives. Consequently, the reverse 
reactions do not interfere under the conditions of these 
experiments.

Results of second-order rate constants and isotope 
effects, obtained at different temperatures, are collected 
in Table I. Each rate constant is the average value of 
three to five determinations in separate kinetic runs.

T a b le  I : R a te  C onstants and Iso top e  E ffects in the R eactions 
o f M eth y l Iod id e  (R I )  w ith  A zide Ion  and A ceta te  Io n  in W ater

Nucleo­
phile

Temp,
°K

R  = CHs 
10®&2, 
sec-1 

m ol-1 1.

R  =  CDs 
10%2, 
sec”1 

mol- 1 1. &H/&D

azide ion 2 8 3 .2 0 .6 8 1 9 0 .7 5 5 0 0 .9 0 3  ( ± 0 .0 0 4 )
azide ion 2 9 3 .2 2 .9 6 2 3 .2 5 4 0 .9 0 1  ( ± 0 .0 0 7 )
azide ion 3 0 3 .1 1 1 .9 1 1 3 .2 0 0 .9 0 3  ( ± 0 . 0 1 1 )
azide ion 3 1 3 .2 4 0 .4 5 4 4 .6 8 0 .9 0 7  ( ± 0 .0 1 9 )
acetate ion 3 1 3 .2 0 .8 2 6 0 .9 3 6 0 .8 8 2  ( ± 0 .0 1 2 )

For each kinetic run of the reaction with azide 
ion, the best straight line was fitted to the experimental 
points of log ([N3~]/[CH 3I]) as a function of t, using a (7) R . B . Fah im  and E . A . M oelw yn-H ughes, J .  Chem. Soc., 1035 

(1956).

The Journal of Physical Chemistry, Voi. 76, No. 3, 1972



K inetic D euterium Isotope Effects 429

Arrhenius parameters of the reaction with azide ion are 
given as follows: for CH3I +  N*-, A =  2.48 X 1018 
(± 2 2 % ) sec -1 m ol-11., Ea =  24.05 (±0.41) kcal; for 
CD3I +  N*-, A =  2.82 X 1018 (± 2 2 % ) s e c '1 m oD11., 
Ea =  24.05 (±0.41) kcal; isotope effect, A H/AD =
0.879 (±0.033), EaK -  E aX) =  - 3  cal.

Discussion

Relationships between Isotope Effect and Nucleophilic 
Power. Inverse «-deuterium isotope effects are found 
in the reactions of methyl iodide with azide ion and 
acetate ion both of which are relatively weak nucleo­
philes. Inverse isotope effects have been observed pre­
viously in the reactions of methyl iodide with stronger 
nucleophiles such as tertiary amines,8 cyanide ion,3 and 
thiosulfate ion,4 and in the solvolyses of the methyl ha­
lides in water.9 However, normal isotope effects occur 
in the iodide exchange reaction of methyl iodide10 and 
in the reactions of methyl, ethyl, and n-propyl bromides 
with thiosulfate ion.11 Normal deuterium isotope ef­
fects are found also in the chloride exchange reaction12'13 
and in the solvolysis14 of benzyl chloride, as well as in 
the reaction of benzyl chloride with cyanide ion.14

Seltzer and Zavitsas10 observed a linear relationship 
between the a-deuterium isotope effect and the differ­
ence in nucleophilic powers of the entering and leaving 
groups (Edwards’ En constants16). If the isotope ef­
fects of the reactions of methyl iodide with thiosulfate 
ion4 (20°), cyanide ion3 (20°), azide ion (30°), and ace­
tate ion (40°) in aqueous solution are plotted vs. the 
AG *  values, a straight line is obtained with surprisingly 
good precision (Figure 1). The point for the iodide ex­
change reaction10 is above the line, however. If, on the 
other hand, the isotope effects in the four Sn2 reactions 
studied by the writers are plotted vs. En — Eh the ex­
perimental points form a straight line (with some scat­
tering) 0.04 unit below the original line drawn by Selt­
zer and Zavitsas.10 (The point for the iodide exchange 
reaction of methyl iodide is far above the line.)

A correlation of similar appearence is obtained if a- 
deuterium isotope effects in Sn reactions of methyl 
compounds are plotted vs. the difference of the Swain- 
Scott16 nucleophilic constants of the entering and leav­
ing groups, nn — n\. It is necessary to use the n values 
of the halide ions suggested by Petty and Nichols.17

The reactions which yield a fairly good linear correla­
tion between isotope effects and nucleophilic powers are 
“ downhill”  processes, i.e., the products are more stable 
than the reactants, no matter whether the kinetic “ nu­
cleophilic power”  of the entering group is greater or 
smaller than that of the leaving group. (It was em­
phasized in a previous paper18 that the Swain-Scott and 
Edwards scales refer to rates but not to equilibria.) 
On the other hand, the equilibrium constant of the 
iodide exchange reaction of methyl iodide must be ap­
proximately equal to 1, except for a small iodine isotope 
effect.

Figure 1. R elationship  betw een a-deuteriu m  isotope effect and 
free energy o f  activation .

Comparison with Calculations of Isotope Effects from 
Force Constants. Model calculations of isotope effects 
from vibrational force constants for the reaction of 
methyl iodide with azide ion have been carried out 
with the aid of the Wolfsberg-Schachtschneider19 pro­
gram. The geometry and the force constants of the 
model of the reactant methyl iodide are the same as in 
previous calculations.3'4'20 In the model of the transi­
tion state, the central CH8 group is planar, with Z HCH 
= 120°, ZH CI = ZHCN =  90°, and the following 
bond lengths:^ rcn, 1.08 A; rCi, 2T4 A +  10% =  2.35 
A; r CN, 1.47 A +  10% = 1.62 A. According to the 
cutoff method suggested by Stern and Wolfsberg,21 the 
azide group in the transition state is represented by two 
points, the one being the reacting N atom, the other 
one the N2 group, with rNN = 1-24 A22 and ZCN N  = 
120° .

Transition state force constants are chosen as follows: 
/ nn =  9.12 mdyn/A,23/ cnn =  0.1 mdyn A, / hcnn =

(8) K . T .  Leffek and J. W . M cL ean , Can. J .  Chem., 43, 40 (1965).
(9) J. A . Llew ellyn, R . E . Robertson, and J. M .  W . Scott, ibid., 38, 
222 (1960).
(10) S. Seltzer and A . A . Zavitsas, ibid., 45 , 2023 (1967).
(11) K . T .  Leffek, ibid., 42, 851 (1964).
(12) B . Ostm an, J . Amer. Chem. Soc., 87 , 3161 (1965).
(13) H .  Streeker and H . Elias, Radiochim. Acta, 7 , 22 (1967).
(14) A . V . W ill i  and C hih-kuo H o , to  be published.
(15) J. O . Edwards, J . Amer. Chem. Soc., 7 6 , 1540 (1954); 7 8 , 1819 
(1956).
(16) C . G . Swain and C . B . Scott, ibid., 75, 141 (1953).
(17) W . L . P e tty  and P . L . Nichols, ibid., 76, 4385 (1954).
(18) A . V . W illi, Z. Phys. Chem. (Frankfurt am Main), 66, 317 (1969).
(19) M .  W olfsberg and M .  J. Stern, Pure Appl. Chem,., 8, 225 (1964).
(20) A . V . W ill i, Can. J . Chem., 44 , 1889 (1966); Z. Naturforsch. A , 
21 , 1377, 1385 (1966).
(21) M .  J. S tern and M .  W olfsberg, J .  Chem. Phys., 45, 4105 (1966).
(22) T h e  Chem ical Society, “ Tables of In te ra tom ic  Distances and 
Configurations in  Molecules and Ions ,”  B urlington  House, London, 
1958.
(23) W . Engler and K . W . F . Kohlrausch, Z. Phys. Chem., Abt. B , 
34 , 214 (1936).
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T a b le  I I : Calculated Isotope Effects in the Reaction of Methyl Iodide with Azide Ion

-Transition state force constants®------------------------------ « ------------------------------------------- &H/&D-
fci /cn fn / hci / hcn 10° 20° 30° 40°

0.20 0.20 1.50 0.295 0.340 0.895 0.900 0.905 0.909
1.01 2.85 4.43 0.295 0.320 0.896 0.900 0.905 0.909
1.09 2.80 4.64 0.295 0.320 0.892 0.897 0.902 0.905
Experimental results 0.903 0.901 0.903 0.907

* Stretching force constants are given in mdyn/A and bending force constants are given in mdyn A.

o
0.1 mdyn A (torsion). The values of the force con­
stants for the CH stretching ( / c h  = 5.05 mdyn/A in all 
calculations in this paper), HCH bending, and CH3 out- 
of-plane bending motions, as well as the interactions 
among these motions, are the same as in previous calcu­
lations3,4'20 * * * for transition state models of the general 
type I • • • CH, • • Y.

The remaining five force constants are related to re­
acting bonds. Sample calculations are done with three 
different sets of values for / Cn , / c i , and /i2 (interaction 
between the CN and C l stretches). The bending force 
constant / h c i  is kept constant at 0.295 mdyn A (the 
value found for the transition state I - - C H 3 •■•I) 
while for each of the three sets of / c n , / c i , f n  the bending 
force constant / h c n  is adjusted to fit the experimental 
isotope effect.

The three sets of stretching force constants of the re­
acting bonds have been selected on the following bases:

(1) / c n  =  /c i =  0.2 mdyn/A, / 12 =  1.5 mdyn/A (no 
particular theoretical model).

(2) The force constants are calculated from a semi- 
empirical model of the energy barrier with the aid of a 
Johnston-type equation.24 The model has been de­
scribed previously.18 Starting from Vi =  F2 =  37.2 
kcal, pi = 2.26, Vmaz — AG+ = 23.90 kcal, the follow­
ing values are obtained: p2 = 2.73, n =  0.477 (CI 
bond order), /*  — 2.53 mdyn/A (force constant de­
scribing the curvature of the barrier).

(3) The same model is applied, but it is assumed that 
V2 >  Vh as the products are more stable than the reac­
tants. The values of Vi =  37.2 kcal, V2 =  45.7 kcal 
(arbitrary assumption, a well-founded value may be 
computed from the equilibrium constant which has not 
yet been measured), pi =  2.26, and Vmaz =  23.90 kcal 
lead to pi =  2.90, n =  0.486,/* =  2.74 mdyn/A.

The force constants of sets (2) and (3) are calculated
from n and /*  with the aid of eq 7, 8, and 924

/ cn  =  Tcn(] — n) (7 a)

/ c i =  F c i  n  (7b)

/ 1 2  =  [ / c i C 2 +  / cn  +  (1 +  C 2) / * ] / 2 C  ( 8 )

C =  (1 — n)/n (9)

(Fen =  5.45 mdyn/A25 and FCi =  2.25 mdyn/A26 27 28 are 
the values of the stretching force constants in stable 
molecules.)

Results of isotope effect calculations based on these 
three sets of transition state stretching force constants 
are collected in Table II. The experimental value for 
kn/kn is obtained if the transition state bending force 
constant / hcn  is adjusted to a value in the range 0.320 
to 0.340 mdyn A. In all three examples, calculated and 
experimental isotope effects agree within experimental 
error at all four temperatures.

In Table III, transition state bending force con­
stants3,4,2° involving one reacting bond are compared 
with bending force constants for the corresponding 
bonds in stable molecules.25-28 In all four examples, 
the transition state bending force constant is equal to 
47-63% of the bending force constant in the stable mol­
ecule. There is no relationship between the nucleo­
philic power of Y -  and the transition state bending 
force constant, / h c y , or the ratio, / h c y /T ’ h c y .

T ab le  I I I :  Transition State Bending Force Constants

✓— Transition state----- Stable
/ hci + molecule
/ hcy / hcy •Fhcy / hcy/

Reaction mdyn Â mdyn Â m dyn Â Fhcy

C H 3I  +  S 2O 32 - 0 .5 9 5 ° 0 .3 0 0 “ 0 .5 2 5 6 0 .5 7 2
C H 3I  + 1 - 0 .5 9 0 ° 0 .2 95 ° 0 .5 5 * 0 .5 3 7
c h 3i  +  c n - 0 .6 9 5 8 0 .4 0 0 “ 0 .6 4 / 0 .6 2 6
C H 3I  +  N 3- 0 .6 15 ° 0 .3 2 0 ° 0 .681* 0 .4 7 0

“ Reference 4. b Reference 27. ° Reference 20. d Reference 
26. ” Reference 3. 1 Reference 28. ° This work. h Reference 
25.

The Role of Solvation in the Mechanism of the <Sn#
Reaction. As found recently by Bohme and Young29
applying the flowing afterglow technique, the reactions
of methyl chloride with hydroxide or alkoxide ions in 
the gas phase are fast. Experimental rate constants 
are of the same order of magnitude as calculated colli­
sion rate constants. The same is probably true for

(24) H . S. Johnston, Advan. Chem. Phys., 3, 131 (1961).
(25) J. W . Linnett, J . Chem. Phys., 8, 91 (1940).
(26) P. F. Fenlon, F. F. Cleveland, and A. G. Meister, ibid., 19, 
1561 (1951).
(27) H . Siebert, Z. Anorg. Allg. Chem., 271, 65 (1952).
(28) G. Herzberg, “ Infrared and Raman Spectra of Polyatomic 
Molecules,” Van Nostrand, New York, 1945, p 193.
(29) D . K . Bohme and L. B. Young, J .  Amer. Chem. Soc., 92, 7354 
(1970).
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m any other reactions of m ethyl halides with charge- 
localized anions in the gas phase. T h e rate of the gas 
phase reaction of m ethyl chloride with alkoxide ions is 
strongly decreased if the anion is solvated b y  one alco­
hol molecule.

On the other hand, reactions of m ethyl halides with  
anions in solution are slow ; they possess activation en­
ergies in the approxim ate range of 1 5 -2 5  kcal. T h e  
rates of these reactions are strongly dependent on the 
solvation of the anion.30 I t  is appropriate to reopen  
the discussion of the m echanism  of the Sn 2 reaction of 
a m ethyl halide with a nucleophile in solution with re­
gard to the findings of B ohm e and Y ou n g . There are 
three possibilities:

(a) T h e slow step is the desolvation of the anion (and  
the m ethyl halide). T h e free particles react in a fast 
subsequent step which m ust be diffusion controlled. 
(In  this case, the rate of com bination of the reactants 
is assumed to be faster than the rate of solvation.)

(b) T h e solution contains very sm all equilibrium  
concentrations of the unsolvated reactants. T h e slow  
step is the diffusion-controlled com bination of the re­
actants. (T h e rate of solvation is faster than, or of the  
same order of m agnitude as, the rate of com bination of 
the free reactants.)

(c) T h e concentrations of unsolvated reactants in the  
solution are too low  to m aintain an appreciable reaction  
rate, and reaction takes place between solvated particles. 
I f  the reactants are solvated b y  m ore than one solvent 
molecule, it m ay  be necessary to rem ove one solvent 
m olecule from  the coordination shells of each of the re­
actants before the alkyl halide can com bine with the 
anion to form  the transition state. (B oth  reactants 
still are partially solvated in the transition state.) A c­
tivation energy is required in the Sn 2 reaction of the  
solvated particles.

A  decision am ong these three possibilities can be 
m ade on the basis of observed prim ary carbon isotope 
effects in the reactions of m ethyl halides with w ater,31 
am ines,31 hydroxide,31'82 and cyanide32 ions (k^/knc 
=  1 .0 3 -1 .0 7 ) . B ond cleavage between central carbon 
atom  and leaving group m ust occur in the rate-deter­
m ining step. Therefore, m echanism  (a) m ay be ex­
cluded im m ediately. Furtherm ore, m echanism  (b) 
cannot be correct because the carbon-13 isotope effect 
on the rate of diffusion of the m ethyl halide m ust be 
m uch lower than 3 % .  Consequently, m echanism  (c) 
m ust be correct, i.e., the reaction takes place between  
solvated reactants, and it is slow because a solvated nu­
cleophile is less reactive than a free one.

There is a wealth of evidence for the bimolecular na­
ture (solvent molecules not counted) of the Sn 2 reac­
tion in solution and the occurrence of backside attack  
by the entering nucleophile.83 One or several solvent 
molecules m ust be bonded directly to the entering nu­
cleophile in the transition state. According to the  
principle of microscopic reversibility, the leaving group

in the transition state m ust be solvated, also. Another  
w ay of describing the transition state of the reaction of 
a m ethyl halide with an anion would be as follow s: 
the m ethyl halide and the attacking anion are in the  
sam e solvent cage, and the entering and leaving groups 
are strongly bonded to the walls of the cage.

Conclusions Concerning the Transition State Model in 
Isotope Effect Calculations. T h e considerations about 
the im portance of transition state solvation are relevant 
with respect to the m odel chosen for the isotope effect 
calculations. A  correlation is observed between the  
nucleophilic power of the attacking anion and the ex­
perim ental «-deuterium  isotope effect, bu t there is no 
clearly visible relationship between the nucleophilic 
power of Y ~  and the bending force constant, / h o y , or 
the sum  of the bending force constants, / hoi +  / h cy , 
respectively.

A s  far as the calculations are concerned, one m ight 
expect a relationship between / hci +  / hcy  and the iso­
tope effect, with little dependence on the m ass and ge­
om etry of Y .  Large values of / hci +  / hcy  would cor­
respond to low  values of ku/ko- H ow ever, sam ple cal­
culations with the sam e value of / hci +  / hcy lead to  
different results of kn/k-o for transition states w ith dif­
ferent groups Y .  For exam ple, a higher value o f ku/ku 
is calculated for the reaction with C N ~  than for the re­
action with N 3~. Therefore, / hci +  / hcy  m ust be ad­
justed  to a higher value in order to obtain agreem ent 
with the experimental isotope effect in the reaction with  
C N _ , even though the experim ental value of /ch/& d is 
lower in the reaction with N 3~ (T ab le  I I I ) .

O bviously, the influence of the m ass and geom etry of 
Y  is not negligible. T h e isotope effect also depends on  
the particular way how the m otions o f H  (D ) and Y  are 
coupled in som e bending vibrational m odes of the tran­
sition state. T h e influence of these factors is substan­
tial in comparison to the relatively sm all range of ob­
served values of kn/kj) in Sn 2 reactions.

O n the basis of these considerations and the results 
of sam ple calculations, a good correlation betw een iso­
tope effects and values of / hci +  / hcy  would not be ex­
pected for different transition states. T h e  sam e refers 
to correlations between isotope effects and nucleophilic  
powers of Y _  which affect reacting bond orders and  
transition state force constants. A  very  good correla­
tion between isotope effect and reactivity  does exist, 
however, according to Figure 1. C onsequently, the  
m odels applied in these calculations cannot be fu lly  ade­

quate.
T h e influence of masses and geom etry o f entering and  

leaving groups on the transition state bending frequen­

ce)) A. J. Parker, J. Chem. Soc., 1328 (1961); Quart. Rev. {London), 
16, 163 (1962); Advan. Org. Chem., S, 1 (1965).
(31) M . L. Bender and D. F. Hoeg, J. Amer. Chem. Soc., 79, 5649 
(1957).
(32) K. R. Lynn and P. E Yankwich, ibid., 83, 53, 790 (1961).
(33) C. K . Ingold, “Structure and Mechanism in Organic Chemis­
try,” Cornell University Press, Ithaca, N. Y ., 1953.
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cies will be smaller, if it is considered in the model that 
these groups are solvated by clusters of associated wa­
ter molecules. Solvation causes some restriction of the 
motions of X  and Y  in the transition state. It is 
planned to carry out new model calculations of isotope 
effects with consideration of solvation of the reactant 
and the transition state.
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Effect of Transfer from Water to 1 .0  M Water in Dimethyl Sulfoxide 

on the Reaction of Nucleophiles with Phenyl Esters
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Solvent S is defined as 1 M  H 20  in D M SO . In solvent S, water structure is eliminated, solvation of charged 
centers is reduced, the solvation characteristics of a polar aprotic solvent are approached, but water remains an 
effective nucleophile. For a series of nine oxyacids, a plot of p X a determined in S vs. pX„ in water is of slope
2.2 as is a plot of the log of the second-order rate constants for acylate ion displacement on substituted phenyl 
acetates in S and H 20 ,  respectively. These data, together with previous observations of the alteration of AS 
for ionization and AS *  for acylate ion displacement, are suggested to show that departure of phenoxide is im­
portant in the critical transition state. On transfer from H 20  to S the second-order rate constant for H O -  
attack on p-nitrophenyl acetate is increased 106-fold while the constant for (CH 3)3N  attack is increased by only
3.3-fold. Comparison of equivalent ionic conductivities suggests that the increase in activity of H O -  on 
transfer from H 20  to S is due to a decrease in the activity of H 20  which solvates the HO -  ion rather than to 
desolvation of this species.

In transferring from H20  to 1 M  H20  in DMSO, water 
structure is eliminated, solvation of polar or charged 
centers by water is reduced,2 the solvation character­
istics of a polar aprotic solvent are approached,3 while 
water remains an effective nucleophile.4 Herein are de­
scribed observations on the change of p X a values ac­
companying transfer from water to 1 M  H20 -D M S 0 
(“ solvent S” ) and the values of equivalent conductiv­
ities of ions in solvent S. These experimental param­
eters are employed to provide a better description of the 
critical transition state for acylate ion attack on phenyl 
acetate esters and the role of solvation for HO-  nucleo­
philic displacement on these esters.

In solvent S the usual quantitative approach to acid- 
base chemistry is possible since pH is determinable4 via 
procedures originally described by Ritchie.6 The pX a’s 
of several phenols and trifluoroethanol have been deter­
mined in solvent S by the method of half neutralization 
employing the apparatus previously described.4 The 
same apparatus was employed to determine the ioniza­

tion constants of water (pK w) in solvent S using the 
method of Harned and Fallon.6

In Figure 1 are plotted the values of the pAa’s of a se­
ries of oxyacids in solvent S vs. the p X a values in water. 
The least-squares slope of the line of Figure 1 is 2.2. 
In a recent paper by Bruice and Turner4 the rate con­
stants for the nucleophilic attack of acylate ions upon 
substituted phenyl acetates in water (fcH!o) and solvent 
S (fcs) were reported. A plot of log ks vs. log fcHso was 
found to be linear and also of slope 2.2. That the slope 
for the ionization of phenols is identical with the slope

(1) Material submitted by R. G. in partial fulfillment of the require­
ment for the M .S. degree in Chemistry, University of California at 
Santa Barbara.
(2) C. H. Langford and T . R. Stengle, J . Amer. Chem. Soc., 91, 4015
(1969) .
(3) A . J. Parker, Chem. Rev., 69,1  (1969).
(4) T. C. Bruice and A. Turner, J .  Amer. Chem. Soc., 92, 3422
(1970) .
(5) C. D . Ritchie and R. E. Uschold, ibid., 89,1721 (1967).
(6) H. S. Harned and L. D . Fallon, ibid., 61, 2374 (1939).
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Figure 1. Plot of p ifa of oxyaeids in solvent S vs. 
pKe. in water (30°).

for acylate ion attack upon phenyl esters strongly sup­
ports a mechanism for acylate ion nucleophilic attack 
upon phenyl esters in which bond breaking to the leav­
ing phenoxide ion is of paramount importance in the 
critical transition state. This conclusion reinforces 
that of Gaetjens and Morawetz7 who noted that sub­
stituent (electronic) effects upon both the ionization of 
phenol and the rate constants for acylate ion displace­
ments upon phenyl esters were due to changes in en­
tropy (A»S; and AS*, respectively) rather than enthalpy. 
In addition, these workers also pointed out that the p 
values for the ionization of phenols and acylate ion dis­
placement reaction were akin. In reference to eq 1,

ki O ”
A cO - +  AcOPh CHsCOPh -%►

h Q
Ac

AcOAc +  PhO”  (1)

these combined observations support mechanisms in 
which k3 >  k2 so that nucleophilic attack and departure 
of phenolate are concerted (no tetrahedral intermediate) 
or k2 >  k3 so that the formation of the tetrahedral inter­
mediate occurs in an equilibrium step prior to departure 
of the phenolate ion. That solvent S exhibits a greater 
sensitivity to electronic effects for both the ionization 
of phenols and acylate ion nucleophilic displacements 
upon substituted phenyl acetate may be related to the 
known greater solvation of charged dispersed systems 
in DMSO.3

On transfer from water to solvent S we find a 106-fold 
rate enhancement for HO-  attack on p-nitrophenyl ace­
tate but only a 3.3-fold rate. enhancement for tri- 
methylamine attack on p-nitrophenylacetate. Large 
rate enhancements for the alkaline hydrolysis of esters 
accompanying an increase in the mole fraction of DMSO

in D M S0-H 20  systems have been attributed to reduced 
solvation of the HO-  ion.8-10 However, conductivity 
data would indicate that the HO“  ion is not completely 
desolvated in solvent S. The equivalent conductivi­
ties at infinite dilution (A0) of several salts have been de­
termined in solvent S and are listed in Table I.

433

Table I : Equivalent conductivities at Infinite Dilution (A0) 
in Solvent S (30°).

Salt Ao

NaCl 34.0 ±  0.2
CsCl 36.5 ±  0.2
Ph4AsBPh4 18.5 ±  0.5
CsOH 28.5 ±  0.5
Ph4AsCl 29.5 ±  0.2

By making the assumption that the equivalent ionic 
conductivity of tetraphenylarsonium ion equals that of
tetraphenylboride ion11 we may determine the equiva-
lent ionic conductivities of each of the ions listed in Ta­
ble II. If we assume that the equivalent ionic con-

Table II : Equivalent Ionic Conductivities at
Infinite Dilution (\0) in Solvent S

Ion Xo ±  0.5

Ph4B - 9.3
Pin As + 9.3
C l“ 20.2
Na + 13.8
Cs + 16.3
H O - 12.2

ductivities are a reflection of the mobility of the ions in 
solvent S (the resistance to its motion through the solu­
tion) then we note that the HO“  ion has a mobility 
closer in magnitude to that of PluB“  than to Cl” . 
Since mobility is a reflection of the size of an ion in solu­
tion11 we are led to conclude that hydroxide ion is heav­
ily solvated in solvent S. Perhaps this finding should 
not be of great surprise since it has previously been 
noted that association of carboxylate ions with their 
conjugate acids occurs in solvent S. The increase in 
pAw from 14 to 25 on transfer from H20  to solvent S is 
as anticipated for ionization of an acid of type AH on

(7) E. Gaetjens and H. Morawetz, J. Amer. Chem. Soc., 82, 5328 
(1960).
(8) E. Tommila and M . L. Murto, Acta Chem. Scand., 17, 1947 
(1963).
(9) E. Tommila and I. Palenius, ibid., 17,1980 (1963).
(10) M . Hojo, M . Utaka and Z. Yoshida, Tetrahedron Lett., No. 1, 
25(1966).
(11) Arguments in favor of this assumption have been presented by:
(a) H. S. Harned and B. B. Owen, “ The Physical Chemistry of Elec­
trolytic Solutions,” 3rd ed, Reinhold, New York, N . Y ., 1958, p 232;
(b) A. J. Parker in ref 3.
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transfer from water to a solvent of lower dielectric con­
stant, and the decrease in pX a for (CH3)3NH+ from
9.76 to 8.6 on transfer from H20  to solvent S is as antic­
ipated for an acid of type AH+. The increase of 106 in 
the second-order rate constant for reaction of HO“  with 
p-nitrophenyl acetate is attributable to an increase in 
the activity of the solvated ion compared to that of the

H

A
> /

H— (1-— H 

H— (!) H— O
I

H
I

transition state. Both the low mobility and enhanced 
nucleophilicity of the hydroxyl ion in solvent S may be 
related, at least in part, to a structure as I. Contribu­
tion to the high activity of I in solvent S arises from the 
decreased activity of H20  in solvent S. The reaction 
can be written as in (2). For (CH3)3N this magnitude

H 0 -(H 20 )3 +  X  — > [HO“ X ]*  +  3H20  (2)

of rate enhancement is not seen indicating little altera­
tion of the relative activity of ground and transition 
state on solvent transfer.
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grant from the National Institutes of Health. Appre­
ciation is expressed to an unknown referee who sug­
gested we consider structure I.
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Jones-Dole viscosity B coefficients have been determined at 25° for N a l, K I, and Csl in a number of hydrogen- 
bonded solvents. A (N al) increases from 0.357 to 1.135 for the series of solvents: glycerol, 1,3-propanediol, 
1,2-propanediol, methanol, 1-propanol, 2-propanol, 1-butanol, 1-pentanol, and 1-hexanol. This increase has 
been attributed to a corresponding decrease in the hydrogen-bonded association of the solvents. In the two 
dihydric alcohols, B decreases with increasing crystallographic cation radius, A  (Csl) being negative. The 
values of /I(N a l) in 2-aminoethanol and 2,2',2"-nitrilotriethanol are similar to the values in the monohydric 
alcohols, while A  (Csl) assumes small but positive values in these solvents. A (K I) and A (Csl) are both more 
negative in D 20  than in H 20  correlating with the previously reported enhanced association in the former solvent.

Introduction
The concentration dependence of the viscosity of 

aqueous,2-4 nonaqueous,8“ 7 and mixed solvent8'9 elec­
trolytic solutions has been interpreted in terms of the 
semiempirical Jones-Dole equation10

V/Vo =  1 +  AC'h +  BC (1)

where t] and are the solution and solvent viscosities, 
C is the molarity, and A and B are adjustable param­
eters. The square-root term represents the contribu­
tion to the viscosity from the ion-ion coulombic inter­
actions, taken into account by Falkenhagen11 in terms 
of limiting equivalent conductances and solvent proper­
ties.

For monatomic ions in aqueous solution, the B coef­
ficient has been interpreted in terms of specific ion- 
solvent interactions:2 positive values being attributed

to an enhancement of the solvent association by the 
electrolyte and negative values being attributed to a

(1) This work is based in part on the honors thesis of J. B., 1970.
(2) H. S. Frank and W .-Y . Wen, Discuss. Faraday Soc., 24, 133 
(1957).
(3) R. H. Stokes and R. Mills, “ Viscosity of Electrolytes and Re­
lated Properties,”  Pergamon Press, Elmsford, N . Y ., 1965.
(4) B. R. Breslau and I. F. Miller, J. Phys. Chem., 74, 1056 (1970).
(5) G. Jones and H. J. Fornwalt, J. Amer. Chem. Soc., 57, 2041 
(1935).
(6) L. M . Mukherjee, J. Phys. Chem., 74, 1942 (1970).
(7) R. Gopal and P. P. Rastogi, Z. Phys. Chem. (Frankfurt am Main), 
69, 1 (1970).
(8) D. Feakins, D. J. Freemantie, and K. G. Lawrence, J. Chem. 
Soc. D, 970 (1968).
(9) D. Singh, V. S. Yadav, and B. K . Goel, Z. Phys. Chem. (Frankfurt 
am Main), 68, 242 (1969).
(10) G. Jones and M . Dole, J. Amer. Chem. Soc., 51, 2950 (1929).
(11) H. Falkenhagen and M . Dole, Phys. Z., 30, 611 (1929).
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weakening of the hydrogen bonding in the solvent. In 
a previous communication from this laboratory,12 
the first negative B values in nonaqueous media were 
reported.

The present investigation represents an extension 
of our study of electrolyte viscosities to a variety of 
alcoholic solvents. While hydrogen-bonded associa­
tion would be expected to be a significant factor in 
determining the behavior of all of these solvents and 
solutions therein, an effort has been made to select 
solvents in which the relative importance of this phe­
nomenon could be systematically evaluated through 
viscosity measurements. In studying the properties 
of the alkali halides in nonaqueous solvents, one is 
restricted in the choice of solute by the extreme hy- 
groscopicity of the lower formula weight compounds 
and the low solubility of the higher formula weight 
compounds below a solvent dielectric constant of about 
30. For these íeasons, the number of alkali halides 
whose specific viscosities have been measured is limited.

The purposes of the present study were fourfold. 
First, importance of the cation in the electrolyte B 
coefficient in highly structured solvents was elucidated 
through a study of Nal, KI, and Csl in 1,2-propanediol 
(e20 = 32.0) and 1,3-propanediol (t?0 =  35.0) and Nal 
in glycerol (1,2,3-propanetriol) to complement the 
previous work12 on KI and Csl in the last solvent. 
Second, B(Nal) was determined in six monohydric 
alcohols—methanol, 1-propanol, 2-propanol, 1-butanol,
1-pentanol, and 1-hexanol—to illustrate the effect of 
increased alky] chain length in the solvent. Third, 
viscosities of 2-aminoethanol and 2,2',2"-nitrilotri- 
ethanol (triethanolamine) solutions of Nal and Csl 
were studied which, in conjunction with B coefficients 
for these electrolytes in comparable hydroxylic sol­
vents, enabled an estimation of the relative impor­
tance of the amino and hydroxyl groups in ion-solvent 
interactions as exhibited in electrolytic viscosities. 
Finally, it has been suggested that heavy water (D20) 
is more associated than ordinary water (H20 ), and 
as this should be reflected in the B coefficients of 
alkali halides, the viscosities of Csl and KI have been 
studied in these two solvents.

Experimental Section
Cesium iodide (A. D. Mackay Inc., 99.9%), potas­

sium iodide (J. T. Baker, analyzed reagent) and sodium 
iodide (Alfa Inorganics, Ultrapure) were used as re­
ceived, after drying at 110°. While the sodium salt 
was adequately soluble in the monohydric alcohols of 
three or more carbons, neither of the other salts was 
sufficiently soluble for viscosity measurements.

The D20  (Mallinckrodt, 99.8% isotopic purity) was 
handled in a drybox and the H20  was twice distilled. 
The methanol (Mallinckrodt, anhydrous analytical 
reagent) was refluxed over magnesium filings under 
nitrogen for 3 days and fractionally distilled: boiling
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range of fraction collected, 64.5-64.7 (lit.18 bp 64.509); 
density, 0.78652 g/ml (lit.14 value0.78655).

The remaining solvents, 1-propanol (A), 2-propanol
(B), 1-butanol (C), 1-pentanol (D), 1-hexanol (E),
2-aminoethanol (F), 2,2',2"-nitrilotriethanol (G), 1,3- 
propanediol (H), 1,2-propanediol (I), and glycerol
(J), were dried in the dark for 3 weeks over one of 
the following dehydrating agents: Na2S04-K 2C0 3 (I), 
CaCl2-K 2C 03 (II), Na2S04 (III). The solvent was 
then fractionated under dry nitrogen either at 1 atm 
(heated 75-cm column of glass helices) or at reduced 
pressure (heated 40-cm Vigreux column), a middle 
fraction being collected. The purified solvent was 
stored in the dark under nitrogen. It was necessary 
to perform two distillations on the 1-hexanol to give a 
solvent which did not discolor on the solution of the 
sodium iodide. The details of the individual purifica­
tions are shown in Table I.16- 28 

All solutions were prepared by weight in flasks pre­
viously flushed with dry nitrogen and were stirred 
overnight in the dark prior to use. All measurements 
were made at 25 ±  0.01°. Densities were measured 
in Sprengel-type pycnometers (22 ml) calibrated with 
distilled water. Viscosities were measured in a Can- 
non-Ubbelohde viscometer for the water, heavy 
water, and methanol solutions and in Cannon-Fenske 
routine viscometers for the other systems. The vis­
cometers were modified for use in a closed, dry atmo­
sphere. Flow times (400-600 sec) were reproducible 
to ±0.1 sec.

Specific viscosities, t]sp, were determined from

*?sp =  V t  —  1 =  tp/t(,p0 (2)

where p, po, t, and t0 are the densities and flow times 
for the solution and solvent, respectively. The A  and 
B coefficients were determined from the plots of jjsp/  
C'1'1 against C‘/! (Figures 1-4). The linear depen­
dence of solution density on electrolyte molarity was 
evaluated from

(12) K . Crickard and J. F. Skinner, J. Phys. Chem., 73, 2060 (1969).
(13) “ Organic Solvents, Physical Properties and Methods of Puri­
fication,” John A. Riddick and Emory E. Toops, Jr., Ed., Intersci­
ence, New York, N. Y ., 1955.
(14) M . A . Coplan and R. M . Fuoss, J. Phys. Chem., 68, 1177 (1964).
(15) J. Timmermans, “ Physico-Chemical Constants of Pure Organic 
Compounds,” Elsevier, Amsterdam, 1950.
(16) “ Handbook of Physics and Chemistry,”  Robert C. Weast, Ed,, 
49th ed, Chemical Rubber Publishing Co., Cleveland, Ohio, 1968.
(17) F. Hovorka, H. P. Lankelma, and S. C. Stanford, J. Amer. 
Chem. Soc., 60, 820 (1938).
(18) J. N. Pearce and L. F. Berhenke, J. Phys. Chem., 39, 1005 
(1935).
(19) P, W . Brewster, F. C. Schmidt, and W . B. Schaap, J. Amer. 
Chem. Soc., 81, 5532 (1959).
(20) “ Dictionary of Organic Compounds,” Eyre and Spottiswoode 
Publishers, Ltd., London, 1965.
(21) A. F. Gallaugher and H. Hibbert, J. Amer. Chem. Soc., 59, 2514 
(1937).
(22) T . T . Puck and H. Wise, J. Phys. Chem., 50, 329 (1946).
(23) H. T. Briscoe and W . T . Rinehart, ibid., 46, 387 (1942).
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Table I : Purification of Solvents“

Sol- Drying
vent Supplier agent

A Fisher II 96.
B Aldrich (99%, anh.) I 81.
C Eastman (White Label) I 117.
D Eastman III 138.
E Eastman III 157.
F Eastman (White Label) III 63.
G Eastman (White Label) III 168.
H Aldrich I 115.
I Aldrich III 97.
J Eastman III 139.

Boiling range, °C

8-97.1 (97.15,13)
0-82.0(82.40 ,13)
3 -  117.5(117.73,13) 
0-138.2(138.06,13)
4 -  157.6(157.47,13)
8-64.0 (32mm) (65.0 (5mm), 18) 
3-168.8 (1 mm) (175.0 (2mm), 18) 
8-115.9 (12.5m m )
3-97.5 (17mm)
2-140.1 (1mm)

Density, po

0.79998(0.79950,13) 
0.78093(0.78095,13) 
0.80581 (0.80572,15) 
0.81096(0.81104,16) 
0.81583(0.81556,17) 
1.0117(1.0117,19) 
1.12081 (1.1242, 20°, 16) 
1.04892(1.050, 21) 
1.03267(1.0328,22) 
1.25824(1.2583,23)

Refractive index

1.3829(1.3835,13) 
1.3747(1.3747,13)

1.4533(1.4539, 20°, 13) 
1.4832(1.4852, 20°, 20) 
1.4380(1.4396, 20°, 13)

Densities and refractive indexes at 25° unless otherwise noted. Literature values and references are in parentheses.

p/Po — 1 =  k C ( 3 )

Values of A, B, and k, computed by the method of 
least squares, are given in Table II.24

Table II : Solution Parameters at 25°

Elec­
trolyte Solvent k A B

Nal Methanol 0.1736 0.028 ± 0.652 ±

Nal 1-Propanol 0.1580
0.005 

0.077 ±
0.010 

0.826 ±

Nal 2-Propanol 0.1651
0.005 

0.094 ±
0.010 

0.842 ±

Nal 1,3-Propanediol 0.1079
0.004 

0.0156 ±
0.009 

0.415 ±

Nal 1,2-Propanediol 0.1049
0.0005 

0.016 ±
0.007 

0.475 ±

Nal 1-Butanol 0.1539
0.002 

0.099 ±
0.003 

0.883 ±

N al 1-Pentanol 0.1522
0.004 

0.085 ±
0.007 

0.989 ±

N al 1-Hexanol 0.1475
0.004 

0.032 ±
0.007 

1.135 ±

Nal Glycerol 0.07796
0.004 

0.003 dfc
0.008 

0.357 ±

Nal 2-Aminoethanol 0.1136
0.001 

0.010 ±
0.005 

0.843 ±

N al 2,2',2"-Nitrilo- 0.09567
0.001 

0.043 ±
0.007 

0.977 ±

K I
triethanol

1,2-Propanediol 0.1166
0.005 

0.037 ±
0.007 

0.069 db

K I 1,3-Propanediol 0.1125
0.005 

0.024 ±
0.002 

0.053 ±

K I Water 0.1227
0.005 0.002

-0 .0 7 1 9
KI Deuterium oxide 0.1005 -0 .0 9 6
C s l 1,2-Propanediol 0.1938 0.043 ± -0 .1 0 6  ±

C s l 1,3-Propanediol 0.1937
0.005 

0.009 ±
0.005 

-0 .1 1 6  ±

C s l 2-Aminoethanol 0.2021
0.001 

0.035 ±
0.005 
0.385 ±

C sl 2,2',2"-Nitrilo- 0.1768
0.001 

0.024 ±
0.003 

0.204 ±

C s l
triethanol

Water 0.2017
0.005 0.010

-0 .1 2 0
C s l Deuterium oxide 0.1798 -0 .1 3 4

Figure 1. Viscosity B coefficient plot: A, Nal in
1.2- propanediol; B, Nal in 1,3-propanediol; C, Nal in glycerol; 
D, K I in 1,2-propanediol; E, K I in 1,3-propanediol; F, Csl in
1.2- propanediol; G, Csl in 1,3-propanediol.

Discussion
The presence in one water molecule of two hydroxyl 

protons and two pairs of nonbonded oxygen electrons 
results in the unusually high degree of inter molecular 
association in liquid water at room temperature. A 
single water molecule can participate in hydrogen 
bonding simultaneously with four other water molecules. 
The search for a generally acceptable model on which 
may be based an explanation of the behavior of liquid 
water continues in many laboratories. The fact that 
in dilute aqueous solution, alkali halides of high surface 
charge density give solutions more viscous than the 
solvent while those of low surface charge density give

(24) Listings of concentration, density, and specific viscosity will 
appear immediately following this article in the microfilm edition of 
this volume of the journal. Single copies may be obtained from the 
Business Operations Office, Books and Journals Division, American 
Chemical Society, 1155 Sixteenth Street, N .W ., Washington, D. C. 
20036. Remit check or money order for $3.00 for photocopy or $2.00 
for microfiche.
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Figure 2. Viscosity B coefficient plot: N al in 1-hexanol (A), 
1-pentanol (B), 1-butanol (C), 2-propanol (D), 1-propanol (E), 
and methanol (F). The vertical scale has been lifted by 0.05 
and 0.10 for 1-pentanol and 1-hexanol, 
respectively, for clarity.

Figure 3. Viscosity B coefficient plot: A, N al in 
2,2',2''-nitrilotriethanol; B, N al in 2-aminoethanol; C,
Csl in 2-aminoethanol; D, Csl in 2,2',2"-nitrilotriethanol.

“ negative viscosities”  or solution viscosities less than 
the solvent has been explained in terms of the effect 
of the electrolyte on the quasicrystalline structure of 
water.2

A polyhydric alcohol molecule should also afford the 
opportunity for extensive intermoleeular association, 
where each hydroxyl group could, in principle, hydro­
gen bond to two other molecules, resulting in a three- 
dimensional solvent structure similar to that in water. 
Table III summarizes the B coefficients for three 
alkali halides in four polyhydric alcohols and Figure 1 
illustrates the validity of eq 1 for these systems. The

437

Figure 4. Viscosity B coefficient plot : ü  , K I in H20  ; B , 
K I in D ,0  ; | , Csl in II20 ; [ ] ,  Csl in D 20 .

T a b le  III : B Coefficients in Polyhydric Alcohols at 25°

Nal KI Csl

Glycerol 0.357 — 0.185“ -0 .4 0 8 “
1,2-Ethanediol 0.033“ -0 .0 8 0 “
1,2-Propanediol 0.475 0.069 -0 .1 0 6
1,3-Propanediol 0.415 0.053 -0 .1 1 6

1 Reference 12.

linearity of the ijsp/(71/2 against C’A plot for Nal in 
glycerol to concentrations in excess of 0.6 M  corro­
borates our previous findings12 in this solvent.

Two points can be made from these results. First, 
the B coefficient becomes less positive with decreasing 
surface charge density of the cation in agreement with 
behavior found in water. The cesium salt is the 
only one to exhibit negative B values in all four sol­
vents, although B (KI) is negative in glycerol and close 
to zero in the other solvents. Second, the B coeffi­
cients in Table III are less positive than those for these 
electrolytes in any other solvent investigated to 
date, including those in this study. This suggests 
that in these four solvents the hydrodynamic effect 
of ion-solvent interaction is different from that in 
unassociated or weakly associated solvents, but similar 
to that exhibited in water. A search for further sol­
vents in which this phenomenon will be present will 
probably be hampered by decreasing solubility of the 
lower surface charge density electrolytes with decreas­
ing dielectric constant. Formamide («as =  109.5) 
might, however, prove to be an interesting solvent 
from the point of view of negative or very small B 
coefficients as several of its properties are similar to 
those of water.

From a recent study of proton relaxation rates in 
aqueous and nonaqueous electrolytic solutions, Engel 
and Hertz25 reported findings in good agreement with

(25) G. Engel and H. G. Hertz, Ber. Bunsenges. Phys. Chem., 72, 808 
(1968).
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previous interpretations of positive and negative 
Jones-Dole B coefficients. In water, 1,2-ethanediol, 
and glycerol, those electrolytes which exhibited nega­
tive viscosity B coefficients also gave solvent-proton 
relaxation rates faster in solution than in the pure 
solvents. In methanol, ethanol, formamide, and N- 
methylformamide, the other solvents studied in which 
hydrogen bonding might be expected to be significant, 
evidence for a weakening of solvent structure was not 
found in the relaxation rate studies.

Intermolecular hydrogen bonding in monohydric 
alcohols will lead to dimeric or polymeric association* 26 
depending on the nature of the alkyl group. In neither 
case, would there result anything resembling the ex-

El
/ \

R -  0  0 —R
\ /

H

R R R R

------ O— H------0 —H ------0 — H ------0 — H-------

tensive three-dimensional solvent structure described 
above. These substances would be expected to be 
intermediate between the polyhydric alcohols and 
liquids such as dimethyl sulfoxide, propylene carbonate, 
and acetone where intermolecular interactions would 
be minimal.

There have been a number of studies of electrolyte 
viscosities in methanol and ethanol. In three of these 
studies,23'27 the data are either too scattered or at 
too high concentration to permit calculation of B 
coefficients. Jones and Fornwalt6 reported values of 
B of 0.6747, 0.7396, and 0.7635 for KI, KBr, and KC1, 
respectively, in methanol at 25°. Their plot of i?sp/(71/2 
against C'/2 for KI shows a distinct break at approxi­
mately 0.02 M and then a further linear portion with a 
smaller slope of 0.42. Cox and Wolfenden28 reported 
a value of B of 1.15 for Nal in ethanol at 18°. A recal­
culation of B, excluding two points of large deviation, 
gives avalué closer to 1.05. The authors are unaware 
of any viscosity studies on the alkali halides in any 
of the longer chain alcohols. Table IV gives B values 
for Nal, chosen because of its suitable solubility, in 
seven monohydric alcohols.

These results represent the first study of the Jones- 
Dole B coefficient in a homologous series of solvents. 
With one exception, the increase in B parallels the 
increase in the length of the alkyl chain (see Figure 2). 
As the size of the solvent molecule increases, the polar 
group remaining the same, the volume of the hydro- 
dynamic entity consisting of the ion and the oriented 
solvent molecules will be expected to increase. Even 
in 1-hexanol a substantial degree of orientation of the 
hydroxyl groups about the cation must be present in

T a b le  IV  : B Coefficients of Nal in Monohydric Alcohols

Methanol 0.652
Ethanol 1.15° (1.05)
1-Propanol 0.826
2-Propanol 0.842
1-Butanol 0.883
1-Pentanol 0.989
1-Hexanol 1.135

Reference 28, 18°. Recalculation gives 1.05.

order that the electrolyte dissolve appreciably. Janz29 30 
reported viscosity data for Nal in acetonitrile, but 
again the concentrations were too great to permit an 
evaluation of B for comparison with the present work. 
Feakins80 reported values of 0.608 and 0.573 for NaCl 
and NaBr in V-methylformamide, from which a value 
of 0.53 could be approximated for Nal. The /J(Nal) 
values in the monohydric alcohols are, therefore, more 
positive than any values reported in other solvents.

As part of our investigation of associated solvents, 
it was thought that the ethanolamines would present 
an interesting comparison with simple alcoholic 
solvents. These solvents have received little atten­
tion. Pearce and Berhenke18 reported the dipole 
moments of the mono-, di-, and triethanolamines. 
Briscoe31 reported some conductance results in mono- 
ethanolamine which were later found to be in error 
by Brewster19 who made more careful correction for 
solvent conductance. Diethanolamine is a solid at 
25° and therefore could not be included in the present 
study.

The B coefficients (see Table II) show the same strong 
dependence on cation, R(Nal) — S(CsI) being 0.458 
and 0.773 in 2-aminoethanol and 2,2',2"-nitrilotri- 
ethanol, as has been found in the highly associated 
polyhydric alcohols, but in all cases the B values are 
positive. Even in 2,2',2"-nitrilotriethanol, a solvent 
similar to glycerol in its physical properties, B(CsI) is 
small but positive (0.204). The R(CsI) values of
0.385 and 0.204 in these two associated solvents are 
significantly below the value of 0.68 in dimethyl 
sulfoxide,32 a solvent in which hydrogen bonding would 
not be expected to be present.

(26) (a) H. Eyring, M . S. Jhon, J. Grosh, and E. R. Van Artsdalen, 
J. Chem. Phys., 47, 2231 (1967); (b) M . Saunders and J. B. Hyne, 
ibid., 29, 1319 (1958); (c) G. E. McDuffie, Jr., and T . A. Litovitz, 
ibid., 37, 1699 (1962); (d) L. H. Thomas and R. Meatyard, J. Chem. 
Soc., 1986 (1963).
(27) (a) F. H. Getman, J. Am. Chem. Soc., 30, 1077 (1908); (b) 
F. K . Ewart and H. R. Raikes, J. Chem. Soc., 1907 (1926).
(28) W . M . Cox and J. F. Wolfenden, Proc. Roy. Soc. Ser. A, 
145, 475 (1934).
(29) R. P. T . Tomkins, E. Andalaft, and G. J. Janz, Trans. Faraday 
Soc., 65, 1906 (1965).
(30) D. Feakins and K . G. Lawrence, J. Chem. Soc. A, 212 (1966).
(31) H . T . Briscoe and T. P. Dirkse, J. Phys. Chem., 44, 388 (1940).
(32) M . D. Archer and R. P. H. Gasser, Trans. Faraday Soc., 62, 3451 
(1966).
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The £(N aI) values of 0.826, 0.843, and 0.415 in
1-propanol, 2-aminoethanol, and 1,3-propanediol, re­
spectively, suggest that from the point of view of vis­
cosity, the effects of the methyl and amino groups 
in the 2 position are indistinguishable, while the second 
hydroxyl group produces a much greater degree of 
solvent structure, disrupted by the electrolyte, giving 
the smaller value of 0.415.

A substantial amount of evidence33-36 suggests that 
at room temperature, the intermolecular hydrogen 
bonding is more extensive in heavy water (D20) 
than in ordinary water (H20 ). For example, the 
viscosity (25°) of D20  (1.096 cP) is about 20% greater 
than that of H20  (0.890 cP). The temperatures of 
maximum density33 of D 20  and H20  are 11.23 and 3.98, 
respectively, suggesting that the quasi-crystalline 
solvent structure is more thermally stable in the deu- 
terated solvent than in the protonated solvent.

A number of investigations of the properties of elec­
trolytes in D 20  have been made.36-38 The viscosities 
of D20  solutions of various alkali metal salts have re­
cently been reported.39'40 However, in both cases, 
the concentrations used were greater than those for 
which the Jones DoIe equation is thought to be valid.

The B coefficients for the present investigation, 
together with values for several quaternary ammonium 
halides in H20 3 and D 20 ,37 are given in Table V. As 
far as the authors know, a comparison of the latter 
values has not been made. Although the viscosities 
of H20  solutions of Csl41 and K I42 have been reported, 
it was decided to repeat the measurements in this 
laboratory for consistent comparison with the D 20  
results.

Table V : B Coefficients in H20  and D20  (25°)

Electrolyte H20 D20

KI -0 .0 7 1 9
-0 .0 7 5 5 “

-0 .0 9 6

Csl -0 .1 2 0
- o p i s 6

-0 .1 3 4

(CH3)4NBr 0.0855 0.08
(C2H5)4NBr 0.349 0.31
(C3H7)4NBr 1.06 0.79
(C4H„)4NBr 1.36 1.26

Reference 42. b Reference 41.

The present values of the B coefficients in H20  are in 
satisfactory agreement with the literature values. 
The values in D 20  for the potassium and cesium salts 
are approximately 30 and 10%, respectively, more 
negative than the corresponding H20  values. This 
suggests that these electrolytes destabilize the solvent 
association to a greater extent in D20 . Figure 5 
compares the present results on KI in D 20  with those 
of Selecki.40 It is interesting to note that the two most

1.0 I 2.0c 5
Figure 5. Viscosity B coefficient plot: O, K I in D20 ;  below 
(7‘A =  0.5, this work; above C'^ =  0.5, ref 40; © , CsCl in
H20 , ref 39; •, CsCl in D 20 , ref 39.

dilute points in Selecki’s work are approximately 
collinear with the present results. Ostroff’s39 results 
on CsCl in H20  and D20  are also shown in Figure 5. 
The Falkenhagen expression11 would predict very 
similar values of A, the ordinate intercept on this 
plot, for CsCl in the two solvents, so it appears probable 
that work at lower concentrations would show a more 
negative B(CsCl) in D20  than in H20 . The minimum 
and subsequent increase above about 1 M  illustrate 
the need in the Jones -Dole equation for terms of higher 
order in concentration.

The B coefficients for the quaternary ammonium 
salts are less positive in D20  than in H20  in agreement 
with the alkali halide results.

When the present results are viewed in the light of 
the literature on viscosity B coefficients for alkali 
halides in aqueous and nonaqueous media, some tenta­
tive generalizations can be made. The interpretation 
of aqueous B coefficients presented by Frank and Wen2 
in terms of “ structure makers”  and “ structure break­
ers” appears to be sound and has been widely accepted. 
Stokes3 has utilized the Frank-Wen model for ion- 
solvent interactions in suggesting an explanation of 
electrolytic viscosities based on three separate con­
tributions to the B coefficient: r;E, the viscosity in­
crement resulting from the size and shape of the ions;
i]A, an increase in viscosity resulting from ordering of

(33) G. Nemethy and H. A. Scheraga, J. Chem. Phys., 41, 680 (1964).
(34) M . Falk and T . A. Ford, Can. J. Chem., 44, 1699 (1966).
(35) H . A. Rizk and Y . M . Girgis, Z. Phys. Chem. (Frankfurt am 
Main). 65, 269 (1969).
(36) J. Greyson, J. Phys. Chem.. 66, 2218 (1962); 71, 2210 (1967).
(37) R. J. Kay and D. F. Evans, ibid., 69, 4216 (1965).
(38) C. G. Swain and D. F. Evans, J. Amer. Chem. Soc., 88, 383 
(1966).
(39) A. G. Ostrofï, B. S. Snowden, Jr., and D. E. Woessner, J. Phys. 
Chem., 73, 2784 (1969).
(40) A . Selecki, B. Tyminski, and A. G. Chmielewski, J. Chem. Eng. 
Data, 15, 127 (1970).
(41) G. Jones and H. J. Fornwalt, J. Amer. Chem. Soc., 58, 619 
(1936).
(42) M . Kaminsky, Z. Phys. Chem. (Frankfurt am Main), 5, 154 
(1955).
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the solvent molecules in the immediate vicinity of the 
ions as a result of the ionic field; and finally, rp, a 
decrease in the solvent viscosity as a result of the 
disruptive presence of the ions. For alkali halides, 
the magnitude of rp will reflect the extent of the solva­
tion and the size of the solvent molecules in the cosphere 
of the ions. The relative sizes of the three terms result­
ing from ion-solvent interaction will determine the 
size and sign of the B coefficient.

In water, the B coefficients are all numerically small, 
ranging from B(LiCl) of 0.140 to B{Csl) of —0.120, 
and because the contribution to B from the rp term 
will be small, the viscosity will be determined by the 
relative sizes of the rp  and ip  terms in the Stokes ex­
pression. If the structure enhancement term predom­
inates, the B value will be positive while if structure 
disruption predominates, B will be negative. Hence, 
the sign of B has been used to distinguish the two classes 
of electrolytes. It should be noted, however, that 
this approach may require certain modifications in 
discussion of nonaqueous solutions.

Very little has been said about the applicability of the 
Frank-Wen model and the Stokes partition of the B 
coefficient for nonaqueous solutions. In these cases, 
the polar solvent molecules are larger than the water 
molecule and the ionic cosphere will be larger, giving 
more importance to the ip term. Even if rp is larger 
than ?/A, the overall sign of B may be positive. The 
authors would suggest that in nonaqueous solvents, 
it is not possible to say that only when B is negative is 
the electrolyte participating in a net structure-breaking 
interaction with the solvent. For example, the small 
positive values of B(CsI) of 0.385 and 0.204, relative 
to the /I(Nal) values, in 2-aminoethanol and 2,2',2"- 
nitrilotriethanol should probably be interpreted as 
evidence for predominance of the rp term over the
i]A term with the rp term fairly large (and positive) 
for both electrolytes.

In the interest of brevity, a complete tabulation of 
all the B values considered will not be made, but the 
relevant literature will be cited. First, fairly exten­
sive work on the electrolytes Nal, KI, and Csl shows 
the wide range of values which the Jones-Dole coeffi­
cient can assume for a given electrolyte. If (KI) varies 
from —0.0719 in water to 1.30 in V-methylpropion- 
amide7 while B(CsI) varies from —0.408 in glycerol12 
to 0.68 in dimethyl sulfoxide.32 This variation points 
to the complexity of the hydrodynamic phenomena for 
which an explanation is sought. Second, there is a 
fairly clear distinction between solvents in which the B 
coefficient shows a dependence on the alkali halide 
in question and those solvents in which the alkali 
halide B coefficients are all rather close together. The 
authors have interpreted this as evidence for the rela­
tive importance of intermolecular solvent association. 
In water, the polyhydric alcohols, and the ethanol- 
amines, the results to date show that B always becomes

less positive with increase in cation or anion size. 
In water, glycerol, 1,2-propanediol, and 2,2 ',2"- 
nitrilotriethanol, the difference B(Nal) — Zf (Csl) is
0.128, 0.765, 0.581, and 0.773, respectively. Only 
in these solvents where B appears to depend on both 
the solvent and the electrolyte are negative values 
of B found. The dependence of B on electrolyte in 
dimethylformamide7 (LiCl, 0.59; KI, 1.10; 25°) is 
difficult to explain in terms of solvent association be­
cause hydrogen bonding should not be possible in this 
case.

In the second group of solvents, where solvent as­
sociation would be less pronounced, are dimethyl sulfox­
ide, the monohydric alcohols, N - me t h y 1 f o r m a m i d e, 
Ar-methy]acetarni de,7 iV-methylproprionamide, and pro­
pylene carbonate.6 In methanol, B values of 0.652,
0.7635, 0.7396, and 0.6747 have been reported5 for 
Nal, KC1, KBr, and KI, respectively. In ZV-methyl- 
formamide values of 0.59, 0.608, 0.573, 0.634, 0.590,
0.56, and 0.60 have been reported30'43 for LiCl, NaCl, 
NaBr, KC1, KBr, KI, and Csl while in iV-methyl- 
proprionamide values of 1.25, 1.30, and 1.37 have 
been reported7-44 for LiCl, KI, and KC1. In con­
trast to what was observed in the highly associated 
solvents, the B coefficients for the different alkali 
halides, in a given solvent, show only a small variation 
with surface charge density. Where comparison is 
possible in methanol, N - meth y If or m ami de, and N- 
methylproprionamide, B increases slightly with in­
creasing cation size, in marked opposition to the trend 
in water, the polyhydric alcohols and the ethanolamines 
where the larger cations are the better “ structure 
breakers.”  The hydrodynamic effect of cation-solvent 
interaction is quite different in this second group of 
solvents. The B coefficients decrease slightly in these 
solvents with increasing anion size.

It should be noted that in both groups of solvents, 
a given electrolyte will show considerable variation 
in the B coefficient in different solvents.

A simple explanation of the large variation in B 
with solvent for a given electrolyte and, secondly, 
of the classification of solvents into two groups depend­
ing on the sensitivity of B to the nature of the elec­
trolyte, is not possible. One would predict that both 
rp and 17A would become less positive and rp would be­
come more negative as the ion size increased with the 
corresponding decrease in coulombic field at the sur­
face of the ion. These changes would all be expected 
to reduce B and would explain the sensitivity of B to 
the nature of the electrolyte in the highly associated 
solvents. In the unassociated solvents, i?A and rp 
would be negligible and the magnitude of B would 
reflect primarily the size of the solvated ions. For a 
given solvent, one would expect the larger ions to be less

(43) P. P. Rastogi, Bull. Chem. Soc. Jap., 43, 2442 (1970).
(44) T . B. Hoover, J. Phys. Chem., 68, 876 (1964).
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solvated and therefore to exhibit smaller B values. For 
a given electrolyte, the size of the rjE contribution could 
be interpreted in terms of the relative sizes of the 
solvent molecules in the solvation shell. As pointed 
out already, the B(Nal) values in the monohydric 
alcohols, with one exception, increase with increasing 
size of the solvent molecules. The values7'43 of 
A(KI) of 0.56, 1.01, and 1.30 in V-methylformamide, 
A-methylacetamide, and V-methylproprionamide also 
appear to reflect the size of the solvent molecule. 
Some hydrogen-bonded association would be present 
in the amides, and it would probably be most pro­
nounced in the least sterically hindered V-methyl- 
formamide. A case could be made for explanation of 
the increase in B in the amides as a result of decreasing 
importance of the i?D term, relative to the yA term, in 
going from V-methylformamide to V-methylproprion- 
amide.

Finally, the values of A(N al) of 0.977, 0.826, 0.415, 
and 0.357 in 2,2',2"-nitrilotriethanol, 1-propanol,
1,3-propanediol, and glycerol present an interesting 
series. The monohydric alcohol presumably repre­
sents a case where yA and rj° are not important and B 
reflects the size of the solvated shell of the ion through 
the i f  contribution. In 1,3-propanediol, the ions 
would still be expected to interact with only one end 
of the solvent molecule and the size of the ionic cosphere 
would be similar to that in 1-propanol. The decrease 
in A(Nal) of 0.411 reflects the dominance of the yD 
term over the yA term, what Frank and Wen have re­
ferred' to in water as net “ structure breaking.” 2 It

E lectrolyte  V iscosities in  A ssociated  Solvents

would be unwarranted to predict the nature of the 
solvation in glycerol where the ion is exposed to a highly 
polar, strongly associated medium. It is unlikely that 
the presence of any ion could increase the degree of 
solvent association in a solvent already so extensively 
hydrogen bonded, making the r/A term negligible. 
Although yD would be expected to be more important 
in glycerol than in 1,3-propanediol, it is not possible 
to estimate the relative importance of changes in 
tje and yn in bringing about the further small decrease 
of 0.058 in A(Nal). B(Nal) in 2,2',2"-nitrilotri- 
ethanol (0.977) is an interesting example. The solvent 
molecules are large with four polar sites possible for 
ion-solvent interaction. The difference, A (Nat) — 
B(CsI), of 0.773 suggests that specific ion-solvent 
interactions are important. However, it again seems 
unlikely that an ion could increase the hydrogen bond­
ing in a solvent already so associated. The value of 
B will be determined by the relative magnitudes of the 
ijE and r?D contributions, the former being more im­
portant for Nal giving B =  0.977 while the two terms 
achieve more equal weight for Csl giving a B value of
0.204.

The speculative nature of these suggestions empha­
sizes the need for much more investigation of ion- 
solvent interactions for a wider variety of electrolytes 
in nonaqueous media.
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Mobility of Excess Electrons in Liquid Hydrocarbon Mixtures1

by R. M. Minday,* L. D. Schmidt, and H. T. Davis
Department of Chemical Engineering and Materials Science, University of Minnesota, 
Minneapolis, Minnesota 55455 (Received July 21, 1971)

Publication costs assisted by the Petroleum Research Fund

In an effort to further elucidate the mechanism of excess electron transport in nonpolar hydrocarbons, electron 
mobilities are studied in mixtures of n-hexane and neopentane in both liquid and vapor and in liquid toluene, 
a molecule with a permanent dipole moment. Mobility measurements in the liquid mixtures as functions 
of mole fraction and temperature show that the mobility varies as exp[—xhE/RT] where Xt is the mole frac­
tion of hexane and E is a constant. The mobility in liquid toluene is almost the same as in benzene, showing 
that the permanent dipole moment of toluene does not significantly alter the transport process. From these 
results it is concluded that, while the mechanism of electron transport in liquid hydrocarbons appears to involve 
short lived traps in the fluid as suggested previously, these traps must be a collective property of the fluid rather 
than being associated with individual molecules.

Introduction
Stable excess electronic-charge carriers have re­

cently been observed in carefully purified hydrocarbon 
liquids,2 but their properties are considerably more 
complex than in the rare gas liquids.3,4 In the alkanes 
the room temperature mobilities vary by as much as 
three orders of magnitude between isomers: from
0.07 in pentane to 70 cm2/(V  sec) in neopentane. Elec­
tronic carriers have also been observed in liquid olefins 
and aromatics, with mobilities of 3.6 in 2-methylbu- 
tene-2 and 0.6 cm2/(V  sec) in benzene.1 Electron mo­
bilities in all the hydrocarbons examined to date appear 
to show an Arrhenius dependence on temperature

n =  m - EIBT (l)

and possess larger activation energies in those liquids 
with lower mobilities.

The purpose of this paper is to describe additional ex­
periments which give further insight into the mecha­
nism of electron transport in hydrocarbon liquids. A 
preliminary report of these results has been published.6

Room temperature electron mobilities have been mea­
sured as a function of mole fraction in mixtures of n- 
hexane and neopentane; the temperature dependence 
of the mobilities in the mixtures has also been measured 
to determine activation energies. Free electrons have 
also been produced in liquid toluene, a molecule which 
possesses a permanent dipole moment; these results are 
compared with those in benzene, a molecule structurally 
similar to toluene but with no permanent dipole mo­
ment. Electron drift velocities were also measured in 
vapors of n-hexane and neopentane as a function of pres­
sure and field to determine electron mobilities in these 
systems at low densities.

Experimental Section
The hydrocarbon liquids were purified in an ultra- 

high vacuum system by contact with zeolite molecular

sieves and evaporated barium films.2a Mobilities in 
the liquids were determined from the time of flight of 
photoin,jected electrons across a drift space in a uniform 
electric field. The time of flight was measured by peri­
odically interrupting the electron flow by either chop­
ping the ultraviolet light source to the photocathode 
(single shutter method) or by electron shuttering within 
the mobility cell through use of a system of grids be­
tween the cathode and collector (double shutter 
method). Earlier publications2“ give complete de­
scriptions of the purification procedures and the two 
techniques of mobility measurement; however, the pro­
cedures followed in the hexane-neopentane mixing ex­
periment involve techniques which require discussion 
in some detail.

The mixing experiment was performed in a system 
that contained two chambers connected to each other 
and to the pumps by three high-vacuum metal valves. 
One valve isolated from the pumps a manifold that con­
nected the valves leading to the two sample chambers. 
Each chamber contained barium film getters, a cell for 
mobility measurements, and a cell calibrated for vol­
ume measurements. Hexane and neopentane samples 
of ~ 5 0  cm3, >99 mol% initial purity (Phillips Petro­
leum Co.), were separately purified until electronic 
charge carriers were observed in each. Before any mix­
ing, the mobility for each pure liquid was determined in

* Address correspondence to this author at the Esso Research and 
Development Laboratory, Linden, N. J.
(1) Acknowledgment is made to the donors of the Petroleum Re­
search Fund, administered by the American Chemical Society—Pe­
troleum Research Fund Fellows.
(2) (a) R. M . Minday, L. D. Schmidt, and H. T . Davis, J. Chem. 
Phys., 50, 1473 (1969); 54, 3112 (1971); (b) W . F. Schmidt and 
A. O. Allen, J. Chem. Phys., 50, 5037 (1969); 52, 4788 (1970).
(3) L. S. Miller, S. Howe, and W . E. Spear, Phys. Rev., 166, 871 
(1968).
(4) J. A . Jahnke, L. Meyer, and S. A. Rice, ibid., A, 3, 734 (1970).
(5) R. M . Minday, L. D. Schmidt, and H. T . Davis, Phys. Rev. 
Lett., 26, 360 (1971).
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Figure 1. Plot of electron drift velocity in liquid neopentane 
vs. electric field. Drift velocities were measured using the 
electronic double shutter method. The solid line indicates 
measured drift velocities in liquid argon.3 The variation of Vd 
with S shows that electrons in the polyatomic neopentane 
remain at thermal energy even at high fields.

O O.g 0.4 0.6 06 LO
Mole Fraction H exane in N eopentane

Figure 2. Plot of mobility vs. mole fraction of ra-hexane in 
neopentane-hexane mixtures at 300°K.

the double shutter cell and the initial number of moles 
of each was determined from volume measurements and 
the densities. Inaccuracies of the double shutter 
method associated with measurement of grid spacings 
and with distortion of the electric field are estimated to 
be less than ±10% , but the precision obtainable with 
this method is ± 2 %  in a given cell.

Portions of one liquid were cryogenically pumped 
from one sample chamber to another through the mani­
fold, after which the valves were closed and the liquids 
allowed to warm to room temperature. The mole 
fraction of the mixture was determined from the volume 
of liquid transferred. Mobility measurements were 
made over time periods of several hours to ensure that 
the liquids were thoroughly mixed and at thermal equi­
librium. Activation energies of the mixtures were de­
termined by measuring the mobility as a function of 
temperature in the double shutter cell immersed in var­
ious baths in the temperature range from 180 to 300° K. 
The mixing experiment was performed twice: in one 
experiment successive amounts of n-hexane were added 
to neopentane, in another neopentane was added to n- 
hexane.

It was often desirable to obtain other mole fractions 
after the liquids were mixed. This could be accom­
plished by slow distillation from one sample chamber to 
another since the volatility of neopentane is more than 
seven times that of hexane. Assumption of Raoult’s 
law and ideal differential distillation allowed determi­

nation of the mole fractions in the residue and distillate 
from volume measurements.

Vapor phase mobility measurements in hexane and 
neopentane were performed in an identical double shut­
ter cell. The mobility was measured as a function of 
S/p, the electric field divided by the pressure in the cell. 
Different pressures were obtained by maintaining the 
vapor-filled cell at 300°K in contact with a chamber 
containing the liquid thermostated at a known lower 
temperature. The pressure in the vapor cell was then 
calculated from the vapor pressure of the liquid at the 
thermostat temperature corrected for transpiration.

Results
Hexane-Neopentane Mixtures. Room Temperature 

Mobilities. Prior to the mixture experiment, mobilities 
in the pure components were determined by double 
shutter measurements. The mobility in «.-hexane was 
found to be 0.076 cm2/(V  sec), very close to the values 
reported previously.2 Figure 1 shows the drift velocity 
in neopentane as a function of field. The mobility of 
70 cm2/(V  sec) is somewhat above the value previously 
reported,211 and is found to remain independent of field 
between 19 and 950 V/cm.

Figure 2 shows a plot of the logarithm of the mobility 
vs. the mole fraction of hexane in hexane-neopentane 
mixtures. The data lie on a straight line indicating 
that the mobility in the mixture can be expressed very 
well by an equation of the form

The Journal o f  P hysical Chem istry, V ol. 76, N o . S, 1972



444 R . M . M in d ay , L. D . Schm idt, and  H . T . D avis

Mmix MnpC 2:11 ( 2 )

where pnp = 70 cm2/(V  sec) is the mobility in pure neo­
pentane, A =  —6.8 is the slope of the line in Figure 2, 
and Xh is the mole fraction of hexane.

In Figure 1 we also show the electron drift velocity in 
liquid argon3 at its normal boiling point. It is evident 
that vd in argon (and in the other rate gas liquids) de­
viates from a linear dependence on S for vA >  105 cm/ 
(sec) while vd in liquid neopentane remains precisely 
proportional to field up to at least 105 cm/sec. Even 
more striking are the measurements in liquid tetra- 
methylsilane2b for which the drift velocity is constant 
up to I’d =  106 cm/sec. Deviations from linearity are 
due to excess kinetic energy of the electrons at high 
fields.3'6 Above 106 cm/sec the data in the rare gases 
can be fit quite well by the S1/j dependence predicted by 
the Schottky theory of hot electrons.3 The absence of 
these deviations in the polyatomic fluids indicates that 
electrons remain at thermal energy even at very high 
fields and drift velocities. This is undoubtedly associ­
ated with the greater efficiency of energy transfer be-

T(“K)
373 300 250 200

Figure 3. Arrhenius plots of the mobilities in various liquid 
hydrocarbons. All curves lie on straight lines which 
extrapolate to /uo 150 cm2 (V sec) at 1 /T =0.

tween electrons and the polyatomic molecules of the 
fluid either due to inelastic collisions or trapping.

Temperature Dependence. The temperature depen­
dences of the mobilities are shown in Figure 3 for neo­
pentane, 2-methylbutene-2, hexane, and two hexane- 
neopentane mixtures. Curves of log ¡x vs. \/T are 
shown in compressed form to allow comparison on a 
single graph and extrapolation to l/T =  0; the actual 
determination of activation energies was performed on 
graphs with expanded scales. It is seen that data for 
all systems can be described quite well by an Arrhenius 
expression. The activation energies in kcal mol-1 for 
the pure liquids were 0.5 ±  0.1 in neopentane, 2.6 ±
0.3 in 2-methylbutene-2, and 4.3 ±  0.3 in hexane, while 
in the hexane-neopentane mixtures they were 1.6 ±
0.1 for Xh — 0.35 and 2.9 ±  0.15 for xh = 0.66. It is 
uncertain whether the mobility in pure neopentane is 
truly given by an Arrhenius expression because the tem­
perature range over which neopentane is liquid is small 
and the mobility varies only slightly with temperature. 
The possibility exists for some other temperature de­
pendence for neopentane. For the other liquids the 
temperature dependences could only be fit assuming an 
Arrhenius dependence.

Figure 4 shows that the activation energy in mixtures 
of hexane and neopentane varies almost linearly with 
the mole fraction of hexane. In fact all data except 
that for neopentane can be fit by a straight line passing

Figure 4. Variation of the mobility activation energy with x\, 
in hexane-neopentane mixtures.

(6) M . Cohen and J. Lekner, Phys. Rev., 158, 305 (1967).
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through the origin; this suggests that the activation 
energy in neopentane may be zero and that the observed 
temperature dependence may have other causes.

The experimental results for electron mobilities in 
liquid n-hexane and neopentane mixtures may be sum­
marized by the expression

u =  /j.npe~XhEl,/RT (3)

with E0 =  3.7-4.3 kcal/mol.
Toluene. Single shutter measurements of the drift 

velocity in toluene at fields between 1.6 and 3.3 kV/cm 
gave a mobility of 0.54 ±  0.1 cm2/(V  sec). This mo­
bility is only slightly below the value of 0.6 ± 0 . 1  cm2/  
(V sec) measured in benzene.5a

Purification of toluene, as well as benzene,2a was con­
siderably more difficult than for the alkanes; many cy­
cles of barium contact and vacuum pumping were re­
quired before electronic charge carriers were observed. 
kt best, the current due to electrons was no more than 
20% of the total current measured in the mobility cell. 
The remaining 80% of the current was ionic and prob­
ably resulted from electron scavenging impurities which 
mild not be removed. All currents were shown to 
originate at the cathode, however, because reversing 
bhe voltage polarity caused reduction of currents by 
several orders of magnitude. Because electron currents 
were so low in toluene and benzene, accuracy of the mo­
bility measurements was not as great as in the other 
liquids studied, and it was not possible to determine the 
temperature dependences of the mobilities.

Electron Mobilities in Gaseous Hydrocarbons. To de­
termine whether the large difference in the mobilities 
between alkane isomers is only observed at the high 
densities of the liquids rather than being associated 
with radically different scattering cross sections for the 
molecules, electron drift velocities were also measured 
in n-hexane and neopentane vapors using the double 
shutter method. Extensive mobility studies have been 
carried out for simple gases.7 Cottrell and Walker8 
have measured mobilities in polyatomic gases such as 
CH4, C2H6, and C2H4, but to our knowledge no low-field 
measurements have been reported in the larger alkanes.

Room temperature drift velocities in pure n-hexane 
and neopentane vapors vs. S /p  are shown in Figure 5. 
All data points for both systems lie on straight lines 
passing through the origin. In mixtures of n-hexane 
and neopentane vapors the drift velocity varied linearly 
with mole fraction as expected for single molecule scat­
tering.

The temperature dependence of the drift velocity in 
n-hexane was also measured between 250 and 320°K. 
At constant S/p the drift velocity increased slightly 
with increasing temperature: a T +1/l dependence fit 
the data fairly well over this range. If the electron 
molecule scattering cross section were determined en­
tirely by the polarization potential, a T +l dependence 
would be observed. The observed dependence implies
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Figure 5. Drift velocity versus S/p for electrons in gaseous 
w-hexane (upper curve) and neopentane (lower curve) at 300°K.

that the scattering potential is a little “ softer”  than the 
polarization potential.

From the gas data it is clear that none of the anom­
alies in the electron mobilities found in these liquids are 
observed at low densities: the mobilities are almost 
the same for different isomers, the mobility in mixtures 
varies linearly with mole fraction, and the temperature 
dependence shows no activation energy.

It is also interesting to extrapolate the gaseous drift 
velocities up to the liquid densities to determine what 
the mobilities in liquids would be if electron scattering 
at high density were from isolated molecules. The data 
shown in Figure 5 give “ liquid” mobilities of 30 and 15 
cm2/(Y  sec) for n-hexane and neopentane, respectively. 
It should also be noted that in contrast to the liquids 
the mobility in hexane is slightly higher than in neopen­
tane; this is as expected because the angle averaged 
cross section for the linear molecule should be slightly 
smaller than for the almost spherical neopentane mole­
cule.

Discussion
Although no quantitative theory presently exists 

which explains the behavior of excess electrons in hy­
drocarbons, the fact that the mobilities obey an Arrhe­
nius temperature dependence argues strongly that elec­
tron transport involves trapping or localized states. 
The temperature and composition dependences ob-

(7) H. S. W . Massey and E. H. S. Burhop, “Electronic and Ionic 
Impact Phenomena,”  Oxford University Press, London, 1952.
(8) T . L. Cottrell and I. C. Walker, Trans. Faraday Soc., 61, 1585 
(1965).
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served in liquid n-hexane and neopentane mixtures 
(and summarized by eq 3) allow one to conclude that 
the trapping process giving rise to the activation en­
ergy of the mobility is a collective effect. If this were 
not true, i.e., if the activation process were a single mol­
ecule process {e.g., short-lived negative ion state, rota­
tional resonance, etc., of a single molecule), then the ac­
tivation energy at low neopentane concentration should 
be approximately equal to the n-hexane activation en­
ergy in contradiction to our observation that the acti­
vation energy is proportional to the mole fraction of 71-  
hexane. In fact, eq 3 requires that the activation en­
ergy E *  of the mixture be of the form

E *  =  E h X h  +  E n p X n p  (4)

where Eh and Enp are the activation energies of pure 
hexane and neopentane, respectively. Thus, as in wa­
ter, ammonia and amines, the electron trap in hydro­
carbons involves many molecules acting collectively. 
However, unlike the polar liquids, the long-range Lan­
dau potential, of the form

446

is not important in forming the trap since Ds and Z)op, 
the static and optical dielectric constants, are very

nearly equal for the hydrocarbons studied here. The 
traps must be due to local configurations of groups of 
molecules whose group-electron potential energy is fa­
vorable for trapping the electron.

We have previously suggested the following mecha­
nism of electron transport in hydrocarbons.2a The elec­
tron moves as a quasi-free particle (i.e., in the conduc­
tion band) until it is trapped by a group of molecules in 
a configuration favorable for trapping. The electron 
then remains in the relatively immobile trap until ther­
mally promoted back to the conduction band. The ac­
tivation energy of the mobility then arises from the 
thermal promotion step.

Another possible transport mechanism is electron 
tunnelling from trap to trap. In this picture the elec­
tron remains trapped until a thermal fluctuation (the 
activation step) provides a neighboring trap into which 
the electron may move by tunnelling. Theoretical in­
vestigation of these and other possible mechanisms sug­
gested by recent work on amorphous solids will be the 
subject of a future publication.9

(9) N ote Added in Proof. In a note to appear in Chem. Phys. 
Lett., the authors have shown that a polyatomic version, the Cohen- 
Lekner quasi-free electron theory, accounts for the preexponential 
factor in eq 1 and for the observed field independence of electron 
mobilities in hydrocarbons.2

A. R. M o nah an , J. A. B rado , and  A. F. D eL uca

The Dimerization of a Copper (II)-Phthalocyanine Dye in Carbon 

Tetrachloride and Benzene

by Alan R. Monahan,* James A. Brado, and Allen F. DeLuca
Xerox Rochester Research Center, Rochester, New York 14608 (Received July 19, 1971) 

Publication costs assisted by Xerox Corporation

Analyses of the absorption spectra of 4,4',4",4'"-tetraoctadecylsulfonamidophthalocyaninecopper(II) in 
carbon tetrachloride and benzene solutions demonstrate the existence of monomer-dimer equilibria in the 
10_6-1 0 ~ 4 M  concentration range. The dimerization constants, = Ci/Cm*, are (2.97 ±  0.02) X  109 M ~ l 
and (1.58 ±  0.09) X  104 M ~ l  at 22 ±  2° in carbon tetrachloride and benzene, respectively. The absorption 
spectra of the pure monomer and pure dimer were calculated and found to be nearly identical in both solvent 
systems. A  close correspondence was found to exist between the spectra of the resolved solution dimer and 
the solid state absorption spectrum of the phthalocyanine dye. The nature of the intermolecular interactions 
between phthalocyanine dye molecules in solution and the solid state is discussed.

The electronic spectroscopy of phthalocyanines and 
porphyrins has received a great deal of attention due 
to the similarity in structure between these molecules 
and chlorophyll and hemoglobin. In addition, the 
semiconduction and photoconduction properties of

phthalocyanines as well as their importance as cyans in 
colored reprographic systems has added to the intensity 
of research on this class of compounds.1
(1) F. H. Moser and A. L. Thomas, “ Phthalocyanine Compounds/’ 
Reinhold, New York, N . Y ., 1963.
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Since the dimeric and aggregated states of phtha- 
locyanines,2 chlorophylls,3 etc., have been found to be 
important in both fluid and solid-state media, many in­
vestigations have focused on the mechanistic details of 
intermolecular interactions in phthalocyanine-type mol­
ecules. In general, it has been found that spectroscopic 
investigations in solution are more amendable to well 
defined studies since complications arising from poly­
morphism can be eliminated.2 4

Several water-soluble tetrasulfonated phthalocya- 
nines have been chosen by other authors6 as model com­
pounds for equilibrium studies between monomer, dimer 
and higher order aggregates. The total dye concentra­
tion ranges studied have generally been of the order of 
10” 7-10” 4 M  in aqueous media. The resolved pure 
component monomer and aggregate spectra have not 
been reported in the past.

In this paper we report a study on the monomer-dimer 
equilibria of a phthalocyanine dye molecule of the 
structure

where R is S02NH(CH2)x7CH3. The equilibria studies 
were carried out in benzene and CC14 using total dye 
concentrations in the range 10~6-10” 4 M. Using this 
type of phthalocyanine molecule the dimerization pro­
cess could be studied in solvents of low dielectric con­
stant. Thus, the dye-dye interaction is the driving 
force for dimerization in these solvent systems since the 
screening of the dye-dye interaction is minimized in 
nonpolar solvents.6 In the studies involving water as 
a solvent, the dye-dye interaction is in all probability 
not the major force causing the molecules to associate; 
instead the strong solvent-solvent interaction excludes 
the dye molecules from solution and causes them to ag­
gregate.7 The effects of phthalocyanine-dye dimeriza­
tion were evaluated in CC14 and benzene by determin­
ing equilibrium constants for dimerization using pre­
viously reported7 spectroscopic-computer techniques. 
In addition, pure monomer and dimer spectra were 
measured in each system and compared to the solid 
state.

Experimental Section

Preparation of Dye. The dye, 4,4',4",4"'-tetraoeta- 
decylsulfonamidophthalocyaninecopper(II), was pre­

pared by the method of Zickendraht.8 Purification 
was achieved by solvation of the dye (5 wt % ) in chlo­
roform and precipitation in methanol. The purifica­
tion procedure was repeated five times. The material 
was then vacuum dried at 50° for 12 hr. {Anal. Calcd 
for dye: C, 65.6; H, 8.7; N, 8.8; Cu, 3.3. Found: 
C, 65.9; F , 8.4; N, 9.1; Cu, 3.6.)

Preparation of Solutions and Absorption Spectra. 
For each experiment, fresh solutions were prepared by 
weighing a sample of phthalocyanine into a known vol­
ume of either Matheson Coleman and Bell Spectro 
quality carbon tetrachloride or benzene. The amount 
of water in each freshly prepared “ master solution”  was 
found by the Karl Fisher method to be 0.27 mg/ml 
(C6H6) and 0.21 mg/ml (CC14). Less concentrated so­
lutions were then prepared by parallel dilution and run 
on a Cary Model 14R automatic spectrophotometer 
using 0.1-, 0.5-, 1-, 2-, 5-, and 10-cm matched quartz 
cells.

Results and Discussion
The unsubstituted copper phthalocyanine pigment 

and the substituted dye under consideration in this 
study both have Dth symmetry. The lowest electronic 
transition in both compounds is observed at ca. 680 
m y  in 1-chloronaphthalene. The extinction coefficients 
at peak maxima are ca. 1.1 X 1051. mol-1 cm-1 for the 
dye and ca. 2.1 X 105 1. mol-1 cm” 1 for the pigment. 
Vibrational satellites are noted at ca. 610 npi and 650 
m y .  In general, the phthalocyanine pigments are diffi­
cult to study in solution due to their negligible or lim­
ited solubility in organic solvents. In marked con­
trast to the phthalocyanine pigment, the dye analog 
has a solubility greater than 10 ” 3 M in CCk, benzene, 
toluene, etc., and better than 10” 2 M  solubility in THF, 
DMF, and dioxane. Further work in the two solvent 
systems, i.e., CC14 and benzene, indicated that dye con­
centrations of the order of 10 " 6 M  in benzene produced 
spectra very similar to the dye spectrum in 1-chloro­
naphthalene, whereas in CC14 at 10” 6 M  there was en­
hanced absorption in the 16,000-cm_1 region.

The concentration dependences of the dye molecule 
in CC14 and benzene are shown in Figure 1. With in­
creasing concentration both dye-solvent systems show 
a decreasing apparent extinction coefficient at 14,700

(2) J. H . Sharp and M . Lardon, J. Phys, Chem., 72, 3230 (1968).
(3) K . Sauer, Proc. Nat. Acad. Sd. U. S., 53,716 (1965).
(4) E. A. Lucia and F. D. Verderame, J. Chem. Phys., 48, 2674 
(1968).
(5) S. E. Sheppard and A. L. Geddes, J. Amer. Chem. Soc., 66 , 1995 
(1944); H . Kobayashi, Y . Torrii, and N . Fukuda, J. Chem. Soc. 
Jap., 81, 694 (1960); K . Bernauer and S. Fallub, Helv. Chim. Acta, 
44, 1287 (1961).
(6) K . Sauer, J. R. Lindsay Smith, and A. J. Schultz, J. Amer. Chem. 
Soc., 88,2681 (1966).
(7) A. R. Monahan and D. F. Blossey, J. Phys. Chem., 74, 4014 
(1970); A. R. Monahan, N . J. Germano, and D. F. Blossey, ibid., 
75, 1227 (1971).
(8) C. Zickendraht and E. J. Koller, U. S. Patent 2,897,207.
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Table I : Monomer-Dimer Equilibrium of Phthalocyanine Dye at 22°

Benzene: A eq =  (1.58 ±  0.09) X  1041. m oD 1

Total dye concentrations, 4.89 9.78 24.5 48.9 97.8 489.0
mol l.-1 (X 106) 

Monomer concentrations, 4.32 7.84 15.8 26.8 43.0 107.1
mol l._1 ( X 10s) 

Dimer concentrations, 0.284 0.971 4.33 11.0 27.4 191.0
mol l.“ 1 (X 106) 

Equilibrium constants, 1.52 1.58 1.73 1.53 1.48 1.67
1. m ol-1 (X 1 0 -4)

CCU: ÎTeq =  (2.97 ±  0.02) x  10« 1. m oR 1

Total dye concentrations, 1.07 2.14 4.28 21.4
mol 1. ( X108)

Monomer concentrations, 0.349 0.520 0.772 1.81
mol 1. (X 106)

Dimer concentrations, 0.360 0.810 1.75 9.78
mol 1. ( X 10s) 

Equilibrium constants, 296.7 299.3 294.0 298.7
1. mol 1 (X 1 0 -4)

Figure 1. Concentration dependence of the phthalocyanine 
dye in benzene and carbon tetrachloride.

Figure 2. Calculated absorption spectra of pure phthalocyanine 
monomer and dimer in carbon tetrachloride and benzene.

±  100 cm-1 with an increase in e in the 16,000-cm-1 
region. Isosbestic points occur at 14,200 ±  100 and 
15,100 ±  100 cm-1 in each dye-solvent system. Based 
on the observations of monomer-dimer equilibria in-
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volving sulfonated phthalocyanines in water,5 a similar 
mechanism was assumed to be operative in these sys­
tems.

Monomer-Dimer Equilibrium. From each set of 
data, the pure monomer spectrum, pure dimer spectrum 
and the equilibrium constant can be calculated using a 
previously reported computer procedure.7

For each total concentration ct, the monomer concen­
tration cm, dimer concentration cd, and equilibrium con­
stant K e<i was found. The best fit was obtained at 
equilibrium constants of K aq = (1.58 ±  0.09) X 104 1. 
mol-1 for the dye-benzene system and K e(l =  (2.97 ±
0.02) X 106 1. mol-1 for the dye-CCU system. The 
best fit monomer and dimer spectra are shown in Figure
2. The results of the analyses are tabulated in Table I.

The equilibrium constants for the phthalocyanine in 
C C I 4 and benzene are in qualitative agreement with 
equilibrium constants reported for sulfonated phtha­
locyanines in water5-9 and the chlorophylls in C C I 4 . 6 

The equilibrium constants obtained for these molecules 
were also realized by using the observed changes in the 
long wavelength electronic absorption bands as a func­
tion of concentration in the 10-6-10 -4 M  range. For 
example, the monomer-dimer equilibrium of the tetra- 
sodium salt of 4,4',4",4'"-tetrasulfophthalocyanine- 
cobalt(II) has been investigated by equilibrium spec- 
trophotometric measurements5 and by stopped-flow 
relaxation techniques9 in aqueous solution. The equi­
librium constant was found by both techniques to be 
(2.05 ±  0.05) X 105 1. mol-1. Sauer and Lindsay6 
have reported the dimerization of three chlorophylls in 
C C I 4 and found the association constants to be ca. 1 X 
1041. mol-1.

Dimer formation in our system was observed and 
compared in solvents other than CC14 and benzene. 
This was accomplished by measuring the ratio of the so­
lution optical density at 14,700 cm-1 relative to the
16,000 cm-1 density at nearly equivalent total dye con­
centrations (ca. 2 X 10 ~5 M). The order of decreasing 
phthalocyanine-dye dimerization in several solvent

WAVELENGTH Im/J. )

Figure 3. Comparison of melt cast solid-state absorption 
spectrum of dye with the benzene solution dimer spectrum.

systems is CC14 >  benzene >  toluene >  chloroform >  
dioxane >  DHF >  THF, etc. It is probably pertinent 
to note that the aggregation tendency of the dye is di­
minished in the solvents yielding the greatest dye solu­
bility and, in general, the largest dielectric constant. 
To form the dimer, the dye-dye interaction must be 
strong enough to overcome any other forces which 
would favor solvation of the monomer. Thus, the 
lower the dielectric constant of the solvent, the less the 
screening of the dye-dye interaction by the solvent. 
Relative to benzene, the dye-solvent interaction is 
probably weaker in carbon tetrachloride. Therefore, 
the conditions for maximum dye association or interac­
tion are maximized in the CC14 system, viz., low dielec­
tric constant and low solvation of the dye.

By inspection of Figure 3, it can be concluded that 
the solid state is also composed of phthalocyariine 
molecules acting via similarly structured dimeric pairs. 
Thus, molecular interactions operative in the solid 
state can be simulated in solution if the solvent prop­
erties and structure-solubility characteristics of the 
dye are matched properly.

Acknowledgments. Stimulating discussions with Drs.
D. F. Blossey and M. S. Walker are acknowledged with 
pleasure.

(9) Z. A. Schelly, R. D. Farina, and E. M . Eyring, J. Phys. Chem., 
74,617 (1970).

COMMUNICATIONS TO THE EDITOR

Near-Infrared Spectroscopic Study of the 
Interactions between Water and Acetone
Publication costs borne completely by The Journal of 
Physical Chemistry

Sir: McCabe, Subramanian, and Fisher have recently
published “ A Near-Infrared Spectroscopic Investigation

of the Effect of Temperature on the Structure of Water.” 
In order to support their interpretation, they have ex­
amined the near-infrared spectra of water-acetone mix­
tures.1 We had studied absorption spectra, between 
1000 and 11000 cm-1, of H20, D 20, and HOD as free

(1) W . C. McCabe, S. Subramanian, and H. F. Fisher, J. Phys. 
Chem., 74, 4360 (1970).
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Figure 1. Spectra of H20  molecules diluted in mixtures acetone-carbon tetrachloride. In Figures B, C, and D, the abscissas
are linear with the wavelengths; however the maxima of the bands are expressed with cm-1. The ordinates on the left of the spectra
correspond to 0.1 or 0.01 unity of absorbance for the curves---------- or — , respectively. The dashed spectra are doubtful on
account of the absorption of the solvent. Acetone molar fraction in the mixture acetone-carbon tetrachloride: a, 0; b, 0.065; c, 
0.13; d, 0.25; e, 0.57; f, 1; in Figure D (/), acetone-d6 has been used. Figure A: H20  concentration ( M) : a, 0.008; b, 0.01; 
c, 0.02; d, 0.04; e, f, 0.2; length of the cell (cm): a, 3; b, 0.5; c, d, 0.2; e, 0.0383; f, 0.0217. Figure B: H20  concentration (M ):
a, 0.002; b, 0.02; c, 0.05; d, 0.04; e, 0.03; f, 0.2; length of the cell (cm): a, 100; bi, 10; b2) 5; c, 3; d, 5; e, 1; f, 0.1.
Figure C: H20  concentration ( M ): a, 0.007; b, 0.01; c, 0.05; d, 0.12; e, f, 0.2; length of the cell (cm): a, 100; b, c, d, e, 10;
f, 1. Figure D : H20  concentration ( M ) : c, 0.05; d, 0.12; e, 0.5; f, 1; length of the cell (cm): c, d, e, f, 10.

molecules and in interaction with bases in dilute solu­
tions.2'3* Our overall experimental evidence seems a 
-priori in contradiction with their interpretation of the 
7075-cm-1 absorption band of water in acetone. The 
aim of this paper is a demonstration of this statement 
from the spectra of ternary mixtures water-acetone- 
carbon tetrachloride.

The spectra have been recorded using, under 4000 
cm-1, a Beckman ir 12 spectrometer and, above 4000 
cm-1, a Cary Model 14 equipped either with a 0-2 or a
0-0.2 absorbance potentiometer. The spectral slit- 
width was less than one tenth of the band half-width. 
The stabilization temperature of the solutions in the 
beam was about 30°. The precision of the wavenum­
bers measured at the maxima of the absorption bands is 
approximately 1 cm-1 for narrow bands and 5 cm-1 for

broad bands. The shape and frequency of some of the 
bands vary with water concentration.

Solutions have been prepared with spectroquality 
acetone and carbon tetrachloride from Prolabo. These 
solvents have been dried over 4 A Molecular Sieves and 
the mixtures made in a drybox in order to control the 
water content of the solutions. We have also used 
acetone-d« (99.7%) from C. E. A. France, but we were 
unable to study ternary solutions (H20-acetone-d6-  
carbon tetrachloride) because of a fast exchange, prob­
ably catalyzed by trace amounts of HC1 in carbon tetra­
chloride.

(2) A. Burneau, “Thèse de troisième cycle,”  University of Paris VI, 
Paris (1970) ; A. Burneau and J. Corset, Chem.Phys. Lett., 9 ,99  (1971).
(3) (a) A. Burneau and J. Corset, J. Chim. Phys. Physicochim. Biol., 
69, 142 (1972); (b) ibid., 69, 163 (1972); (c) ibid., 69, 171 (1972).
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In the course of a systematic study of overtone and 
combination vibrational transitions of water interacting 
with bases of different strengths, we have examined, 
among others, the case of acetone. The spectra of 
Figure 1 can be interpreted without difficulty with the 
help of a detailed analysis of similar spectra related to 
interactions HoO-hexamethylphosphorotriamide (HM- 
PT).3a It can be seen that the spectra of the water 
molecule at low concentration in mixtures of acetone 
and carbon tetrachloride are clearly dependent on the 
molar fraction of the mixture. The evolution of the 
spectra is explained by equilibria between different 
species: the water molecule quasi free in pure carbon 
tetrachloride (curves a) yields mostly a 1-1 complex 
when acetone is added up to a molar fraction of 0.25 
(curves d). When acetone concentration is still higher 
a 1-2 complex appears and becomes predominant at a 
molar fraction of 0.57 (curves e). This 1-2 complex is 
practically the only species present when water is di­
luted in pure acetone (curves f). From the study of 
the stretching fundamental vibrations, different au­
thors4 had already reached such conclusions for water 
interacting with different types of organic bases.

The infrared spectra of the water molecule in carbon 
tetrachloride solution (curves a) have already been dis­
cussed :3a the water molecule is considered as “ quasi 
free”  and is only submitted to weak nonspecific inter­
actions. It is still able to rotate as indicated by wings 
on the sides of the bands, the one at higher frequency 
being more intense.3a

When acetone is added (curves b and c) the absorp­
tions due to free molecules disappear and are replaced 
by new ones due to the 1-1 complex H -O -H  • • • B (B 
stands for an acetone molecule). The relatively nar­
row' bands are mainly related to the free OH bond:5 
^(001) at 3689 cm“ 1, ¡'(Oil) at 5288 cm“ 1, r(021) and 
r(002) at about 6850 and 7150 cm“ 1, r(003) near 
10500 cm-1. The wider bands are mainly due to the 
hydrogen bonded OH: ¡'(lOO) at 3530 cm“ 1 and r(110) 
at 5139 cm“ 1. The decoupling between the two vi­
brators, however, is less pronounced than in the 1-1 
complex with a strong base like HM PT.3a’b

-From an acetone molar fraction of 0.25 (curves d to f) 
some new rather wide absorptions are due to the forma­
tion of a 1-2 complex B • • ■ H -O -H  ■ • • B at the expense 
of the 1-1 complex, as can be seen from the intensity 
decrease of the narrow bands. Moreover the shoulder 
towards 5250 cm-1 shows that a slight amount of 1-2 
complexes might be present from an acetone molar 
fraction of 0.13 (curve c, Figure lB ).3a At an acetone 
molar fraction of 0.57 (curves e), the bands at 3685, 
5286 and 7139 cm“ 1 on the one hand, and at 3617, 5247 
and about 7060 cm“ 1 on the other hand, show clearly 
the coexistence of 1-1 and 1-2 complexes. In pure 
acetone (curves f), the second group of absorptions is 
the only one left, due to the almost exclusive presence of
1-2 complexes. The question is whether the whole

spectrum (f) must be related only to interactions be­
tween water and acetone. For instance, Karyakin, 
el al., have assumed that, for relatively high water con­
centrations, the band at 7078 cm“ 1 is due to H20-ace- 
tone interactions and those near 6852 and 6509 cm“ 1 
to H20 -H 20  complexes, called “ water in quasi emul­
sion,”  involving an indeterminate number of molecules.6 
The shape of the spectrum is as a matter of fact de­
pendent on the whole water concentration. Neverthe­
less at the low concentrations used in Figure 1 (0.2 M) 
it is likely that the transitions of spectrum (f) corre­
spond to 1-2 complexes between water and acetone, with 
the exclusion of more complex aggregates. The bands 
at 6852 and 7078 cm“ 1 are assigned to v(02l) and >'(101) 
in agreement with Greinacher, et al.,7 but the whole 
region 6400-7500 cm“ 1 (Figure 1 C) needs a more de­
tailed study.3c-7a In the other regions the bands at 3540, 
3618, and 5246 cm“ 1 are due to ^(100), v(001 ), and 
r(011) for H20  in the 1-2 complex; the shoulder near 
5150 cm“ 1 could correspond to r(110).

Figure 1 also shows that the more the sum of the 
quantic vibrational numbers of the final state increases 
the easier it is to detect the free vibrators, as we have 
already observed.311 It can indeed be noticed that the 
ratio of the extinction coefficients of the bands corre­
sponding to the free and associated vibrators varies 
with the considered spectral region.8'9 For instance, 
for an acetone molar fraction 0.57 (curves e), the nar­
row band at 3685 cm“ 1 is much less intense that the 
neighboring group of absorptions, whereas the bands at 
5247 and 5286 cm-1 have a similar absorbance; finally, 
in the region of the first and second overtones of the 
stretching vibrations (Figure 1 C and D), the character­
istic bands of the free vibrator clearly predominate. 
This is why the sharp change of slope near 10500 cm“ 1, 
displayed by the absorption of water in acetone-d6

(4) P. Saumagne and M . L. Josien, Bull. Soc. Chim. Fr., 813 (1958); 
G. V. Yuknevich, A . V. Karyakin, and A . V. Petrov, Zh. Prikl. 
Spektrosk., 3, 142 (1965); S. C. Mohr, W . D . Wilk, and G. M . Bar- 
row, J. Amer. Chem. Soc., 87, 3048 (1965); D . N. Glew and N. S. 
Rath, Can. J. Chem., 49, 837 (1971).
(5) Cold transitions are written v(vi, V2, vs), quantic vibrational 
numbers between brackets being those of the final state. The 
indexes 1 and 3 are used for stretching vibrations, 2 for bending.3®
(6) A . V. Karyakin, A. V. Petrov, and Yu. Gerlit, Vodorodnaya 
Svyaz, 181 (1964); Chem. Abstracts, 62,4783e (1965); A . V. Karyakin 
and A. V. Petrov, Sovrem. Metody Anal., 185 (1965) ; Chem. Abstracts, 
64, 7367d (1966).
(7) E. Greinacher, W . Lüttke, and R. Mecke, Ber. Bunsenges. 
Phys. Chem., 59, 23 (1955).
(7a) N ote Added in Proof. Since we have submitted this com­
munication, we have shown that the absorption at about 6500 cm-1  
is not to be assigned only to H 2O molecules: it corresponds to a 
combination transition simultaneously involving the vibrations of 
hydrogen-bonded water and acetone molecules [A. Burneau and J. 
Corset, J. Chem. Phys., 56, 662 (1972) ].
(8) Analogous observations about the intensity of overtones have 
been done by different authors from the study of diatomic groups.7’9
(9) W . Lüttke and R. Mecke, Z. Elektrochem., 53, 241 (1949); 
R. Mecke, Disc. Faraday Soc., 9, 161 (1950); M . Couzi, “ Thèse de 
troisième cycle,” University of Bordeaux, Bordeaux (1966); C. 
Bourderon and C. Sandorfy, 54-th Can. Chem. Conf., Halifax (1971).
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(curve f, Figure ID) could correspond to traces of 1-1 
complexes.

The spectra of ternary solutions water-acetone-car­
bon tetrachloride show that, for acetone molar fractions 
lower than 0.25, water and acetone interact essentially 
by following a 1-1 stoichiometry. On the contrary, 
in pure acetone water at low concentration is almost 
totally involved in 1-2 complexes and the band around 
7078 cm-1 must be related to such complexes, contrary 
to the hypothesis of McCabe, et al. These authors 
have indeed made an erroneous extension to water-ace­
tone binary solutions of results obtained, by different 
techniques, with ternary mixtures water-acetone-1,2- 
dichloroethane where the acetone formal concentration 
was lower than 0.6 M  (molar fraction «  0.05).10
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(10) T . F. Lin, S. D . Christian, and H. E. Affsprung, J. Phys. 
Chem., 69, 2980 (1965); T. F. Lin, S. D. Christian and H. E. Aff­
sprung, ibid., 71, 1133 (1967).
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Reply to “ Near-Infrared Spectroscopic Study 

of the Interactions between Water and 

Acetone,”  by Burneau and Corset
Publication costs assisted by the Veterans Administration

Sir: Burneau and Corset’s studies1 of CCl4-acetone- 
water mixtures in the medium and near-infrared spec­
tral regions demonstrate the sequential formation of
1-1 and 1-2 water-acetone complexes as the mole frac­
tion of acetone is increased. While their assignments 
are correct in the fundamental region, they are subject 
to certain doubts in the overtone region. The assign­
ment of the 7163-cm“ 1 band to p(101) is in agreement 
with other studies.2 They do not consider the pos­
sibility of a ¡d200) band due to the bonded OH in 
the 1-1 complex while assigning the 7150-cm“ 1 band to 
r(002) of the free OH in the 1-1 complex and the 7078 
cm-1 band to r(101) of the 1-2 complex. The shoulder 
at 7050 cm“ 1 observed at moderate acetone concentra­
tions moves toward higher frequencies and appears as a 
peak at 7078 cm“ 1 in pure acetone as solvent. The 
peak at 7078 cm“ 1 (similar to Figure 5 in our paper3) is 
broad and asymmetric and can be resolved into two 
Gaussian peaks— one at 7075 cm-1 and another at 
~6980 cm“ 1. This is also obvious from Figure 5 in our 
paper.3 In the fundamental region, the 1-2 complex

gives1 a shift of ~ 9 0  cm“ 1 towards lower frequencies for 
each of the n  and vz vibrations from those for “ free” 
water in CC14. However, in the overtone region, the 
shift for the r(101) band for the 1-2 complex from that 
of “ free”  water in CC14 is only 85 cm-1. This shift is 
about half the expected value. The anharmonicity 
factor would not, we believe, account for this drastic re­
duction. This, taken together with the fact that the 
intensity of bonded OH is higher than free OH in the 
fundamental while the opposite is true in the overtone 
region,4 suggests that the peak at 7078 cm“ 1 could be a 
composite of a sharp peak (at ~7075 cm-1) due to a 
small amount of a 1-1 complex and a small broad peak 
at ~6980 cm-1 due to the major 1-2 complex.

We extended the arguments of a 1-1 complex in wa­
ter-acetone 1,2-dichloroethane mixtures5 to water-in- 
acetone mixtures to show the spectral contribution at 
7075 cm“ 1 is due to a 1-1 complex but did not deny the 
existence of a 1-2 complex for small amounts of water 
in large amounts of acetone. There was also another 
basis for assigning the 7075 cm-1 Gaussian component 
in Figure 5 of our paper to a 1-1 complex. Worley and 
Klotz,6 in their near-infrared studies of HOD in D20, 
assigned the peak at 7063 cm-1 to the overtone of free 
OH. Our water-in-acetone spectra had a major peak 
at 7075 cm-1. Recognizing a small difference due to 
isotopic substitution and dielectric constant of the 
medium, we assigned the 7075-cm“ 1 band to the r(101) 
of the 1-1 complex.

(1) A. Burneau and J. Corset, J. Phys. Chem., 76, 449 (1972).
(2) D. P. Stevenson, ibid., 69, 2145 (1965).
(3) W . C. McCabe, S. Subramanian, and H. F. Fisher, ibid., 74, 
4360 (1970).
(4) W . A. P. Luck, Discuss. Faraday Soc., 43, 134 (1967).
(5) T . F. Lin, S. D . Christian, and H. E. Affsprung, J. Phys. Chem., 
69, 2980 (1965); T. F. Lin, S. D . Christian, and H. E. Affsprung, 
ibid., 71, 1133 (1967).
(6) J. D. Worley and I. M . Klotz, J. Chem. Phys., 45, 2868 (1966).
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Bicipital Relaxation Phenomena
Publication costs assisted by the National Institutes of Health

Sir: In investigating the kinetics of metal-ligand reac­
tions using the temperature-jump relaxation method,1 
we have recently observed unusual behavior in the 
relaxation curves which does not appear to have been

(1) (a) D. B. Rorabacher, Inorg. Chem., 5, 1891 (1966); (b) W . J. 
MacKellar and D. B. Rorabacher, J. Amer. Chem. Soc., 93, 4379 
(1971); (c) D. B. Rorabacher and C. A. Melendez-Cepeda, ibid., 
93, 6071 (1971); (d) D. B. Rorabacher and R. B. Cruz, Abstracts 
INOR-43,162nd National Meeting of the American Chemical Society, 
Washington, D. C., Sept., 1971; (e) F. R. Shu and D. B. Rora­
bacher, Inorg. Chem., accepted for publication.
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noted in any of the previous literature. Not only are 
the amplitudes of the observed relaxation curves de­
pendent upon the solution conditions, but a complete 
inversion of the curves may be generated with an 
appropriate adjustment of these conditions. In fact, 
for some reaction systems the amplitude of these 
inverted curves, which are obtained under conditions 
which might be considered to be extremely unfavor­
able, can be made larger than the curves which are 
normally observed resulting in an improvement in the 
experimental data.

The observed behavior, which occurs only with 
systems containing coupled reactions, is in accord 
with previously described relaxation theory.2'8 Thus, 
the chemical relaxation for each of two coupled re­
actions is governed by the combined result of two 
perturbing forces—the changing state function (tem­
perature, pressure, electric field) and the changing 
concentrations of the commonly shared species (re­
sulting from the equilibrium shift of the coupled 
reaction). We propose to call such a process a bicipital 
relaxation (be., arising from two sources).

The two perturbing forces may tend either to re­
inforce or to oppose one another. In the latter case, 
the net response may be a drastic reduction or even a 
complete cancelation of the desired equilibrium shift, 
thereby making it difficult or impossible to obtain the 
desired kinetic data.

As applied to the temperature-jump method, the 
conditions for an opposing bicipital relaxation should 
exist whenever the enthalpies of two parallel coupled 
reactions

A  +  B ^ E  (1)

A +  C ^  F (2)
have the same sign. If these two reactions are of the 
same molecularity and are not coupled to any other 
reactions, the magnitude of the net equilibrium shift 
can be shown to depend directly on the relative magni­
tude of the two AH values and cannot be altered by a 
change in conditions. Under such circumstances a 
complete cancelation of the equilibrium shift can be 
shown to occur only under the specific condition where 
A//i =  AH2. If, however, the molecularities of the 
two reactions differ or if other reactions are coupled 
to these two, the net equilibrium shift can, in theory, 
be altered by a change in solution conditions (be., 
altering relative concentrations or varying the magni­
tude of the temperature increase). By a judicious 
choice of conditions, therefore, the magnitude of the 
net equilibrium shift of a desired reaction may be 
enhanced or the direction of the shift may be com­
pletely reversed. It follows that there also exists the 
possibility of achieving a null relaxation point where no 
net shift occurs. Neither the prediction nor the 
observation of these phenomena has been previously 
described.

C ommunications to th e  E ditor

As a specific example, we have examined in some 
detail via the temperature-jump method the reaction 
of aquocobalt(II) ion with ammonia to form the 
monoammine complex in aqueous solution. Under pH 
conditions equivalent to those used in the previous 
study of this system,la the ammonia is almost entirely 
protonated yielding two coupled reactions each of 
which possesses a negative enthalpy

Co2+ +  NHS ^  Co(NH3)2+;
AHi = —2.0 kcal/mol (3)

H+ +  NH3 ^  NH4+; A Hi =  -1 2 .4  kcal/mol (4)

Since the latter reaction equilibrates much faster than 
the former following the temperature jump, the net 
effect upon reaction 3 is that of a concentration jump 
of the ligand, N H 3 , which tends to oppose the tempera­
ture-induced shift of this reaction. Thus the condi­
tions for an opposing bicipital relaxation are present.

The introduction of an acid-base indicator into the 
system to permit spectrophotometric monitoring of 
reaction 3la provides a third coupled reaction

H+ +  In - ^  HIn (5)

which then permits the net shift of the reaction 3 
equilibrium to be altered upon changing solution condi­
tions. (The autoprctolysis equilibrium of water may 
also be significant as a fourth coupled reaction.)

As illustrated in Figure 1, a significant reversal of 
the equilibrium shift for reaction 3 is obtained within a 
narrow pH range (the amplitude being significantly 
enhanced at still lower pH ). The system is sufficiently 
sensitive that slight deviations from the null relaxation 
point can be observed upon changing the pH of the 
solution by ±0.05 unit from the null conditions. 
In further experiments it has been demonstrated that a 
relaxation reversal can also be obtained at constant 
pH either by varying the concentration of the reactants 
(Co2+, NHS) or the magnitude of the temperature 
jump (the final temperature being kept constant). 
The amplitude of the “ inverted”  relaxation curve is 
sufficiently large that useful data may be obtained 
at pH 4.5 where the ratio of Co(NH3)2+ to uncomplexed 
Co2+ is 10~4.

That the inverted relaxation curves represent the 
same relaxation process is confirmed by the equivalence 
of the relaxation times. Furthermore, the conditions 
existing at the null relaxation point are in accord with 
the mathematically derivable equation4

In ([H +]*/[H +]) = (AHi -  AH2)AT/RT* (6) 

where [H+]* and [H+] represent the hydrogen ion

(2) M . Eigen and L. deMaeyer in “Technique of Organic Chemis­
try,” Vol. VIII, S. L. Friess, E. S. Lewis, and A. Weissberger, Ed., 
2nd ed, Interscience, New York, N. Y ., 1963, Part II.
(3) G. H. Czerlinski, “ Chemical Relaxation,” Marcel Dekker, New 
York, N . Y ., 1966.
(4) D. B. Rorabacher and R. W . Taylor, to be published.
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Figure 1. Relaxation curves for the aqueous 
cobalt(II)-ammonia system obtained at pH (a) 5.36 (top), (b) 
5.65 (center), (c) 5.96 (bottom). All solutions contain 0.020 M 
Co(C10()2, 0.10 M  N H 4C IO 4, 8 X 10-6 M  bromocresol green 
plus NaCICh to achieve 0.2 M  ionic strength. Conditions for 
each spectrum are: AT =  4.6° (final temp =  25°), sweep 
rate =  0.5 msec/div, amplitude =  5 m V/div, X =  592 nm.

concentration before and after the temperature-jump, 
respectively.

In view of the widespread use of coupled indicator 
systems in relaxation studies, the bicipital relaxation 
phenomena described above suggest that systems 
which may previously have been abandoned as un­
observable should be reexamined under varying solu­
tion conditions to ascertain whether the difficulty 
may be attributable to the inadvertent use of condi­
tions close to the null relaxation point. In addition, 
investigators working with coupled systems might be 
well advised to establish the existence of a null relaxa­
tion point as confirming evidence that only a single 
relaxation is occurring in the observed time range, it 
being extremely unlikely that identical null relaxation 
points would be exhibited by closely overlapping relaxa­
tion processes which might otherwise go undetected.
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Anomalous Isotope Shifts in the Vibrational 

Spectrum of Hydrogen Cyanide in 

Argon Matrices1
Publication costs assisted by Ames Laboratory, U. S. Atomic 
Energy Commission

Sir: The matrix spectra of isotopic species of small 
molecules have been used widely to deduce the molec­
ular geometry of labile molecules via the Redlich-Teller 
product rule.2 Structures so obtained correspond to 
the geometry of the free molecule only if the vibrational 
model of the free molecule adequately describes the mo­
lecular vibrations in the matrix. If this prerequisite is 
fulfilled, the isotopic shifts of the vibrational frequencies 
in the matrix spectra will be the same as those in the gas 
phase vibrational spectra; if it is not fulfilled, the iso­
tope shifts will differ. Verification of this prerequisite 
is crucial to the validity of matrix isolation structural 
studies because small changes in the isotopic frequency 
shifts in the matrix would be incorrectly interpreted in 
terms of the geometry of the molecule rather than at­
tributed to the use of an inappropriate vibrational 
model. The gas phase and matrix spectra of only a 
few molecules have been sufficiently well characterized 
to provide an unambiguous test of this prerequisite. 
The isotopic species of HCN offer one such case.

Careful measurement of the infrared spectra of HCN 
isotopes isolated in an argon matrix at 8°K were made 
using a Perkin-Elmer E-13 monochromator. The con­
centration of the samples varied from 0.0015 to 0.0030 
mole ratio H CN : Ar. All the fundamentals were ob­
served except the v\ vibration of the hydrogen isotopes. 
The intensity of this vibration is very weak; however 
upon deuteration the intensity increases markedly so 
that the vibration was observed in the deuterium iso­
topes. In addition certain other features attributable 
to dimers and polymers8 were observed. The assign­
ment of the monomer absorptions was made by analogy

(1) Work was performed in the Ames Laboratory of the Atomic 
Energy Commission. Contribution No. 3110.
(2) G. Herzberg, “Molecular Spectra and Molecular Structure. 
II. Infrared and Raman Spectra of Polyatomic Molecules,”  Van 
Nostrand, Princeton, N. J., 1945, p 227 ff.
(3) Charles M . King and Eugene R. Nixon, J. Chem. Phys., 48, 
1685 (1968).
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Table I : Vibrational Frequencies of HCN Isotopes in Argon Matrices and the Gas Phase

v\ A .D .a N o.6
— -Matrix—

V2 A .D .“ N o.6 VZ A .D .° N o.6 VI
-------Gasc-------

V2 vz

H 12C 14N 720.96 0.05 10 3305.66 0.07 4 2096.85 712.35 3311.45
H 13C 14N 714.94 0.03 8 3288.08 0.13 6 2063.05 706.34 3293.46
H 12C 15N 719.74 0.04 4 3304.61 0.10 4 2064.35 711.41 3310.13
D 12C 14N 1925.17 0.03 4 576.02 0.05 4 2626.43 0.05 4 1925.24 569.30 2630.34
D 13Cl4N 1911.91 0.01 3 568.01 0.06 4 2585.85 0.03 6 1911.81 561.60 2590.05
D 12C15N 1900.16 0.01 3 574.44 0.02 6 2616.99 0.02 4 1900.12 568.06 2621.22

“ Average deviation from the mean. 6 Number of times the frequency was calibrated. c From ref 3 and citations therein.

Table I I : Isotope Shifts of HCN Vibrational Frequencies in the Matrix and Gas and the Discrepancy between Them

Matrix
--------Api-------

Gas 8 Matrix
---------- Af2---------

Gas 8 Matrix
--------- A vz---------

Gas 8

H 12C14N
6.02 6.00 0.02 17.53 17.99 -0 .4 6

H 13C 14N
H 12C14N

1.22 0.94 -0 .2 8 1.00 1.32 -0 .3 2
H 12C l6N
D ,2C 14N

13.26 13.43 -0 .1 7 8.01 7.70 0.31 40.58 40.29 0.29
D l3C 14N
D 12C I4N

25.01 25.12 -0 .1 1 1.58 1.24 0.24 9.44 9.12 0.32
D 12C 16N
H 12C14N

144.94 143.05 1.89 679.18 681.11 -1 .9 3
D 12C 14N
H13C 14N

146.93 144.74 2.19 702.23 703.41 -1 .1 8
D 13C 14N
H 12C 15N

145.30 143.35 1.95 687.62 688.91 -1 .2 9
D 12C “ N

to the location of the bands in the gas phase, by diffu­
sion experiments, and by observing the relative inten­
sities of features as a function of concentration. Each 
feature was calibrated from three to ten times using 
HCN, DCN, and in one case, H20  vapor as a calibrant.4 
The spectral resolution was 1.5, 0.7, and 0.3 cm“ 1 in the 
3000, 2500, and 700 cm“ 1 regions, respectively. The 
experimental data, the number of calibrations, the 
average deviation of the calibrations from the mean, 
and the gas phase band centers5 are summarized in 
Table I.

The isotopic shifts of the matrix and gas phase fre­
quencies and the discrepancies between them, S, are 
tabulated in Table II for various isotopic combinations. 
The discrepancies are small for isotopic combinations 
involving mass changes of the heavy atoms. On the 
other hand, for isotopic combinations involving H and 
D, the discrepancies are about 2 cm-1. This far ex­
ceeds the combined uncertainty of the gas and matrix 
data.

While these inconsistencies have little effect on the 
value of the force constants for HCN evaluated from 
the matrix spectra, the effect on the calculated molec­
ular geometry using the product rule is much more se­
rious. Because of the sensitive dependence of the cal­
culation on the isotopic shift, an error of even a few 
tenths of a cm“ 1 represents a substantial uncertainty in 
the calculated geometry. For example, application of 
the Redlich-Teller Product Rule to the bending vibra­
tion of HCN in the matrix yields ratios of the CN and 
CH bond lengths that are not only mutually inconsis­
tent but also are in serious disagreement with the anal­
ogous computation using the gas phase data. As

(4) K . N. Rao, C. J. Humphreys, and D. H. Rank, “ Wavelength 
Standards in the Infrared,” Academic Press, Washington, D . C., 
1966; P. Fraley and K . N . Rao, J. Mol. Spectrosc., 26, 312 (1969); 
P. B. Checkland and H. W . Thompson, Trans. Faraday Soc., SI, 1 
(1955).
(5) T . Nakagawa and Y . Morino, Bull. Chem. Soc. Jap., 42, 2212 
(1969).
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shown in Table III, no improvement in the value of the 
bond length ratio in the matrix accrues when anhar- 
mo'nicity is compensated for by applying the appro­
priate anharmonic constants obtained from the over­
tone-combination analysis in the gas phase,5 although 
the gas phase data showed excellent consistency when 
this correction was applied.

Table III : Ratios of Gas Phase and Matrix Bond Lengths
Calculated from the Observed and Harmonic Frequencies Using 
the Redlich-Teller Product Rule

-----------Gas“-----------,
.-----------------Matrix------------------■ .------- (rcN /rC H )---------

----------- (rcN /V c h  ) ----------------- -
Observed Harmonic Observed

Har­
monic

H 12C I4N -D 12C14N
1.01 0.96 ± 0.03 1.145 1.079

H 12C 14N -H 12C16N 
H 12C I4N -D 12C 4N

0.99 0.97 ± 0.03 1.116 1.082
D I2C 14N -D 12C 15N
H 12C 14N -D 12C 14N

1.13 1.09 ± 0.02 1.119 1.081
H12C 14N -H 13C14N
H 12C 14N -D 12C14N

1.07 1.05 ± 0.02 1.095 1.081
D 12C 14N -D 13C14N
H 12C 14N -H 13C14N

0.91 0.85 ± 0.05 1.169 1.077
H 12C 14N -H 12C14N
D 12C 14N -D 13C 14N

0.93 0.89 ± 0.05 1.135 1.082
D l2C 14N -D 12CI5N

Average 1.00 0.97 ± 0.04 1.130 1.080

° Microwave measurements give a value 1.083 for this ratio.

It does not seem plausible that the discrepancies of 
the isotope shifts can be accounted for by a change in 
the geometry of HCN in argon. The van der Waals 
forces that exist between the molecule and the matrix 
environment are not strong enough to deform the HCN 
bonds 0.1 A.

The discrepancy most likely results from the failure 
of the linear x -y -z  vibrational model to describe the 
vibrations of the matrix isolated molecule adequately. 
If this is true, one is forced to conclude that molecular 
geometries based on the analysis of isotopic shifts in 
matrices are likely to be in serious error when light iso­
topic substitutions are involved, e.g., H and D, no mat­
ter how precisely the frequencies are measured and no 
matter how well anharmonicity is accounted for.

Institute for Atomic Research Jacob Pacansky
and D epartment of Chemistry G. V incent Calder* 

Iowa State University 
Ames, Iowa 50010

R eceived October 25, 1971

Polywater
Publication costs assisted by the Naval Research Laboratory

Sir: Recently, Brummer, et al.,1 gave a detailed de­
scription of their procedure for preparing “ polywater” 
or anomalous water in high yields. Their results may 
be interpreted as merely adding to the evidence that 
this material is not a modified or polymeric form of 
w ater but is simply the corrosion product of the Pyrex 
or quartz capillaries in which it is formed as suggested 
by Bascom, Brooks, and Worthington.2 One of the 
principal points made by Brummer, et al., is that the 
yield of “ polywater”  is greatest in strained regions of 
the glass or quartz capillary. For example, their yield 
was particularly high at the tapered ends of thick walled 
capillaries that had been sealed by melting and drawing. 
Annealing the capillaries removed this enhanced ac­
tivity. In the earlier work of Bascom, et al.,2 it was 
pointed out that strained siloxane bonds would be es­
pecially susceptible to attack by adsorbed water made 
alkaline by cations present in the Pyrex (or in the case 
of quartz by electrolytes that had surface-diffused into 
the capillaries). The product of this surface corrosion 
would be an alkaline silicate sol or gel.

Brummer, et al., and others before them3 claim that 
the infrared spectrum of “ polywater”  is unique and can­
not be attributed to inorganic salts. However, Bas­
com, et al., have shown that spectra of bicarbonate- 
silicate mixtures closely resemble the polywater spectra. 
They argue that the alkaline condensate formed in glass 
and silica capillaries absorbs atmospheric C 02 to form 
the bicarbonate ion. An example of the bicarbonate- 
silicate spectra is given in Figure 1. It closely resem­
bles the spectrum of the Pyrex-grown polywater given 
by Brummer, et al. (Figure 2C, reference 1). The 
bands at 1650 cm-1 and 1425 cm-1 originally attributed 
to “ polywater” 3 are due to the symmetric and antisym­
metric O-C-O  stretching vibrations. The band at 
1000-1100 cm-"1 is due to the Si-O-Si stretch of the sil­
icate constituent. This band and the sharp bands be­
tween 800 and 900 cm^1 are also present in the “ poly­
water”  spectra.1’3 It should also be noted that the 
1425-cm-1 band appears to be a doublet in both the bi­
carbonate-silicate spectrum and the “ polywater”  spec­
tra.

The salt solution used to obtain Figure 1 was made 
by mixing equal amounts of a 10% (by weight) solution 
of KH C03 and a 15% solution of Si02 and Na2Si03 at a 
3.3:1 mole ratio. This mixture was diluted to about
0.5% with distilled water. Approximately 0.25 ml of 
this final solution was then dried to a gel on an Irtran

(1) S. B. Brummer, G. Entine, J. 1. Bradspies, H. Lingertat, and 
C. Leung, / .  Phys. Chem., 75, 2976 (1971).
(2) W . D. Bascom, E. J. Brooks, and B. N . Worthington, Nature 
{London), 228, 1290 (1970).
(3) E. R. Lippincott, R. R. Stromberg, W . H. Grant, and G. L. 
Cessac, Science, 169, 1482 (1969).
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Figure 1. Infrared spectrum of the residue of a bicarbonate-silicate solution.

plate. As noted previously2 the positions and the rel­
ative intensities of the bands depend on the composition 
and the history of the bicarbonate-silicate mixture.

It would appear that “ polywater”  could easily result 
from the surface corrosion of the capillaries to form an 
alkaline product that absorbs C 02 from the air. This 
explanation reasonably accounts for the reported pres­
ence of carboxylic acid groups4 and a high carbon con­
tent6 of polywater samples. Furthermore, we would 
expect a solution of inorganic ions to increase the sur­
face tension of water—a property recently attributed 
to anomalous water.6 Finally, “ polywater”  formed 
from D20  has an infrared spectrum identical with that 
of H20 7 which is difficult to understand if the material 
is a polymeric form of water but easily explained if it is 
a mixture of bicarbonate and silicate ions. There are 
objections to explaining “ polywater”  in terms of bi­
carbonate-silicate mixtures. Rousseau7 notes that 
when compared to the “ polywater”  spectra, the bicar­
bonate band is at 1650 cm-1 rather than at 1600 cm-1 
and that the 1400-cm_1 band tends to be the more in­
tense of the two whereas it is usually the opposite in the 
polywater spectra. However, recent spectra claimed 
for “ polywater”  show the 1400-cm-1 band to be equal or 
stronger than the 1600-cm-1 band1'6 and in one case6 
the latter band appears to be shifted to a higher fre­
quency.

(4) R. E. Davis, D . L. Rousseau, R. O. Board, Science, 171, 167 
(1971).
(6) T . F. Page, and R. J. Jakobsen, J. Colloid Interface Sci., 36, 
427 (1971).
(6) B. V. Deryagin, Z. M . Zorin, V. V. Karasev, V. D . Sobolev, 
E. N . Khromova, and N. V. Churaev, Dokl. Akad. Nauk SSSR, 
187, 605 (1969).
(7) D . L. Rousseau, J. Colloid Interface Sci., 36, 434 (1971).

Subface Chemistby B banch W illard D. Bascom
Code 6170, Chemistry D ivision 
N aval Research Laboratory 
W ashington, D. C. 20390

Received October 26, 1971

Polywater, an Organic Contaminant
Publication costs borne completely by The Journal of 
Physical Chemistry

Sir: Bascom raises two important points about anom­
alous water—that it is not polymeric water and that it 
is in fact dissolved glass, specifically a silicate-bicar­
bonate residue. It is pertinent to examine the evidence 
for these views.

The only remaining evidence of any substance to sug­
gest that anomalous water may be polymeric water is 
that of Deryagin, et al.1 We have attempted to repro­
duce many of their results, including the quantitative 
conversion of anomalous water to water, and the prep­
aration of anomalous water under conditions of rigor­
ous organic exclusion. Our findings do not agree with 
the Russian work and we concur with Bascom that 
anomalous water is not a polymeric form of water.

However, we disagree with the proposal that the phe­
nomenon is due to an inorganic contaminant, in partic­
ular silicate-bicarbonate. Thus, both Rousseau2 and 
Lippincott, et al.,3 have shown conclusively that there 
was very little silicon in their material. In addition, 
we have produced anomalous water from a Zr02-based 
glass (Corning #7280) which does not exhibit the 1000- 
1100-cm“ 1 ir band attributed to silicate (Figure 1).

We would say also that the ir spectrum on which 
Bascom bases his argument is not typical of the anom­
alous water spectrum. Thus, his band at ~1650 cm-1 
is more usually found at ~1590 cm-1—except, we have 
found, on acidification, when it shifts to ~1700 cm-1 
and the material becomes volatile in the ir beam, which 
behavior is typical of carboxylic acids. Also, his spec­
trum shows a peak at ~880 cm-1. This peak is charac­
teristic of ionic carbonate and would be expected to oc-

(1) B. V. Derjaguin and N. V. Churayev, J. Colloid Interface Sci., 
36, 415 (1971).
(2) D . L. Rousseau and S. P. S. Porto, Science, 167, 1715 (1970).
(3) E. R. Lippincott, R. R. Stromberg, W . H. Grant, and G. L. 
Cessac, Science, 164, 1482 (1969).
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Figure 1.

cur as the result of CO2 absorption from the atmosphere 
in an alkaline condensate. This peak is never observed 
in the spectrum of our material. Therefore, the ir data 
do not support the silicate-bicarbonate hypothesis. 
Nor will his model fit the tendency of the ir-active com­
ponent of anomalous water to char, its spectral shift on 
acidification, its volatility, or our observations with 
Zr02 glass.

Therefore, although we have observed instances of 
inorganic contamination, particularly by borates, these 
contaminants are not, we feel, responsible for the “ poly­
water”  phenomenon. Rather, we believe that the in­
frared spectrum most usually identified with “ poly­
water”  results from the products of the reaction of hot 
glass with organic materials in the atmosphere when the 
glass is being blown. “ Annealing,”  which eliminates 
the activity of the glass, certainly influences its solubil­
ity but its principal effect in this regard, we feel, is to 
destroy this organic residue. Thus, we find quite dif­
ferent ir spectra when the glass is pulled out of contact 
with the atmosphere—not typical of anomalous water. 
In addition, the charring of the product upon heating, 
the spectral shift on acidification, and the observations 
with Zr02 glass mentioned above are all consistent 
wdth an organic product. Thus, while we have some 
disagreements in detail with the conclusions of Rous­
seau, et al.,4 we agree wdth the basic conclusion that 
anomalous water is an organic rather than an inorganic 
phenomenon.

Finally, we believe that to resolve the problem com­
pletely, it is necessary to tie the American research to 
that of the Russians. By demonstrating that the or­
ganic contaminant produced here is the same as the 
Russian material and is not a polymer of water, the case

can be concluded. In this regard, we have measured 
the molecular weight of our material6 and found it sim­
ilar to theirs.6 More recently we have determined the 
refractive index (tentatively, 1.4-1.5 compared with 
1.487) and repeated the distillation experiments. The 
latter are as yet inconclusive; certainly the material is 
volatile and decomposes, apparently to form H20. 
With rigorous exclusion of 0 2, however, the volatile 
component (<K 1 mm vp at 300°) appears to carbonize 
on heating to 600°. We intend to report these experi­
ments in some detail at a later date.
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(4) R. E. Davis, D . L. Rousseau, and R. O. Board, Science, 171, 
167 (1971); D . L. Rousseau, ibid., 171, 170 (1971).
(5) S. B. Brummer, G. Entine, J. I. Bradspies, H. Lingertat, and C. 
Leung, J. Phys. Chern., 7S, 2976 (1971).
(6) B. V. Deryagin, B. V. Zhelezny, N. N . Zakhavaeva, O. A. 
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