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Rate of Electron Transfer between
Tris(3,4,7,8-tetramethyl-1,10-phenanthroline)iron(ll) and - ( I I I )  

Ions from Nuclear Magnetic Resonance Studies1

Man-Sheung Chan, J. Barry DeRoos , 2 and Arthur C. W ahl*

D e p a r tm e n t  o f  C h e m is t r y  W a s h in g to n  U n iv e r s it y ,  S t. L o u is .  M is s o u r i  6 3 1 3 0  ( R e c e iv e d  M a y  9, 1 9 7 3 }  

P u b l ic a t io n  c o s ts  a s s is te d  b y  th e  N a t io n a l  S c ie n c e  F o u n d a t io n

The rate of electron exchange between tris(3,4,7,8-tetramethyl-l,10-phenanthroline)iron(II) and -(III) 
ions in acetonitrile has been measured by the nmr line-broadening method in the temperature range 
from —5 to 35°. For a total reactant concentration of 0.035 M, the second-order rate constant at 25° is 
(1.7 ±0 .1 ) X 107 AU 1 sec-1 , and the experimental activation energy is 2 ±  lkcal/m ol.

Introduction
Earlier investigations of the rate of electron exchange 

between tris(l,10-phenanthroline)iron(II) and -(III) and 
also between their methyl derivatives by tracer, optical 
activity, and nmr methods resulted only in establishing 
lower limits for the rate.3-6 Our more recent investigations 
of these exchange reactions with a high-frequency nmr 
spectrometer (100 MHz instead of the 60 MHz used pre­
viously) have shown that the rates can now be measured. 
The widths of the exchange-averaged resonance lines for 
the phenanthroline 2,9 protons :n solutions containing 
both the diamagnetic and paramagnetic ions are consider­
ably larger than those calculated for the fast-exchange 
limit, showing that exchange rates are in the measurable 
range. For most systems the spin-spin coupling between 
the 2, 3, and 4 (9, 8, and 7) protons, evidence for which 
both Miller and Prince7 and we have observed, compli­
cates interpretation of the data, and appropriate methods 
of analysis are currently being developed. However, this 
problem does not exist for 3,4,7,8-tetramethyl derivatives, 
and data for exchange between these reactants are re­
ported in this article.

Results and Discussion
Since the electron spin-lattice relaxation time (Tie ~  

10-10 sec)8 is much less than the measured mean lifetime 
of the paramagnetic ion (rp =* 10-6 sec), the exchange 
conditions may be represented by a two-site system (para­
magnetic (P) and diamagnetic sites (D)). The exact equa­

tion for absorption under steady-state conditions, 
achieved by slow passage, is a complex function,11 but 
with suitable approximations, which seem justifiable for 
the system investigated, the equation may be simplified 
to give a simple relationship between line widths and 
reactant lifetimes.6-15 If the rate law for electron transfer 
is first order with respect to each reactant concentration, 
as it is for most electron-transfer reactions,16 the mea­
sured line width, Wp>p =  (irTi)d p -1  (the full-width at 
half-maximum measured in Hz of a Lorenzian shaped ab­
sorption line), is related by eq 1 to the rate constant, k, 
the natural line widths of each reactant, Wp, = (-h-T^d- 1 
and Wp = (irT^lp-1 , the total reactant concentration, c 
(in moles/liter), of which the fraction, fp is in the para­
magnetic form, and the contact shift, bv (in Hz)

W Dp = fpWp + (1 -  fp )W D + f P(l -  f P))47t(ôv )2/kc
(1

Equation 1 was programmed as a subroutine for use with 
the ORGLS least-squares computer program,17 and for a 
series of measurements in which / P was varied, k was cal­
culated by the method of least squares from measured 
values of Wop, Wo, VFp, / p, c, and bv. Figure 1 shows a 
plot of data determined at various temperatures; the lines 
represent the least-squares fit of the data. The measured 
values of VFd, Wp, c, and bv used and the values of k de­
termined are listed ir. Table I. The excellent fit of the 
data by the curves indicates that eq 1 is indeed valid and 
that the rate of the exchange is proportional to the con-
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Figure 1. Variation of Wd p , the line width, with /p, the fraction 
of reactant ions present as the paramagnetic species. The total 
reactant concentration, c, is 0.035 M in acetonitrile; the anion is 
PF6~. The lines are least-square fits of eq 1 to the data shown 
as points with estimated uncertainties. The dashed lines repre­
sent the fast-exchange limits, fP/T 2p +  (1 — fp)/T2D-

TABLE I: Temperature Dependence of the Exchange Ratea

Temp, °C Wp, Hz 5i/, Hz k, 107 M~' sec-1

- 5 300 ±  25 5880 ±  50 1.10 ±  0.09
5 290 ±  25 5630 ±  50 1.40 ±  0.10

15 260 ±  20 5460 ±  50 1.53 ±  0.11
25 250 ±  20 5270 ±  50 1.69 ±  0.12
30 240 ±  20 5190 ±  50 1.77 ±  0.10
35 220 ±  20 5100 ±  50 1.91 ±  0.11

a c = 0.035 A4; CD3CN is the solvent; PF6~ is the anion; Wd — 2.0 ± 
0.2 Hz at all temperatures.

centration of the paramagnetic species, as assumed. (The 
assumed first-order dependence of the rate on the concen­
tration of the diamagnetic species has not been checked 
for this exchange system, but for the similar exchange sys­
tem involving tris(4,4'-dimethyldipyridyl)iron(II) and -(III) 
ions, preliminary analysis of the data indicates that the 
rate is proportional to the concentration of diamagnetic 
species when the nature and concentration of the electrolyte 
are held constant by addition of the corresponding rutheni- 
um(II) salt.)

To test further the validity of eq 1 for the exchange 
reaction investigated, the measured absorption line shapes 
were compared with those calculated from the line-shape 
equation for a two-site system.11 Agreement was found 
within experimental uncertainties. (For other exchange 
systems in which coupling is involved, appreciable differ­
ences were observed between experimental and calculated 
line shapes.)

The uncertainties listed for the values of k in Table I 
are the square root of the sum of the squares of the stan­
dard deviations obtained from the least-squares fit of eq 1 
and the average changes in k caused by changing the 
other parameters in eq 1 one at a time by plus or minus 
their uncertainties. The most important contributions to 
the uncertainties in k were the ~3, ~4, and ~1%  uncer­
tainties in c, WP, and 6v, respectively, which caused ~3, 
~4, and ~2% uncertainties in k, respectively.

The activation energy derived from the k values is 2.0 ±  
1.0 kcal/mol. This value and the rate constants deter­
mined in solutions with ionic strengths of ~0.1 M  are 
about the same as those calculated from the Marcus theo­
ry18 (Eact. = 2.5 kcal/mol, fe(25°) = 4 x 10« M “ 1 sec-1) 
for spherical reactants with radii of 7 A in infinitely dilute 
solutions with continuous and unsaturated dielectric 
properties. It was assumed that rearrangement of the lig­
ands was unnecessary and, as recommended by Mar­
cus,18 that the preexponential coefficients k and p are 
unity. The agreement between theoretical and experimen­
tal values may be fortuitous because no account is taken 
of electrolyte effects on the rate, and studies in progress of 
the reaction between tris(4,4'-dimethyldipyridyl)osmi- 
um(II) and -iron(III) ions in acetonitrile indicate that the 
effect on the rate may be several orders of magnitude.19

Experimental Section

Fe(3,4,7,8-Me4-phen)3(PF6)2 was prepared by mixing 
aqueous solutions of FeSO ^FbO  (Fisher) and the ligand 
(G. F. Smith) in stoichiometric amounts4 and then adding 
excess NaPFe (Alfa) to precipitate the compound, which 
was filtered, washed, and dried in vacuo over P2O5. Fe(3,4,- 
7,8-Me4-phen)3(PF6)3 was prepared by treating an aqueous 
solution prepared as described above with PbC>2 and 
H2SO410 and, after removal of PbSCU and excess PbC>2, 
precipitating the compound by addition of excess NaPFe. 
After being dried in vacuo over P2O5, the compound was 
dissolved in CH3CN and reprecipitated by addition of 
CCI4 and again dried in vacuo. Spectrophotometric analy­
sis showed that both compounds were >99% pure, based 
on the extinction coefficient for Fe(3,4,7,8-Me4-phen)32+ 
reported by Brandt and Smith.20

The exchange reaction was studied in CD3CN because 
the iron(III) complex was more stable in this solvent than 
in D2O or in several other solvents investigated. Solutions 
for nmr measurements were prepared by mixing 0.035 M  
solutions of each reactant, a given solution being mea­
sured at the various temperatures before addition of more 
of the paramagnetic reactant and mixing to achieve the 
larger fP values. Each fP value was determined from the 
position of the resonance peak, assuming that the position 
was that for fast exchange21 fP = (i>Dp -  ¡'dI/Sv. The fP 
values calculated in this way were consistent with, but 
more accurate than, those determined from measurement 
of the very small volumes of solutions used, and account 
was taken automatically of any reduction of the paramag­
netic reactant that might have occurred.
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Luminescence Induced by Crystallization of Organic Binary Mixtures

Keiji Takeda,* Takeshi Tomotsu, and Hisatake Ono

R e s e a r c h  L a b o ra to r ie s .  To k y o ,  F u j i  P h o to  F i lm  C o  L td . .  A s a k a .  S a ita m a ,  J a p a n  ( R e c e iv e d  M a r c h  26, 1 9 7 3 )  

P u b l ic a t io n  c o s ts  a s s is te d  b y  F u j i  P h o to  F i lm  C o . L td .

A novel series of crystalloluminescent organic materials is discovered. The binary mixture of a nonconju- 
gated ketone and acetonitrile or N.iV-dimethylacetamide emits blue-white light pulses on crystallization 
at 77°K. The experimental conditions for effective emission are described. The experimental facts 
suggest the excitation mechanism that the emission phenomenon is essentially triboluminescence, 
brought about by strain energy in the mixed crystal. The crystalloluminescence spectra were recorded 
photographically with the use of a continuous interference filter. The emission spectra, with the maxi­
mum at about 460 nm, are able to be replaced by different spectra by the addition of a small amount of 
appropriate sensitizers. The mechanism of the emission process is elucidated by comparing the crystallo­
luminescence spectrum with photoluminescence spectra. In the absence of sensitizers, the crystallolumi­
nescence emission comes from the lowest excited triplet state of the nonconjugated ketones, while with 
doped sensitizers, the triplet energy transfer takes place from the ketone to the sensitizers, the triplet 
states of which are responsible for the observed emission.

Introduction

The luminescence phenomenon which accompanies 
crystallization is known as “ crystalloluminescence.” 1’2 
Luminescence has been observed when crystals precipi­
tate from the saturated aqueous solution of a variety of 
inorganic salts such as alkali halides,1-3 arsenic trioxide,4 
and barium chlorate.4 On the other hand, only a few or­
ganic compounds such as benzanilide5’6 have been found 
to luminesce on crystallization from the alcoholic solution.

There are several views on the mechanism of the crys­
talloluminescence; while Trautz7 ascribed the crystallolu­
minescence to triboluminescence, caused by fracture of 
crystals formed, Garten and Head2-8 deduced that the 
crystallization of each glassy nucleus causes one lumines­
cence pulse. There had been r.o detailed study on the 
emission process of the crystalloluminescence.

We discovered a novel series of crystalloluminescent or­
ganic compounds. When a binary mixture of a nonconju­
gated ketone and another compound, e.g.. a mixture of 
acetone and acetonitrile, is frozen to crystallize in liquid 
nitrogen, a blue-white emission of light can be observed in 
a dark room or sometimes even in room light. The emis­
sion occurs as short discrete pulses from the whole crystal 
or a series of consecutive local flashes or sometimes a ho­
mogeneous faint glow, depending on particular com­
pounds and on the pressure of dissolved gases in the crys­

tal. The luminescence can be repeated by melting and re­
freezing the mixed compounds.

In this work, a search was first done for the crystallolu­
minescent combination among various organic compounds 
and also for experimental conditions for the effective 
emission. The emission spectra were recorded photogra­
phically with the use of a continuous interference filter. 
The mechanism of the emission process was studied in de­
tail by comparing the emission spectra with phosphores­
cence and fluorescence spectra, obtained by photoexcita­
tion. Discussion is also presented on the mechanism of the 
excitation process of the crystalloluminescence.

Experimental Section
Materials used in this work were from Wako Pure Chem­

ical or Tokyo Kasei. Acetone and toluene were Wako Spec- 
trosol. Biacetyl and 2,3-pentanedione were purified by dis­
tillation. Tetracyanoethylene (TCNE) and N,N,N',N'- 
tetramethyl-p-phenylenediamine (TMPD), which was 
prepared by neutralization of the hydrochloride, were puri­
fied by sublimation. Other materials were used without 
further purification.

Samples for the crystalloluminescence were sealed in a 
Pyrex tube of 8-10 mm o.d. under a high vacuum. The 
crystalloluminescence was observed through a quartz win­
dow of a dewar vessel, in which the sample tube was im­
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mersed in liquid nitrogen. The crystalloluminescence 
spectra were obtained with the use of the Continuous In­
terference Filter S-60 (Jenaer Glasswerk Schott & Gen.) 
and were recorded on photographic film (ASA 400), fol­
lowed by densitometry. To ensure homogeneous exposure 
of the emitting light to the whole length of the filter, the 
filter with the attached film was moved in front of the lu­
minescence source. The exposure was performed at a dis­
tance of about 3 cm between the film and the light source 
for about 5 min in one freezing batch. The batch was re­
peated by melting and refreezing the sample for the total 
exposure time of 1 hr. After the exposure, the optical den­
sity of the blackened film amounts 1 to 1.5 for most lumi­
nescent compounds. The filter is transparent for light of 
380-730-nm wavelength with spectral resolution of 17 nm 
by half-width, while the photographic film has no sensi­
tivity above 650 nm, so that the spectral distribution of 
the crystalloluminescence emission could be measured for 
the wavelength range from 380 to 650 nm. Corrections of 
emission spectra thus obtained were made allowing for the 
characteristic curve {i.e., the density vs. exposure energy) 
of the film and the wavelength dependence of transmit­
tance of the filter and of sensitivity of the film.

The photoluminescence spectra were measured using a 
Hitachi Fluorescence Spectrophotometer MPF-2A with a 
rotating sector for the phosphorescence measurement. The 
fluorescence was recorded in a dilute solution in acetoni­
trile at room temperature, while the phosphorescence was 
recorded in the crystalline state at 77°K. The spectra were 
obtained both in air and under vacuum, but no large dif­
ference was found between them. No correction was made 
on either of the photoluminescence spectra.

Results and Discussion
I. Combination of Compounds for Crystallolumines­

cence. Any pure compound examined does not luminesce 
on crystallization, while many compounds luminesce in a 
mixture with a suitable compound. For a binary mixture 
of organic compounds, A-B, with high solubility in each 
other, e.g., acetone-acetonitrile, a large number of com­
pounds (about 90 and 60 compounds for A and B, respec­
tively) were examined as to occurrence of the lumines­
cence on freezing at 77°K. The optimum composition of 
the A-B mixture for intense and frequent emission ranges 
widely about 50% for most cases so long as the sample 
freezes as a crystal but not as a glassy solid. The results of 
the luminescence are listed in Table I. In the mixture 
with acetonitrile or N,7V-dimethylacetamide (DMA), most 
nonconjugated ketones examined luminesce, while all con­
jugated ketones examined do not luminesce at all or do so 
only slightly, without exception. Esters and amides lumi­
nesce in the mixture with acetonitrile but the emission of 
these carbonyl compounds is less intense than that of 
nonconjugated ketones. On the other hand, in the mixture 
with acetone (or some other nonconjugated ketones), 
acetonitrile and DMA are the most effective reagents for 
the crystalloluminescence. Most other nitriles (alkyl 
monocyanides, alkyl dicyanides, etc.) and amides (N.N- 
dimethylformamide, TV-methylformamide. and form- 
amide) fail to luminesce because of the glassification on 
freezing. A variety of compounds (alcohols and even ben­
zene) are fairly luminescent. Mixtures of different ketones 
do not luminesce. Thus, one component for the binary 
systems must be a nonconjugated ketone for intense and 
frequent crystalloluminescence, while another component

is not restricted to a particular kind of compound, i.e., 
compounds with a particular functional group. The color 
of the emission is usually blue-white except the case of 
benzylacetone, which emits violet light.

II. Conditions for the Luminescence and Mechanism of 
the Excitation Process. The following possibilities are con­
sidered as the energy source of the crystalloluminescence: 
(a) energy of crystallization from liquid; (b) energy of 
crystallization from microglasses;1 (c) energy of phase 
transition between polymorphic states;9 (d) energy of 
strain in crystals;710 (e) energy liberated by chemical in­
teraction between two component molecules.

The experimental observations which should be taken 
into account in connection with the mechanism of excita­
tion are as follows.

(1) Crystallization of the mixture is necessary for lumi­
nescence. No emission is observed when the mixture free­
zes as a transparent glass even if the mixture of the same 
components crystallizes to luminesce at a different com­
position ratio. The annealing of this glassy solid does not 
lead to the emission of light even though it crystallizes.

(2) The luminescent sample must be a mixture of dif­
ferent compounds. The pure constituent compounds do 
not luminesce on crystallization.

(3) In a narrower sample tube, the emission is less fre­
quent than in a thicker tube, even though the crystal 
forms.

(4) The intense light pulses are usually accompanied by 
the occurrence of sound which can be caused by the de­
struction of crystals.

(5) The rate of crystallization has an effect on the lumi­
nescence. When the mixed sample is cooled to crystallize 
slowly in a space above liquid nitrogen in a dewar, fol­
lowed by immersing the sample in liquid nitrogen, no 
emission is observed in the case of methyl ethyl ketone- 
acetonitrile and methyl n-butyl ketone-DMA or only slight 
emission is observed in the case of acetone-acetonitrile.

(6) The emission pulses occur mostly after the comple­
tion of the crystallization and last for more than 0.5 hr. 
The emission can be observed also on annealing the crys­
tal at higher temperatures.

(7) There is an effect of dissolved gases on the lumines­
cence. It is found that the presence of gases dissolved in 
the mixed sample affects the appearance of the lumines­
cence, i.e., the intensity, duration time, and luminescent 
area of each pulse and the frequency of pulses. The results 
are shown in Table II. The color of light emitted is not af­
fected by the atmosphere.

(8) In general, the luminescent portion propagates in 
the crystal like a chain reaction, as observed in the crys­
talloluminescence of alkali halides.2

(9) One component of the luminescent mixture must be 
a nonconjugated ketone for effective emission, as stated 
before. On the other hand, there appears to be no selectiv­
ity of the chemical nature of the second component com­
pound for the luminescence of the mixture; i.e., not only 
highly polar molecules such as acetonitrile and DMA but 
also nonpolar molecules such as benzene are useful.

Experimental facts 5 and 6 rule out mechanism a for 
the excitation energy. No luminescence is observed when 
the phase transition between crystalline polymorphs oc­
curs easily on slow cooling as in the case of the acetoni- 
trile1:1-acetone mixture. This fact opposes mechanism c. 
Fact 9 excludes the mechanism e; i.e., no selectivity in
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TABLE I: The Crystalloluminescent Compounds

Lu m inescent N et lu m inescent6

Nonconjugated ketones 
CH3 COR (acetone, methyl ethyl ketone, methyl 

n-propyl ketone, methyl isopropyl ketone, methyl 
n-butyl ketone, methyl iscbutyl ketone, methyl 
n-pentyl ketone, methyl n-hexyl ketone, methyl 
n-heptyl ketone, etc.)

RCOR' (ethyl n-butyl ketone, diisobutyl ketone, 
etc.)

Cyclic ketones (cyclopentanone, cyclohexanone, 
and its methyl derivatives)

Polyketones other than a-diketones (acetylacetone, 
acetonylacetone, etc.)

Benzylacetone
Other compounds (weakly lumirescent)

Esters (methyl acetate, feri-butyl acetate, etc.) 
Amides (N,A/-dimethylacetamide and N,/V-dimethyl- 

formamide)

(a) In Mixture with Acetonitrilea
Nonconjugated ketones

Methyl feri-butyl kerone, diethyl ketone, and di-n- 
butyl ketone 

Conjugated ketones
Aromatic ketones (acetophenone, propiophenone, 

n-butyrophenone, phenyl isopropyl ketone, phenyl 
n-butyl ketone and cr-naphthyl methyl ketone) 

Biacetyl, mesityl ox de, 1-acetyl-1-cyclohexene.
2,4-heptadiene-6-one, etc.

Other compounds
Hydrocarbon (benzene)
Nitro compounds (ritromethane, 1-nitropropane, 

and 2-nitropropane)
Aldehydes (propionaldéhyde, butyraldéhyde, etc.) 
Amines (diethylamine and triethylamine)
Alcohols (methanol, ethanol, 2-propanol, and water) 
Ethers (1,4-dioxane and diisopropyl ether)

Nitriles
Acetonitrile, isobutyronitrile, and methacrylonitrile 

Amides
N, /V-Dimethylacetamide 

Other compounds (weakly lumirescent)
Alcohols (isopropyl alcohol, n-butyl alcohol, isobutyl 

alcohol and ferf-butyl alcohol).
Hydrocarbon (benzene)

(b) In Mixture with Acetone11 
Nitriles

ferf-Butyl cyanide 
Ketones

Methyl ethyl ketone, acetophenone, etc.

a M ost com pounds w hich a re  lu m inescent in m ixture with ace ton  trile  a re  also lum inescent In m ixture with N ,N -d im e th y la c e ta m id e . 6 A la rge  num ber  
of com pounds, the m ixtures of w hich a re  not lum inescent because  of g lassification on freezin g , a re  not included in this tab le . < M ost com pounds  
which a re  lum inescent in m ix ture  w ith ace to n e  are  also lu m inescent In m ixture with o th er no nconjugated ketc nes.

TABLE il. Effect of Dissolved Gases on Crystalloluminescence

In tensity  of pulses D uration of a pulse Lu m inescent a re a  of a pulse Frequency of pulses

1 atm pressure of air, N2, and Ar Intense Very short Whole crystal One or few
After once evacuated Weak Short or longer Local Frequent
At about IO - 3 mm Intense Very short Whole crystal Frequent

the chemical nature of the component used in the mixture 
with ketones rules out the chemical energy such as hydro­
gen bonding, charge-transfer interaction, or electrical di­
polar interaction as a possible energy source for crystallo­
luminescence. Mechanism b could be the case. Microglas­
sy particles could be metastabilized in the rapidly frozen 
solid mixture, although the opaque white solid appears as 
a crystal. In the case of alkali halides, Garten and Head2 
reported that a glassy particle crystallizes yielding a single 
pulse of light. However, this mechanism is not likely in 
the present luminescence of the organic binary mixture 
for two reasons. First, no luminescence is observed when 
the transparent bulk of the glassy mixture crystallizes by 
annealing, although the same compounds can crystallize 
and luminesce at a little different composition ratio of the 
two compounds (fact 1). Second, the energy of crystalliza­
tion of nonionic crystals, like the present luminescent ma­
terials, is not sufficient to cause crystalloluminescence.1

The crystalloluminescence of the present systems is 
probably triboluminescence, as proposed for the lumines­
cence of benzanilide;1 i.e., the energy source for the crys­
talloluminescence is probably the energy of strain built up

in the rapidly frozen mixed crystals, the strain being re­
leased by fracturing of the crystal (mechanism d). This 
mechanism is implied by experimental facts 5 and 4; i.e., 
the strain may not be built up sufficiently by slow crystal­
lization and the sound as well as the photoemission may 
arise by fracture of crystals. Fact 3 coincides with the 
above mechanism such that, in a narrower sample tube, 
crystals formed are usually more oriented12 and probably 
less strained than in a thicker tube as the result of effect 
of the wall.

As shown in Table II, the dissolved air as well as nitro­
gen and argon depress the frequency of the crystallolumi­
nescence pulses remarkably. Therefore, the effect of air is 
not due to the chemical quenching of the excited state by 
moelcular oxygen but these gases may affect the mixed 
crystals physically by decreasing the strain of or friction 
between crystals.

Fact 2, together with the fact 9, suggests that nonconju­
gated ketones satisfy the chemical condition for excitation 
(i.e., to the n,7r* state), while the second component of 
the mixture e.g., acetonitrile, DMA, benzene, etc., physi­
cally affects the mixed crystal to be unstable and highly
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strained. This is supported by the fact that the crystallo- 
luminescence emission is actually from the lowest excited 
triplet state of the ketones, as will be shown later.

The failure to observe the crystalloluminescence of con­
jugated ketones seems significant in relation to the mech­
anism of molecular excitation by crystallization. It is ob­
vious that the absence of crystalloluminescence of conju­
gated ketones comes from the lack of excitation process it­
self. because the photoemission from excited conjugated 
ketones is actually observed when a small amount of these 
molecules is dissolved in a nonconjugated ketone-acetoni­
trile (or DMA) mixture, as will be shown later. The conju­
gated ketones probably inhibit the excitation by stabiliz­
ing or capturing electrons, formed in the fractured surface 
of the crystal,10 which otherwise discharge13 to bombard 
molecules to excitation as for nonconjugated ketones. This 
explanation is coincident with the mechanism of tribolu­
minescence.7’10

With the purpose of further proving the above mecha­
nism, experiments were attempted to scavenge transient 
electrons by strong electron acceptors, TCNE and iodine. 
TCNE forms a yellow charge-transfer complex in acetone- 
acetonitrile solution, and TCNE radical anions were 
found by electron spin resonance (esr) in methyl rc-butyl 
ketone (MBK)-DMA solution; 0.4% added TCNE and
0.07% iodine are found to be enough to quench the crystal­
loluminescence of MBK-DMA mixed crystals (2:3). How­
ever, the same amount of additives also quenches the pho- 
toexcited phosphorescence of MBK-DMA mixed crystals. 
Therefore, it is not clear from this experiment whether the 
crystalloluminescence is quenched at the excitation stage 
or at the emission stage.

The effect of other electron scavengers was also exam­
ined. Nitrous oxide, saturated in MBK-DMA solution, 
did not affect the crystalloluminescence intensity: 2.5% 
added carbon tetrachloride did not quench the crystallo­
luminescence of MBK-DMA mixture either. However, 
these facts are not necessarily contrary to the idea that 
crystalloluminescence is excited by electron bombard­
ment, because the energy of electrons could be too high to 
be captured by these electron scavengers.

It could be a possible mechanism of excitation of the 
crystalloluminescence that free radicals may be formed by 
the fracture of crystals and that their recombination may 
excite molecules, as mentioned by Garten and Head.1 In 
order to examine the possibility, 2,2'-diphenyl-l-picrylhy- 
drazyl (DPPH) was used as a radical scavenger in the 
crvstalloluminescent MBK-DMA mixture; 0.07% added 
DPPH quenches the crystalloluminescence but it also 
quenches the phosphorescence as TCNE and iodine did. 
The concentration of dissolved DPPH in the MBK-DMA 
system is followed by esr while repeating crystallization 
and melting of the mixture. However, after 15 repetitions 
of the cycle, no decay of DPPH was found. No esr signal 
was detected from the MBK-DMA crystal. Therefore, free 
radicals may not be responsible for excitation of the crys­
talloluminescence or the radical yield may be too low (if 
there is any) to be detected by .the experiment.

III. Crystalloluminescence Spectra and Mechanism of 
the Emission Process. For elucidation of the mechanism 
of the emission process, i.e., the process in which the 
state, first excited by crystallization, leads to the final 
emitting state of the crystalloluminescence, assignment of 
the crystalloluminescence spectra was done by comparing 
them with photoluminescence spectra, i.e., phosphores­
cence and fluorescence or total emission spectra. The

measurements of the phosphorescence ar.d tctal emission 
spectra were carried out at the same experimental condi­
tions used for the crystalloluminescence, i.e., the same 
composition of the binary constituents, concentration of 
additives, purity, and the same state of the solid. In this 
way, the impurity emission, if any, should appear both in 
the phosphorescence and crystalloluminescence spectra as 
well if the emitting state of the crystalloluminescence is 
the lowest triplet state, and the discrepancy in the phos­
phorescence spectra between the crystalline and glassy 
states, which is actually observed in many cases, does not 
affect the assignment of crystalloluminescence spectra. 
The fluorescence spectra were obtained in a dilute solu­
tion in acetonitrile to avoid the inner filter effect on the 
spectral shape of the fluorescence, which is close to the 
absorption bands, so that any quantitative comparison 
between intensities of the phosphorescence and fluores­
cence cannot be made.

a. Nonconjugated Ketone-Acetonitrile or -N,N-Dimeth- 
ylacetamide (DMA) Binary Mixtures. The binary 
mixtures of acetone, methyl ethyl ketone, or methyl n- 
butyl ketone (MBK) with DMA or acetonitrile and the 
mixture of ethyl n-butyl ketone with DMA show nearly 
identical broad, structureless crystalloluminescence spec­
tra spreading from 400 to 600 nm, with its maximum at 
460 ±  5 nm. The crystalloluminescence spectra of ace­
tone-acetonitrile (1:1) and MBK-DMA (2:3) mxitures are 
shown in Figures 1 and 2, respectively, together with the 
phosphorescence spectra. In general, the crystallolumines­
cence and phosphorescence spectra coincide fairly well, 
although sometimes the crystalloluminescence spectra ap­
pear at somewhat higher wavelength than the phosphores­
cence spectra. The reported peak, Ama\, of the phospho­
rescence of acetone is at 455 nm,14 which agrees well with 
the present observation. No emission peak corresponding 
to the fluorescence peak at 410 nm14 is found in the crys­
talloluminescence spectrum of acetone-acetonitrile mix­
ture. Therefore, the emitting species in these crystallolu- 
minescent systems is thought to be the lowest excited 
triplet state of the ketones. This assignment is supported 
by the fact that the triplet quenchers, TCNE, iodine, and 
DPPH quench the crystalloluminescence, as stated before. 
It is appropriate to mention here that the tr bolumines- 
cence emission is usually from nitrogen molecules which 
are excited by electron discharge.10 The latter mechanism 
is not applicable to the present crystalloluminescence be­
cause the observed spectra do not fit to the em.ssion of ni­
trogen molecule and the crystalloluminescence is observed 
even at a high vacuum.

The crystalloluminescence spectrum of benzylacetone- ' 
acetonitrile (1:1) mixture has a poorly resolved structure, 
which agrees with the vibronic fine structure of the phos­
phorescence of the same mixture, peaking at 390, 415, 442 
nm, etc., although the crystalloluminescence peaks are 
red-shifted by about 10 nm from those of the phosphores­
cence. As a model for this system, the phosphorescence of 
toluene-acetone-acetonitrile (1:1:2) mixture was recorded 
in the crystalline state. The use of this model is verified 
by the fact that the absorption spectrum of the latter 
mixture in solution is identical wnth that of benzylace­
tone. The phosphorescence of toluene mixture, peaking at 
400, 425, 445 nm, does not fit the phosphorescence of the 
benzylacetone-acetonitrile mixture. Therefore, the ob­
served phosphorescence of the latter mixture is neither 
from the excited phenyl nor ketone parts of benzylace­
tone. The observed phosphorescence and crystallolumines-
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Figure 1. Emission spectra of acetone-acetonitrile 1:1 mixed 
crystals: (a) crystalloluminescence, recorded at 77°K photogra­
phically with use of a continuous interference filter (corrected); 
(b) phosphorescence, excited at 320 nm, recorded at 77°K by 
Hitachi Fluorescence Spectrophotometer MPF-2A (uncorrect­
ed). The same methods of measurement are used for all crys­
talloluminescence and phosphorescence spectra shown in fol- 
Ipwing figures.

cence spectra are found to be identical with those of the 
MBK-DMA mixture, doped with a small amount of ace­
tophenone, as will be shown later. This fact leads us to 
the conclusion that the phosphorescence and crystallolu­
minescence of the benzylacetone system are due to the 
impurity acetophenone.

b. Effect of Additives on Crystalloluminescence Spec­
tra. Spectral Sensitization. It is found that a small 
amount of additives is able to shift remarkably the crys­
talloluminescence spectra of acetone-acetonitrile or 
MBK-DMA systems.

Benzophenone. The crystalloluminescence of the 
MBK-DMA (2:3) mixture, doped with 6.7% benzophe­
none shows a structured spectrum and coincides with the 
phosphorescence spectrum of the same sample, as shown 
in Figure 3. The phosphorescence spectrum, peaking at 
422, 454, 488, 524 nm, is assigned to that of benzophenone 
molecules.15-16 Therefore it is clear that the emitting 
species of the crystalloluminescence of this system is the 
lowest excited triplet state of added benzophenone.

Acetophenone. The crystalloluminescence of MBK- 
DMA (2:3), doped with 6.7% acetophenone is red-shifted 
from the phosphorescence of the same mixture by 10 nm, 
but the crystalloluminescence spectrum agrees well in the 
structure and line shape with the phosphorescence which 
peaks at 388, 415, 442 nm and coincides with the phos­
phorescence of acetophenone molecules.15 -16

Michler’s Ketone. The addition of 3.3% Michler’s ke­
tone (p,p'-tetramethyldiaminobenzophenone) quenches 
completely the crystalloluminescence of the MBK-DMA 
(2:3) mixture, peaking at 460 nm (Figure 2) and a new 
emission peak appears at 490 nm (max), as shown in Fig­
ure 4. The crystalloluminescence peak coincides with the 
phosphorescence of the same system but not with the flu­
orescence. The emission with Amax at 490 nm is obviously 
due to the phosphorescence of Michler’s ketone mole­
cules.16

Biacetyl. The addition of 3.3% biacetyl replaces the 
crystalloluminescence of MBK-DMA mixture to the emis­
sion, peaking at 475, 520 (max), and 560 nm, as shown in 
Figure 5. The latter two peaks coincide with the phospho­
rescence of the same system, which is assignable to the 
phosphorescence of biacetyl molecules.15-16 The peak at

Figure 2. Emission spectra of methyl n-butyl ketone (M BK)- 
A/,A/-dimethylacetamlde (DMA) 2:3 mixed crystals: (a) crystallo­
luminescence; (b) phosphorescence, excited at 320 nm.

Figure 3. Emission spectra of MBK-DMA (2:3) mixed crystals, 
doped with 6.7% benzophenone: (a) crystalloluminescence; (b) 
phosphorescence, excited at 380 nm.

Figure 4. Emission spectra of MBK-DMA (2:3) mixture, doped 
with 3.3% Michler’s ketone: (a) crystalloluminescence; (b) 
phosphorescence in crystal, excited at 400 nm; (c) fluores­
cence, excited at 420 nm, recorded with dilute solution (about 
1%) in acetonitrile at room temperature by Hitachi Fluores­
cence Spectrophotometer MPF-2A (uncorrected). The same 
method of measurement is used for all fluorescence spectra, 
shown In following figures. Relative intensities among different 
spectra are arbitrary.

475 nm of the crystalloluminescence does not fit either 
phosphorescence or fluorescence. A similar spectral sensi­
tization of the crystalloluminescence by biacetyl is ob­
served also in the mixture of acetone and acetonitrile.
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Figure 5. Emission spectra of MBK-DMA (2:3) mixture, doped 
with 3.3% biacetyl: (a) crystalloluminescence; (b) phosphores­
cence in crystal, exicted at 420 nm; (c) fluorescence in solu­
tion, excited at 400 nm. Relative intensities among different 
spectra are arbitrary.

2,3-Pentanedione. The addition of 3.3% 2,3-pentane- 
dione, doped in MBK-DMA, sensitizes spectrally the 
crystalloluminescence spectrum of the undoped mixture 
to longer wavelength, i.e., to the peaks at 520 (max) and 
560 nm, both of which coincide approximately with the 
phosphorescence of the mixture and is assigned to that of 
the additive.16 A small emission peak appears also at 475 
nm, which does not fit to the fluorescence, as in the case 
of biacetyl.

Benzil. The addition of 3.3% benzil replaces the crystal­
loluminescence of both MBK-DMA and acetone-acetoni­
trile mixtures, peaking at about 460 nm (max) to emission 
peaks at 475 and 540 nm (max), as shown in Figure 6. The 
latter peak is nearly identical with the phosphorescence of 
the system, which is assignable to the phosphorescence of 
benzil molecules.16 However, the emission at 475 nm does 
not fit either fluorescence or phosphorescence.

Oxazoles. Oxazoles are known as fluorescent or­
ganic scintillators.17 p-Di(5-phenyl-2-oxazolyl)benzene 
(POPOP) and 2-phenyl-5-biphenylyl-l,3,4-oxadiazole 
(PBO) show intense fluorescence in acetonitrile solution, 
with the emission maxima at 415 and 380 nm, respective­
ly. The fluorescence, measured from the crystalline pow­
der of these compounds, deviates largely from that in the 
solution, the maxima being at 443 and 400 nm, respective­
ly. On the other hand, the crystalloluminescence spec­
trum of MBK-DMA, doped with 0.2% POPOP or 2.6% 
PBO, remains the same as that of undoped sample, and 
none of fluorescence and phosphorescence peaks appears 
in the crystalloluminescence spectra.

Other Additives. Added naphthalene and biphenyl do 
not alter the crystalloluminescence of the MBK-DMA 
mixture; no emission corresponding to the phosphores­
cence of these additives is observed. When diphenyloxa- 
zole, irans-stilbene, fluorenone, acridine, and some other 
compounds are added to the crystalloluminescent mix­
ture, the frequency of luminescence pulses is reduced too 
much for the emission spectra to be recorded.

As shown above, a small amount of various conjugated 
ketones generally sensitizes spectrally the crystallolumi­
nescence emission of nonconjugated ketone-acetonitrile or 
-DMA mixture to the wavelength of phosphorescence of 
the additives. The emission peak at 475 nm, observed in 
the case of o-diketone sensitizers, is not due to the phos­
phorescence or fluorescence of the sensitizer. The peak 
does not appear even in the photoexcited total emission
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Figure 6. Emission spectra ot MBK-DMA (2:3) mixture, doped 
with 3.3% benzil: (a) crystalloluminescence: (b) phosphores­
cence In crystal, excited at 400 nm; (c) fluorescence In solu­
tion, excited at 400 nm. Relative intensities among different 
spectra are arbitrary.

spectrum, recorded at 77°K in the crystalline state, so 
that it could not be the emission of an exciplex or phos­
phorescence of very short lifetime. It could not be due to 
an impurity in the additives because any impurity emis­
sion is expected to be observed in the phosphorescence or 
in the fluorescence as well as in the crystalloluminescence 
spectra.

The emission of the o-diketone system at 475 nm could 
be due to an intermediate species which may be formed in 
the excitation process of crystalloluminescence but not by 
photoexcitation. It is well known that a-diketones like bi­
acetyl and benzil are electron acceptors and their radical 
anions were actually observed by esr.18 In this work, radi­
cal anions of biacetyl and benzil are prepared by ultravio­
let photolysis of 2-methyltetrahydrofuran solution of the 
o-diketone and TMPD. The esr measurement; confirmed 
the formation of trapped anions of biacetyl (5 or 7 lines 
with the hyperfine splitting of 6.4 G) and of benzil (unre­
solved line of 5-G width between the maximum slopes) 
which were formed by attachment of electrons liberated 
by photoionization of TMPD.19 This sample does not 
show any phosphorescence emission other than that of a- 
diketones themselves. This fact, together with the obser­
vation that no esr signal is detected from the crystallolu­
minescent system of acetone-acetonitrile, doped with a- 
diketones, rules out the possibility of 475-nm emission in 
the crystalloluminescence spectra as due to the radical 
anions of a-diketone. At present, the emission peak can­
not be assigned.

In some cases of additives, the crystalloluminescence 
spectra do not fit the phosphorescence exactly but are 
shifted to the longer wavelength by 10 nm or less from the 
latter spectrum. This may be the result of some errors, 
especially in the uncorrected spectra of the photolumines­
cence.

c. Mechanism of the Emission Fh-ocess. The mechanism 
of the emission process is discussed below on the basis of 
the preceding observations. Nonconjugated ketones and 
sensitizing additives are abbreviated as K and S, respec­
tively, and isc and P represent the intersystem crossing 
and the emission which corresponds to the phosphores­
cence, respectively.

In the absence of the sensitizing additives, processes 1 
or 2 are consistent with the experimental observations. 
Process 1 is more general than process 2, but the direct 
excitation to the triplet state in process 2 should not be
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neglected in the case of the excitation by electron bom­
bardment or generally by high-energy radiation.20 Fluo­
rescence from JK* was not observed in the crvstallolumi- 
nescence spectra.

K
crystallization

K

'K-
crystallization

3K ' Av(P)  (1)

!K ' hv (P) ( 2 )

In the presence of the sensitizing additives, the original 
emission from 3K* is placed by the emission from 3S*, the 
intensity of which remains about the same as that of 3K*. 
Therefore, at least, the most emission comes from 3S* 
which is formed by energy transfer from 3K* and the fol­
lowing direct excitation of S may be neglected

S —------------- - *S* —  3S* — ►ftv(P) (3)
crystallization hv (P) (4)

Fluorescence from 1S* is not observed even for oxazoles. 
Therefore, the possible mechanism is

crystallization
K *■ ’K* (5)

‘K* —  ‘ S* — ■ 33* ---- -  hv (P) (6)
isc r, S

K* —  3 K * —  "S* ----*■ hv (P) (7)
crystallization

K —-------------- 3K* (8)

3k * 3s* — - hv (P) (9)
Process 6 involves singlet energy transfer from K to S, 
while processes 7 and 9 involve triplet energy transfer. In 
general, triplet energy transfer is more important.21 Actu­
ally in the case of strongly fluorescent oxazoles, no fluo-

rescence emission is observed in the crystalloluminescence 
spectra, so that the process involving the singlet energy 
transfer (6) is not the case. However, for ketones, the 
quantum yield of the intersystem crossing is near uni­
ty,15-16 so process 6 cannot be excluded simply from the 
fact that no fluorescence emission is found in the crystallo­
luminescence spectra.
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Production of Trapped Electrons in Glassy 3-Methylpentane 
by Photoionization of Sodium1

S. C. Srinivasan and J. E. Willard*
D e p a r tm e n t  o f  C h e m is t r y ,  U n iv e r s i t y  o f  W is c o n s in .  M a d is o n .  W is c o n s in  5 3 7 0 6  ( R e c e iv e d  A p r i l  3 . 1 9 7 3 )  

P u b lic a t io n  c o s ts  a s s is te d  b y  th e  U . S . A t o m ic  E n e rg y  C o m m is s io n

Photoionization of sodium metal dispersed in 3-methylpentane by deposition at 77°K from vapor 
mixtures yields Trapped electrons with esr line width and half-life similar to electrons produced by 7 ir­
radiation of 3MP glass at 77°K. An apparatus for transferring samples condensed on a cold finger at 77°K 
to an esr sample tube at 77°K under vacuum is described. A narrow singlet signal at g near 2.0000, ob­
served earlier during illumination of 3MP-metal matrices, and ascribed to weakly trapped electrons, is 
now known to be an electron cyclotron resonance signal from electrons ejected into the evacuated tube.

Introduction
When 3-methylpentane (3MP) and sodium are deposit­

ed from the vapor phase on a cold finger at 77°K in an 
evacuated tube and the system is irradiated with uv light 
in the cavity of an esr spectrometer, a narrow resonance 
signal (0.1 G) is produced which has a lifetime of less than

0.2 sec when the light is turned off.2 This signal has been 
attributed to weakly trapped electrons which differ from 
those produced by 7 irradiation of 3MP glass (ca. 3 G and 
>5 min i i /23) because of a difference in physical proper­
ties of the matrix or differences in the associated cation 
and method of production. We have now found4 that the
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signal is an electron cyclotron resonance signal of free 
electrons ejected into the evacuated space surrounding the 
cold finger by photoionization of a thin deposit of sodium 
on the walls of the container.

The present note describes further studies which show 
that trapped electrons with characteristics similar to 
those formed by y  irradiation of glassy 3MP can be pro­
duced by photoionization of sodium dispersed in 3MP de­
posited from the vapor. The photoionization of dispersed 
metals in organic glasses has potential as a method for 
investigating the effect of cationic differences on the prop­
erties of trapped electrons, and, by the use of different 
wavelengths, for investigating effects of varying the aver­
age cation-electron separation distances.

A simple apparatus for transferring deposits condensed 
on a cold finger to a conventional 3-mm i.d. esr tube for 
irradiation and examination is described.

Experimental Section
The body of the apparatus for matrix preparation (Fig­

ure 1) was made from the outer and inner (A) and (A') 
portions of a 45/50 standard taper ground glass joint 
sealed with Apiezon N grease. It was fitted with a stop­
cock (B) for access to the vacuum line, a 12-mm o.d. cold 
finger (C) which could be rotated in the 14/20 ground 
joint (D) (lubricated with silicone grease) while contain­
ing liquid nitrogen up to a level slightly below the joint, 
and a 9-mm o.d. cold finger (E) which could be rotated 
and moved vertically in the cajon type adapter (F) (sealed 
into the glass with Picein wax). The cold finger (E) car­
ried a cutting point (G) made from a strip of stainless 
steel wrapped around a square indentation in the tube 
and bolted at the point of overlap. A layer of indium 
metal between the steel and the glass improved thermal 
contact. An inlet tube (H) connected the deposition 
chamber to a reservoir of liquid 3MP at -78° from which 
the rate of flow of vapor to the cold finger (C) was adjust­
ed to 0.1-0.2 ml/hr by a stopcock. When an Na-containing 
matrix was desired, the vapor was allowed to pass over Na 
metal placed near the junction of tube (H) with the vessel 
(A'). The tube (H) was heated with resistance wire for 
several centimeters prior to this point. About 1 ml of 3MP 
containing ca. 1019 atoms of Na (as determined by mass 
spectrometric analysis for the H2 evolved when the depos­
it was treated with water) was deposited on the finger (C). 
Following the deposition, the finger (E) was filled with 
liquid nitrogen, the cutting point (G) was forced against 
the deposit on (C), and (C) was rotated causing the de­
posit to flake off. A substantial part fell to the bottom of 
the 3-mm i.d. Suprasil esr tube (I), which was attached to 
the main vessel by the graded seal (J). During the scrap­
ing the entire apparatus was immersed in a large dewar of 
liquid nitrogen up to about the level of the cutting edge. 
Following the scraping the dewar was lowered and the Su­
prasil tube was sealed off at its upper end. To prevent 
flakes of the matrix which melted on the bottom of the 
large container from draining into the esr tube, a styro­
foam cup filled with liquid nitrogen was positioned at (K) 
by means of the outer portion of a ground joint cemented 
to a hole in its base. The pressure in the vessel A -A ' was 
maintained at 10-5 Torr. A stream of He gas bubbled 
through the liquid nitrogen in the cold finger (E) reduced 
its temperature to a point where the temperature of the 
knife was 77°K, whereas it was 90°K without this precau­
tion.

Figure 1. Apparatus for condensation of 3MP vapor and 3MP- 
Na vapor mixtures on a cold finger and for subsequent removal 
and transfer to an esr tube. See text for lette'lng code and dis­
cussion of operation.

The 3MP used was Phillips Pure grade, further purified 
by passage through 5 ft of freshly activated silica gel, stor­
ing over Na-K alloy on the vacuum system, and pumping 
on the liquid to remove C 02.

Esr measurements were made in the X band with a 
Varian spectrometer using 105-Hz modulation frequency.

Results

Characteristics of 3MP and 3MP-Na Mixtures Con­
densed from the Vapor Phase. Deposits of 3MP condensed 
from the vapor phase as described above were white and 
translucent in the absence of sodium. With sodium incor­
porated they varied from light to deep purple depending 
on the temperature of the Na reservoir. The four-line esr 
signal of Na atoms5 was not observed in any sample, 
implying that all of the Na was present in agglomerates, 
unless line broadening obscured the spectrum An esr line 
of 12 G width (AHms) attributable to conduction elec­
trons6 was observed (Figure 2). This implies agglomera­
tion sufficient to give the particles metallic character, 
while the symmetric nature of the signal implies that the 
particle diameters are less than the skin thickness of ca. 5 
H for the X-band microwave radiation.

Effects of y  Irradiation. 7 -Irradiated (1019 eV g ' 1) sam­
ples of 3MP and of 3MP-Na prepared by vapor deposition 
gave esr spectra similar to those from 7 -irradiated 3MP 
glass formed by immersing the liquid in liquid nitrogen. 
These consist of the spectrum of trapped electrons super­
imposed on the spectrum of a free radical produced from 
the matrix (Figure 3a,b). The electron signal decayed with 
an initial half-life of about 25 min, similar to that in sam­
ples of partially annealed 3MP glass formed from the liq­
uid."

Effects of Uv Irradiation. When samples of 3MP-Na 
condensed from the vapor state were exposed at 77°K to
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Figure 2. Esr spectrum at 77°K o‘ conduction electrons in 
3MP-Na condensate prepared in aoparatus of Figure 1. Pcwer, 
1.5 mW; modulation amplitude, 2 G; signal level, 2000; recorder 
scale, 600 mV.

50 \ h r \IO
*6*

VfT
4 0■—i
G

Figure 3. Esr spectra from 7 -irradiated and photolyzed 3MP-Na 
condensate prepared in apparatus of Figure 1. Power, 0.2 mW; 
modulation amplitude, 2 G; signal level, 100; recorder scale, 60 
mV. (a) Trapped electron singlet superimposed on six-line free 
radical signal from y  irradiation; (b) trapped electron singlet of 
spectrum (a), shown at slower scan rate; (c) free radical sig­
nal, following illumination of 3MP-Na condensate with AH4 
lamp at 77°K. Small narrow line is residual electron signal.

i n n f

1 ' 1 1 /  /' A/./A* !'
•• ' ; 4 * '* 'J 1 * 200 ’ ;  v * v '  » 4
* — i  C °  T W  * ’

Figure 4. Repetitive scans of trapped electron signal produced 
by photoionization of Na in 3MP. (A) Steady-state illumination 
with AH4 lamp and 27 mm of 7-54 filter; (B) light turned off;
(C) light turned on with no filter; (D) 3-mm 7-54 filter inserted; 
(E) filter removed; (F) 9-mm 7-54 filte ' inserted.

the radiation of a quartz-jacketed AH4 medium-pressure 
mercury arc through a Coming 7-54 filter, an esr signal 
attributable to trapped electrons grew to a steady-state 
concentration in ca. 3 min (Figure 4). When the light was 
turned off the signal decayed with an initial half-life of ca. 
5 min, again in the range observed for electrons formed by 
7 irradiation of 3MP glass7 (for which the t\n varies with 
time following irradiation and time of preirradiation an­
nealing). The signal bleached rapidly in visible light and, 
consistent with this, was very weak when the AH4 lamp 
was used without a filter to reduce the intensity of expo­
sure in the region of trapped electron absorption spectrum 
(Figure 4). A 3-mm thickness of Coming 7-54 filter has a 
maximum transmission of ca. 35% in a band around 320

nm and removes wavelengths greater than 410 nm except 
for a relatively weak transmission starting at 680 nm, 
passing through a max.mum of 40% at 730 nm, and falling 
to 10% at 1000 nm. Figure 4 shows that the concentration 
of electrons during continuous illumination increases with 
increasing filter thickness (3, 9, and 27 mm). This is con­
sistent with the decrease in ratio of transmission of the 
wavelengths which bleach electrons to that of the wave­
lengths which form electrons.

As observed in the previous work,2 free radicals are 
formed by a sodium photosensitized reaction during illu­
mination of the 3MP-Na matrices (Figure 3c).

Discussion

Annealing of 3MP glass at 77°K changes the physical 
properties in a way to reduce the rate of decay of trapped 
electrons.7 PolycrystaLine hydrocarbons of low molecular 
weight are much less efficient in trapping electrons than 
glassy hydrocarbons.8 In view of such effects of changes in 
physical state, it would not be surprising if, as suggested 
earlier,2 electrons were much more weakly trapped in 
3MP deposited from the vapor phase than in the glass 
formed by quenching the liquid at 77°K. The present work 
indicates that the properties of trapped electrons are at 
least qualitatively similar in the two types of matrices and 
that trapped electrons with lifetimes convenient for study 
on the time scale of minutes to hours can be produced in 
3MP by photoionizaticn of sodium. This should make pos­
sible studies of the relative fates of electrons produced 
with different energies of activating light, and allow ob­
servation of properties of the electrons in the presence of 
fewer by-product fragments than when y irradiation is 
used.

The free radicals formed during photolysis of the 3MP- 
Na matrix must result from a sodium-photosensitized pro­
cess utilizing the energy from neutralization of Na+, or 
energy transferred from an excited state. The initial free 
radical spectrum (Figure 3c) is different from that fol­
lowing 7 irradiation (Figure 3a). There is evidence2 that it 
changes on standing to the type of 3a, suggesting the pres­
ence of a second radical, possibly methyl, in addition to 
the 3-methylpentyl radical.
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Radiation Chemistry of Polyethylene. X II. 

Alkyl Radical Decay and Amorphous Content1

David R. Johnson, W alter Y. W en, and M alco lm  D ole*
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The decay of the alkyl free radical, -CH2CHCH2-  in y-irradiated polyethylene was studied at room tem­
perature and above. No second-order decay component in the total decay process could be observed; in­
stead the decay data were quantitatively interpreted in terms of a fast and slow first-order decay process. 
It is shown that the slow first-order decay constants increase linearly with the square of the amorphous 
volume fraction; the fast first-order constants also increase with increase of amorphous fraction, but the 
data scatter considerably. Hydrogen gas which is soluble only in the amorphous fraction has a marked 
catalytic effect on both the slow and fast decay processes. The activation energies of both processes are 
practically identical, so that the large difference in the rates results from differences in the preexponen­
tial factor of the Arrhenius equation.

Introduction

In this paper the kinetics of decay at room temperature 
and above of alkyl free radicals in irradiated polyethylene 
(PE) are discussed chiefly from the standpoint of the mor­
phological structure of the solid and of the catalytic effect 
of hydrogen gas. Data obtained by more sophisticated esr 
techniques and new mathematical approaches are used. 
Previous studies of radical decay in irradiated PE have 
been recently reviewed by Dole2 and Butiagin3 and such 
discussions will not be repeated here except where perti­
nent to the present work.
Experimental Section

In general the technique consisted of irradiating the PE 
with Co-60 y rays at 77 K and then heating the sample to 
a selected temperature where the radical decay was then 
quantitatively measured. Details of the experimental work 
are the following.

1. Materials Studied. Marlex-6002 PE, a linear polyeth­
ylene containing vinyl end groups was the polymer stud­
ied. The density of the initial film was 0.9595 g cm -3 at 
25° as determined in an ethanol-water density gradient 
column. Not much scatter was observed from different 
samples of this film material which indicated that the 
film was homogeneous with respect to its amorphous con­
tent. The volume fraction of amorphous content was cal­
culated from the equations4

a v = 6.8882 -  6.8951p (at 25°) (la)
= 6.6973 -  6.7087p (at 29°) (lb)

where p is the density of the sample. The numerical fac­
tors were calculated taking the specific volumes of the 
100% crystalline and amorphous fractions at the different 
temperatures as given by the equations of Chiang and 
Flory.5 Because of changes in volume with temperature of 
the pure crystalline and amorphous components, av will 
change slightly with temperature, but the changes are 
negligible compared to uncertainties in the kinetic con­
stants given below.

To prepare samples of different amorphous content il­
lustrated in Figure 1, the PE film was held in a sandwich

between two copper plates, degassed in a vacuum oven 
overnight, and then held at 135° for 2 hr. The samples 
were then quickly transferred to water baths ranging in 
temperature from 0 to 100°. After 2.5 hr in these baths 
they were transferred to room temperature and allowed to 
stand in air for 24 hr before their densities were measured 
at 29° in a density gradient column. For some samples 
both a water-ethanol column and a chlorobenzene-tolu­
ene column were used. Agreement between the two meth­
ods was good, and average values were taken. As demon­
strated by the data of Figure 1 the amorphous volume 
fraction decreased linearly with increase of temperature of 
the crystallizing bath. The density and av values of the 
different samples are collected in Table I. The density of 
the different samples was not changed significantly by the 
irradiation.

2. Irradiation Techniques. All samples were y-irradiat- 
ed in vacuo at 77 K at a dose rate of abou*, 0.28 Mrad 
hr 1 using previously described techniques.6 After the ir­
radiations esr signals in the quartz tube were annealed out 
by heating one end of the tube while the other end was 
immersed in liquid nitrogen. The sample was then shaken 
to the annealed end at 77 K and esr measurements made 
with the sample in the annealed end.

Before the kinetic experiments at room temperature 
and above were carried out, the samples were heated to 
room temperature and the hydrogen produced by the irra­
diation evacuated. This was accomplished by placing the 
dewar flask containing the irradiated samples in quartz 
tubes into a nitrogen atmosphere, then breaking open the 
tubes and pumping out the hydrogen on a vacuum line as 
the tubes warmed to room temperature. The tubes were 
next reinserted into the dewar flask, reheated to room 
temperature, and again evacuated. This process was re­
peated until no pressure increase could be detected on heat­
ing to room temperature. In the process of evacuating the 
hydrogen some free radicals decayed, but usually 20-35% 
of the radicals initially present at 77 K remained. 
Most of the radicals that had decayed did so during the 
heating from 77 K to room temperature. Some sample tubes 
were broken open in air and quickly attacned to the 
vacuum line; no difference in the results could be de-
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Figure 1. Amorphous volume fraction of bulk polyethylene sam­
ples after quenching from the melt at :he bath temperature indi­
cated.

TABLE I: Densities and Amorphous Volume Fractions of 
Polyethylene Samples Studied

T em p of
R ecrysta lli­ density V o lum e

Sam ple zation D ensity, m e a s u re ­ fraction ,
no. Type of sam ple  tem p , °C g cm  -3 m ent, °C a „

1 Film as received 0.9595 25 0.272
2 Quenched film 0 0.945 

±  0.005
25 0.373

3 Annealed film a C.9566 25 0.223
4 Bulk

recrystallized
0 C.9403 29 0.389

5 Bulk
recrystallized

28 C.9435 29 0.368

6 Bulk
recrystallized

51 C.9455 29 0.354

7 Bulk
recrystallized

74 C.9484 29 0.335

8 Bulk
recrystallized

93 C.9503 29 0.322

“ S low ly crysta llized  below  135°.

tected between these samples ar.d those opened under 
nitrogen. The tubes were then sealed off while still on the 
vacuum line and replaced in the liquid nitrogen bath 
until used in the kinetic experiments. For experiments at 
60° it was estimated that about 90 sec was required for the 
sample in the esr cavity to heat up to 60° from 77 K. About 
another 2 or 3 min was required to adjust the esr spectrom­
eter before actual measurements could be begun. In all of 
the figures of the kinetic experiments shown in this paper, 
zero time was the time at which the esr measurements be­
gan.

Hydrogen at known pressures was introduced into the 
sample tubes while still on the vacuum line in the case of 
the experiments in which the catalytic effect of hydrogen 
was studied.

3. Esr Techniques. Esr measurements were made using 
a Varian E-4 electron spin resonance spectrometer. This 
spectrometer was interfaced with a Varian Spectro-Sys- 
tem 100 computer so that total spin concentrations could 
be measured at 93 K by scanning the spectrum. Using a 
computer program supplied by Varian, double integra­
tions of the first derivative curves were carried out. Rela­
tive changes in the alkyl radical, -CH2CHCH2-, concen­
trations were also followed by observing the changes in

Figure 2. Comparison of a direct esr recording of alkyl decay, 
curve b, with a computer automatically smoothed curve of the 
same data, curve a.

the alkyl wing peak as previously described.6 The alkyl 
wing peak is the outermost and weakest peak of the six- 
line alkyl spectrum. Esi signals from allyl radicals present 
do not overlap with the alkyl wing peak.

During the kinetic experiments a continuous recording 
of the height of the alkyl wing peak was made. All kinetic 
data used in the calculations came from these height 
measurements. By storing in the memory of the computer 
19 data points before and after a certain point and averag­
ing them, the computer could then signal the recorder to 
make a graph of an average or “ smoothed” alkyl decay 
curve. Such an automatic smoothing process is illustrated 
in Figure 2 where the normal curve is compared with the 
smoothed curve, the two curves being displaced by a con­
stant factor to avoid overlap. Kinetic data were read off of 
the smoothed curve. Computer control of the data acqui­
sition also allowed the alkyl decay results to be stored in 
memory up to 1000 data points. These could then later be 
printed out by teletype for kinetic analysis.

Power saturation of neither the alkyl nor allyl radical 
occurred at room temperature at 0.2 mW power, but at 93 
K the power had to be reduced to 0.0632 mW to avoid 
power saturation in the case of the allyl radical.

In order to determine absolute alkyl and allyl radical 
concentrations, the total area of the allyl radical spectrum 
which is very stable at room temperature was compared 
with area measurements of a freshly prepared solution of 
diphenylpicrylhydrazyl in benzene. By area measurements 
we mean the area after the double integration of the first 
derivative spectrum. The PE sample was then cooled to 
93 K and the alkyl and allyl areas compared. According to 
theory73 the magnitude of the total area under the ab­
sorption curve should increase in proportion to 1/T  or 3.1 
on cooling from 288 to 93 K. In the case of a strong pitch 
sample the measured ratio was 3.0, but only 2.07 in the 
case of the allyl radical. The reason for the discrepancy in 
the case of the allyl radical is unknown, but since the en­
vironments of the allyl and alkyl radicals in PE are simi­
lar, it was decided to use the allyl radical area at 93 K as 
the standard, rather than the pitch area.

An experiment was done to compare the relative 
changes with rise of temperature of the height of the alkyl 
wing peak and the total area. After measuring these quan­
tities at 93 K, the samples were heated to 253 K for 10 
min and then recooled to 93 K where the peak heights and 
areas were again measured. From the data of Table II it 
can be seen that the percentage of total radicals remain-
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TABLE II: Percentage of Initial Alkyl Radicals Remaining after 
Heating to 253 K as Measured from Total Areas and 
Wing Peak Heights0 - 6

%  rad ica ls  rem ain ing

S am ple
no. S am p le  type a v

From  peak  
heights

From
area

Ratio a rea
% /h t  %

2 Q u e n c h e d

film

0 . 3 7 3 3 9 . 2 3 1 .4 0 .8 0

1 F ilm  a s  

r e c e iv e d

0 .2 7 2 5 3 . 5 4 0 .2 0 .7 5

3 A n n e a le d

f ilm

0 .2 2 3 6 0 .0 4 2 .0 0 .7 0

a All peak  heights and a re a s  w ere  m easured a t 93  K. 6 S am p les  held at 
253  K for 10 m in. c H ydrogen not evacu a ted .

TABLE III: Change in Peak Width0 -6 at Half-Height of Alkyl 
Wing Peak on Heating to 253 K

S am ple
no.

Peak width0

S am p le  type «V Initial Final %  change

2 Q u e n c h e d  film 0 .3 7 3 2 9 .1 2 1 .6 2 5 .7

1 F ilm  a s  r e c e iv e d 0 .2 7 2 2 6 .5 1 8 .8 2 9 .0

3 A n n e a le d  film 0 .2 2 3 2 4 .9 1 7 .2 3 1 .0

“  All peak  w idths m easured  at 93  K. h H ydrogen not e vacu a ted . c A rb i­
trary  units.

inn was less as measured by the total area method than by 
the peak height method. This was surprising as some of 
the alkyl radicals must have decayed to allyl radicals6 
whose areas would be included in the total area measure­
ments. A possible explanation is that some chain end free 
radicals -CH2CH2- might have been initially present and 
contributed to the initial total area measurement; as 
these rapidly decayed out as suggested by Butiagin,3 the 
final area might have been reduced. Another possibility is 
that the esr spectrum of the alkyl radicals may have been 
different for different radicals; that is, the proton coupling 
constants may have varied slightly depending on whether 
the alkyl radicals were in the crystalline or amorphous 
phase.

The change in peak width of the first derivative spec­
trum at half height (the positive peak to negative peak 
distance as measured along the base line) of the alkyl 
wing peak decreased as measured at 93 K due to the heat­
ing to 253 K, see Table III. Nara, et al.,8 also noted a 
change in line width with temperature in the case of their 
linear PE samples. By taking difference esr spectra they 
concluded that the alkyl free radicals that decayed be­
tween 77 and 204 K had been trapped in the gauche con­
formation with a hyperfine splitting constant of 25 G. At 
higher temperatures the radicals that decayed had the 
trans zig-zag conformation with a splitting constant of 22
G.

Poole715 has discussed and compared Gaussian and Lo- 
rentzian line shapes; according to both mathematical for­
mulations the area, A, divided by peak height of the first 
derivative spectrum, y', and by the square of the peak 
width at half height (positive peak to negative peak dis­
tance as measured along the base line), (AHpp)2, should 
be a constant with the Lorentzian constant 3.5 times the 
Gaussian. With respect to the data of Tables II and III, 
this means that the percentage of radicals as calculated

TABLE IV: G(Alkyl) for 7 -Irradiation of Polyethylene Samples 
In  V a c u o  at 77 K

Sam ple
no. Type of sam ple «V

No. o* 
sam ples G (a lky l)

2 Q u e n c h e d  f ilm 0 .3 7 3 1 1 3 .7 4  ±  0 .2 1

1 F ilm  a s  re c e iv e d 0 .2 7 2 8 3 .3 2  ±  0 .2 6

3 A n n e a le d  film 0 .2 2 3 1 3 .6 9

from the area measurements divided by the percentage 
calculated from the peak heights and by the square of the 
peak widths should be a constant (in arbitrary units). 
These so-called constants decreased linearly with increase 
of amorphous content, the total change being about 38%; 
the area also decreased with increase of av but not linear­
ly. As a result of the change in peak shape with tempera­
ture and free radical concentration the absolute values of 
the alkyl radical concentration at room temperature and 
above may be in error by as much as 38%, but the relative 
changes in peak height at any one temperature on which 
all of the following kinetic data are based are much more 
reliable because in the kinetic experiments neither the 
amorphous content nor the temperature changed with 
time.

4. Temperature Measurements. The variable tempera­
ture controller made by Varian Associates was used to 
control the temperature of the esr spectrometer cavity 
during the kinetic runs. Cavity temperatures were always 
checked by means of a copper-constantan thermocouple 
before and after the kinetic experiments.

5. Alkyl Radical G Values. Eight experiments per­
formed on sample 1 in which the radicals produced in the 
quartz sample tubes were annealed out resulted in a 
G(alkyl) value (number of alkyl radicals produced by 7 - 
irradiation at 77 K per 100 eV of energy absorbed) equal 
to 3.32 ±  0.26. Waterman and Dole9 previously found 
G(alkyl) for the film as received to be 3.3 ±  0.5. In 11 ex­
periments of the present work on sample 1 in which the 
quartz radicals were not annealed out G(alkyl) was 3.60 ±  
0.18. In Table IV are collected G(alkyl) values (obtained 
after annealing out the quartz signals) for the three differ­
ent types of polyethylene studied. There seems to be no 
definite trend in G(alkyl) with crystallinity.

6. Fraction of Radicals Surviving the Heating to Room 
Temperature. Because it has been found by others8-10 
that radicals decay more rapidly in branched than in lin­
ear PE one would expect that the samples with the high­
est amorphous fraction would have a lower free radical 
concentration on heating to room temperature than highly 
crystalline samples. This expectation is borne out by the 
results of this research, see Figure 3.

Kinetics of Alkyl Radical Decay

If the alkyl radicals decayed by a second-order process, 
then the relative rate of decay c/co with time should be a 
function of the initial radical concentration cr of the ra­
diation dose. By doubling the dose, the relative rate of 
decay remained unchanged in our work; hence there was no 
second-order reaction involved in the decay process of our 
samples. Although Nara, et al.,8 Charlesby, et al.,10 and 
Auerbach and Sanders11 observed a second-order decay 
rate, there could not have been any significant second- 
order decay in the case of our samples heated to 40 or 60°. 
Waterman and Dole6 observed a second-order alkyl decay, 
but only in the case of alkyl free radicals regenerated from
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Figure 3. Percentage of alkyl radicals produced by irradiation at 
77 K which survived a heating to room temperature after 5 min 
in samples of different amorphous con:ent. The point at the low­
est a v value represents the percentage of radicals in an extend­
ed chain sample of polyethylene whose radical decay kinetics 
will be discussed in a subsequent paper

allyl radicals by uv radiation at 77 K. These regenerated 
alkyl radicals decayed at a measurable rate only in the 
presence of hydrogen gas.

The decay was first order in dose, but not in time. This 
type of decay is called composite first order by French and 
Willard.12 A first-order plot of our data demonstrated that 
at long times, the decay rate was first order in time; this 
suggested that there were two firs'-order processes occur­
ring simultaneously, but with different first-order decay 
constants. Let cs be the concentration of the alkyl radicals 
decaying slowly and Cf the concentration of the rapidly 
decaying radicals. We can write then

Figure 4. Test of eq 5. Alkyl radical decay at 60° in vacuo: open 
circles, 14 Mrads dose; closed circles, 22 Mrads dose; film as 
received (sample 1).

Figure 5. First-order alkyl radical decay constants at 60° as a 
function of the square of the amorphous volume fraction of the 
different samples of PE studied: solid circles. ks values; open 
circles, kr values.

TABLE V: Extrapolated Initial Alkyl Free Radical Concentrations at
c = c s +  Cf (2) 60° in  V a c u o  after an Irradiation at 77 K“

and if cs and Cf are given by the first-order equations Sample no. «V r  0 c s Cf° cr°/c„°

c s = es°e~As< (3a)
4 0.389 0.153 0.135 0.9

c f = c f°e~*f< (3b) 6 0.354 0.302 0.284 0.9
then 7 0.335 0.226 0.211 0.9

8 0.322 0.158 0.161 1.0
c = c s°e s' + c f°e kft (4) 1 0.272 0.473 0.515 1.1

where c is the total alkyl radical concentration, and t the 
time. Equation 4 can be rearranged to

In -------— =  In -  (kf -  ks)t (5)
C C u

By observing the decay rate at long times, ks can be de­
termined and cs then calculated for short times, so that 
the ratio (c -  cs) /c s can be evaluated. Figure 4 illustrates 
the application of eq 4 to alkyl decay data at 60° for the 
film as received, sample irradiated to two different doses. 
The agreement between the data for the different doses 
demonstrates the absence of any significant second-order 
decay process. Knowing ks, kt can be determined from the 
slope of the straight line of Figure 4 which is equal to (kt
— ks). From the intercept at zero time on the ordinate, (c°
-  Cs°)/cs° can be calculated and because c° is known, 
then both cs° and cf ° can be separately determined. All of 
these constants were determined by the least-squares 
method. Data for cs and Cf in arbitrary units (esr peak 
heights normalized to unit weight, unit dose, and unit re­
ceiver gain) for decay in vacuo at 60° are collected in

a C oncentration  in a rb itrary  units.

Table V. A surprising result was the almost equal initial 
abundances of the fast and slowly decaying radicals at 
zero time. This was true also in the experiments with hy­
drogen present.

We consider first the first-order decay constants in rela­
tion to the amorphous content of the samples studied. In 
the case of ks the data for the different bulk PE samples 
can be shown to increase very nearly exactly in proportion 
to av2 and a least-squares analysis of the data obtained at 
60° in vacuo yielded the equation

k s = 1.12 X 10-1a v2 -  1.3 X 1 0 '3 m in-1 (6)
with an uncertainty in the slope of ±0.012 and in the in­
tercept at zero amorphous fraction of ±0.0012. From Fig­
ure 5, however, the kf values can be seen to scatter con­
siderably due to the difficulty of making exact k{ mea­
surements. Nevertheless the trend of increasing first-order 
decay constants with increasing amorphous content is 
clearly seen.
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fast and slow first-order alkyl radical decay constants: sample 2 
of PE (quenched film).

It might be supposed that the rate of the slow decay de­
pends upon the rate cf diffusion of free radicals from the 
crystalline to the amorphous phases of the PE; if this were 
true, then the pronounced catalytic effect of hydrogen gas 
observed by Waterman and Dole6 should not be seen in 
the case of the slowly decaying radicals because the hy­
drogen is soluble only in the amorphous fraction of the 
PE.13 Yet the first-order slow decay constants were defi­
nitely increased by the presence of molecular hydrogen 
although not to the same extent as in the case of the fast 
decay constants, see Figure 6.

As an explanation of the above facts we propose the fol­
lowing. As Waterman and Dole6 showed, the last approxi­
mately 3% of alkyl radicals remaining at room tempera­
ture after an irradiation at 77 K are quantitatively con­
verted to allyl free radicals. However, in the present work 
the initial concentration of the slowly decaying radicals, 
Table V, is too high to account for the rather small allyl 
free radical G values (approximately half of which results 
from allyl formation during the heating to room tempera­
ture). We suggest that the fast decaying radicals are all in 
the amorphous regions by the time that the upper tem­
perature has been reached so that all of those radicals are 
immediately affected by the hydrogen dissolved in the 
amorphous regions. On the other hand, it is possible that 
the slowly decaying radicals have first to diffuse into the 
amorphous regions before reacting at which time the cata­
lytic effect of hydrogen would come into play.

The variation of ks with the square of the amorphous 
content can be explained on the postulate of a sort of sec­
ond-order reaction between amorphous zones. If the slowly 
decaying radical has to diffuse from one amorphous zone 
through a crystalline zone to another amorphous zone be­
fore reacting and another radical has to follow the same 
mechanism, then the second-order relationship of the 
amorphous zones would be evident. The first-order decay 
constant is attributed to the first-order nature of the dif­
fusion process for the alkyl radicals. These radicals are

Figure 7. Logarithmic plots of the fast and slow first-order decay 
constants as a function of reciprocal absolute temperature: 
open and solid circles, decay in vacuo: open and solid squares, 
second-order decay constants at 600 Torr of hydrogen; open 
and solid triangles, first-order decay constants at a constant 
amount of hydrogen dissolved, the hydrogen concentration cal­
culated for the 100% amorphous fraction. Data for the amor­
phous film sample of av equal to 0.373. The units of f<2 are M~' 
min- 1 and of the other constants min- 1 .

presumed to diffuse by means of a free valency migration 
through the PE.6

Parenthetically, it might be pointed out that the 
marked catalytic effect of the hydrogen gas is not a gener­
al reaction, because there is no catalytic effect of hydro­
gen in the case of the decay of the -CH2OCHOCH2-  free 
radicals in polyoxymethylene.14 Nor does hydrogen influ­
ence the decay of the allyl free radical in PE.

We suggest that the initial almost equal concentrations 
of the fast and slowly decaying alkyl radicals indicated by 
the data of Table V may be due to an equal probability of 
a free radical diffusing immediately into an amorphous 
zone from a crystalline zone and so becoming a fast 
decaying radical, or diffusing within the same crystalline 
zone before diffusing into the amorphous zone and react­
ing.

We now consider the temperature coefficient of the 
first-order fast and slow decay constants for the decay in 
vacuo. An Arrhenius plot, Figure 7, demonstrates that the 
activation energy, equal to 17.1 kcal mol-1 is essentially 
the same for both the slow and rapid decay processes in 
vacuo. This value of 17 kcal mol-1 agrees with that found 
by Waterman and Dole6 for the alkyl decay in vacuo. The 
marked difference in the fast and slow first-order decay 
constants is due, therefore, to differences in the preexpo­
nential factors of the Arrhenius equation. These values 
were 3.5 X 107 sec-1 for ks and 19 x 107 sec-1 for fef. If 
the migration of the free radicals to a reaction zone occurs 
by the free valency random jumping mechanism discussed
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TABLE VI: Values of the Arrhenius Preexponential Factors, A

Sample
no. a v A t A s A r /A s A S fs * , eu

2 0 .3 7 3

In  V a c u o a  

1 9  3 .5 5 .4 3 3 .4

1 0 .2 7 2 8 .7 1 .7 5 .1 2 3 .3

2 0 .3 7 3

In  6 0 0  T o rr  o f  H 2ft 

4 .7 3  1 .4 0 3 .3 7 2 .4

aA in units of sec X 1 0 ' ' .  M  in units of M 1 sec 1 X 10 _1°.

by Waterman and Dole,6 then *he lower preexponental 
factor for ks would have to be explained on the basis of 
more jumps required for the slow process. In the presence 
of hydrogen the preexponential factor for the slow decay 
constant is also lower than that for the fast decay con­
stant, 1.4 x 1010 M~x sec-1 as compared to 4.7 x 1010 
M _1 sec-1 . Here the units of the constants are different 
because in the case of the hydrogen-catalyzed reaction the 
solubility of the hydrogen changes with the temperature 
and this must be taken into account which we have done 
using very recent unpublished data of Kubo and Dole.15 
The latter data were obtained by the same but somewhat 
improved semimicro method of Deas, Hofer, and Dole.13

From Figure 6 we can write

^ s .h  =  ^ s ,v a c  + k s'P Hj ( 7 )

where ks,n and ks,vac are the observed first-order rate con­
stants for the slow decay in the presence of hydrogen and 
in vacuo, respectively, and ks' is slope of the plot of Fig­
ure 6. A similar relation can be written for the fast decay 
process. The linearities of the plots shown in Figure 6 also 
imply that the solubility of hydrogen in PE follows Hen­
ry’s law. Because hydrogen dissolves only in the amor­
phous regions of the PE we can substitute aa/K for PH2 
into eq 7 where ua is the solubility of hydrogen in moles of 
hydrogen per liter of amorphous PE, and K  is Henry’s law 
constant. Further, ks'/K can be merged into a single con­
stant ks 2 and this second-order constant plotted accord­
ing to the Arrhenius equation. This has been done in Fig­
ure 7 for a hydrogen pressure of 600 Torr where it can be 
seen that the data all fall on a straight line. The calcula­
tions yield an activation energy of 13 kcal mol-1 for both 
the slow and fast decay processes. This value also agrees 
with that published by Waterman and Dole.6

If c7a is kept constant by decreasing the hydrogen pres­
sure as the temperature is increased, the change of the 
reaction rates due to the change of hydrogen solubility can 
be eliminated. The first-order rate constants thus ob­
tained, ks and k{ for <ra held constant at <ja equal to 1.5 X  
10' 4 M, are also plotted in Figure 7 and straight lines are

obtained. This also holds true for cra values ranging from
0.5 to 1.5 X 1 0 '4 mol of hydrogen per liter of amorphous 
PE. The calculated activation energy was also 13 kcal 
m o l '1.

It is interesting to calculate and compare the preexpo­
nential factors, A , of the Arrhenius equation, k = A 
exp( —AE*/RT). These have been collected in Table VI in 
units of sec-1 x 1 0 '7 for two different PE samples. The 
ratio of Af in sample 2 to that in sample 1 is 2.18 while 
the ratio of As in sample 2 to that in sample 1 is almost 
the same 2.08. If we assume that the A factors are propor­
tional to exp(AS*/E) where AS* is the entropy of activa­
tion, then the difference between the entropies for the fast 
and slow reactions of the same sample can be calculated 
and their values are also given in Table VI as ASfS*. It 
will be noted that the entropy differences are practically 
independent of the amorphous content at least for sam­
ples 1 and 2, but not of the presence of 600 Torr of hydro­
gen. We believe that the preexponential factors are deter­
mined by the number of free valency jumps either in the 
crystalline or amorphous zones or both, but due to the 
complexity of the solid morphology, no quantitative calcu­
lations can be made at this time. However, it is not sur­
prising that the ASSf* value in the 600-Torr hydrogen ex­
periment is lower than the values in vacuo because the 
pronounced catalytic effect of hydrogen lowers the possi­
bility of a radical from diffusing into a crystalline zone 
once it is in an amorphous zone.
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The epr spectra of a single crystal of C36H74, hexatriacontane, have been analyzed. The radicals 
CH3CH(CH2)33CH3 and R'CH2CHCH2R" are formed after 7 irradiation at 195°K in a ratio of approxi­
mately 3 to 1. A computer-assisted method was applied to separate the overlapping radical signals. The 
isotropic and anisotropic coupling constants of CH3CH(CH2)33CH3 were obtained from a complete single 
crystal analysis. The parameters are found to agree reasonably well with values derived from the aniso­
tropic couplings of methyl and ethyl radicals and indicate that the radical site is planar.

Introduction
Previous studies2'3 of free radical formation in alkane 

crystals by 7 irradiation have shown that the predominant 
species is of the type CH3CHCH2R (I). Radicals of the 
type R'CH2CHCH2R v (II) are present to a smaller extent 
in the lower rc-paraffins containing 4-16 carbon atoms as 
revealed by an estimate from the electron paramagnetic 
resonance (epr) spectra. In this study an irradiated crystal 
of C36H74, hexatriacontane, was investigated to see wheth­
er this observation is valid also for long chain n-alkanes. It 
was also considered to be of interest to evaluate the hy­
perfine coupling tensors, particularly for the cv-proton in­
teraction. Previous measurement of this coupling tensor 
has mainly been performed on crystals like malonic acid4 
in which some spin delocalization into the carbonyl group 
occurs. The principal values of the coupling tensor are 
proportional to the 7r-electron spin density on the a car­
bon and thus somewhat larger couplings than in malonic 
acid are expected for the radical (I) studied here.

A third aspect of this work is the application of a proce­
dure to analyze spectra containing superimposed compo­
nents from two different radicals. A computer-assisted 
method is used for this purpose and is described in some 
detail.

The crystal structure5 of hexatriacontane is known to 
consist of two molecules per unit cell and has a space 
group P21/a. The carbon chain is regular and periodic 
with a center of symmetry in each molecule. From this, it 
follows that radicals centered on carbon atom C, are mag­
netically equivalent to those centered on C37.j. There is 
also a possibility of site splitting from chemically equiva­
lent radicals which are related through a reflection opera­
tion.

Experimental Section
Large single crystals (~ 1  cm3), grown from the melt,6 

were obtained from 99.8% pure hexatriacontane, n-C36- 
H74. One of the crystals was dipped into liquid nitrogen 
to produce cracks along which smaller crystal plates with 
approximately planar surfaces could be cut out.

The crystals were irradiated at 77, 195, 273, and 300°K 
by means of 60Co 7 rays at a nominal dose rate of 0.2 
Mrad/hr for 5-8 hr. Epr measurements were usually made

at 77°K with a Varian E-4 spectrometer. The magnetic 
field sweep was calibrated by the splitting as = 13.0 G of 
Fremy’s salt which is accurate to within 1%. All measure­
ments were performed at a microwave power of 1 mW at 
which level no significant saturation broadening occurred.

A complete set of data for rotation about three orthogo­
nal axes was collected for crystals irradiated at 195°K. 
Epr spectra were recorded for each 10° of rotation about 
an axis at right angles to the magnetic field vector. The 
angular reading was accurate to within 1°. Near the orien­
tations corresponding to the maximum and the minimum 
splittings, several spectra were recorded or displayed on 
the oscilloscope so that the extreme positions could be lo­
cated to within 3°. After a set of data had been collected 
for one axis of rotation the crystal was reoriented by work­
ing at Dry Ice temperature so that a new axis of rotation 
was aligned at right angles to the previous cne. The crys­
tal was properly marked to ensure that a right-handed 
coordinate system was set up.7 Due to the rather badly de­
fined surfaces of the crystals the axes of rotation may de­
viate from orthogonality by as much as 5°. To ensure re­
producibility the measurements were therefore repeated 
using a second crystal.

Results
The spectra obtained after irradiation at 77°K were im­

perfectly resolved, which made accurate measurement of 
splitting constants difficult. Irradiation at 273°K produced 
spectra which had well resolved lines on the wings while 
the central part was broader. After irradiation at 300°K 
only rather broad lines were left in the central portion of 
the spectrum while the outermost lines observed at lower 
temperature had vanished. Irradiation at 195°K gave the 
most easily interpretable spectra. They appear to contain 
predominantly one component which is also the one 
formed at 77°K. Since the spectral resolution was better 
with the crystals irradiated at 195°K the detailed analysis 
was confined to those spectra.

At certain orientations the spectra resembled very 
closely the type of absorptions found from crystals of dec­
ane under similar conditions; compare Figure la of this 
paper with Figure 2 of ref 3. This type of spectrum is 
readily interpreted as containing contributions from two
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Figure 1. (a )  T h e  d ig it iz e d  e p r  s p e c t 'u m  fro m  a  s in g le  c ry s ta l o f  
h e x a tr ia c o n ta n e  7 - ir r a d ia te d  a t  1 9 5 ° K  to  a  d o s e  o f ~ 1  M ra d  
a n d  o r ie n te d  to  g iv e  th e  m a x im u m  h y p e r f in e  s p lit t in g  w h e n  th e  
c ry s ta l is  m o u n te d  fo r  ro ta t io n  a b o u t  th e  x a x is , (b )  s p e c tru m  
s y n th e s iz e d  f ro m  0 .6 7  t im e s  r a d ic a l I s p e c tr u m  +  0 .3 3  t im e s  
ra d ic a l I I  s p e c tr u m  a s  s h o w n  in F ig u re  2  th ro u g h  a  le a s t -  
s q u a re s  fit to  th e  e x p e r im e n ta l  s p e c tr u m ;  th e  p a r a m e te r s  a re  
g iv e n  in T a b le  I.

TABLE I: Epr Parameters for Spectra Used to Calculate the Proton 
Coupling Tensors for Radical I: CH3CHCH2R

S pectrum

Cou- R ad i-
Axis pling cal a (C H 3), G a (C H 2), G a ( a ) ,  G W , 6 G

X m a x l ° 2 5 .5  ±  0 .1 3 4 .1  ±  0 .1 3 6 .0  ±  0 .1 2 . 6  ±  0 . 2

II 3 3 .7 3 3 .5 3 .5
X m in I 2 4 .2 3 4 .9 1 4 .2 4 .9

II 3 4 .5 1 3 .1 4 .9
y m a x I 2 2 .5 3 2 .8 2 2 .5 5 .6

II 3 2 .8 2 2 .5 5 .6
y m in I 2 5 .0 3 5 .0 1 1 .5 4 .3

II 3 5 .0 1 1 .5 4 .3
z m a x I 2 5 .9 3 5 .0 3 5 .0 3 .1

II 3 4 .3 3 4 .3 3 .5

Z m in I 2 3 .3 3 3 .0 1 8 .0 5 .5

II 3 2 .9 1 8 .2 5 .5

“ The param e te rs  for rad ica l I w ere  com puted with the program  
ESR C O N ; the quoted errors a re  standard deviations. R adical II is as ­
signed as - C H 2C H C H 2- .  b Th e  line width W  is th e  m easured  p ea < -to -  
peak derivative  width.

radicals of which the predominant one most likely is 
CH3CHCH2R and the minor one -CH2CHCH2-. The 
spectra to be anticipated for these radicals for the crystal 
orientation employed are shown in Figure 2a,b. At other 
orientations the interpretation is less simple because the 
magnitude of the a-proton coupling sometimes becomes 
comparable to the 0 splitting from the CH3 and the CH2 
groups. For this reason six spectra were selected for a de­
tailed analysis. Provided that the spectra correspond to 
the maximum and the minimum couplings in each of the 
three planes, simple analysis, which does not require that 
the angle of rotation be known with respect to a crystal 
fixed coordinate system, allows one to obtain the hyper­
fine coupling tensor. These spectra were therefore careful­
ly recorded as described in the Experimental Section. 
Even though these spectra were fairly well resolved the 
assignment of coupling constants was not obvious in all 
cases. The methods employed to estimate the couplings 
are described in the next section.

Figure 2. ( a )  E p r s im u la te d  s p e c tr u m  fo r  ra d ic a l I:
C H 3C H ( C H 2 ) 3 3 C H 3 ; (b )  s im u la te d  s p e c tr u m  fo r  ra d ic a l II :  
R 'C H 2C H C H 2 R " .

Spectral Analysis
As has been outlined above, it is essential to obtain ac­

curate measures of the coupling constants of the six spec­
tra selected for analysis. The following procedure to ob­
tain these data proved suitable.

In a first step, reasonable guesses of the coupling con­
stants were made on the basis of the assumed structure of 
the predominant CH3CHCH2R radical. The guesses were 
tested by running several spectral simulations with the 
computer program MARU.8 After an approximate set of 
parameters had been obtained, refined values were com­
puted by employing the treatment devised by Heinzer.9 In 
this program (ESRCON) the digitized spectrum is fitted 
in the least-squares sense to a computed line profile. After 
several cycles of iteration a set of coupling constants, one 
line width, and one scaling factor, that provide the small­
est standard deviation, are obtained. At this stage a weak­
er component of the structure -CH 2CHCH2-  was intro­
duced and a least-squares estimate of the contribution of 
each component to the total spectrum was made by 
employing the program ASESK described previously.3 For 
the spectrum shown in Figure la, the component spectra 
were those shown in Figure 2a and b. In this process the 
line shape was computed for the appropriate mixture of 
the two components as is illustrated in Figure lb. A fur­
ther refinement was attempted by subtracting the weaker 
component from the experimental spectrum. The remain­
ing spectrum was then analyzed again with ESRCON to 
obtain a new set of data. Usually the standard deviation 
dropped somewhat, indicating that unwanted contribu­
tions from a second component had diminished. The com­
puted parameters were found to vary only slightly when 
this process was repeated. Thus the error of the final pa­
rameters which are summarized in Table I is probably not 
greatly affected by the termination of the iteration. Other 
factors limit the accuracy.

It was not possible to assign different splittings to the 
methyl protons and the a proton for the V'-max spectrum 
designated in Table I for radical I due to convergence dif­
ficulties. Similar problems arose when a(a) ~  a(CH2) (see 
spectrum Z max of Table I) and appear to be quite gener­
al for this type of analysis. One further source of error is 
the uncertainty in the choice of parameters for the weaker 
component. In the favorable orientation shown in Figure 
la the two spectra are clearly resolved, but for most other
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TABLE II: Principal Values and Directions of the Hyperfine 
Coupling Tensors for the CH3 CHCH2-R  Radical I in 7 -lrradiated 
Hexatriacontane Single Crystal

Nucleus
Principal 
values , G

Direction cosines with respect to 

X Y Z

a -H 3 6 .5  ±  1 .0 0 .1 8 6 0 .9 3 4 0 .3 0 6

2 0 .0 0 .8 1 2 - 0 . 3 2 2 0 .4 8 7

1 0 .5 - 0 . 5 5 3 - 0 . 1 5 8 0 .8 1 8

M e thy lene -H 3 6 .7 0 .1 4 5 0 .6 9 1 - 0 . 7 0 8

3 4 .0 0 .8 4 1 - 0 . 4 6 3 - 0 . 2 7 9

3 1 .6 0 .5 2 1 0 .5 5 6 0 .6 4 8

M e thy l-H 2 7 .4 - 0 . 5 4 8 0 .7 9 2 0 .2 6 8

2 3 .8 - 0 . 0 7 8 - 0 . 3 6 7 0 .9 2 7

2 1 .7 0 .8 3 3 0 .4 8 7 0 .2 6 3

orientations the weak component is hidden. This tends to 
introduce errors in the spectrum which remain when the 
weaker component is subtracted. Imperfections in the 
subtraction procedure are likely to become worse when 
the two components have different g factors. That this 
might be the case was indicated by some asymmetry in a 
few spectra. This cannot be distinguished from site-split- 
ting effects to be expected for P2,/a crystal symmetry. In 
principle it would have been possible to estimate the er­
rors introduced by both of these effects by performing the 
analysis on each half of the spectra independently. In view 
of the extra labor that would have been involved this was 
not done and the ESRCON analysis which requires sym­
metrical spectra was carried out by measuring one half 
and generating the other half within the computer.

The elements of the tensor T = A2, where A is the hy­
perfine coupling tensor for the a proton, were computed 
from the expressions7
T n =  a 2 +  a3 -  aq; Tn =

« 3  +  « i  -  « 2! ^ 3 3  =  « 1  +  « 2  ~  « 3; T v i =

Tn =  f t 2 -  (a, -  a 2)2]1/2; T.a =  T32 =  [5,2 -
(a2 -  a3)2]1/2; T 13 =  Tix =  [<5,2 -  (a 3 ~  aq)2]1/2

Here a and S are related to the measured maximum and 
minimum splittings a¿± in each plane through at = 
0.5[(a*+)2 + ( o r ) 2] and 5, = 0.5[(ai+)2 -  ( o r ) 2]. The 
principal values of A are obtained from the square roots of 
the elements of the diagonalized T tensor. The values are 
given in Table II.

Measurement of the methyl and the methylene cou­
plings permits the coupling tensor to be estimated from 
the relations
rp ß 1 11 = 0.5[(a3+)2 +  Car)2 +  (a,+)2 +

(a2 )2 - (a , + ) 2 -- ( a r )2.
77 ß
1 22 11 O bi jr 2 +  Car)2 +  U 3+)2 +

(a3~)2 - (a2+ ) 2 - ' (a2~)2\
rp ß
1  33

11 0 en JT 2 +  (a2- ) 2 +  (ai+)2 +
( a n 2 - (a3+ ) 2 --  ( a r ) 2

rp ß 
1 12 _ rp ß _“  1 21 ~ [(a3+)2 - ( a n 2 -

(Tnß -  Tnß) cos 203+] / sin 263"
rp ß
1  23

— rp ß _
1 32 [(«i+)2 - (ar)2 -

(TV3 -  r 3/ ) cos 26,+]/ sin 26, '
rp ß 
1 31 _  rp ß _  — 1 13 “ [(a2+)2 - (a2 )2 -

(T3/  -  T nd) cos 202+]/sin  262+

Here 02+ is the angle of rotation at which the a-proton 
splitting is at a maximum; ax+ is the estimated d splitting 
at this orientation and a r  is the value obtained when the 
sample is rotated 90° about axis i. The angles d r  can be 
computed from the equations7

sin 26 + =  Tn|<5i sin 26 + =  T n|52 sin 263+ =  T12|53
The accuracy with which these tensor elements can be 

measured from the data is considerably less than that ob­
tainable for the a-proton tensor elements.

The probable error in the determination of the g tensor 
can be estimated according to the analysis given by 
Schonland.7 A similar analysis applies also to the case of 
hyperfine couplings. The errors are introduced by the un­
certainty in the coupling constants. Due to the various 
factors discussed above,' these errors are considerably larg­
er than the typical standard deviations quoted in Table I, 
and an error of about 0.5 G seems reasonable. Another po­
tential source of error is misalignment of the rotation 
axes. Numerical estimates of this effect have been made10 
and indicate that an axis which is inclined 5° from its cor­
rect position might introduce errors of the order of 3% of 
the coupling constant under unfavorable conditions. As 
has been indicated in Table II, errors of the order ±1 G 
can then be anticipated in the principal values; this is the 
magnitude of the anisotropy for the methyl and the meth­
ylene protons.

Discussion
The largest principal value of the a-proton coupling 

tensor obtained here seems to deviate somewhat from the 
largest principal values of the values of 32.5, 21.8, and
10.4 G reported from the radical -CH(COOH)2 formed in 
irradiated malonic acid.4 This might be caused by a dif­
ference in structure; also spin delocalization into the car­
boxyl groups cannot be excluded in the latter case. For 
methyl, ethyl, propyl, and isobutyl radicals the isotropic 
coupling constants in solution11 are a = 23.0, 22.4, 22.1, 
and 22.8 G, respectively compared to a = 22.3 G obtained 
here. This indicates that the spin density on the a carbon 
is almost constant for these alkyl radicals.

It would therefore be of interest also to compare the an­
isotropic couplings of these radicals. Measurement per­
formed on ethyl radical contained in a solid argon ma­
trix12 at 4°K gave the couplings A ± a = 19.4 G and A\f = 
29.9 G at 77°K.13 For methyl radical adsorbed on silica gel 
the values Aj_ = 22.6 G and A n = 21.9 G were obtained13-14 
at both 4 and 77°K. At these temperatures the radical 
is presumed to rotate about its threefold axis. If one as­
sumes that the methyl and ethyl radicals are planar with 
a valence angle of 120° about the C„ position, the dipolar 
couplings can be obtained14 by combining these data. The 
results give Bx = 12.5 G, By = -13.0 G, and Bz = 0.5 G 
where x is along the C-H bond, z is perpendicular to the 
radical plane, and y  is orthogonal to x and 2. The absolute 
values of the dipolar couplings for radical I are obtained 
as 14.2, 2.3, and 11.8 G. By comparison with the above 
values we can assign the values to the x, y, and 2 axes to 
give Bx = 11.8 G, By = -14.2 G and Bz = 2.3 G. The dif­
ference between the two sets of data might be attributed 
to the approximations involved in computing the values in 
the first case and also to the experimental uncertainties in 
the second case. This comparison therefore supports the 
hypothesis that radical I has a planar structure with an 
approximately sp2-hybridized a carbon.
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The isotropic couplings for the methylene protons a =
34.1 G and for the methyl protons a = 24.3 G are close to 
the values obtained previously for radicals of type I in 
crystalline C6~Ci6 n-alkanes.2-3 As indicated above, the 
estimate of the anisotropic interactions for the /I protons 
is probably not too reliable especially since the anisotropy 
is small. From a simple point dipole model the methylene 
proton interaction is predicted to be axially symmetric 
with the parallel direction along the bond Ca-H.j. Provid­
ed that the hydrogen atoms occupy fixed positions and 
that the geometry about Cj is tetrahedral the parallel di­
rections would be different for the two methylene protons. 
This difference was not resolved in the spectra which lim­
its the accuracy in the determination. The methyl protons 
are assumed to be equivalent for all orientations due to 
rapid rotation about the Ca-CHj bond. Such a rotation 
would give an axially symmetric coupling tensor which is 
approximately observed, but the anisotropy obtained here 
appears somewhat larger than that from the values of Ax 0 
= 26.0 G and A, = 27.9-28.7 G obtained for the ethyl 
radical.11-13 This difference might be caused by a change 
in the structure of a secondary radical I compared to a 
primary radical like ethyl.

The average relative yields of radicals I and II obtained 
by the computer fits for six different orientations as shown 
in Figure lb are approximately 3 to 1. The predominant 
formation of radical I has been noted previously for short­
er chain alkanes.3 Possible causes for this behavior have 
been suggested in terms of the charge distribution in the 
parent molecular ion, but no real understanding of this 
specificity of radical formation in such long chain alkanes 
exists. In polyethylene,15 predominantly radicals of type II 
are formed at 77°K in addition to 5-10% allylic type radi­
cals. This assignment is well supported by measurements 
of partly oriented samples,16 and it seems clear that there 
is a difference in the predominant type of radicals formed

in hexatriacontane, C36H74, and polyethylene. It has been 
suggested17 that radicals formed in pairs can recombine to 
form dimers in the solid-state radiolysis of hexadecane. 
These pairs were considered to react even at 77°K. It is 
thus possible that the relative yield of radicals initially 
formed does not correspond to that measured by epr after 
irradiation at 77 or 195°K. An important extension of this 
work would therefore be to determine the nature and the 
yields of the radical pairs in n-alkanes after irradiation at 
a sufficiently low temperature to prevent radical pair re­
combination.
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Infrared Spectroscopic Investigation of Zeolites and Adsorbed Molecules. V II. 
Hydroxyl Groups of Erionite
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Removal of water and ammonium ions and the formation of hydroxyl groups on ammonium-exchanged 
erionite on gradual heating from room temperature to 700° have been observed. Interaction of the hy­
droxyl groups with propylene and ammonia has been examined to determine their accessibility and reac­
tivity. The changes of infrared spectra on propylene adsorption are interpreted in terms of accessibility of 
the two main OH groups—one accessible and one inaccessible.

Many papers have appeared in the literature over the 
past ten years dealing with infrared spectroscopic studies 
of the hydroxyl bands observed in the spectra of X- and 
Y-type zeolites.1 These studies describe the types of OH 
bands in deamminated ammonium-exchanged zeolites, as

well as their gradual formation and decomposition on 
heating and their interactions with a variety of molecules. 
The locations of the OH groups within the zeolite frame­
work have been deduced from the properties of these 
groups. In the present work we discuss infrared spectro-
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3800 cm'1 3200
Figure 1. Spectra of NH4 erion ite  a ir-activated for 1 hr at each 
tem perature.

scopic observations or. the OH bands in the spectra of cal­
cined ammonium-exchanged erionite.

A sample of erionite, a sedimentary mineral zeolite, was 
obtained from a deposit in the western United States. 
Ammonium ion exchange was achieved by repeated treat­
ment with 10% NH4C1 solution. The chemical analysis of 
the product, expressed as weight per cent of the dehy­
drated mineral, is as follows: A120 3, 17.2; S i02, 71.5; 
Na20, 0.1; K20, 3.7; (NH4)20 , 6.5; MgO + FeO, 0.9. This 
corresponds to a S i02/A l20 3 molar ratio of 7.1 and an 
ammonium ion exchange of 75%. The infrared cell and the 
experimental procedure have been described in part I of 
this series.2 Spectra presented in Figures 1 and 2 were ob­
tained on the Perkin-Elmer Model 112 single-beam spec­
trophotometer. All samples were calcined in air. The X-ray 
diffraction patterns of the materials studied showed com­
plete retention of crystallinity after calcination at 300, 
400, 500, 600, and 700°.

Spectra of the hvdrcxyl stretching region of ammonium- 
exchanged erionite successively calcined for 1 hr at each 
temperature are shown in Figure 1. At 300° both water 
and ammonium ions are present as shown by bands at 
1630 and 1420 cm -1 . At 400° all the water is removed as 
indicated by the disappearance of the 1630-cm-1 band; 
therefore the band at 3380 cm 1 and the broad band 
around 3200 cm -1, also evident in the 300° spectrum, 
must be due to the NH4-  ions. These bands are still pres­
ent after the 500° calcination as is the band at 1420 c m 1, 
indicating the presence of NH4 + . This behavior is differ­
ent from that of ammonium-exchanged type Y where the

D. F. Best, R. W. Larson, and C. L. Angell

Figure 2. Lower curve: NH4 erionite air-activated at 600°; upper 
curve: same exposed to 200 Torr of propylene.

Figure 3. Location of oxygen atoms in erionite structure.

NH4 + band is completely removed by 380°.2 At 600° the 
NH4+ bands of erionite are gone and the spectrum con­
sists of three sharp bands at 3745, 3612, and 3565 cm -1 
and a shoulder at 3660 cm-1 . The intensity of these bands 
has not decreased from the 500° spectrum, showing higher 
thermal stability to dehydroxylation by the hydroxyls of 
erionite in comparison with those developed in ammo­
nium type Y where the OH bands have decreased sub­
stantially by 600°.

Since the pore system of erionite prevents the adsorp­
tion of benzene or pyridine which are usually employed to 
investigate adsorbate-hydroxyl interaction in large pore 
zeolites, we used propylene and ammonia instead.

Changes that occur on the addition of propylene to eri­
onite are shown in Figure 2. The 3612-cm 1 band disap­
pears while the 3565-cm-1 band is slightly brnadened and 
shifted to 3560 c m 1. A broad band at about 3200 cnr 1 is 
presumably the 3612-cm_1 band shifted by hydrogen 
bonding. These results are similar to those observed by 
Liengme and Hall4 for calcined ammonium-exchanged
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type Y. They obtained a hydrogen bonding shift of 440 
cm-1, while in our case this shift is 412 cm -1 .

Pyridine has been used in many cases to study the sur­
face acidities of zeolites;5 the spectra clearly differentiate 
between Bronsted and Lewis acidities of the sites that in­
teract with pyridine. In this study, ammonia was substi­
tuted for pyridine as the adsorbate. When ammonium- 
exchanged erionite, after activation at 600° was exposed to 
70 Torr of ammonia at room temperature, the OH bands, 
except the 3745 cm-1 band, were completely removed and 
bands appeared at 3380, 3200 (broad), and 1420 cm -1. 
Evidently the NH4* ion form of erionite was reconstituted 
on the addition of ammonia.

We may now hypothesize the location of the hydroxyl 
groups in the erionite structure. The assignment of the 
hydroxyl bands in type Y zeolite assists in the interpreta­
tion of the erionite spectrum. The 3745-cm- 1 band ap­
pears in all zeolite spectra and has been assigned to a sili­
ceous impurity.2 Of the two main OH bands in the erion­
ite system, that at 3612 cm -1 interacts with propylene, 
while that at 3565 cm -1 does nos interact significantly. 
Similar properties of the two main OH bands in the type 
Y zeolite spectrum have led to the following assignments: 
the OH group corresponding to the 3640-cm-1 band is on 
the Oi oxygen pointing into the large cavity and therefore 
available to interact with adsorbate molecules. The OH 
group corresponding to the 3540-cm~1 band is on the O3

oxygen pointing into the double six-ring.6 In the type Y 
zeolite structure there are four crystallographically differ­
ent oxygens, while in the erionite structure there are six. 
Inspection of a model of erionite,7 Figure 3, allows us to 
classify these as follows: two different oxygens in the dou­
ble six-rings (0 2 and 0 3l, two in the single six-ring (0 5 
and Og), one oxygen making the connection between the 
six-rings of the double six-ring (Oa). and one connecting 
the double and single six-rings (0 4). Of these, one oxygen 
of each type in the double and single six-rings points 
toward the inside of the six-rings, and the other four types 
of oxygens all point toward the large channel. Because of 
this we cannot actually assign the hydroxyl bands to par­
ticular oxygen atoms, but we can say that the 3612-cm“ 1 
band represents a group that points toward the large 
channel, while the 3565-cm~1 band represents one that 
points to the inside of a six-ring.
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Liquid Ammonia Solutions. X. A Raman Study of Interactions in the Liquid State
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The results of a Raman study of liquid NH3, ND3, and ND2H and of Nal and NaC104 solutions in liquid 
NH3 are reported. The resolution of the experimental envelopes in the N-H and N-D stretching regions 
suggests a two-species model for the solvent structure. Band positions for the pure liquids and solutions 
at different temperatures are discussed in terms of the proposed liquid structure model.

Introduction
There has been considerable interest in the liquid struc­

ture of hydrogen bonded solvents in recent years.1-6 Spec­
troscopic studies on water using near-ir and Raman spec­
troscopy have suggested various models for its liquid 
structure. Data obtained in the fundamental stretching 
and the near-infrared overtone and combination regions of 
the spectrum have been used to support both a contin­
uum1 3 and a mixture4-6 model for the liquid state of 
H20. Recent work7 with HOD suggests that the mixture 
model is more consistent with the available experimental 
data.

Spectroscopic studies of liquid NH3 are hindered by dif­
ficulty with the optics necessary tor low-temperature ob­

servations and by the basic low intensity of the Raman 
effect. Corset8 overcame many of the difficulties encoun­
tered in the ir region by recording spectra at room tem­
perature in pressure cells. Recent work9 in this laboratory 
made use of similar cells for studies in the near-infrared 
region. The use of a laser exciting source greatly enhanced 
the intensity of the Raman spectra of liquid ammonia and 
its solutions; however, Raman spectra of liquid ammonia 
had been recorded with a mercury source by Plint, Small, 
and Welsh10 and by Kinumaki and Aida.11 The details of 
the pressure cells and the laser source used in this work 
have been previously reported from this laboratory.12

Both the resolution and interpretation of the Raman 
and infrared spectra in the fundamental region at room
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Figure 1. Raman cell assembly. Salt is weighted in through (c) 
which is then sealed off. Cell is attached to vacuum line at (a) 
and NH3 is condensed through (b) into (d) where solution is 
mixed. Solution is filtered through sintered glass fr it (e) to opti­
cal cell (f).

and at low temperature have been open to discussion. 
Considerable disagreement has arisen concerning the as­
signment of bands in the N-H stretching region of the 
spectrum.13'14 This disagreement dealt with the unre­
solved spectrum and was based on the assignment of the 
three band maxima in the envelope. Birchall and Drum­
mond13 assign the maximum at ca. 3300 cm -1 to 2i<4, the 
overtone of the asymmetric bending mode. They assign 
the maximum at ca. 3215 cm 1 to the symmetric 
stretching mode, de Bettignies and Wallart14 assign these 
maxima in the opposite manner as have previous work­
ers.10-11 It has been suggested12 that a meaningful state­
ment concerning the structure of liquid ammonia rested on 
a reliable solution of the N-H stretching region.

We report here (a) the results of a study of the Raman 
spectra of liquid NH3, ND3, and ND2H, and of salt solu­
tions in liquid NH3, (b) the resolution of the experimental 
envelopes, and (c) the assignment of the bands in terms of 
a model for the solvent structure.

Experimental Section
Ammonia used in these experiments was doubly dis­

tilled from a sodium-ammonia solution. The ND3 was 
prepared from Mg3N2 and D2O and stored in a lecture 
bottle over sodium;15 it was redistilled from sodium before 
use in these experiments. Salt solutions were prepared 
with reagent grade anhydrous chemicals weighed into the 
side arm of a Raman cell assembly in a drybox. The cell 
assembly, pictured in Figure 1, consisted of the Raman 
cell proper, a pressure stopcock, and a ball joint which 
was attached to a vacuum line through which ammonia 
was distilled into it. The cell and side arm part of the as­
sembly was sealed off under vacuum by means of the 
pressure stopcock. The Raman cell itself was cylindrically 
shaped and was made of Pyrex with optical windows on 
the top and bottom. Samples of anhydrous NH3 and ND3 
at 25° were prepared in similar cells. The laser beam was 
directed up through the bottom and the scattered radia­
tion observed at a 90° angle.

The spectrum of liquid NH3 at low temperatures was 
obtained with a cell similar in design to that previously 
described15 with appropriate modifications for use in the 
Raman spectrophotometer. The apparatus consists of a 
solution make-up vessel connected to a Raman cell en­
closed in a dewar and a vacuum jacket, respectively. After 
condensation of NH3 in the cell, it was pressurized with 
dry helium which was pumped regularly back and forth to 
agitate the solution, a process which helped to control the 
temperature of the solution and to maintain homogeneity. 
The temperature of the solution was monitored with a 
thermocouple attached to the Raman cell.

Spectra were measured with a Cary Model 82 Raman 
spectrophotometer using the 5145-A line of an argon ion 
laser (Coherent Radiation Laboratories, Model 53A) as 
the source.

Computer resolution of the experimental envelopes was 
performed by a nonlinear least-squares fit of symmetric 
bands which were Gaussian-Lorentzian combinations.16 
Experience has shown that neither pure Gaussian nor 
pure Lorentzian bands fit the data as well as the combi­
nation bands.

Results
The Raman spectrum of liquid NH3 at 25 and -71° ex­

hibits a complex envelope between 3100 and 3500 cm -1 
composed primarily of N-H stretching bands. (See Fig­
ures 2 and 3.) The resolution of this envelope was accom­
plished with a nonlinear least-squares computer program 
(RESOL).16 A unique solution for a nonlinear problem 
does not exist; therefore, resolution of the envelope was 
attempted with three, four, and five bands The criterion 
used to decide which assumption, three, four, or five 
bands, gave the best fit in the statistical sense was the 
significance tests on the /i-factor ratio developed by Ham­
ilton.17 This test which is generally applicable to nonlin­
ear least-square problems allows one to decide if the addi­
tion of parameters or the imposition of fixed relationships 
between parameters results in improvement between ex-
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TABLE I: R Factors and R-Factor Ratios (or Resolution of the N-H Stretching Region

r 3 «4 «5 «3.4'J R4/R 5 R a . sa

NH3 (25°) 0.0915 0.0206 0.0115 4.44 1.042 1.33 1.043
NH3 ( -7 1 ° ) 0.0734 0.0123 0.0118 5.97 1.043 1.04 1.044
ND3 (25°) 0.0787 0.0190 0.0227 4.15 1.049 0.837 1.050

“  The tabulated R value from ref 17.

' 3 U 0  3160 a '2I0 3260 3310 3360 3310 3360 3510
UflVENUfi8£R

Figure 2. Resolved Raman spectrum  of N -H  stretch inq reqion of 
NH3 at 25°.

3000 3130 3100 3'230 3200 3§30 3300 3330 3380
UfiVENUhBER

Figure 3. Resolved Raman spectrum  of N -H  stretch ing region of 
NH3 at -7 1 ° .

perimental and calculated values. The hypotheses are 
made that the three-band fit is better than the four-bar.d 
fit and that the four-band fit is better than the five-band 
fit; the /¿-factor ratio of the three-band resolution to that 
of the four-band resolution and the corresponding ratio of 
the four- and five-band resolutions were formed and com­
pared to the statistical R factor calculated with respect to 
the number of degrees of freedom, the number of restrict­
ed parameters, and the significance level at which the 
comparison is to be made. These R factors are tabulated 
in Hamilton’s paper.17 If the /¿-factor ratio is greater than 
the tabulated value the hypothesis is rejected.

The /¿-factor data obtained using combination Gaussian 
and Lorentzian functions is shown in Table I. Using this 
test at the 0.005 significance level we observe that when 
three and four bands are compared, that the four-band 
resolution is significantly better. The same results obtain 
for a Gaussian, Lorentzian, or a linear combination of 
Gaussian and Lorentzian functions, but the fit is signifi­
cantly better for a combination Gaussian-Lorentzian 
function.2 If a five-band resolution (addition of four pa­
rameters for a combination function', is attempted, statis­
tically significant improvement does not occur in most 
cases. In addition, the fifth resolved band contributes very 
little intensity to the overall band envelope (2%) while the 
fourth band contributes significantly to the overall inten­
sity ( = 30%). The four-band resolution of the envelope 
gives the best fit for the spectrum of the pure liquid and 
for spectra of solutions of salts in liquid NH3 which is the 
subject of a forthcoming publication. Independent experi­
mental results, discussed later in conjunction with the 
spectrum of liquid ND2H, support the validity of the reso­
lution of the liquid NH3 spectrum into four bands.

The lowest frequency band obtained from the resolution 
of the spectrum of NH3 at 25°, i.e., 3214 c m '1, is assigned 
to the overtone of the fundamental bending mode, ¡m, 
which occurs at 1638 cm' 1 in the same spectrum. The re­
maining three bands are assigned to the fundamental 
N-H stretching modes of at least two types of NH3 mole­
cules in the liquid state. The frequencies and band assign­
ments for NH3, ND3j ND2H, and solutions of Nal and Na- 
CIO4 in liquid NH3 are listed in Table II. A notable feature 
of the data is that the lowest frequency band grows in inten­
sity relative to the band at ca. 3300 cm “ 1 with decreasing 
temperature as do the relative intensities of the bands at 
ca. 3270 and 3385 cm “ 1. In addition, the 3270-cm“ 1 band 
becomes broader while tiiat at 3385 cm-1 becomes nar­
rower with decreasing temperature. Others18 have corre­
lated the changing width of the 3385-cm“ 1 band with 
rotational restriction of NH3 molecules due to intermolec- 
ular association in the liquid state. The N-H stretching 
region of spectra of solutions of Nal and NaC104 in NH3 
discussed previously12 were also resolved into four compo­
nent bands, the frequencies and assignments of which are 
also listed in Table II.

A sample of gaseous ND3 containing a small amount of 
ND2H (less than 10%) was examined by high-resolution 
mass spectrometry to determine if a spectroscopically sig­
nificant amount of NDH2 was present. The results con­
firmed that there was less than 1% NDH2 in the sample. 
The Raman spectrum of a liquid sample of this mixture at 
25° was measured (Figure 4). This supports the mass 
spectrometry results indicating very little, if any, NDH2. 
The envelope in the ND stretching region measured at a 
low gain can be considered to consist only of fundamental 
modes of ND3 (Figure 5). Equilibrium constants for the
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TABLE II: Raman Stretching Frequencies“ and Assignments

Solution

Symmetry type Assignment

Cs
2vt

fi
v-i

Vs
"3

ND3 (25°) 
ND2H (25°) 
NH3 (25°)
NH3 ( -7 1 ° )
NH3/N a lc
NH3/N a C I0 4(i

2347 (p )É

3214(p) 
3209(p) 
3212(p) 
3222(p)

2373(p)

3271 (p) 
3261 (p) 
3252(p) 
3280(p)

; polarized; dp = depolarized. c Mole ratio = 12. d Mole ratio = 9.

2403(p)
3342(p),3367(p) 

3300(p) 
3298(p) 
3292 (p) 
3306(p)

2521 (dp)

3385(dp) 
3380(dp) 
3370(dp) 
3393 (dp)

TABLE III: Raman Bending Frequencies“ and Assignments

Assignment

Solution I/4 l>2

N D 3 (25°) 
NH3 (25°) 
NH3 ( -7 1 ° )

1198 809 
1638 (dp )6 1046(p) 
1638 (dp) 1070 (p)

a In cm " ’ . 6 p = polarized; dp = depolarized.

TABLE IV: Raman Frequencies“ Observed below 800 cm " 1

Solution Frequency

NH3 (25°) 
NH3 ( -7 1 ° )  
ND3 (25°)

380
320
280

WAVENUMBER

Figure 4. Resolved Raman spectrum  of N -H  stretch ing region of 
ND2H at 25°.

WAVENUMBER
Figure 5. Resolved Raman spectrum  of N -D  stretch ing region of 
ND3 at 25°.

“  In c m -1 .

and has been resolved into two bands, one at 3342 cm -1 
and one at 3367 cm-1 . These bands are assigned to two 
species of ND2H.

The v2 and 1/4 bending modes of liquid NH3 at 25°, re­
ported previously, are listed in Table III, as are the funda­
mental bending modes of liquid NHs at -71°. The v2 
bending mode of NH3 in the Nal solution occurs at 1092 
cm-1 rather than at 1067 cm' 1 which was previously re­
ported incorrectly.12 The v2 and 1/4 bending modes of 
ND3-ND2H mixture are also reported in Table II.

The spectrum of liquid NH3 exhibits a broad, low in­
tensity band between 150 and 400 cm "1. The band was 
observed in spectra of NH3 at 25 and -71°. Band maxima 
were determined by computer methods using a nonlinear 
least-squares program with a quadratic background func­
tion.16 The intensity of the low-frequency band increases 
with a decrease in temperature, and its maximum appears 
at a lower frequency in ND3. The band positions are re­
ported in Table IV.

Discussion
equilibria between ND3, ND2H, NDH2, and NH3 have 
been used by Corset6 to calculate the amounts of various 
species present at various ND3/N H 3 mole ratios. If NH3 is 
absent from the mixture, which is the case here based on 
the absence of NH3 fundamentals in the Raman spec­
trum, less than 3% NDH2 can be present according to 
these calculations. Therefore, the envelope in the N-H 
stretching region of this liquid mixture can be attributed 
solely to ND2H. The envelope clearly has two maxima,

An important consideration in the analysis of the NH3 
vibrational spectrum, and thus in a proposed model for 
the liquid state is the determination of the number and 
position of bands in the stretching region. As mentioned 
previously, there has been disagreement about assign­
ments when three bands were used to resolve the enve­
lope. Birchall and Drummond13 assumed that the over­
tone band was the higher frequency band (ca. 3300 cm -1 ) 
and the iq symmetric stretching mode was at ca. 3215
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cm -1 for the 25° data. They cited the changing intensities 
of these bands at lower temperature with decreasing 
Fermi resonance as confirmation of their assignment. 
However, if the opposite assignments are made for the 25° 
data there would be an increase in Fermi resonance with a 
lowering in temperature and the same relative intensity 
changes would be expected, de Bettignies and Wallart14-19 
showed that their assignments are compatible with the 
changing amount of Fermi resonance which occurs with a 
change in temperature. They report a temperature at 
which Fermi resonance would be complete and we will 
discuss this later in terms of a four-band resolution of the 
data. Our discussion of the results will be in terms of a 
four-band resolution with the assumption that the lowest 
frequency band is the overtone of ¡/4.

If one assumes that NH3 in the liquid state has C3„ 
symmetry, two fundamental stretching modes (¡'i(A)i 
and j/3(E)) are expected. The overtone of the ¡q bending 
mode (2n) exhibits an increased Raman intensity due to 
a Fermi resonance interaction with iq, the symmetric 
stretching mode, since both modes have Aj symmetry. 
This overtone would account for a third band. The fact 
that a three-band resolution leaves considerable residual 
intensity around 3270 cm "1 indicates either that NH3 
with C3t- symmetry is not present or that it is not the only 
type of NH3 molecule in the liquid state. The four-band 
resolution shown in Figure 4 suggests the possibility that 
two types of NH3 molecules are present which was con­
firmed by experiment. The spectrum of ND2H was mea­
sured so that one N-H stretching mode of an ammonia 
type molecule could be isolated. There should be only one 
N-H stretching mode for ND2H under Cs symmetry; the 
band should be of A ' character, anc therefore, polarized. 
The fact that two bands of comparable intensity were 
found, both polarized, indicates that two types of ND2H 
molecules are present. The two bands (3342 and 3367 
cm-1 ) are separated by 25 cm -1 and have half-widths of 
65 and 21 cm *1, respectively. In the four-band resolution 
of NH3, the bands at 3271 and 3300 cm "1 are separated 
by 20 cm -1 and have half-widths oí 80 and 26 cm "1, re­
spectively. The similarity of these two pairs of bands 
suggests that in each case, ND2H and NH3, two types of 
N-H bonds are present; the one having a lower stretching 
frequency is probably due to a spec.es of the type, D2N- 
H—ND2H, i.e., ND2H associated through hydrogen to an­
other ND2H, and the other to a free (unassociated) N-H 
bond of ND2H.

To understand the three N-H stretching bands in the 
four-band resolution of NH3 in terms of two types of NH3 
molecules, all possible associated and free species should 
be examined. If none or all of the hydrogen atoms are as­
sociated with another NH3 molecule, C3l) symmetry 
should be maintained, and two stretching modes are ex­
pected. It would be unreasonable to expect the structure 
observed for solid NH320 (i.e.. all hydrogens associated) to 
be maintained in the liquid state, especially at 25°. Two 
other species are possible, both having Cs symmetry (I 
and II). Model I should have three stretching modes giv­
ing rise to three bands. The lowest frequency band due to 
the N-H stretch of the associated hydrogen should be po­
larized. Two stretching modes, one symmetric and the 
other asymmetric, would be attributed mainly to the free 
N-H bonds and would probably coincide with the two 
fundamental stretching modes of NK3 molecules with C3i> 
symmetry with non-hydrogen-bonded atoms. The sym-

/Ns.
f t  | x h Hx  | X H

H H
; i Ix h

H/ f X H H/ f X H H
H H
I II

metric mode should be responsible for the lower frequency 
of these two bands. Therefore, three bands in addition to 
the overtone would be predicted, the highest frequency 
band being depolarized and the two of lower frequency 
polarized, as is observed experimentally. Model II should 
exhibit two bands due to the symmetric and asymmetric 
stretching modes of the associated N-H bonds and a sym­
metric stretching mode due to the free N-H bond. While 
the 3271-cm"1 band would be attributed to the symmetric 
stretching mode of the associated N-H bond and the 
3300-cm-1 band to the symmetric stretching mode of the 
free N-H bond, the 3385-cm '1 band would have to be as­
signed to the asymmetric stretching mode of the associ­
ated N-H bond and to the asymmetric stretching mode of 
the free N-H bond of C3v NH3. To account for two species 
of NH3 (C3lI and Model II) two depolarized bands at 
frequencies greater than 3300 cm "1 would be expected. 
Lauranson, et al. . 21 calculated vibrational frequencies of a 
Model II type NH3 association and predicted that the 
asymmetric stretching mode due to the associated hydro­
gen atoms would be found at a frequency less than 3385 
cm "1 and would not be coincident with a depolarized 
band due to Model I type NH3 or C3t- NH3. A combina­
tion of Model I and Model II would also have less than 
three bands coincident. While it might be possible for the 
3271- and 3300-cm-1 bands to account for all the symmet­
ric stretching modes of the associated and free hydrogen 
atoms of both models, respectively, only the one depolar­
ized band at 3385 cm -1 would be left to account for the 
asymmetric stretching mode of both free and associated 
hydrogens.

It is reasonable to suggest that NH3 with all N-H bonds 
having unassociated hydrogen atoms would have symmet­
ric and asymmetric stretching modes of frequencies very 
similar to the free N-H stretching modes of Model I. The 
terminal NH3 molecule in a species exhibiting Model I- 
type bonding would also have C’3[, symmetry. Therefore, 
from the evidence in the N-H stretching region two types 
of NH3, one with Cs symmetry (Model I) and one with 
C3t: symmetry would be expected.

The interpretation of N-D stretching region of ND3 is 
very similar to that of the N-H stretching region for NH3, 
further supporting the hypothesis and suggesting that 
ND3, ND2H, and NH3 are alike in the liquid.

The position of the band due to an associated N-H 
stretching mode should change in frequency with the 
strength of its association with other molecules. I" and 
CIO4“ were chosen because previous work has suggested 
that they are representative of two classes of anions which 
interact differently with NH3. The presence of iodide ion 
causes the 3271-cm"1 band to shift to a low-er frequency- 
implying some interaction between anion and solvent 
while the perchlorate ion causes this band (3280 cm -1 ) to 
move to higher frequency. The suggestion of an interac­
tion of the iodide ion with NH3 is consistent with evi­

The Journal of Physical Chemistry. Vol. 77. No. 18. 1973



dence obtained from the charge transfer spectrum of I-  in 
NH3.22'23 By contrast, the perchlorate ion seems to have 
little association with NH3. The cation should have little 
effect on these positions as previous data from the near- 
infrared region suggest.9

The lowering of the temperature in liquid NH3 produces 
significant changes in the spectrum in the N-H stretching 
region, de Bettignies and Wallart14 have explained the 
changing intensities on the basis of Fermi resonance and 
have assumed that the envelope is made up of only three 
bands. Gardiner, et al.,is have explained similar intensity 
changes with changing NH3 concentration in CCI4 and 
changing salt concentrations in NH3 by assigning the 
3214-cm-1 band to NH3 molecules associated through hy­
drogen atoms.

While de Bettignies’ theory with regard to two bands in 
Fermi resonance appears to be reasonable, the situation is 
complicated by the presence of two species of NH3, both 
having overtones of the bending mode at ca. 3214 cm-1 . 
Each of these overtones can be in Fermi resonance with a 
stretching fundamental of the same molecule. NH3 with 
all hydrogen atoms unassociated could exhibit resonance 
between the 3300-cm-1 band and the 3214-cm-1 band. An 
ammonia molecule with one hydrogen associated could 
exhibit resonance between the 3271-cm-1 band and the 
3214-cm-1 band. It is not possible then, to say at what 
point either species has two bands in perfect resonance 
and therefore when the mixing of states is complete. To 
deduce the state of perfect resonance, according to de 
Bettignies’ approach, that part of the intensity of the 
3214-cm_1 band due to the NH3 molecules with C3v sym­
metry would have to be compared to that part of the in­
tensity of the 3300-cm-1 band due to the stretching fun­
damental of this same molecule. When these two intensi­
ties are equal, resonance for this molecule would be com­
plete. Similarly, that remaining part of the intensity of 
the 3214-cm-1 band due to the NH3 molecule with Cs 
symmetry would have to be compared to the stretching 
fundamental of the same molecule in order to determine 
when perfect resonance is reached. At that point each 
band should represent an eigenfunction which would be 
an equal mixture of the zero approximation eigenfunctions 
of the unperturbed v\ and 2̂ 4 states. The problem is com­
plicated by the fact that there is probably an increase in 
the concentration of NH3 molecules with Cs symmetry 
over that of NH3 molecules with C3y symmetry as the 
temperature is lowered, or as the NH3 concentration is in­
creased in CCI4 solutions. Such factors should change the 
intensities of the 3300- and 3271-cm-1 bands and would 
cause a change in the amount of Fermi resonance in each 
of the species.

It has been pointed out that the v4 fundamental mode 
does not change in frequency and therefore does not indi­
cate any changes in Fermi resonance. However, if only the 
unperturbed stretching fundamental changed in frequency 
in each case, due to a change in the amount of hydrogen 
bonding, Fermi resonance would be affected. The expect­
ed change in frequency of the symmetric stretching funda­
mental possibly would not be observed because of a shift 
in the opposite direction due to the perturbation caused 
by the resonance. The asymmetric stretching mode, e3, 
which should also shift with a change in hydrogen bonding 
and which is not involved in Fermi resonance, shifts con­
siderably in the presence of Nal and NaC104 to lower fre­
quency.
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Gardiner, et al.,is assign the polarized band at ca. 3214 
cm 1 to the symmetric stretching mode of NH3 molecules 
with two or three hydrogens associated with another mole­
cule. If this were correct, another depolarized band due to 
the asymmetric stretching mode of these NH3 molecules 
would be expected. The only depolarized band observed is 
at 3385 cm -1 . In addition, if the 3214-cm-1 band were a 
fundamental mode an overtone of this band in the near-ir 
region of intensity comparable to the overtones and com­
binations of the other fundamental modes in this region 
would be expected. The region between €060 and 6540 
cm -1 is devoid of bands of the expected intensity; how­
ever, bands above 6540 cm -1 are of observable intensity.9 
Therefore, the most consistent explanation for the 3214- 
cm-1 band appears to be that it is the first overtone of 
the ¡<4 fundamental bending mode.

The N-H bending region of the ammonia spectrum does 
not show the presence of NH3 molecules with Cs symme­
try. However, it has been shown that bending vibrations 
are not as sensitive as are stretching modes24 to changes 
in the symmetry of the potential field around a molecule. 
This is especially true in the case of hydrogen-bonded 
species.25 While degeneracies in this region are not lifted, 
the change in frequency of the symmetric bending mode 
(1̂2) of NH3 with a change in the nature of the hydrogen- 
bonded species or with temperature helps support our 
general picture of the structure of liquid NH3. The sym­
metric bending mode shifts to higher frequency in solu­
tions of Nal, and to lower frequency in solutions of 
NaC104, which is consistent with the suggestion that as­
sociation of I -  with hydrogen atoms in NH3 occurs and 
that the interaction between a perchlorate ion and an 
NH3 molecule is weaker than the association between two 
NH3 molecules. The shift in frequency of the 1046-cm 1 
band which occurs at lower temperatures can be correlat­
ed with an increase in the number of NH3 molecules asso­
ciating and a corresponding decrease in the number of 
NH3 molecules which have free (unassociated) hydrogen 
atoms creating a shift in the maximum of this band 
toward higher frequency.

The unchanging position of the v± bending mode of NH3 
with a change in the amount or type of hydrogen bonding 
in the system suggests that this fundamental bending 
mode is not as sensitive as the V2 symmetric bending 
mode to these effects.

The suggestion28 that the broad, low-intensity band be­
tween 150 and 400 cm-1 is associated with rotational mo­
tion is not borne out by the observation that the intensity 
of the band increases with a decrease in temperature, 
since rotation is expected to be hindered by increased hy­
drogen bonding at lower temperatures. The intensity in­
crease suggests that this band arises from intermolecular 
interactions which would be expected to increase at lower 
temperatures. The shift of the band to lower frequency in 
liquid ND3 supports this hypothesis since the greater re­
duced mass of the interacting ND3 species should result in 
a lower frequency of interaction. In addition, hydrogen 
bond-type interactions for deuterium are slightly weaker 
than similar interactions for hydrogen in similar environ­
ments.27-28 If such weaker interactions are also character­
istic in liquid NH3 and ND3, one would expect the corre­
sponding bands to shift to lower frequency in ND3.

The interpretation presented here suggests that liquid 
NH3 probably consists of linear polymeric species incorpo­
rating NH3 molecules associated by hydrogen bonding.

A. T. Lemley, J. H. Roberts, K. R. Plowman, and J. J. Lagowski
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The molecule at one end of this entity retains C3i; symme­
try, while the others have their symmetry lowered to Cs, a 
perturbation which is discernible in the stretching region 
but not in the bending region of the spectrum. There may 
exist also some molecules in the liquid state that are not 
associated, and which, thus, retain C3V symmetry. The in­
troduction of salts into liquid ammonia affects the struc­
ture in different ways depending on the nature of the 
anion. Evidence of a strong Na+-NH3 interaction was not 
observed.

In order to confirm this model for the structure of liquid 
NH3, and possibly to learn more about the structure of 
liquid H20, a Raman study of NH3-H2O liquid mixtures 
has been undertaken. In addition, solutions of other salts 
in liquid NH3 at different concentrations are currently 
being investigated. It is expected that such studies will 
add to the understanding of the nature of hydrogen-bond­
ed solvents.
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The dielectric constants for aqueous solutions of 4-aminobicyclo[2.2.2]Dctane-l-carboxylic acid, and the 
a,o>-amino acids, Hj;N+(CH2)nC02_ , (0 < n < 10), have been measured. The dipole moments of these 
molecules have then been calculated using both Kirkwood’s and Buckingham’s theories. The values ob­
tained for the rigid molecule are compared with the theoretical dipole length, calculated from the molec­
ular geometry, to give empirical correction factors for these theories. Application of these correction fac­
tors to the dipole moments of the flexible molecules gives intercharge distances in close agreement with
those calculated for fully extended chains.

Introduction
Much of the early evidence in favor of the dipolar ionic 

or zwitterionic form for molecules such as amino acids in 
aqueous solution was provided by measurements of the di­
electric constants of their solutions.1 However, there have 
been few attempts to calculate dipole moments from such 
data because of the inherent theoretical problems in­
volved in treating solutions of polar molecules in polar 
solvents. The magnitudes of the charges forming the di­
poles are known and hence the dipole lengths of zwitter­

ionic molecules are readily calculable from the dipole mo­
ments. If the molecules have precisely defined geometries, 
a comparison of the known lengths with those calculated 
from dipole moments should give an indication of the 
value of the method usee to calculate the latter. For flexi­
ble molecules, valuable information on the conformations 
of these molecules should be obtained.

The early theories of Debye and Onsager may be used 
to calculate dipole moments from measurements on dilute 
solutions of dipolar molecules in nonpolar solvents, but
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they are not applicable to measurements in polar solvents. 
Kirkwood2 modified Onsager’s theory by including the ef­
fects of electrostatic interactions and short-range intermo- 
lecular forces on the rotational behavior of solute and sol­
vent under the influence of an electric field, in order to 
apply the theory to polar solutes in polar solvents. Al­
though he concluded that the true dipole moment, /¿, of 
an individual molecule could not be obtained from dielec­
tric constant measurements alone, he showed that it was 
approximated by the expression

At =  3.3051/2 (1)
where 5 is the molar dielectric increment of the solute. 
Kirkwood’s theory thus provided some theoretical justifi­
cation for an earlier empirical relationship of Wyman1

At =  (10<5)1/2 (2)
Using eq 1 Kirkwood obtained values for the dipole mo­
ments of the first five homologous a,u)-amino acids and 
found that these were close to values calculated assuming 
intercharge distances equal to the free rotation values.3 
This indicated that the o,u)-amino acids did not exist in 
their most extended forms in aqueous solution.

In 1953, Buckingham4 5 developed an alternative theory 
to calculate the dipole moments of polar solutes in polar 
solvents. In this theory the solute molecules were assumed 
to be anisotropic ellipsoids surrounded by a homogeneous 
and continuous medium of dielectric constant equal to 
that of the bulk solution. He derived an expression for the 
orientation polarization of the solute, 0P2

o Pi
*2

/ e +  (n22 -  e)A2V I" (e
\1 + ( n 22 -  1 ) a J  L

*l(oP,)(

— n2)(xiM 1 +  x 2M 2)
t(2e +  n )d  

1 +  ( n 2 -  DA, 
e +  ( n 2 -  e)Ai

where subscripts 1 and 2 refer to solvent and solute, re­
spectively, x = mole fraction, A = shape factor, n = re­
fractive index, c = dielectric constant, d = density of so­
lution, M  = molecular weight, and 0P  = orientation po­
larization. From this the dipole moment can be calculated 
using the equation

9 m 0p 2)
AwN (4)

Application of this theory to glycine and /3-alanine, as­
suming a free-rotation intercharge distance in the latter,5 
gave results in reasonable agreement with those obtained 
by Kirkwood.

We have been unable to find any other reports of either 
theory being tested with a zwitterionic molecule of pre­
cisely defined geometry. To this end we have determined 
the dipole moment of 4-aminobicyclo[2.2.2]octane-l-car- 
boxylic acid (I) in aqueous solution. This molecule closely

+
NH3

c o r
i

approximates an axially symmetric prolate ellipsoid and 
the intercharge distance can be measured precisely. The

ratio of the measured dipole length to that determined 
from eq 3 and 4 or 1 provides, respectively, empirical cor­
rection factors indicating the effectiveness of Bucking­
ham’s or Kirkwood’s model for zwitterion- water systems.

We have also measured the dielectric constants of aque­
ous solutions of the flexible a,o)-amino acids, 
HsN+(CH2)nCOO ", where 0 < n < 10, and calculated 
their dipole moments. Application of the empirical correc­
tion factors, derived for 4-aminobicyclo[2.2.2]octane-l-car- 
boxylic acid, to these data indicates the probable degree 
of extension of these chain molecules in water.

Experimental Section
Materials. 4-Aminobicyclo[2.2.2]octane-l-carboxylic 

Acid. This compound was synthesized by combining the 
literature methods of Kauer,6 Roberts, et al. , 1 and Chap­
man, et al. , 8 and was recrystallized several times from 
water: mp >360° (lit.6 365°).

a,ic-Amino Acids. These were commercially obtained, or 
prepared in accordance with literature methods, and re­
crystallized at least three times from ethanol or ethanol- 
water mixtures. Their melting or decomposition points 
agreed with the literature values.

Water. Doubly distilled water was passed through a 
mixed-bed deionizing resin (Rexyn 1300) immediately be­
fore use. The specific conductivity was less than 10"6 
ohm-1 cm-1 .

Measurements. Densities were determined using a 
10-ml pycnometer and refractive indices using a thermo- 
stated Abbé refractometer. Dielectric constant values 
were determined using a Dipolemeter, Type DMOl 
(Wissenschaftlich-Technische Werkstätten) fitted with a 
water-jacketed cell, Type MFL3/S (WTW, nickel-plated) 
which functions in the dielectric constant range 21-120 
(the latter figure is approximate). The Dipolemeter oper­
ates at 2 MHz on the superposition (or beat) principle and 
is designed to give a linear correlation between capaci­
tance readings and dielectric constants.

All measurements were made at 25°, constant tempera­
tures (±0.01°) being maintained by circulating water from 
an external bath. Solutions were made up by weight and 
the same solution specimen was used for all three mea­
surements.

Conductance measurements showed that "he maximum 
specific conductivity which resulted in no decrease in sig­
nal amplitude was 1.5 X 10"5 ohm-1 cm "1. A linear in­
crease in capacitance readings (and thus dielectric con­
stant values) with amino acid concentration was observed 
below this specific conductivity and the signal amplitude 
was at its maximum. When the specific conductivity ex­
ceeded 1.5 X 10“ 5 ohm "1 cm-1 , the signal amplitude de­
creased and negative deviations of the e us. molar concen­
tration lines were observed. (See Figure 1.)

Care was taken to ensure thermal equilibration and 
readings were taken over a 15-min period, the capacitance 
values being averaged to calculate the dielectric constant.

Calibration of the Dipolemeter. The apparatus was cali­
brated with water, (treated as described above), nitroben­
zene (certified ACS, Fisher Scientific Co.), and acetone 
(certified ACS Spectroanalysed; Fisher Scientific Co.). 
The latter two solvents were not further purified but were 
dried by passage over a column of Linde molecular sieves 
(Type 4A). The solvents were run directly from the col­
umns into the dielectric cell (rinsed 3 times) to avoid the 
uptake of atmospheric moisture. Typical calibration data
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TABLE I: Experimental Data, Structural Parameters for, and Results of the Calculations of the Dipole Moment of
4-Aminobicyclo[2.2.2]octane-1-carboxylic Acid

Conen, M
Dielectric
constant *2

Refractive
index Density MB

0.0 78 .540 0 1.3325 0 .99704
1.388 X  1 0 “ 2 79 .532 2.511 X  1 0 “ 4 1.3329 0 .99767 45 .7
2 .389 X  1 0 “ 2 80 .233 4 .3 27  X  1 0 “ 4 1.3331 0 .99805 37.6
3 .7 66  X 1 0 “ 2 81 .248 6 .8 30  X  1 0 “ 4 1.3336 0.99879 32.9
4 .895 X  1 0 “ 2 82 .038 8 .8 90  X  1 0 “ 4 1.3340 0 .99903 30.8
6.021 X  1 0 “ 2a 82 .853 1.095 X  1 0 “ 3 1.3343 0.99951 29.4
7.851 X  1 0 “ 2a 84 .168 1.430 X  1 0 “ 3 1.3349 1.00040 27.9
2 .058 X  1 0 “ 1 a 93.281 3 .803 X  1 0 “ 3 1.3392 1.00567 24.6
3 .899 X  1 0 “ 1 a •0 6 .4 7 7 .354 X  1 0 “ 3 1.3449 1.01388 23.5

“ The dielectric constants were calculated from the value of the dielectric increment. Molar dielectric increment 71.6 ±  0.3; n22 =  3.723; b/a  =  0.60; 
A 2 =  0.21.

were: slope of t vs. capacitance plot, 0.02440 ±  0.00001; 
intercept, 12.210 ±  0.017; correlation coefficient, 0.99999.

Data Treatment. The dielectric constants, e, of the so­
lutions were calculated from the experimental capacitance 
readings and the slope and intercept of the calibration 
plot. From the linear variation of « with concentration, 
the dielectric increment, 5, was obtained, and the dipole 
moment was calculated using eq 1.

The calculation of the dipole moments from Bucking­
ham’s theory was carried out as in his paper. With the ex­
ception of the refractive index,9 Buckingham’s parameters 
for water were used. The parameters for the solutes were 
determined as follows.

n2- The refractive index was calculated from the molar 
refractivity determined from the data given by Vogel,10 
and the molar volume was calculated from the van der 
Waals increments tabulated by Edward.11

Ai- The shape factor was obtained from a knowledge of 
the axial ratios of the molecules.12 For the bicyclooctane 
derivative these were found from measurements of a 
space-filling model (Courtauld). The flexible molecules 
were assumed to be axially symmetric and the parameter 
Ao was calculated from the assumed intercharge distance, 
R, and the molecular volume, V, using the relationship13

This equation was solved for ,\0 using a Newton-Raph- 
son iterative procedure. The major and minor semiaxes, a 
and b, were then determined from

A 0R 2 3V
a 2 ; b 2n\0R

In all cases the charge on the carboxyl group was assumed 
to lie symmetrically between the cxygen atoms on the ex­
tension of the methylene-carboxyl bond. The charge on 
the ammonium group was taken to be situated 0.25 A be­
yond the nitrogen atom on the extension of the carbon- 
nitrogen bond. The complete experimental data for 4- 
aminobicyclo[2.2.2]octane-l-carboxylic acid are given in 
Table I. (See the paragraph at the end of the paper re­
garding supplementary material.)

Results and Discussion
4-Aminobicyclo[2.2.2]octane-l-carboxylic Acid. The di­

pole moment of 4-aminobicyclo[2.2.2]octane-l-carboxylic 
acid in water at various concentrations was calculated 
from the data in Table I using eq 3 and 4. The dielectric

m o l a r i t y

Figure 1. The v a r ia tio n  of d ie le c tr ic  co n s ta n t w ith  the co n c e n tra ­
tion  o f 9 -a m in o n o n a n o ic  ac id . S lope o f line  (e xc lu d ing  po in t b), 
130.8 ±  0.5 I. m o l“ 1; c o rre la tio n  c o e ffic ie n t (e xc lu d ing  po in t b) 
0.9996 . (a ) Last po in t g iv ing  fu ll s igna l a m p litude ; sp e c if ic  co n ­
d u c tiv ity  1.10 X  1 0 “ 5 m ho c m - 1 , (b) A p p ro x im a te ly  75%  signa l 
a m p litude ; s p e c if ic  co n d u c tiv ity  1 .62 X 1 0 “ 5 m ho c m “  1.

constants for the more concentrated solutions were calcu­
lated from the value of the molar dielectric increment, as 
the conductivities of these solutions were too high to allow 
accurate experimental determination of r with the appa­
ratus used. It was assumed that the dielectric increment 
was invariant over the concentration range considered for 
the dipole moment calculations as previous studies on 
several other amino ac.ds showed that the dielectric con­
stant varied linearly with concentration to values of the 
latter in excess of 2 M .1

It is evident that the dipole moments calculated from 
Buckingham’s equation increase with decreasing solute 
concentration. This effect was not observed in the ear­
lier application of this theory as solute concentrations of 1 
M  only were considered. The variation of the dipole mo­
ment with concentration results from the term T2“ 1 in eq 
3 being improperly compensated by the other variables 
and this constitutes a major limitation of the theory. In 
order to provide a common basis for the comparison of our 
results for each compound with the others in the series 
studied, and with those in the literature.5 we have plotted 
the calculated dipole moment against the reciprocal of the 
solute concentration (Figure 2) and use the value at 1 M 
for discussion (juB). Although it is customary when using 
other dipole moment equations to extrapolate the varia-
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Figure 2. T h e  v a r ia t io n  o f th e  d ip o le  m o m e n t  o f 4 -a m ln o b lc y -  
c lo [ 2 ,2 . 2 ] o c t a n e - 1 - c a r b o x y l ic  a c id  in a q u e o u s  s o lu tio n , c a lc u la t ­
e d  u s in g  B u c k in g h a m ’s th e o ry , w ith  th e  r e c ip r o c a l o f th e  c o n ­
c e n tra t io n .

tion of the polarization of the solute with concentration to 
infinite dilution,14'15 this is not possible in the present 
study as 0P2 and the calculated value of the dipole mo­
ment tend to infinity as the solute concentration tends to 
zero.

The choice of 1 M  as the standard concentration, in ad­
dition to its convenience, is justified by the results ob­
tained for the dipole moment of glycine by this extrapola­
tion procedure and by Buckingham.5 These are, respec­
tively, 13.4 and 13.3 D. The uncertainty in our dipole mo­
ment results at 1 M  concentration should thus be very 
small. For /3-alanine at 1 M, we obtain a dipole moment 
of 14.9 D when a free-rotation chain model is assumed, 
whereas Buckingham reported a value of 17.5 D. This dif­
ference results from the dielectric increment obtained in 
the present study and that used by Buckingham (27.9 and
34.5, respectively) and is not caused by our extrapolation 
procedure.

The value of the dipole moment of 4-aminobicy- 
clo[2.2.2]octane-l-carboxylic acid obtained by the proce­
dure described above is 23.0 D. From this dipole moment 
the intercharge distance predicted by Buckingham’s theo­
ry, Rb, is found to be 4.8 A, whereas the measured dipole 
length, R, for this compound is 7.1 A. For this rigid mole­
cule, the ratio R/Rb ~  1.5 thus provides a quantitative 
measure of the limitations of Buckingham’s theory and a 
means of adjusting Rb to give agreement with the mea­
sured dipole length R.

The molar dielectric increment of 71.6 for this com­
pound, when substituted into eq 1, gives mk = 27.9 D, 
whence Rk = 5.8 A. The analogous correction factor R/Rk 
~  1.2 for Kirkwood’s theory.

Flexible a,w-Amino Acids. In an attempt to assess the 
value of the empirical parameters derived above we have 
determined the dielectric constants for aqueous solutions 
of the first nine homologous a,a>-amino acids.

To calculate the dipole moments for these flexible mol­
ecules using eq 3 and 4, A2 has to be determined. As the 
degree of chain extension was not known a priori, the 
values for A2 were calculated (a) assuming fully extended 
chains (R = Rmsx) and (b) assuming a free-rotation model 
{R = RFree)-16-17 The values of A2 and nB found for these 
conditions are given in Table II. (For all compounds, the 
dipole moment varied with concentration and the values 
for 1 M  concentration were determined by the extrapola­
tion procedure described above.) The intercharge dis­
tances calculated from these dipole moments, RBa and

TABLE II: Values of A 2 and for the a ,co -Amino Acids for 
(a) Maximum Chain Extension and (b) Free Rotation Model

(a) Maximum extension (b) Free rotation

n a 2 MB MB

1 0 .2 8 0 1 3 .1 0 .2 7 2 1 3 .4

2 0 ,2 3 6 1 5 .9 0 .2 6 0 1 4 .9

3 0 .2 2 4 1 7 .8 0 .2 5 2 1 6 .7

4 0 .1 8 8 2 3 .8 0 .2 4 5 2 0 .6

5 0 .1 8 0 2 6 .5 0 .2 4 2 2 2 .3

6 0 .1 5 3 3 1 .6 ( 0 . 2 3 9 ) a 2 4 .5

7 0 .1 4 7 3 4 .5 ( 0 . 2 3 7 ) a 2 6 .9

8 0 .1 2 5 4 0 .6 ( 0 . 2 3 5 ) a 2 9 .5

9 0 .1 2 0 4 4 .7 ( 0 . 2 3 3 ) a 3 1 .5

a Values In parentheses were estimated by extrapo ating a plot of 
flfree  VS. n.

RBb (Table III), are much lower for all compounds than 
those assumed for their determination, f?Max and /¿Free, 
respectively. This was expected from the results for the 
bicyclooctane derivative.

Application of the empirical correction factor of 1.5 to 
the values of jRBa gives intercharge distances which are 
extremely close to Rmux (Table III). The largest discrep­
ancy occurs for glycine which, although it is effectively 
“ rigid,” i.e., the intercharge distance is constant, does not 
closely approximate the ellipsoidal model assumed by 
Buckingham. In general, however, eq 3 and 4 are internal­
ly consistent when full extension of the chains is assumed. 
If the same empirical factor is applied to RBb, the value 
obtained from the free rotation model, dipole lengths are 
obtained which are intermediate between PMax and Spree» 
and the theory is not self-consistent.

While it must be recognized that the simple model as­
sumed to determine PFree represents a severe approxima­
tion to the true rotational motions of a chain molecule,16 
this lack of self-consistency cannot result from this ap­
proximation but is a result of the free-rotation model 
being an incorrect representation of the actua. behavior of 
the cv,a)-amino acids in aqueous solution. From the self- 
consistency of the results obtained assuming maximum 
chain extension, it is apparent that these flexible amino 
acids are fully extended in water. This is in agreement 
with evidence recently obtained from pK  data18 but is 
contrary to the conclusion drawn by Kirkwood.2 3

There is good agreement between the dipole lengths cal­
culated from eq 1 and the PFree values for the first five 
a,co-amino acids (Table III). However, the inclusion of the 
data for the next four homologs shows increasing devia­
tions between the values of and R?re-- Application of 
the correction factor of 1.2 determined above increases the 
discrepancies between these two measures of the dipole 
lengths, the corrected Rk values lying between Pm ax and 
i?Fret*- This emphasizes that the Kirkwood model is not 
applicable to the longer chain compounds.

Summary
Thus, an empirical correction factor for dipole moments 

of amino acids in aqueous solution at 1 M  concentration, 
calculated by Buckingham’s theory, has been derived 
from the data for a rigid molecule which closely approxi­
mates the assumed ellipsoidal model. The corrected di­
pole moments for the flexible molecules give intercharge 
distances in excellent agreement with those measured
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TABLE III: Intercharge Distances of the a,w-Amino Acids

n ^MaxÛ f l t a f lBa x  1.5 RFree0 fiBb f lBb x  1.5 Rk Hk  x  1.2

1 3.25 2.73 4.10 3.56 2.79 4.19 3.35 4 .02
2 5.07 3.31 4.97 4.19 3.10 4.65 3.62 4.34
3 5.76 3.71 5.57 4.72 3.48 5.22 4.29 5.15
4 7.58 4.96 7.44 5.19 4.29 6.44 5.27 6.32
5 8.27 5.52 8.28 5.63 4.64 6.96 5.94 7.13
6 10.09 6.58 9.87 (5 .98 ) 0 5.10 7.65 6.64 7.97
7 10.79 7.18 10.77 (6 .3 0 )6 5.60 3.40 7.31 8 .77
8 12.61 8.45 12.68 (6 .59) 6.14 9.21 7.85 9.42
9 13.31 9.31 13.97 (6 .8 4 )0 6.56 9.84 8.50 10.20

°  Calculated from known bond lengths and angles. 6 Data taken from ref 14. The value for glycine is larger than ftMax because of the slightly different 
charge placements assumed here and ir ref 14. Values in parentheses were estimated by extrapolating a plo: of f?Free vs. n.

from models, assuming maximum chain extension, and 
the theory is self-consistent. Application of Kirkwood’s 
theory gives closer agreement with the theoretical dipole 
moment for the rigid molecule, but its application to the 
flexible molecule does not give intercharge distances in 
accordance with either free-rotation or maximum exten­
sion values.
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A brief historical account of studies of higher order critical points in multicomponent fluids is given. The 
connection with tricriticai points as observed in 3He-4He solutions, in metamagnets, and in NH4C1 is 
also mentioned briefly. Most of the paper is devoted to an analysis of the tricriticai point in the four- 
component system (NH4)2S 04-water-ethanol-benzene, that was first reported by Radyshevsxaya, Niku- 
rashina, and Mertslin. That tricriticai point may be understood as arising from a confluence of the two 
critical solution points that are associated respectively with the two three-componer.t solutions 
(NH4)2S04-water-ethanol and water-ethanol-benzene. Some experimental observations that help illu­
minate qualitative features of the three-liquid-phase region for this four-component system are reported.

Kohnstamm,2 in 1926, suggested that there might exist 
critical points at which three or more phases become 
identical, in contrast to ordinary critical points, at which 
two phases become identical. He, and later Zernike,3 dis­
cussed necessary conditions for the existence of such high­
er order critical points. A c component solution consisting 
of p phases has f = c — p + 2 degrees of freedom, but 
each condition of criticality, i.e., each requirement that a 
prescribed pair of the phases become identical, introduces 
a further constraint and decreases /  by 1. At what we may 
call a pth order critical point (so that in this notation an 
ordinary critical point is second order), where all p phases 
become identical, there are p — 1 such conditions of criti­
cality, hence f  = c -  p -t -2  — (p — 1) = c — 2p + 3 de­
grees of freedom. But /  cannot be negative, so a pth order 
critical point requires a minimum of 2p -  3 components; 
thus, one component for an ordinary (i.e., second order) 
critical point, three components for a “ tricriticai” point 
(which is a common name for a critical point of third 
order), five components for a critical point of fourth order, 
etc. When a mixture consists of that minimum number of 
components the corresponding higher order critical point 
is an invariant point; but there is a one-parameter family 
of such points if the mixture contains one component 
more than the necessary minimum, a two-parameter fam­
ily of them if it contains two components more than the 
minimum, etc.

The experimental discovery of tricriticai points has 
been ascribed to Efremova by her colleagues4 in the So­
viet Union. The first published report of a tricriticai point 
in a three-component system that we are aware of is that 
by Krichevskii, et al. , 5 on the mixture acetic acid-water- 
butane, while an even earlier paper by Radyshevskaya, 
Nikurashina, and Mertslin® reports the discovery of a tri­
criticai point in the four-component system (NH4)2S 0 4-  
water-ethanol-benzene. Further three-component systems 
in which tricriticai points have been found are methanol- 
water-carbon dioxide,7’8 ethanol-water-carbon dioxide,9 
methanol-ethane-carbon dioxide,10 and ethane-n-hexadec- 
ane-n-eicosane;11 while further four-component systems 
in which tricriticai points are known are water-phenol- 
pyridine-rc-hexane12 13 and methanol-ethanol-water-car- 
bon dioxide.14

In the three-component systems the tricriticai points 
may be described as of the liquid-liquid-gas type, and, as 
mentioned, they are invariant points. In the four-compo­

nent methanol-ethanol-water-carbon dioxide system 
there is then a one-parameter family of such liquid-liq­
uid-gas tricriticai points, extending from that in the 
three-component system methanol-water-carbon dioxide 
at one extreme of composition to that in the three-compo­
nent system ethanol-water-carbon dioxide at another ex­
treme. But the tricriticai points in the four-component 
systems (NH4)2S 0 4-water-ethanol-benzene and water- 
phenol-pyridine-n-hexane may be described as of the liq­
uid-liquid-liquid type, since in those cases the three 
phases that become identical are three ordinary liquid so­
lutions. In such three-liquid-phase systems :t is conve­
nient to look upon the pressure as the parameter that 
varies along the locus of tricriticai points. Then if the sys­
tem is always at atmospheric pressure, or is always in 
equilibrium with its vapor (these being the two most com­
mon conditions under which such liquid solutions are 
studied), one point on the locus is thereby singled out. 
Thus, for practical purposes the tricriticai po.nts in such 
systems are again invariant points; though in principle 
they do depend on the pressure, and a study of that pres­
sure dependence might someday be of interest.

What are in effect tricriticai points, though occurring in 
contexts that, from the chemical point of view, are less fa­
miliar, have been known for some time in certain antifer- 
romagnets (metamagnets), in NH4C1, and in £H e-4He so­
lutions. In each of those cases the tricriticai point is ob­
served as a point at which a first-order phase-transition 
line in the space of thermodynamic “ fields” (variables 
such as pressure and temperature that assume equal 
values in coexisting phases) changes into a line of critical 
points. A unified thermodynamic treatment of those sys­
tems has been given.15 In the thermodynamic analysis the 
line of first-order phase transitions is seen to be really a 
line of triple points, yet in practice there is no achievable 
state of any of those systems in which it can be seen with 
the eye to consist of the three distinct phases that are to 
become identical at the tricriticai point. The reason for 
this is that in each of those cases one of the field variables 
that is presumed to play an important role in the thermo­
dynamics is fixed by nature, and is not (or nas not yet 
been) an independent variable at the experimenter’s dis­
posal. This is in contrast to the situation in the multicom­
ponent fluids that we are concerned with here, where all 
the relevant thermodynamic states are physically realiza­
ble.
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Figure 1. Three flu id phases in equilibrium .

In Figure 1 are pictured three phases a, 0, and y  in 
equilibrium. The condition in which the phases a and ¡3 
become identical while they are still in equilibrium with 
the distinct phase 7  is a critical end point, and may be 
symbolized by (a/3)y. In a three-component system there 
is a one-parameter family of such states (c = 3, p = 3, 
and one condition of criticality, so f  = 1 ), that is, they lie 
on a curve in the full four-dimensional space of thermody­
namic fields. The projection of that locus onto the pres­
sure-temperature plane is shown in Figure 2, where it is 
marked (a(3)y. The second curve in Figure 2 , marked 
a(/3y), is the projection of the locus of critical end points 
at which phases 8  and 7  have become identical while still 
in equilibrium with the distinct phase a. The tricritical 
point occurs at the confluence of tnese two loci, for that is 
where the three phases a, (3, and 7  all become identical. 
Note that there is no third locus (ay)/3 in the neighbor­
hood of this tricritical point. In principle there may be 
such a line of (0 :7 )18  critical end points elsewhere in the 
thermodynamic space, and it may meet one of the other 
lines of critical end points to produce another tricritical 
point, but at any one tricritical point of the kind under 
discussion there are only two such lines. Because there is 
no (0 7 )1 8  locus at the tricritical point pictured in Figure 2, 
phase d is singled out as playing a role qualitatively dif­
ferent from that played by phases o and 7 . As the tricriti­
cal point is approached through the three-phase region the 
properties of phase 8  remain intermediate between those 
of phase a and phase 7  (and the points representing the 
three-phase states, when projected onto the pressure-tem­
perature plane, lie in the cusp-shaped region between the 
two curves shown in Figure 2). The density is one of those 
properties; so in practice, when the mixture is close to its 
tricritical point, the special phase f3 can be identified as 
the middle one of the three, as in Figure 1.

The qualitative features of Figure 2, including the tan- 
gency of the two curves at the tricritical point and the ab­
sence of a third locus of critical end points in the neigh­
borhood of that tricritical point, follow from a general 
phenomenological theory.16 Experimentally determined 
lines of critical end points, plotted as in Figure 2, are 
given by Efremova and Shvarts for methanol-water-car­
bon dioxide7 and for ethanol-water-carbon dioxide.9 The 
experimental results are in accord with the phenomenolog­
ical theory, and, in particular, are consistent with the 
idea that the two loci in Figure 2 are tangent at their 
point of confluence.

2197

tem perature
Figure 2. Projection onto the p ressure-tem perature  plane of two 
loci of c ritica l end points. The curve marked (af3)y is the locus 
of states in which phases a and 8  have just become identical 
while in equilibrium  with tne d is tinct phase 7 , and that marked 
a (187) is the locus of states in which phases 8  and 7  have just 
become identical while in equilibrium  with the d is tinct phase a. 
The tric ritica l point, marked with a c irc le , is at the confluence of 
the two loci.

This paper is intended to be devoted mainly to a dis­
cussion of liquid-liquid-liquid tricritical points in four- 
component systems, with particular reference to 
(NFL^SCL-water-ethanol-benzene.6 (The system water- 
phenol-pyridine-rc-hexane is rather more complex, and 
shows two distinct tricritical points.12’13)

Let the phases a, ¡3, and 7  in Figure 1 now represent the 
three liquid phases that can be in equilibrium in the 
(NH4 )2S0 4 -water-ethanol-benzene system. The top 
layer, a, is always the benzene-rich layer, which is the 
least dense, while the bottom layer, 7 , is always the salt- 
rich layer, which is the most dense. The at3 phase equilib­
rium is essentially the same as that which occurs in the 
three-component system water-ethanol-benzene, where 
there is no (NFL^SCL, while the f3y phase equilibrium is 
essentially the same as that which occurs in the three- 
component system (NHL^SC^-water-ethanol, where 
there is no benzene. These are shown in Figures 3 and 4, 
respectively.

The a/3 phase equilibrium occurs because of the mutual 
near insolubility of water and benzene. Both are com­
pletely miscible with ethanol, so when there is enough 
ethanol present the mixture is homogeneous. The one- 
and two-phase regions are separated by a binodal curve on 
which there is a plait point (critical solution point), as 
seen in Figure 3.

The 8 7  phase equilibrium is the salting out, by 
(NH4 )2S0 4 , of ethanol from an ethanol-water mixture, as 
seen in Figure 4. The three-phase region seen in the figure 
includes the solid salt as one of the phases, but that is 
quite irrelevant to the three-/¡quid-phase equilibrium to 
be discussed. The whole of the phenomenon which is ulti­
mately of interest occurs in solutions that are still rela­
tively dilute in the salt and far from being saturated with 
it. It is sometimes helpful to imagine one of the tielines in 
the two-liquid-phase salting-out region of Figure 4 to be 
extended in both directions, so that it meets the 
(NH4 )2S0 4 -water side of the composition triangle in some 
point A and the water-ethanol side in some point B; and 
then to imagine a new phase diagram in which A, B, and 
water are the three components. The result is a diagram 
entirely analogous to Figure 3, and one which includes 
only those features of the (NH^^SCL-water-ethanol phase 
equilibrium that are relevant to the present discussion. In 
these terms the fiy phase equilibrium is seen to arise be­
cause of the limited miscibility of the two liquids A and
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Figure 3. Phase equilibrium  in w ate r-e thano l-benzene m ixtures 
at fixed tem perature .17 Compositions are mass fractions. A few 
tie lines are shown in the two-phase region. The plait point K is 
marked with a circle.

ETHYL ALCOHOL

Figure 4. Phase equilibrium  in the (N hU hS O i-w a te r-e thano l 
system, at 50°, from  data in Seidell.18 Compositions are mass 
fractions. A few tie lines are shown in each two-phase region. 
The plait point K ', on the binodal curve bounding the salting-out 
region, is marked with a circ le . In the region marked 3-phase, 
solid (NH4) 2S04 is in equilibrium  with two liquid solutions of 
fixed composition.

B, while the complete miscibility of A and B with water 
then gives rise, again, to a binodal curve and plait point.

The four-component mixtures are now to be thought of 
as represented in a composition tetrahedron inside which 
(if the temperature is below that of the tricritical point) is 
a region of three-liquid-phase coexistence. Such a three- 
phase region as might be found in the interior of the com­
position tetrahedron is shown in Figure 5. (Another exam­
ple may be found in ref 6.) It may be thought of as con­
sisting of a stack of infinitely many, infinitely closely 
spaced triangles, the vertices of any one of which give the 
compositions of the three liquid phases a, 0 , and y  that 
are in coexistence. (The labeling still corresponds to that 
in Figure 1, with a the benzene-rich layer and 7 the salt- 
rich layer.) The three sides a0, 0y, and 7a of these trian­
gles generate three ruled surfaces which form the faces of 
the figure. In Figure 5 these are, respectively, the front 
faces CC'D' and C'CD, and the back face CDC'D'.

The length of the side aft of the generating triangle van­
ishes at the vertex C. That is a critical point, at which the 
meniscus separating phases a and 0  disappears and the 
two phases become identical. But the phase 7 , now repre­
sented by D, is still present at that moment, so C is in 
fact an (a0)7 critical end point. The vertex C', where the 
side 0 y  of the generating triangle is of vanishing length, is 
an a(07) critical end point, for there the phases 0  and 7

,x>k'

K

Figure 5. C D C 'D ' is the three-liquid-phase region within the 
composition tetrahedron of the four-com ponent system. It may 
be imagined as a stack of infin ite ly many, inf nitely closely 
spaced triangles, of which a representative one, its ve rtices la­
beled a, 0, and 7 , is shown. The vertices C and C ' are critica l 
end points, while the curves KC and K 'C ' are the loci of a0 and 
0y critica l points, respectively, where K and K ' are the plait 
points previously shown in Figures 3 and 4. The whole of this 
figure is for a single fixed temperature.

are critical but are in equilibrium with phase a which is 
at D'. The critical end point C is the terminus of a locus 
of a0 critical points, shown in Figure 5 as the locus KC. 
Point K, at which this locus originates, is the water-etha­
nol-benzene plait point seen in Figure 3, which is now on 
one of the faces of the composition tetrahedron. Likewise 
the critical end point C' is the terminus of a locus K 'C ' of 
0y critical points that originates at the (NhL^SCL-water- 
ethanol plait point K' on another face of the composition 
tetrahedron.

The whole of Figure 5 corresponds to a single tempera­
ture below that of the tricritical point. As the temperature 
is raised the three-liquid-phase region shrinks. When the 
tricritical-point temperature (which is6 about 49°) is 
reached, the points C, D, C', and D' all coalesce and the 
three-phase region has shrunk to a point. That is the tri­
critical point. Whether the tricritical-point composition 
lies within or without the three-phase region that exists at 
a temperature slightly below that of the tricritical point,
i.e., whether with increasing temperature the three-phase 
region shrinks to a point contained within itself or to a 
point that lies just outside itself, is not yet certain, but 
the phenomenological theory16 strongly suggests the lat­
ter. There is no (ay)0 critical end point, or locus of ay 
critical points, in the neighborhood of this tricritical 
point, so the middle phase 0  is again singled out as 
playing a special role, just as in the earlier ciscussion of 
tricritical points in three-component systems.

The three-phase region shown in Figure 5 is completely 
surrounded by two- and one-phase regions. The face 
CC'D' abuts a region in which the two liquid phases a 
and 0 are in equilibrium, while the faces C'CD and 
CDC'D' abut the 0 y and 7a two-phase regions, respec­
tively. These three two-phase regions are partly separated 
by one-phase regions that border on the edges CD', C'D, 
and CC' of the figure. The one-phase region that borders 
on the edge CD', thus partly separating the a0  and 7a 
two-phase regions, is the region of phase a; that which 
borders on the edge C'D is the region of phase 7 ; and that 
which borders on the edge CC' joining the two critical end 
points is the region of the special (hence middle) phase 0 .

The topology of the three-phase region is as shown in 
Figure 5, but the quantitative aspects of its shape may in
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reality be quite different from what is there depicted. 
From the phenomenological theory16 there is reason to 
suppose that near the tricritical-point temperature, where 
it is of nearly vanishing volume, the real figure is consid­
erably twisted and skewed; and that, independently of 
that skewness, there is a great discrepancy among the fig­
ure’s three characteristic dimensions, so that the lengths 
of the edges CD and C 'D ' contribute the figure’s greatest 
dimension, the altitude from the vertex d to the side ay of 
the representative triangle shown is much less than those 
lengths and contributes the figure’s next greatest dimen­
sion, while the distance between the edges CD and C'D' is 
much smaller still and contributes the figure’s smallest 
dimension. It will be observed in any case that the figure 
has four vertices ( V), five edges (E), and three faces (F), 
so that it satisfies Euler’s rule V -  E + F = 2, and does 
so with the same number of vertices as a tetrahedron has, 
but with one less edge and one less face. Finally, the fig­
ure is chiral, not superimposable on its mirror image, and 
could have occurred in either of two enantiomorphic 
forms. It derives its chirality from its unique relation to 
the four chemical components that label the vertices of 
the composition tetrahedron. Because those components 
are all different the labeled tetrahedron has a definite 
handedness, and so the three-phase region does as well. 
The arbitrary initial choice of one of the two possible la­
belings of the tetrahedron then determines which of the 
two enantiomorphic forms of the three-phase region will 
arise.

The description of the three-liquid-phase region given in 
the preceding paragraphs assumes that the region is not 
interrupted by a four-phase region in which the liquids are 
saturated with salt. Near the tricritical-point temperature 
(«49°) that assumption is correct, but at sufficiently low 
temperatures, certainly at room temperature, it is not. 
That is a distracting complexity that we wish to ignore 
because it is irrelevant to an understanding of the tricriti­
cal point. Therefore, in describing the three-liquid-phase 
region it has been supposed either that the temperature is 
high enough for there to be no range of compositions in 
which excess solid salt is in equilibrium with the three 
liquid phases, or, purely hypothetically, that the region 
under discussion corresponds partly to metastable states 
in which the liquid solutions are supersaturated with salt, 
none of which is present as excess solid.

Thus dismissing its possible interruption by a solid 
phase, we have a picture of the three-phase region as an 
isolated object within the composition tetrahedron, its 
faces abutting on two-phase regions. Two simple observa­
tions were made to confirm this picture.

For the first, six mixtures were prepared (at room tem­
perature), all containing (NFL^SC^:water;ethanol in 
the ratios 1:4.2:4.2 by mass, but with varying amounts 
of benzene, the resulting mass fraction of which, in the six 
solutions, was 0.05, 0.10, 0.19, 0.35, 0.53, and 0.70. These 
mixtures are called a, b, c, d, e, and f, respectively, and 
are shown schematically in Figure 6. In mixture a is so lit­
tle benzene that there is no a phase, only the d and y 
phases associated with the salting out of the aqueous eth­
anol solution. What little benzene is present is mostly dis­
solved in the ethanol-rich d phase. Mixture f, by contrast, 
contains so much benzene that much of the ethanol is dis­
solved in it, in the a phase, not leaving enough ethanol in 
the aqueous salt solution y  to salt out, so the d phase is 
missing. The intermediate mixtures b, c, d, and e show all 
three phases, and make clear the gradual appearance or

a b c d e f

Figure 6 . Six m ixtures prepared by starting with six identical so­
lutions containing (NH4)2S 0 4, water, and ethanol in the respec­
tive ratios 1 :4 .2 :4 .2  by mass, and then adding benzene in d if­
ferent and increasing amounts from  a to f. The dotted lines 
trace the changing locations of the meniscuses.

disappearance of the a or d phases at the two extremes of 
composition. Every dY meniscus, associated with the salt- 
ing-out, is razor sharp, while every af3 meniscus has a 
thick and oily appearance. The ay meniscus is in that re­
spect intermediate. The six solutions correspond to six 
points on a straight line in the composition tetrahedron. 
The line starts at a point in the two-liquid-phase region 
on the (NH.i)2S04-water-ethanol face (see Figure 4) 
where the respective mass fractions are 0.11, 0.45, and
0.45, and it ends at the benzene vertex. If the line is fol­
lowed in that sense, from face to vertex, the points repre­
senting the six solutions appear on it in the order a to f. 
The line enters the three-phase region through the dY face 
(CDC' in Figure 5) at a point somewhere between those 
which represent the compositions of the solutions a and b, 
and it leaves the three-phase region through the ay face 
(CDC'D' in Figure 5) at a point somewhere between those 
which represent the composition of the solutions e and f.

The second observation was in principle rather similar 
to the first, though arranged to give a quite striking effect 
as well as to help resolve an apparent paradox. When the 
d and y  phases are present in a mixture the addition of 
more salt increases the salting-out effect, that is, it makes 
the d and y phases more disparate and thus reinforces the 
dY meniscus. But from the picture of an isolated three- 
liquid-phase region it must be concluded that if one adds 
enough salt to a mixture in which all three liquid phases 
are initially present, supersaturating with salt if neces­
sary, one of the liquic phases will disappear. Then with 
the dy  meniscus being, if anything, strengthened by the 
addition of salt, it must be the a phase that disappears. 
This seems, at first, quite paradoxical, because it means 
that the effect of adding salt is to increase the solubility 
of benzene! The explanation is that the added salt mostly 
concentrates in the y phase, and at the same time carries 
with it into the y phase a large fraction of whatever water 
was previously dissolved in the d phase. That leaves the d 
phase so concentrated in ethanol, that is to say, so dry, 
that it is a good solvent for benzene, and the a phase dis­
appears. This resolution of the paradox will have been 
confirmed if it can be demonstrated that the effects of 
adding (NH4)2S04 are to strengthen, or in the first place 
to cause the appearance of, a dY meniscus, and simulta­
neously to weaken, or to cause the disappearance of, an 
ad meniscus. To this end there was prepared (again at 
room temperature) a mixture of water, ethanol, and ben­
zene with the respective mass fractions 0.26, 0.48, and
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g h

Figure 7. Before (g) and after (h) the addition of a large quanti­
ty of (NH4) 2S04 to a w ate r-e thano l-benzene m ixture in which 
the respective mass fractions were 0.26, 0.48, and 0.26.

0.26. This composition lies in the two-phase region of Fig­
ure 3. The volume of the ft phase was roughly eight times 
that of the a phase, and the a/3 meniscus had its charac­
teristic thick, oily appearance. This initial mixture is 
shown schematically as g in Figure 7. Next, enough 
(NH-ihSCU was added to the mixture to saturate it 
(though rather less salt would have done as well); 
whereupon there was an immediate disappearance of the 
a/3 meniscus, accompanied by the simultaneous appear­
ance of a razor-sharp salting-out meniscus near the bot­
tom of the tube, thus demonstrating the predicted effect. 
The final mixture is shown as h in Figure 7.

The workers who discovered the tricritical point in the 
(NH4)2SC>4-water-ethanol-benzene system6 estimated it 
to occur at a temperature close to 49° and at a composi­
tion in which the mass fraction of (NH4)2S04 is 0.04 ±
0.01 while the ratio of the water and ethanol masses is 1.0 
±  0.2. This still leaves the benzene content unspecified, 
but using the quoted estimates to help interpolate be­
tween the compositions of the two plait points in Figures 
3 and 4, one may guess that the mass fraction of benzene 
at the tricritical point is probably in the range 0.37 ±
0.05. That estimate was then roughly confirmed by obser­
vation, as follows. The tricritical-point temperature is the 
highest temperature at which three liquid phases can 
coexist (indeed, that is how it was sought and estimated 
by the original workers6), and at that temperature the 
three-phase region has shrunk to a point; so any mixture 
that still consists of three liquid phases at a temperature 
not too far below 49° is probably not far from the tricriti- 
cal-point composition. A mixture was prepared with the 
mass fractions (NH4)2S04 = 0.04, water = 0.28, ethanol 
= 0.33, and benzene = 0.35. At room temperature all 
three liquid phases were present, with the y  phase oc­
cupying about V5 the total volume; but as the temperature 
was raised the /Jy meniscus rose slowly, the aft meniscus 
fell rapidly, and at 42° they joined, forming an ay menis­
cus, with the /3 phase no longer present and with the y 
phase now occupying a slightly larger fraction, about %o, 
of the total volume. (The movements of the meniscuses as

described are best seen with increasing temperature, but a 
determination of the temperature of disappearance of the 
(i phase is best made by watching for the appearance of 
the ¡3 phase with falling temperature, and that is what 
was done to make the estimate of 42°.) Thus, the benzene 
content of that mixture, mass fraction 0.35, cannot have 
been very far from its value at the tricritical point; espe­
cially since much of the difference between 49 and 42° can 
be ascribed to the water:ethanol ratio having been only
0.8, which is at the edge of the estimated range of possible 
values of that ratio in the true tricritical-point composi­
tion.

It would be of considerable interest to determine the 
detailed shape of the three-liquid-phase region in the 
composition tetrahedron at a fixed temperature below 
that of the tricritical point; to observe the changes in the 
size and shape of the three-phase region as the tricritical- 
point temperature is approached; and to determine, by 
measurement of the angular dissymmetry of the intensity 
of scattered light, the range of correlation of composition 
fluctuations in the neighborhood of the tricritical point. 
These measurements would allow quantitative assess­
ments to be made of some of the ideas that have been 
outlined here, and would also yield values for some of the 
critical-point exponents, which are what provide the most 
deep-going characterization of the tricritical point.16 We 
hope soon to undertake such studies in this laboratory.
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Similarity parameters are presented for the facilitated transport of a gas through a liquid membrane in 
which the gas concentration on the downstream side of the membrane is negligible. The membrane facil­
itation performance is shown to depend on three similarity parameters: a dimensionless initial gas con­
centration on the upstream face of the membrane; a parameter which measures the diffusion rate of the 
liquid to the backward chemical reaction rate; and one which measures the diffusion rate of the gas to 
the forward chemical reaction rate. The process is shown to be characterized theoretically by a single 
second-order equation. Numerical solutions .of this equation are presented. It is shown that the facilita­
tion characteristics of the membrane are easily mapped out in terms of a dependent parameter which 
measures the degree of chemical disequilibrium of the system, and a parameter which is a ratio of the 
total to initial carrier concentration. Simple limiting analytic solutions are given for both the chemical 
disequilibrium parameter and the carrier concentration ratio parameter, which enable the facilitation 
performance to be described quite accurately over most of the range of interest. The results are found to 
compare very well with other available solutions and experiments.

Introduction
Facilitated transport is a process in which the perme­

ation of a gas through a liquid membrane is augmented 
over that due to diffusion alone. The molecules (or ions) 
in the liquid membrane are capable of chemically reacting 
with the permeating gas but canr.ot leave the membrane. 
The permeating gas, therefore, moves through the mem­
brane with part of it in the free state and part of it in the 
chemically reacted state. As a result of the added chemi­
cal reaction, the gas flux is higher than that from pure 
diffusion, and the transport is therefore augmented.

This phenomenon is of interest in a number of fields. 
For example, in the life sciences, in the problem of trans­
porting oxygen through a thin film of hemoglobin solu­
tion,1-2 or in the problem of removing carbon dioxide from 
a life-supporting environment using a liquid membrane.3 
It has obvious applications in commercial separation pro­
cesses. Bdzil, et al.,* have also pointed out that the asso­
ciated electrically induced ion transport could have uses 
in concentrating or detecting a gas. The application of the 
phenomenon to numerous concentration, separation and 
purification processes is evident.

A number of studies have been directed to this phenom­
enon. Ward5 examined the dependence of the transport of 
nitric oxide on the total ferrous ion concentration in a fer­
rous chloride film, and obtained good agreement between 
his experimental data and numerical solution. Kutchai, 
Jacquez, and Mather,6 on the other hand, investigated the 
dependence of facilitated transport on the other physical 
parameters such as gas concentration, film thickness, and 
reaction rate coefficients. Good agreement was shown be­
tween their numerical solutions and the experimental 
data obtained by other investigators on the diffusion of 
oxygen through a thin film of hemoglobin solution. Some 
asymptotic analytical solutions for “ thick” and “ thin” 
membranes have been developed by Smith, Meldon, and 
Colton7 to provide an alternative to numerical solutions 
for these limiting situations. Particular asymptotic analytic 
solutions have been given by Friedlander and Keller8 and

Murray.9 Most recently Bdzil, et al.,* have shown that in 
facilitated transport, potential differences can be created 
from a partial pressure difference across the membrane and 
have experimentally confirmed their predictions.

Despite the extensive work on this problem, all of the 
authors have been concerned principally with the effects 
iri a given situation of changes in the physical parameters. 
In facilitated transport, the equivalence between two 
physical situations which are intrinsically dissimilar, 
through considerations of the appropriate similarity or 
scaling parameters and the corresponding similarity rules 
or solutions, has not been examined in any detail. In the 
present paper we shall give the dimensionless similarity 
parameters for facilitated transport, and show that the 
performance can be characterized theoretically in terms of 
a'single second-order equation and these parameters. Nu­
merical and analytical solutions will be presented and, 
where possible, compared with other available solutions 
and experiments.

Governing Equations
We consider a steady one-dimensional problem in which 

a gaseous solute C is diffusing through a liquid mem­
brane. The gas is taken to have a concentration co on the 
upstream face of the membrane. The concentration on the 
downstream face is considered negligibly small, corre­
sponding to a negligible partial pressure in the reservoir 
adjacent to this face. At the same time that the gas dif­
fuses through the liquid membrane it is assumed to react 
reversibly with it according to the chemical reaction

C +  U <=* W (1)
k2

where the species W nere denotes the complex CU. and 
where fci and &2 are the forward and backward reaction 
rate coefficients, respectively.

The species U and W are mobile within the membrane 
but cannot leave it, and the sum of their concentrations 
equals the total concentration of U present alone and in
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the complex W, that is, the original concentration of U in 
the liquid membrane prior to the gas adsorption. This is 
expressed by the relation

u +  w = uj (2)

where we have used lower case letters to denote the con­
centrations of the corresponding species, and uT to denote 
the total concentration of the carrier U.

From Fick’s law applied to the species U and C, de­
tailed balancing, and mass conservation we have (assum­
ing electroneutrality)

D(d2u /dx2) =  k\cu — k2w (3)

Dc(d2c /d x 2) = kicu ~ k2w (4)

where D and Dc are the diffusion coefficients of U and C, 
respectively. If L is the thickness of the film, the bounda­
ry conditions corresponding to the absence of any flux of 
U across the membrane faces are

da
d *  x=0

= 0,
du
dx =  0 (5)

The specification on the solute C of the upstream concen­
tration and of a zero concentration on the downstream 
face gives

c(0) =  c0, c(L) =  0 (6)

where ip, has a value of one when the system is in chemi­
cal equilibrium and is, of course, zero for a completely 
frozen condition. The extent to which the parameter tu. 
falls below unity is therefore a measure of the departure of 
the system from chemical equilibrium. Introducing the 
parameter r;, eq 9 and 10 may be reduced with some ma­
nipulation to the second-order equation

e ^ - [ 1 'M '(1 ~ A:)]'7+  [ a ~ (i + *) + x ] =

~ ~  (v ~ V lx)(1 +  KTj) ( 1 4 ^

The corresponding boundary conditions given by eq 11 are

0, dv_
dx X=1 0, j/0 )  =  0 (15)

Similarly, the total to initial carrier concentration ratio 
a can be easily shown to have a value of 1 + k  when the 
system is in chemical equilibrium. For the frozen condi­
tion, that is when y — 1, eq 9 when integrated once shows 
that a takes on the value 1 + (k/2).

The flux of the gaseous solute C across the membrane 
faces is expressed through

T Tï dC I
J c — D c  J -  —

U X  \ x= 0

dc
~Dc dx (16)

Equations 2-6 form a closed set of equations and bounda­
ry conditions for the problem, under the assumption made 
by most previous workers4 -  9 that the diffusion coefficients 
of the species U and W are the same.

We normalize the system of equations and boundary 
conditions through the introduction of the scalings

x =  x/L, y =  u/u0,t  =  c/co (7)

and dimensionless parameters
k =  Coki/k-2, t =  D/k2L2, 5 =  Dc/(klur)L2 (8)

where the subscript 0 denotes conditions at x = 0. An in­
tegral of eq 3 and 4 satisfying the boundary conditions is 
Du = A + Bx + Dcc, where A and B are constants, so 
that eq 2-4 can be shown to be reducible to

e(d2y /d x 2) =  (1 +  Kt)y—a (9)

t =  1 +  —  (J - -D -
(XK J CXK J L

Here
a = uT/u„

(10)

(ID
is the ratio of the total to initial carrier concentration, 
and is an undetermined constant to be determined by the 
boundary conditions. The subscript L denotes conditions 
at x = L. The corresponding nondimensional boundary 
conditions become

dy
dx x,o

= 0. dyj
dx! 0. y(0) = 1 ( 12)

where by definition v( 1) =  y,.
For the case where chemical equilibrium exists every­

where throughout the membrane, it is easily shown that 
the concentration ratio across the film of the species U is 
given by y L = 1 + k. With this limit as a guide we intro­
duce the following transformations

1}
v — 1
~ Y ~ ,riL =

.v, - 1
K

(13)

With the aid of eq 10, this flux can be shown to be given 
by the expression

~  =  1 +  A “ = 1  +  F (17)
C0Uc a

where
A =  t/S (18)

The left-hand side of eq 17 is seen to be a Peclet number 
for diffusion through the membrane, and F on the right- 
hand side is the facilitation which is defined as the car­
rier-mediated flux divided by the flux in the absence of 
the carrier.

Parameters and Solutions
The second-order nonlinear differential equation (eq 

14), characterizing the problem, is seen to contain the 
three similarity parameters k, t, and 5 (eq 8). The param­
eter k is a measure of the initial concentration on the up­
stream face Co, while e is a measure of the diffusion rate of 
the liquid to the reaction rate in the backward sense, and 
& is a measure of the diffusion rate of the gas to the reac­
tion rate in the forward sense. Both c and 8 are essentially 
inverse second Damkohler numbers. The effect of these 
three similarity parameters on the overall transport pro­
cess will become self-evident once the dependence of the 
solution behavior on the parameters is shown. It should be 
remarked in passing that were the concentration of the 
gaseous solute on the downstream membrane face differ­
ent from zero, then the problem would contain one more 
similarity parameter measuring this concentration level.

An exact closed form analytic solution of eq 14 for all 
values of the similarity parameters cannot be given, al­
though various asymptotic forms and asymptotic expan­
sions7-9 may be found for a number of limiting cases. 
Here, we shall concentrate on the mapping of the numeri­
cal solution of eq 14 in terms of the similarity parameters 
discussed above. Detailed analytical procedures will not 
be emphasized, except insofar as we will present below
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Figure 1. Chemical d isequilibrium  param eter (t)L ) v s . param eter 
measuring liquid diffusion rate to backward reaction rate ( f) fo r 
d ifferent initial gas concentrations (k). A = t/b = 0, where b is 
parameter m easuring gas diffusion rate to forward reaction rate.

simple limiting analytic solutions, which we shall show 
describe the facilitation performance quite accurately over 
most of the range of interest.

The numerical method employed to solve eq 14 is a 
straightforward step-by-step integration in which the 
sought after end value tu and the constant a = uT/u0 are 
iterated until the solution satisfies all the boundary condi­
tions (eq 15). A convenient form for the presentation of 
the results tjl = tu(k, e, S) is shown in Figures 1 and 2, 
which are plots of til as a function of t with k  as a param­
eter for different values of A. The reason for choosing A 
rather than S as a parametric variable is that the curves of 
i1l us. t for different values of A tend to converge in the 
limits when both e —* 0 and e »  1, whereas they will not if 
b is chosen. The results shown have been obtained from 
numerical integrations except those for the case k = 0, 
which are derived from one of the analytic solutions men­
tioned earlier and discussed below.

The curves of Figures 1 and 2 show clearly that t\l tends 
to its equilibrium value (77/. —*■ 1) when the backward 
chemical reaction rate dominates ever the diffusion rate of 
the liquid substance (e —*- 0). They also show that tjt. tends 
to the frozen condition (t)L —► 0) when the forward chemi­
cal reaction rate dominates over the diffusion rate of the 
gas (t »  1). Also evident from the figures is that tjl is not 
strongly dependent on the initial gas concentration as ex­
pressed through the parameter k , and that 77/, decreases 
with increasing A. However, this dependence on A is also 
not a very strong one and, indeed, as k  becomes large the 
A = 0 solution becomes very closely representative of the 
complete behavior, provided A does not become extremely 
large.

For the limiting case A = 0, an analytic solution of eq 
14 is possible because in this case the right-hand side van­
ishes and the equation becomes linear. What is important 
to emphasize, and what can be seen from the numerical 
solutions, is the insensitivity of the solution to A even for 
relatively large values. This can be explained by the char­
acter of the right-hand side of eq 14 which vanishes when 
A —► 0. It may be seen that ever, for finite A the right- 
hand side goes to zero at both faces of the membrane be­
cause 7) — 7iix = 0 there, so that generally this term is not 
large.

For A = 0 eq 14 can be reduced by the transformation

£ =  [1 + k(1 - x )K «2) -1/3 (19)

to the linear inhomogeneous form

(d -V d f2) - £ j ,  =  /? (20)

Figure 2. Chemical d isequilibrium  param eter (tjl ) v s . parameter 
measuring liquid diffusion rate to backward reaction rate (e) for 
d ifferent A  =  e/5, where 0 is param eter measuring gas diffusion 
rate to forward reaction rate: (a) k =  0, analytic solution; (b) k 
=  10, numerical solution, w ith k a measure of in itia l gas con­
centration.

Figure 3. Chemical d isequilibrium  param eter (t jl) v s . parameter 
measuring liquid diffusion rate to backward reaction rate (t) for 
A  =  t/b =  4.5, k  =  4.5, and com parison with num erical results 
of Kutchai et a l , 6

where d = k_1£ -  ac~1;3ic~2/5. The corresponding bounda­
ry conditions are

dry/d£ =  0, i) =  0 for £ =  ( l +  kX « ,) - ,/3
( 2 1 )

d7//d£  — 0 for £ =  (e/c2) 1/3
Denoting by 771 the solution to the linear Airy equation, 
which is the homogeneous part of eq 20, we may express 
the general solution through the quadrature

' - ’■ r i n  “*"] <22>
Since only two boundary conditions are required to deter­
mine 771, the solution will not in general satisfy exactly 
one of the boundary conditions of eq 15. This point will be 
discussed further in what follows.
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Figure 4. Chem ical d isecuilibrium  param eter (?7L) vs. param eter 
measuring gas diffusion rate to forward reaction rate (¿) for d if­
ferent values of param eter measuring liquid diffusion rate to 
backward reaction rate («): (a) k  =  0, analytic solution; (b) k  =

2.08, num erica l solution and comparison with results of Bdzil, et 
a!.,4 with k  a measure of in itial gas concentration.

When A ^  0, but with k  = 0, eq 14 again becomes lin­
ear and a simple analytic solution can be obtained. In this 
case, eq 14 reduces to

t(d2ri / dx2) — ij =  — y — x +  A( 77 — rj/,x) (23)
where a has been set equal to one in the term in A, con­
sistent with k  = 0. The indeterminate constant 7 is de­
fined by 7 = [a — (1 + k)]/k, or rearranging

a =  1 +  k(1 +  7 ) (24)

and 7 is an undetermined constant to be determined by 
the boundary conditions. The solution to this equation 
satisfying the boundary conditions (eq 15) can be shown 
to be simply

Vl =  [ 1 — 2 |/r tanh (1 / 2 j / r ) ]] /

[ l +  A 2 /r tanh ( l / 2 / r ) ]  (25)

Figure 5. Total to in itial carrie r concentration (« =  u t / u o ) v s . 
param eter measuring liquid diffusion rate to backward reaction 
rate (e) for d ifferent A  =  c/5, where b is a param eter m easur­
ing gas diffusion rate to forward reaction rate: (a) k =  2.08. (b) 
k  =  10, with k  a measure of in itia l gas concentration

would point out again that in ref 6 good agreement had 
been shown between the numerical results and experi­
mental data on diffusion of oxygen through a film of he­
moglobin solution.

To complete the picture for the dependence of t]l on all 
the similarity parameters, solutions are shown in Figure 4 
for 711 as a function of 5, with k and « as parameters. The 
curves show that rn tends to a frozen condition (r/L —<• 0) 
when the forward chemical reaction rate dominates over 
the diffusion rate of the gas. In Figure 4b we have also 
shown both numerical and experimental results of Bdzil, 
et al. , 4 which agree reasonably well with the present work. 
The experimental results were determined from electrical 
potential measurements of the induced potential resulting 
from a partial pressure difference across a membrane in 
which facilitated transport of nitric oxide takes place in a 
film containing ferrous and ferric ions. The relation be­
tween the potential difference and y L is given by the Don- 
nan potential drop4

A0 =  (R T / F ) In y L (27)

where
r =  e / ( l  +  A) (26)

The solution has the asymptotic behavior that r/L ~  1/(1 
+ 2At1/2) when r « l ,  and tjl ~  l/[12r(l + A)] when r > l .  
If A is finite, tjl —- 1 when « -*• 0 and yL ~  1/12« when « 
»  1. It can be seen from Figures 1 and 2 that eq 25 gives 
a very adequate representation of the complete solution 
over a wide range of conditions.

In Figure 3 we have reduced the numerical results of 
Kutchai, et al. , 6 from their Table VI, and compared them 
with the present solution. As can be seen they are essen­
tially in exact agreement with those of this work.10 We

The numerical data shown in Figure 4b were obtained by 
using eq 27 and the values of the potential listed in ref 4 
as corresponding to the numerical solution.11

In addition to the parameter t]L, the value of the carrier 
concentration ratio a is also required in order to deter­
mine the flux Jc (see eq 17). As mentioned earlier, a has a 
value of 1 + k when the system is everywhere in chemical 
equilibrium and a value of 1 + U /2) for a completely fro­
zen condition. To show its dependence on the three simi­
larity parameters, a / {  1 +  k )  is mapped out in Figure 5 as 
a function of c, with k  and A as parameters. The curves of 
Figure 5 show that a /( l  + k )  varies very slowly with « and 
is only weakly dependent on A. Although for large «, each 
curve would eventually go to the indicated frozen limit of
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TABLE I: Comparison between Exact Numerical Values for 
Facilitation Given by Kutchai, ef a/.,6 and Values Obtained from 
Approximate Analytic Solution

€ Numerical (ref 6) Analytic (eq 29)

F  ( k  =  4 .5 , A  =  4 .5 )

2.97 X  1e r  ' 0 .195 0.223
1.32 X  1 0 " ' 0 .285 0.333
7.43 X  1 0 ' 2 0.351 0.414
1.86 X 1 0 -2 0 .500 0.572
2.97  X  1 C r3 0 .646 0.706

F  ( k  =  35 .9 , A  =  1122)

4.5 0.75 0.36
1 , 8 X 1 0 - ' 3 .75 1.91
4.5  X  1 0 -2 6.13 3.62
2.0  X  1 0 -2 7.34 5.15
5.0  X  1 0 “ 3 11.44 8.85
1.8 X  1 0 - 3 14.44 12.31

[1 +  ( « / 2)] / ( 1 +  k ) ,  in the practical range where c is small 
the value of a /( l  + k ) is also only weakly dependent on 
the parameter k .

In obtaining the solution given by eq 25 from eq 23, it is 
found that y  = (tjl -  l)/2  in order to satisfy all the 
boundary conditions (eq 15). If y is related to tjl in this 
form, then from eq 24 the carrier concentration ratio a 
would satisfy the relation12

a =  1 +  k[( 1 +  til)/ 2 ] (28)

It is interesting to observe that this expression for a, 
which is not a general solution, does have the proper lim­
iting behavior with t\l in the sense that when til = 1 
(chemical equilibrium) a = 1 —  * and when t j l  — 0 (fro­
zen condition) a = 1 + (k/ 2). That eq 28 is not a valid 
general solution is evident from the fact that it is a «-de­
pendent solution derived from a « —► 0 limit. This is a 
manifestation similar to the inability to exactly satisfy all 
three boundary conditions with the solution obtained from 
the second-order linear equation obtained by setting A =
0. However, comparison with the exact numerical solu­
tions shows that eq 28 does predict quite well the actual 
values of a over a wide range of conditions. Because of 
this good agreement, because of the limited range of a — 1 
(from k  to k / 2), and because of the fact that eq 28 goes to 
the correct limits for large and small «, it follows that eq 
28 may be applied as a rather accurate “ interpolation” 
formula for a.

If eq 28 is used as the solution for a, then the facilita­
tion performance of the membrane can be expressed by 
the following simple relation

2t?lA
2  +  k ( t j ,  +  1 ) (29)

where to good approximation we may take tjl to be given 
by eq 25, which strictly speaking is valid only for « —* 0.

In Table I we have reduced "he numerical results of 
Kutchai, et a l.,6 from their Table VI (A = 4.5) and their 
Table V (A = 1122) and compared them with the analytic 
solution given by eq 29 with tjl defined by eq 25. It can be

seen that their results are predicted very well, provided « 
and A are not too large.

The membrane facilitation F, defined by eq 17, can be 
maximized by making the carrier concentration a as close 
to 1 as possible, and by making the product of the param­
eter A and the disequilibrium parameter til as large as 
possible. From the present results, a can be made to ap­
proach 1 if k is small enough. Furthermore, when k < S  1 
the product rjLA can be made indefinitely large by making 
e as small as possible and A as large as possible. This can 
be seen from the k = 0 solution given by eq 25 from which 
for A »  1 and t « l w e  find t̂ A ~  %(A/e)1/2.

Concluding Remarks
The preceding results show that when considering ap­

plications of liquid membranes to problems of facilitated 
transport, the gas-membrane system should be optimized 
with respect to the similarity parameters defined in the 
present paper. The seven independent variables of the 
system Co, Uj, L, k\, k.2, D, and Dc were shown to be re­
ducible to three independent dimensionless similarity pa­
rameters. The three parameters k, e, § (eq 8) measure, re­
spectively, the initial gas concentration, the liquid diffu­
sion rate to the backward reaction rate, and the gas diffu­
sion rate to the forward reaction rate.

Limiting analytic solutions have been obtained for the 
facilitation performance of the membrane and they are 
shown to compare very well with exact numerical solu­
tions over most of the range of interest of the independent 
similarity parameters. The results also show that the fa­
cilitation F can be made very large if both e and k  are 
small enough and A se t/& is large enough.
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A recently developed theory of polyelectrolyte solutions based on counterion condensation above a criti­
cal charge density is applied to the analysis of titration curves of weak-acid polyelectrolytes. For a fixed 
value of the degree of neutralization a, pK  is demonstrated to be a linear function of the logarithm of the 
salt concentration. Data from the literature on three different polymers are in agreement with this pre­
diction. The slope of the linear function is also given by the theory and is independent of the thermody­
namic state of the condensed counterions; thus, the expression for the slope has the same logical status 
as the successfully applied “ limiting laws”  for colligative properties which have previously been derived. 
Observed values of the slopes taken from the literature are not consistently in agreement with the theo­
ry, ranging from close agreement for polyacrylic acid (except at low a) to poor agreement for carboxy- 
methylcellulose. At fixed salt concentrations, pK  as a function of a is predicted to depend on complex in­
teractions near the polyion chain. An explicit dependence is given, but only at the cost of introducing 
special assumptions of a somewhat arbitrary nature concerning these interactions. The relationship of 
the present theory to the Poisson-Bcltzmann approach to the same problem is examined, but a clear 
choice cannot be made at this time. It is also concluded that the Maeda-Oosawa theory for the concen­
tration dependence of pK  is equivalent to the present theory for salt-free solutions but is less rigorous for 
solutions with added salt.

Introduction
We propose in this article to apply the general polyelec­

trolyte theory developed by one of us2-3 to the analysis of 
titration curves of weak-acid polyelectrolytes. Based on a 
cylindrically symmetric model for the polyion, the theory 
is rigorous in the limit of zero concentration.

In the zero-concentration limit the polyion model may 
be described in three equivalent ways: as an infinitely 
long uniform line charge, a line charge placed along the 
axis of an infinitely long cylindrical volume of arbitrary 
radius, or an infinitely long cylinder of arbitrary radius 
and uniform surface charge density. Again in this limit, 
the charge need not be assumed continuously distributed 
along the line or on the cylindrical surface, but may be 
composed of discrete units; the results are independent of 
the mode of charge distribution. Furthermore, and again 
at infinite dilution, the theory depends on no a priori as­
sumption about the solvent; in particular, the solvent is 
not assumed to be a dielectric continuum. All these state­
ments may be verified by a careful reading of ref 2b.

The charge density on the polyion is measured by a di­
mensionless parameter

f  =  e2/ekTb (1)
where e is the charge on a proton, e the bulk dielectric 
constant of the solvent, k Boltzmann’s constant, T the ab­
solute temperature, and b the average distance between 
charged groups on the polyelectrolyte chain in the config­
uration of maximum extension; more precisely

b =  L/v (2)
where v is the number of charged groups on the chain and 
L its maximum end-to-end length.

The appearance of the bulk dielectric constant in eq 1 
does not imply any idealized description of the solvent.2b

Although the situation is somewhat more complex than 
that which leads to the Debye-Huckel limiting law for 
simple ionic solutions, it may be useful to recall the rigor­
ous use there of the bulk dielectric constant, in the limit 
of zero concentration, even for a real, structured solvent.

We will restrict attention to the case for which all coun­
terions are univalent. It follows2 that if £ < 1, the Debye- 
Huckel approximation, adapted to cylindrical geometry, is 
exact in the limit of zero concentration; while if £ > 1, in 
the same limit,2b counterions “ condense” on the polyion 
until its net value of £ is just less than unity.

On this basis we proceed to the derivation of the titra­
tion equations. In the following attention should be paid 
to the major contrasts between the concentration depen­
dence of pH and its dependence on the degree of neutral­
ization a. Indeed we shall show that the former is a colli­
gative property of the system for which an explicit and 
rigorous limiting law may be derived, while the latter de­
pends crucially on the complex interactions among poly­
ion, solvent molecules, and, for £ > 1, condensed coun­
terions, a circumstance which, at this time, precludes fur­
ther rigorous development.

Derivation of the Titration Equations
The properties of the titration curve may be derived 

from an analysis of the equilibrium process

p-*"-1» p -  +  H+ (3)

where P_ " represents a weak polyacid chain with v titrat­
ed groups.

With pi the chemical potential (per molecule) of species 
i, the equilibrium reaction 3 implies that

fJ, ~  V,-\ +  = 0  (4)

For greater readability, the subscript v has been used in-
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stead of P ", Since pt may be written in the form

Mi =  p) +  kT In a, (5)

where at is the activity of species i, and since

«i =  Jim, (6)
where yl is the activity coefficient and ml the molality, it 
follows from eq 4 that

A p *  +  kT In ( y j y „_L) +
PB+* +  kT In aH+ =  0 (7)

In eq 7
A p *  =  p *  -  (8)

Moreover, in writing eq 7, we have taken

m„ =  (9)

that is, the actual solution contains chains which carry a 
varying number of ionized groups, and we choose v as the 
number which maximizes this distribution.

In the general theory2 it is assumed that interactions 
among polyions are negligible. This assumption is consis­
tent with the repeated observation for dilute solutions 
that polyelectrolyte effects on colligative properties are al­
ways independent of molecular weight. Moreover, the as­
sumption is required if cylindrical modeling is to be used, 
since the validity of the model rests on the neglect of in­
teractions between distant segments on the same chain 
and hence between segments on different chains.2a-3 The 
only contribution to the electrostatic free energy, then, 
stems from interactions of a single polyion with small 
ions. In that case, the term kT In y v is precisely the ex­
cess free energy per polyion due to this contribution. It 
may then be verified from eq 16 of ref 2a that, if £ < 1

kT In y„ =  —(v2e2/tL) In k £ <  1 (10)

where k is the Debye screening parameter. The right-hand 
side of eq 10, correctly, does not contain the self-energy of 
the polyion, but only its interaction free energy with small 
ions.

Since n is a large number, the second term on the left- 
hand side of eq 7 works out to be

kT In ( y j Y,-i) =  ~kT£ In (**) £ < 1 (11)

If the titration has proceeded into the region £ > 1, it is 
the net value of £, namely, unity, which must be used in 
eq 11, since it is that value which determines the interac­
tion of the polyion with uncondensed small ions

kT In ( y j y ^ )  =  - k T  In (**) £ >  1 (12)

The standard definition of pK  (sometimes called the 
“ apparent pK ")  is

pK =  pH +  log [(1 -  a)!a\  (13)

where a is the degree of neutralization of the polyacid, 
that is, the ratio of total number of titrated groups to 
total number of titratable groups. The relation between £ 
and a is

£ =  a /oq  (14)

where a\ is that value of a which gives a linear charge 
density corresponding to £ = 1. The notation becomes less 
cluttered if we define the function g(a)

g(a) =  a <  a ' (15)
U a  >  a 1

With these definitions, the standard definition of pH, 
and respective substitution of eq 11 and 12 into eq 7, the 
relation for pK is
pK  =  -g (a )  log(/c2) +  0.4 3 4 (A/i„* +  pB**)/kT +

log [(1 -  a) /a] (16)
note the conversion to common logarithms. We also note 
in passing that the proper a to be employed here, since v 
refers to the maximum in the distribution of charges, is 
the most probable a. In practice, the experimental value 
of a is the number average a. It is customary to suppose 
that the distribution is sufficiently symmetric that the 
difference is slight.

Concentration Dependence of pK. Since the reference 
state chemical potentials pl* are, by definition, indepen­
dent of concentration, the entire concentration depen­
dence of pK  resides in the first term of the right-hand side 
of eq 16. If all small ions are univalent, k is given by

k2 =  (47re2!ekT)'Lni (17)

where the sum runs over all small ionic species and n, is 
the concentration expressed in (molecule cm“ 5). A com­
mon system is a solution which contains a simple univalent 
salt of concentration ns and a weak polyacid partially 
neutralized by a strong base with nm the concentration 
of titratable groups. Then, upon neglect of hydrogen and 
hydroxide ion concentrations

( 2 n s +  a n m a  <  o q

(2ns +  a p im a  >  a 1 (18)

For a > oq, the factor ai appears in this relation because 
the remaining (a — ai)Nm counterions are condensed on 
the polyions and are not in the ionic atmosphere. Equa­
tion 16 then implies that values of pK  extrapolated to 
zero polyion concentration are linear in the logarithm of 
the salt concentration

(dpK/d log ns)a =  -g (a )  nm — *• 0 (19)

Similarly, for a titration in the absence of added salt

(dpK/Ô log nm)a =  —g(a) ns =  0 (20)

It is recalled that g(a) is defined by eq 15.
Because eq 19 and 20 originate in eq 11 and 12 (which, 

in their turn, are derived from eq 16 of ref 2a) they are 
fully rigorous in the limit of infinite dilution. They are 
limiting laws for what has turned out to be a colligative 
property of the system, in the same sense as the limiting 
laws given in ref 2a for activity and osmotic coefficients. 
In particular, for the region a > ai, they depend on no 
special assumption concerning the behavior of the con­
densed counterions but only on their number.

Dependence of pK  on a. To study the effect of the de­
gree of neutralization it is necessary to assume that the 
term Aji,* in eq 16 is additively composed of three contri­
butions

A p *  =  Ap° +  Ap,*(H+) +  A p * sett (21)

The first term is the contribution from the ionization of a 
single group at zero charge density along the polyelectro­
lyte chain. By standard definition, then

0.434 (A/x„° +  nH+*)/kT =  pK0 (22)

note that pK0 is independent of a.
The second term is the contribution from the entropy of 

mixing of protons among the ionizable groups. If it is as­
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sumed that the mixing is fully random, that is, that the 
presence of a proton on one group does not affect the 
probability that a neighboring group is ionized, then a 
well-known calculation4 provides the expression

Ap,.*(H+) =  ~kT  In [(1 -  a )/a ] (23)
The third term, Au„*seif is the contribution from the 

change in the self-energy of the solvated polyelectrolyte 
(over and above that included in the term Ap°) when the 
total number of charged groups is increased from v — 1 to 
v. In the region £ > 1, or a > aq, the condensed counter­
ions must be considered as a part of the polyelectrolyte 
and Api>*Seir includes a very complex set of interactions 
among polyion charged groups, solvent molecules, and 
condensed counterions; in general, of course, it depends 
on a.

Substitution of eq 21-23 into eq 16 yields
pA =  pA'n —g(a) log k 2 +  W(a) (24)

where
W (a) =  0.434Ap„*seif/ kT (25)

According to the definition, eq 15, of g(a), the sole 
source of dependence of pK  on a for a > aq, is the self­
energy term W(a). This circumstance does not mean that 
W{a) is an extraneous term grafted onto the theory to ac­
count for the empirically observed variation of pA with a 
(see the following discussion), a variation which otherwise 
could not be explained by means of the counterion con­
densation theory alone. The term A/j„* in eq 16 follows 
from a rigorous thermodynamic analysis of the ionization 
equilibrium represented by eq 3; that Ap,,,* contains a 
contribution Ap„*seir, as indicated in eq 21, from the 
change due to ionization of the self- (free) energy of the 
polyion is part of the physical reality of the system quite 
apart from considerations of counterion condensation.

Special Assumptions for the Explicit Evaluation of W 
(a). Suppose it is assumed that the solvent is a uniform 
dielectric continuum with dielectric constant t (the bulk 
value of the real solvent); this assumption has not been 
introduced until this point. The polyion is, moreover, as­
sumed to be an infinitely long cylinder with radius a and 
uniform surface charge density. For a > aq, the condensed 
counterions are assumed to have zero radius and to 
“ melt” into the surface of the cylinder, maintaining the 
surface charge density at a value corresponding to £ = 1. 
With these assumptions W(a) is given by the Born ap­
proximation for charged cylinders in a uniform dielectric

W (a) — —g(a) log a2 (26)

This relation is obtained by charging a cylinder in a man­
ner exactly analogous to the well-known Born calculation 
for spheres.5 Thus, with ApA = pK  — pA0

ApA =  —g (a) log K2a2 (27)

a relation which indicates that ApK  is independent of a 
for a  >  aq.

An explicit dependence of pK  on a for a > a-i may be 
obtained by relaxing the assumption that the condensed 
counterions have zero radius. Suppose each counterion is 
assigned the radius d (or, equivalently, the average loca­
tion of point condensed counterions may be assumed to be 
at the finite distance d from the polyion surface). For a < 
«a, eq 26 would be unchanged by this assumption, since 
no counterions are condensed, and the self-energy term, 
by definition, does not contain the interaction energy with 
uncondensed ions (it is the log k term which contains the

latter). But for a > aq, the situation is different. There 
will be a cylindrical surface at r = a with charge density 
corresponding to the full value of £ as given by eq 1. There 
will be another cylindrical surface at r = a + d character­
ized by a charge density due to the condensed counterions 
of magnitude such that the total charge contained within 
a surface of radius just greater than a + d corresponds to 
£ = 1. The cylindrical shell between r = a and r = a + d 
is free of charge. Now VF(ff) corresponds to the work re­
quired to bring a unit point charge from infinity to the 
surface r = a, in the absence of uncondensed ions. It is 
composed of two terms, the work required to bring the 
charge from infinity to r = a + d and the work required to 
bring the charge from r = a + d t o r  = a. Thus, for a > aq
W(a) =  —log (a +  d)2 — ( a / a q )  log [a/(a +  d)]2

=  - lo g  a2 -  [(a /aq) — 1] log [a/(a +  d )]2 (28)
The result for ApA, written as a single formula valid over 
the whole range of a, is
ApA =  — g(a) log K 2a 2 — [(a/af) —

g(a)] log [a/(a +  d ) f . (29)
the second term is zero for a < aq, while, for a > aq, it 
increases linearly with a. Equation 29 still incorporates 
the assumption of a uniform dielectric right up to the sur­
face r = a.

A more realistic model for the solvent may be obtained 
by assuming that the region between the surface r = a 
and r = a + d is a uniform dielectric with dielectric con­
stant t ' , where t' does not equal c, the bulk value; the di­
electric outside r = a + d continues to be characterized 
by the value t. From the physical point of view we are as­
suming the existence of a hydration layer of thickness d. 
Since there is no reason to suppose that the hydration 
layer suddenly disappears when a drops below aq, we 
adopt the same step function for the dielectric constant 
for all values of a, even though the choice of the thickness 
as equal to the counterion radius, sufficiently arbitrary for 
a > aq, becomes totally so when there are no condensed 
counterions (a < aq). The modification required in the 
above calculation is obvious and leads to the result
ApA =  —g(a) log K2a2 -  [(a/a^t/e') -

g(a)] log [a/{a +  d ) f  (30)

This game can be extended. It is entirely “ reasonable” 
that the thickness of the “ hydration layer” should be cho­
sen as d' ^  d. Moreover, it is “ apparent” that d’ and e' 
are really functions of a ; for that matter, d is also a func­
tion of a since d is a “ hydrated radius” which grows 
smaller as the condensed counterion is drawn closer to the 
polyion “ surface” with increasing a (not to speak of the 
wealth of parameters we can use to describe the discrete- 
charge effect close to the polyion surface). We hope, how­
ever, that we have already succeeded in making the point 
that there is very little at this time of a convincing nature 
that can be said about the function W(a) in eq 24.

Comparison with Other Theories
Comparison with Theories Based on the Poisson- 

Boltzmann Equation. Many previous theories of the titra­
tion curve are based on solutions of the Poisson- 
Boltzmann (PB) equation for a uniformly charged cylin­
der in a uniform dielectric.6-8 The starting point is the 
equation

ApA =  0 A34e\P(a)/kT (31)
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where ip(a) is the value of the electrostatic potential at the 
surface of the cylinder. The value of \p(a) is then obtained 
from the solution of the PB equation.

Since eq 24 is rigorously valid only in the limit of zero 
concentration, direct comparison of eq 31 with eq 24 re­
quires that the value of \f(a) at infinite dilution be used. 
MacGillivray9 has been able to prove analytically the fol­
lowing asymptotic relation for the solution of the PB 
equation with point counterions in the limit of infinite 
dilution: in the present notation

0.434eip(a)/kT ~ —g(a) log K2a2 (32)

Thus, the PB theory with point counterions at infinite 
dilution is equivalent to the special case of the present 
theory represented by eq 27. The condensation of counter­
ions for a > ai has been accurately built into the PB 
theory, but, unfortunately, at least insofar as the PB theo­
ry is conventionally applied, the crude Born approxima­
tion has been built in as well. If a “ distance of closest ap­
proach” greater than r = a is assumed, it is easily seen 
that the PB theory10 at infinite dilution leads to eq 29. 
Our conclusion is that the PB theory at infinite dilution is 
a special case of the more general eq 24.

In practice, however, the PB theory is not used at infi­
nite dilution. The PB equation has the virtue that a solu­
tion may be found at any concentration, so the surface po­
tential used to correlate experimental data is properly 
taken at the concentration employed in the experiment. 
In contrast with the asymptotic result, eq 32, the solution 
0(a) of the PB equation at experimentally typical concen­
trations, even for point counterions, is an increasing func­
tion of a over the whole range. Indeed, the major triumph 
of the PB theory is this ability to explain the observed, 
and pronounced, increase of pA with increasing charge 
that is such a characteristic feature of polyacids and poly­
bases.

It is recognized, however, that solutions to the PB equa­
tion have been obtained by assuming that the solvent is a 
dielectric continuum that retains its bulk properties right 
up to the surface of the polyion; i.e., the usual PB treat­
ment is within the regime of the Born approximation. It is 
the hope of advocates of the PB approach that effects due 
to departures from this idealized model are small and that 
these and effects due to the inconsistency of the nonlin- 
earized PB equation can be corrected for by a judicious 
choice of values for the rod and counterion radii, which 
are somewhat arbitrary.

The counterion condensation theory developed here, on 
the other hand, presents a completely different physical 
picture for the variation of pA with a. This view attrib­
utes the entire a dependence of pA for a > au to effects, 
considered small in the PB treatment, such as those rep­
resented by the second term on the right-hand side of eq 
30, namely, the finite size of the counterion, or finite av­
erage distance of the condensed counterions from the poly­
ion surface, and the distortion of the solvent structure 
near the poly ion from its bulk characteristics. The fact 
that the theory is rigorous only in the infinitely dilute 
limit is not necessarily a difficulty, although we recognize 
that it may be. It is possible that, at least for the more di­
lute concentrations used in experiments, the general eq 24 
remains a reasonably accurate description.

The choice between the two theories must ultimately be 
made by experiment. In that connection, Ikegami11 con­
cluded from his experiments on refractivity of poly(acrylic 
acid) solutions that several predicted aspects of counter­

ion condensation are observed at experimentally practical 
concentrations and that the condensed counterions strong­
ly modify the molecular structure of the solvation shell 
about the polyions. In a similarly conceived experiment 
Zana, Tondre, Rinaudo, and Milas12 have found the onset 
of ultrasonic absorption increments at a = « i  for a series 
of carboxymethylcelluloses of varying degrees of substitu­
tion. Dilatometry13 and density14 measurements may be 
similarly interpreted. All these measurements suggest the 
penetration of counterions into the hydration region of the 
polyion. The description given by the PB treatment of a 
time-average continuous ionic atmosphere comprising all 
small ions simultaneously and embedded in a uniform di­
electric continuum does not, therefore, seem to be deeply 
rooted in available empirical evidence.

Nevertheless, it is our opinion that the matter cannot 
be considered closed; bulk properties, such as refractive 
indexes, are notoriously refractory to unique molecular in­
terpretation. It is, in our judgment, not likely that the 
question will be satisfactorily resolved until reliable spec­
troscopic probes of the water structure local to the polyion 
are developed and employed. A promising start to such a 
program has been made by Glasel.15

Comparison of the Concentration Dependence of pK  
with the Maeda-Oosawa Theory. Maeda and Oosawa16 
have recently published an approximate thermodynamic 
analysis which leads, in our notation, to the relation

(dpA /'d  log nm)a =  - 1  +  d((fpa)/da ns =  0 (33)

where 0P is the osmotic coefficient of the slat-free polyacid 
solution at the degree of neutralization a. At first 
glance, it appears that eq 33 differs from the correspond­
ing conclusion of the present theory, eq 20. We can show, 
however, that, with the assumption on which eq 33 is 
based, it is strictly identical with eq 20.

The assumption explicitly used by Maeda and Oosawa 
to obtain eq 33 is that the activity coefficient of the coun­
terion in a salt-free polyelectrolyte solution is indepen­
dent of polyelectrolyte concentration. The authors cite the 
theory of Lifson and Katchalsky17 as theoretical justifica­
tion for this assumption. In fact, however, the Lifson-Kat- 
chalsky theory can only predict the osmotic coefficient 
and not the counterion activity coefficient. The reason is 
that the counterion concentration is not an independent 
variable in the Lifson-Katchalsky expression for the free 
energy; it is effectively identified with the polyion concen­
tration. Thus, the required derivative of the free energy, 
with respect to the counterion concentration at fixed poly­
ion concentration, cannot be taken.

The only rigorous theory of single-ion activity coeffi­
cients yet to be published is contained in ref 2a. There, 
for a system of charged rods at infinite dilution, it is in­
deed demonstrated tha' the counterion activity coefficient 
in salt-free solution is independent of concentration, 
thereby justifying the Maeda-Oosawa assumption. How­
ever, under exactly the same conditions, a relation for the 
osmotic coefficient <f>v is also derived in ref 2a; for weak 
polyacids

, , =  (1 -  (a/ 2a l ) a  < a, (34)
( c q / 2 «  a >  a ,

This expression for 0P coincides with the Lifson-Katchal­
sky result at infinite dilution, but does not equal the 
counterion activity coefficient. When it is substituted into 
eq 33, the latter immediately collapses to eq 20. Thus, a
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Figure 1. Sample plots of pK vs. pCs: circles, po lyacrylic acid, 
at a = 0.9; squares, at a = 0.3:18’19 starred dots, polymethac- 
rylic acid at a  =  O.5.16-19 Lines for the upper two sets and for 
the linear portion of the lowest set are by least squares.

Figure 2. Slopes of pK  vs. pCs [/.e ., (dpK/<9pns)a] vs. a:  c ircles, 
polyacrylic ac id ;18-19 squares, polym ethacrylic a c id ;18-19 starred 
dots, carboxym ethylcellulose of degree of esterifica tion 1.54.8-19 
Solid line Is the prediction of counterion condensation theory for 
acry lic  polymers, using a , =  0.35. Dashed line Is for CMC from  
the same theory, with a !  =  0.47. Above r* i, theory predicts a 
value of unity for both.

self-consistent application of the assumption necessary to 
eq 33 shows the equivalence of that relation with eq 20.

Maeda and Oosawa also give results for the concentra­
tion dependence of pH in salt-containing solutions which 
differ from the general dependence given in eq 24. The 
present theory must be considered the more rigorous of 
the two, for the following reason. To obtain their relations 
in the presence of added salt, Maeda and Oosawa assume 
the validity of the so-called additivity rules for both the 
osmotic pressure and the counterion activity. They cor­
rectly cite ref 2a as providing a proof of the additivity of 
osmotic pressures for infinitely long rods at infinite dilu­
tion; however, the same reference shows that the additiv­
ity of counterion activities does not hold (equivalently, it 
is proved that the coion activity coefficient does not equal 
unity). Further critical discussion of the additivity rules 
may be found in ref 3.

Comparison with Experiment
Comparison of the Concentration Effect with Data. For 

comparison of eq 19 with experiment, we have chosen 
three sets of data: (1) those of Nagasawa, Murase, and 
Kondo18-19 on atactic poly(acrylic acid) (PAA) at 15°, for 
which oi = 0.35; (2) those of the same authors for atactic 
poly(methacrylic acid) (PMA) at 23° with essentially the 
same « i; and those of Muroga, Suzuki, Kawaguchi, and 
Nagasawa8-19 for a carboxymethylcellulose (CMC) having 
an average of 1.54 carboxyls per glucose unit, at 25°, for 
which « i  = 0.468. Dr. Nagasawa was able, and kind 
enough, to provide us his data for PAA and PMA in tabu­
lar form. We obtained the pK  values for CMC, from Fig­
ure 5 of ref 19. In all three studies, proper attention was 
paid to extrapolation to zero polyion concentration, so eq 
19 is presumably applicable. The PMA data were only 
used for a > 0.5 because of the conformation change that 
complicates the situation outside that range.

The pK  values for given degree of ionization were plot­
ted us. - log  Cs (NaCl is the added salt), where Cs is the

molarity of salt. Some sample plots are shown in Figure 1 
for PAA and PMA. A similar plot for CMC is Figure 6 of 
ref 19. The plots for PMA and CMC are linear over the 
entire studied range of salt concentration (0.005-0.1 M  for 
PMA, 0.01-0.2 M  for CMC) and a (0.5-0.9 for PMA, 0.2- 
0.9 for CMC). The graphs for PAA are linear over the 
whole range of Cs (0.005-0.1 M) for a > 0.7, but deviate 
from linearity at the highest Cs (0.1 M) if a < 0.7. The 
reason for the deviation at high salt in the case of PAA 
(or, perhaps, since the prediction of linearity comes from 
a limiting law, one should say “ the reason for the nonde­
viation at high salt of PMA and CMC” ) is unclear.

The counterion condensation theory thus provides the 
correct form for the salt dependence of pK  at given a. Un­
fortunately, Nagasawa, et o(.,18-19 find that the salt-con­
centration dependence of the PB surface potential at fixed 
a also fits the data, so this result alone can do little to 
help decide between the two approaches.

To investigate the accuracy of eq 19 in more detail, the 
linear portions of the pK vs. pCs plots were fit by least 
squares and slopes, i.e., SpK/dpCs = —dpK/d log ns, plot­
ted vs. a as in Figure 2. The behavior expected from 
counterion condensation theory, eq 19, is also shown. The 
curve for PAA levels off at unity as predicted by theory; 
but the initial rise is not linear as predicted and no sharp 
corner is apparent. The data for PMA level off as predict­
ed, but'at a value of ~0.8 rather than 1.0. The CMC data 
show no redeeming features whatever; the values of 
—dpK/d log ns rise monotonically and nonlinearly with o.

The limiting laws for other colligative properties have 
also been found to diverge from measured values for PAA 
at low degrees of neutralization,2® possibly because the 
polyion is more tightly coiled at low a, making the cylin­
drical geometry of the model no longer applicable. The 
problem with the CMC data may be that they were ob­
tained at concentrations higher than the range needed to 
satisfy the theoretical requirement of “ zero concentra­
tion.” It is to be expected that for CMC the required con-
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TABLE I: Attempted Correlation of Mandel's Data on CMC°

a ApKx -  ApKy
- ( a / a , )  lo g

U'x2/* y 2) Ò

0.2 0.24 0.41 0.17
0.3 0.34 0.54 0.20
0.4 0.42 0.66 0.24
0.5 0.48 0.76 0.28
0.6 0.52 0.85 0.33
0.7 0.54 0.93 0.39

a A p K  v a l u e s  a c c o r d i n g  t o  M a n d e l ' s  e m p i r i c a l  i n t e r p o l a t i o n  f o r m u  a s ,  
A p K x =  2 . 9 a  -  0 . 9 a 2 a n d  A p K y  =  1 . 5 a .

centration range may be lower than that which gives 
agreement for PAA, since the former is a much thicker 
molecule than the latter. Yet the lowest salt concentration 
for the CMC data was 0.01 M, while the PAA data ex­
tended down to 0.005 M.

Mandel20 has also published titration data for a sample 
of CMC, but one which had one carboxyl group per mono­
mer. For this structure, c*i = 0.72 (using b = 5.15 A at a 
= 1) so that over nearly the entire range of a, the system 
is in the Debye-Htickel region with no condensation of 
counterions. One of Mandel’s titration curves, here called 
curve x, was taken at the concentrations ns = 0, nm =
1.85 X  10-3 M; another, curve y, at ns = 5.00 X  10-3 M, 
nm = 1.85 X  10 3 M. In the second column of Table I we 
list Mandel’s measured values of the difference ApKx -  
ApKy for fixed values of a less than a\.

According to eq 24, for a < a\

ApKx -  ApKy =  - (a /a , )  log U\2/ v >  (35)

Values for the right-hand side of eq 35 are given in the 
third column of Table I, with eq 18 and 19 having been 
used to calculate k2. Finally, :he fourth column lists 
values of 6, the difference between the entries in the third 
and second columns, i.e., the discrepancy between theory 
and experiment. As a increases from 0.2 to 0.7, 5 increases 
from just under 0.2 pK unit to just under 0.4 pK unit.

The discrepancy cannot be laid to a poor choice of ad­
justable parameters, because there are none in eq 35. Pos­
sible explanations are (1) the .ow charge densities in­
volved (£ < 1 in each case) may give rise to sufficient coil­
ing of the CMC chain to render invalid the assumed cy­
lindrical symmetry; (2) there may be residual polyion- 
polyion interactions at the experimental concentration for 
curve x, taken in the absence of added salt (although the 
limiting laws have successfully predicted a number of 
other properties in the absence of salt28 3); (3) the liquid 
junction potential, an inevitable feature of the experimen­
tal apparatus, may not remain invariant as the sample so­
lution is changed from one free of added salt (curve x) to 
one characterized by excess salt (curve y).

Comparison of the a Dependence with Data. This sec­
tion can be brief, since we hope that the reader has al­
ready been convinced by the previous discussion that we 
are capable of fitting any simple titration curve as a func­
tion of a by introducing a large number of flexible param­
eters, all properly justified by appeal to physical intuition. 
As examples, let us consider the titration curves for 
PAA1819 and CMC8-19 in excess added NaCl of concentra­
tion 0.01 M. These are compared with theory in Figure 3, 
using appropriate values for a and d. As is seen in each 
case, the Born regime (eq 29) provides too mild a depen­
dence of ApK on « ; but, if we assume t/t' — 2. a perfectly

* I-a.
<3

Figure 3. Plots of ApK vs. a  in 0.01 M NaCl: open circles, data 
for polyacrylic acid.18-19 Solid lines, theory for polyacrylic acid 
with a =  5.5 A, d =  2.0 A, a i =  0.358, pK0 = 4.5. Lower solid 
line is eq 29, upper solid line is eq 30 with t/t' = 2: starred cir­
cles, data for CMC;8-19 dashed lines, theory for CMC with a = 
7.8 A, d =  2.0 A, a , =  0.468, pK0 =  3.34. Lower dashed line is 
eq 29, upper dashed line is eq 30 with t/t ' =  2.

reasonable relation for an electrostricted dielectric con­
stant, the theory (eq 30i, while not perfect, fits the data 
as well as the PB theory does,818 19 Furthermore, certain 
features of the data are well described by the theory. In 
particular, the linear form of the data at high a is predict­
ed by theory; and, while the data can be fit by a smooth 
curve, they are also compatible with a break that, in each 
case, would have to come very near a = a\.

One final difficulty must be noted. Schultz and 
Strauss21 have recently published titration curves for two 
maleic acid copolymers which deviate strikingly from the 
predictions of the Poisson-Boltzmann equation. These au­
thors suggest that the assumption of independent proton 
binding which underlies eq 23 is not valid for their case, 
and, indeed, the nonvalidity of eq 23 would provide a 
source of dependence on a considered neither in the usual 
applications of the PB equation nor in the present ap­
proach.
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The equation of state for hard spheres with a van der Waals term a(T) for intermolecular attraction was 
applied to the evaluation of thermodynamic excess functions of conformal mixtures of inert components. 
The combining rule for mixed pair interactions, applicable for evaluation of gas-liquid critical constants 
of mixtures, was used in the present calculations with satisfactory results. Comparisons were made for 23 
binary systems of spherical, chain, disk-like molecules including cases of very different as well as similar 
sizes of the components.

The hard-sphere equation of state has been repeatedly 
applied in recent years to the calculation of thermody­
namic functions of mixtures of nonelectrolytes, particular­
ly the excess functions.1' 7 In all these calculations, the 
combining rule for the mixed total pair potential Uy was 
expressed by the geometric mean rule multiplied by an 
empirical constant C;,- which is not the same for different 
systems and must be evaluated from one or more known 
properties of the mixture. An exception is the work of Sni­
der and Herrington,1 who derived a general combining 
rule for the van der Waals constant at] closely conforming 
to that of the actual systems. This rule, however, does not 
permit a direct calculation of critical constants of 
mixtures.

If the van der Waals attraction term a(T) (in general a 
function of the temperature) is taken as proportional to 
the product of critical constants, TCVC, and the geometric 
mean rule for u Lj  is used, the constant c*j  adjusted to the 
critical temperatures of the mixtures is very close to the 
values required to fit the excess functions.2 It can be 
shown, however, that this internal agreement is limited 
only to the case of components of similar sizes.

In case of large size differences of the components, the 
excess functions become asymmetrical. The calculated 
and the observed curves were compared by Marsh4b for 
mixtures of disk-like molecules such as cyclopentane + 
octamethvlcyclotetrasiloxane (OMCTS). The effect of 
various factors on the asymmetry of excess functions is 
again examined more closely in the present paper.

As shown by Rogers and Prausnitz,6 the term a(T) can 
be evaluated exactly on the basis of the theory of Barker 
and Henderson, and the results are in good agreement 
with experimental data for liquid-vapor equilibrium at 
high pressures including the critical region. However, ex­
cessive computing-time requirements restrict the useful­
ness of this method in practice, at least at the present 
time. For this reason, empirical treatments of a(T) can 
still be useful in applications to fluids and their mixtures.

Since we have recently found8 that the hard-sphere 
equation of state with an attraction term a{T) = a '(l + 
c'/RT) holds with the same accuracy for spherical as for 
the chain molecules, the present calculations include 
mixtures of the latter. The comparisons are limited to 
mixtures of inert components, i.e., whose molecules inter­
act through London forces only.

The thermodynamic functions were evaluated in two 
ways, briefly called method A and B, from the equation

PV/(RT) = m  -  a(T)/(RTV) (1)

where P  is the pressure, T is the temperature, and V is 
the molar volume either of the mixture (Vm) or of a pure 
component (Vj°). Equation 1 is a van der Waals-type 
equation with the compressibility factor 0(|) derived from 
recent theories of hard-sphere fluids. Since the proper 
relations are dispersed in numerous papers, they are brief­
ly summarized below.
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Method A. For an m-component mixture of hard 
spheres, Mansoori, et al. , 9 derived the relation

= [1 +  ¿(1 — 32,) +  £2(1 — 322) — £323](1 — £)“ '!
(2)

where
m m

f  =  E f c i i  =  (1/6)ttA W V / V ; 2 > ,  = 1
i - 1 1=1

and ati is the hard-sphere diameter, No is the Avogadro 
number, and x, is the mole fraction of the ith component.

The relations for z\, z2, and z3 were obtained by Lebow- 
itz10

m

2l =  X  A<Mii +  ajj)(PiiOjjY1' 2
>>i-l

where Ai2 = [(£it/)1/2/£][(ff<i -  <jjj)2/{<jiiojj)]{xlXj)1i2.
The residual molar Helmholtz energy A mrh of a hard- 

sphere mixture, defined as that of a hard-sphere mixture, 
A mh, minus that of a perfect gas, Aid, at the same T and 
Vm of the liquid mixture, obtained from eq 2, is9

A mrh/(RT) =  -  ¡ ( 1  -  2 , +  z2 +  z3) +

(322 +  2z3)(1 -  £)_1 +  |(1 -  z, -  z-2 -

| i 3X l -  i r 2 +  (23 -  1) In (1 -  0  (4)

Method B. Equations 2 and 4 become for the pure com­
ponents

</>(£) = (1 + £ + ¥  -  £3)U -  ?r3 (5)
and

A Th/(RT) =  - 3  +  2(1 -  £)"' +  (1 -  £)~2 (6)
According to van der Waals, the average collision diam­

eter in the mixture is
m m

(<Tx3) =  (7)
i=i>=i

where cy = (an + ajj)/2. By this method, the quantities 
<t>(l-)m and A mrh/(RT) were evaluated by inserting £ = 
(1 /6 )trNo(ax3)/ Vm into eq 5 and 6.

For a given P/(RT) and <722/ 011, method B yields much 
more negative excess volumes than method A and, as 
shown later, the van der Waals approximation 7 is a 
source of serious errors in the excess functions when 022 2> 
<7ii. Both methods yield, of course, the same liquid vol­
umes of the pure components. For P/(RT) = 0.2055 mol/ 
cm3, so chosen to fit Vi0 = 38.55 cm3/mol for methane at
115.8 K, one obtains V20 = 108 for 2-methylpentane 
(system 1 in Table I) while the observed value11 is 106.7 
cm3/mol. The error is small, considering that at P = 1980 
bars (for this P/(RT) and T) the state of the fluids lies 
beyond the range of validity of eq 5.8 The results are simi­
lar when the high density is due to an intermolecular at­
traction a( T) such that the external P = 0.

Empirical Approximations for a and a(T). It is usually 
assumed that (au/ojj)3 may be expressed by the ratio of 
critical volumes V p jV f . One of us proposed to use for

practical reasons12 the ratio of liquid molar volumes at 
the reduced temperature T/Tc = 0.6 for this purpose. It is 
well known that for the light molecules the data on second 
virial coefficients f3(T) require much smaller values of a 
than the liquid molar volumes or Vc suggest. The quan­
tum corrections depend on T, Tc( TN is subject to correc­
tions itself), and the molecular mass.13 We have simpli­
fied it to a dependence on Tc alone and. by using the 
values of a  resulting from f } ( T )  data, obtained the fol­
lowing empirical relation for corrected liquid molar vol­
umes

E* =  V°[l exp(— 0.5 -  0.0177°)] (8)
where V° is the observed liquid molar volume at T/T° =
0.6 and Tc is the observed critical temperature in K. With 
this notation, the symbols in formerly used14-15 relations 
remain the same, but all the values of V* should be calcu­
lated from eq 8. In agreement with theory,13 the correc­
tion evaluated from eq 8 is large for H2, and not negligible 
for Ar, CH4, or N2. Both the theory16 and experimental 
PVT data3-6-8 show that <7 and a(T) decrease with in­
creasing temperature. The value of a(T) =  a ' [ l  +  c '/  
(R71)] at the critical point is proportional to TCVC or 
TCV*. The values of <7 (at T = 0), a', and c', obtained 
from PVT data for nine gaseous substances8 (Ar, six al­
kanes, two perfluoroalkanes), are related to Tc and V* as 
follows

(1/6)7tN 0<73 = 3.434F*; ac = 4.7 RTCV* (9)

where ac is the value of a(T) at the critical point. Hence 
£1 = 0 A M V [ * X i / V m . In this paper it is assumed that a  and 
a( T) = ac are independent of the temperature.

We note that by inserting critical constants into eq 1 
and from experimental values of the derivative (3 In P/d 
In T)tc.vi- we obtain a different pair of numerical coeffi­
cients in eq 9: 0.39 and 4.33, respectively. The volumes 
Vj° (the relevant root o: eq 1) obtained with these coeffi­
cients are much too small, whereas the coefficients in eq 9 
yield Vj° close to the experimental values for all the liq­
uids given in Table I.

For a conformal mixture, ac will be given by

amc =  4.7RTvcV m* (10)
where Tvc is the pseudo-critical temperature. The mean­
ing of Vm* is considered below.

Kreglewski and Kay14 have achieved very satisfactory 
results by expressing TV as a function of pair interac­
tions per equivalent surface tn, <¡¡, and e,2, and the sur­
face fractions

m
<P, =  AT,ilV)2/7 Z ( W * * ) 2/3

* - l

where

and

t n  T , C / V j * V/;! rp  c rp c
. 1 *  v  V  - - (1 1 )

(VX*)1A;
m

=  Y J V W ' x i
i =  1

(1 2 )

In order to secure the agreement with critical state of 
mixtures, relations 11 are retained, but two different ap­
proximations are used for Vm*.

Method B. In accordance with eq 7 and denoting Vm* 
by VB* for this case

The Journal of Physical Chemistry, Vol. IT, No. 18, 1973
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V B* =  T IL V ifx iX j  (13)
i j

and
amc =  4.7 R T/V b* (14)

These relations and eq 5 and 6 were used to obtain the re­
sults given in Table I (method B).

Method A. As mentioned above, the van der Waals ap­
proximation (7 or 13) yields volume contractions upon 
mixing that are much too large. A better approximation 
for Vm* that conforms more closely for hard spheres to the 
exact Lebowitz’s relations is, after inserting into eq 10

a , /  = 4 ( 1 5 )

where VB* is given by eq 13. Equation 15 was coupled 
with eq 2-4 of method A and the results are given in 
Table I (method A).

The excess functions are evaluated as follows. The pres­
sure in eq 1 is set equal to Po = 0, i.e., the high density of 
the fluid is achieved by intermolecular attraction alone. 
Vm or E,° is then given by the relevant root of eq 1, found 
by an iteration. The excess volume

m
V E =  v m -  X v ,°x ,

i = 1

The deviations of A mh from additivity are very small, 
and it is a good approximation to assume that they are 
the same for hard spheres in the absence of attraction 
(high P) as in its presence (P0 = 0). However, Aid changes 
considerably as the volume of the perfect gas varies from 
Vm to RT/P0 for the mixture and from E,-° to RT/Po for 
the pure components. Thus, the excess Helmholtz energy 
of the mixture of hard spheres at T and Po

(A £h\ A rh m / A  rh \

M 7 P = ~RT ~  ln Vm ~  % V R T  ~  ln V' r '  (16)

where A mrh and Airh are given by eq 4 and 6.
The excess function due to attraction is

A ^ \ = _ ^  +  f ^ L_ (1? 
RTJp RTVm RTV°

where amc and a f  are the values of ac for the mixture and 
the pure components, respectively. The total excess func­
tion

(A e)p =  (A Eh)p +  (Afia)p (18)

and the excess Gibbs energy of mixing at constant P  and 
T

GE =  (A E)P +  P 0V E =  (A e)p (19)

at Pq = 0.
If a and a(T) are independent of the temperature, the 

excess enthalpy is

H e =  (ASa)p (20)
given by eq 17. The relative variation of a with the tem­
perature is similar for different substances and should not 
be a source of errors in HE. However, the variation of a(Tj 
may be very different for the components if T f  »  T f  (or 
rather, \uu\ »  \iljj\) and part of the errors in HE and Vs 
may be attributed to the assumption that a(T) = ac is in­
dependent of the temperature.16

The polarizability of the molecules which interact 
through London forces alone is a linear function of E° or 
V*.15 The known London formula simplifies for e,y (per 
equal ( V*)2/3) to the harmonic mean rule

t u  =  2 - y [ ( l / e , , )  +  ( 1 /e /y ) ] -1 (21)

where for a mixture of inert liquids 7 = 1. The use of the 
e’s and the surface fractions is limited to the evaluation of 
Tf c in eq 14 or 15.

Discussion

The systems are arranged in the order of decreasing size 
differences of the components where Ei* < E2*. For V2*/ 
Vi* > 2, the value of 7 was adjusted to fit the observed 
value of GE at x = 0.5, and the asymmetry of the func­
tions was studied more closely (Figure 1).

For systems 1 to 4, method B gives values that are 
much too low for W  and. consequently, also HE, whereas 
method A is much more satisfactory except for systems 3, 
6, and 7, where Vs and HE are too high. We have no satis­
factory explanations for the low value of 7 required for 
system 1. However, by considering method A only, it is 
possible to explain why 7 > 1 for systems 2 and 3. The 
value of HE = 480 J/mol (system 2) is very close to that 
calculated by Marsh4*5 by using the method of Snider and 
Herrington. The observed value of HE and the excess en­
tropy SE is much lower. If SE may be considered a mea­
sure of order in a mixture, the disk-like species tend to be 
ordered parallel at low T and high density of the fluid. 
The effective |e221 of OMCTS at this T is much larger 
than the value of Tc suggests (calculated from Tc it is 
much smaller than |eu| of cyclopentane). This error in 622 
is “ corrected” by assuming 7 > 1. At the critical point 
most of the order vanishes and Tc calculated for 7 = 1 by 
the method of Kreglewski and Kay14 conforms to the ex­
perimental data17 (Figure 1). We exclude the possibility 
of any specific interactions between an alkane and a silox- 
ane (as an explanation for 7 > 1) because it is known that 
alkanes do not interact specifically with even very strong 
electron donors or acceptors. The ordering effects are also 
noticeable for mixtures of chain molecules (systems 3, 6, 
and 7), though to a lesser extent.

For systems with E2*/Ei* < 2, calculations were made 
assuming 7 = 1 . For all these systems the agreement be­
tween the calculated and the observed Tc, for 7 = 1, is 
very satisfactory14'15 (the validity of the relations for Tc is 
limited to u22/un < 2 and depends less on E * of the 
components). The excess functions are more sensitive to 
errors in e’s, and the agreement cannot be expected to be 
better than ±30 J/mol. We note that for this group of sys­
tems, the simple theory of conformal mixtures gives simi­
lar results.15 Two of the systems, 9 and 18, deviate more 
than “ allowed,” both with argon as a component. Perhaps 
the value of t is incorrect, or the deviation is due to a very 
slight tendency of argon to form Ar2, and the proper value 
of 7 at low temperatures is less than unity.

For E2*/E i * < 1.5, the results by the two methods are 
practically identical. If El* = V2* but n i ^  ¿22, the ex­
cess volume is always negative and decreases with in­
creasing differences in e of the components. Thus, system 
23 is not an exception, as it was believed earlier, but rath­
er follows a rule.

We note that, except systems 2 and 5, wherever the cal­
culated value of Vs is approximately correct, the value of 
HE is also satisfactory. The errors in W  range from about
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0  1 300 350 0 1
x, -» r/K  X!

Figure 1. The excess functions for three binary systems (OMCTS =  octamethylcyclotetrasiloxane). x-t is the mole fraction of the first 
component of each pair. The curves were calculated by method A. The references to the experimental points are given under Table I. 
For the Tc data of the third system, see ref 17.

±0.05 cm3/mol (if Vi* ~ V2*) to about ±0.3 cm3/mol (if 
V2*/V1* > 2), and one of the reasons is that the ratio b = 
(\)irNoozlV* is only approximately constant (0.434 in eq 
9). If the “ packing factors”  b would be evaluated for each 
system separately by iteration to fit the observed Vi°, V2° 
(61 and b2, respectively), and Vm (bi2 in a simple qua­
dratic formula), most of the errors in the values of HE 
could be eliminated.

In conclusion we may state that method A permits pre­
diction of reasonably accurate liquid-vapor equilibriums 
and critical constants of mixtures from the properties (T*

and V*) of the pure components alone, if the size differ­
ences of the components are not too large. If either of the 
ratios Uu/Ujj or V,*/ V¡* exceeds 2, the value of y must be 
adjusted to fit one of the properties of the mixture even if 
the components are inert solvents.
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Electrolytic Conductance in Isodielectric Mixtures of Polystyrene and 
Diphenylmethane
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The equivalent conductance of (rc-Bu)4NSCN has been measured as a function of electrolyte concentra­
tion (10~5-10” 2 mi in solvents comprising 0-71% (weight) polystyrene in the temperature range 70-100°. 
The solvent viscosity varied from 10~2 to 105 P. For solvents with per cent polymer < 50 (77 < 103 P), the 
data are sufficiently precise to show that A exhibits a minimum which depends on temperature, dielec­
tric constant, and also on viscosity. Walden’s rule is inapplicable even as a crude approximation, the 
ionic mobility decreasing much less rapidly than the viscosity increases. The mobility is discussed in 
terms of a free-volume-dependent friction coefficient. Electrolyte solution theory appears entirely ade­
quate to account for electrical conductance in amorphous polymeric systems.

Introduction
The basic equation for electrical conduction is

k  =  ~ : r t . , e :h  ( 1 )

where k is the specific conductance (mho/cm), r i j  is the 
number density of charge carriers of the 7th type (cm~3) 
carrying charge e7 (coulombs) with mobility u, (cm2/V  
sec). In amorphous or partly crystalline organic polymers, 
a commercially important class of electrical insulators, 
the charge carriers at low applied electric field are proba­
bly adventitious ions originating from impure monomers 
and plasticizers and various polymerization catalysts. De­
spite the practical importance of such highly viscous elec­
trolyte solutions, there has never been a careful study of 
electrolytic conduction in amorphous polymeric systems.1

In a previous paper,2 we reported results of experiments 
on the electrolytic conductance of (rc-Bu)4NSCN in amor­
phous polystyrene (PS) plasticized with 20% by weight of 
diphenylmethane (DPM). These components form nearly 
isodielectric mixtures over the entire range of composi­
tion. For example, at 70°, e = 2.51 ±  0.04 and at 100° t = 
2.48 ±  0.03. The equivalent conductance was orders of 
magnitude greater than predicted by Walden’s rule. Also,

it apparently decreased with increasing electrolyte con­
centration over the entire range measured (10” 4- 10_1 m). 
This is contrary to the expected behavior in a solvent of 
low dielectric constant and we rationalized the observation 
on the basis of a hydrodynamic argument; we proposed 
that the mobility of triple ions and higher-aggregate ions 
was vanishingly low in such an extremely viscous solvent 
so that, insofar as transport of charge was concerned, the 
electrolyte effectively consisted only of ions and ion pairs.

However, very little is really known about the effect of 
enormously high viscosity on electrolytic conduction and 
it was conceivable that the electrolyte solution theory of 
Debye, Onsager, Fuoss, etc., which works so well in fluid 
solvents, might need to be altered in a fundamental quali­
tative manner for highly viscous systems. Furthermore, 
our previous experiments were not unambiguous; because 
the conductance was so very low, we had to utilize dc 
techniques and these were plagued with interference from 
polarization processes. We proposed that the principal one 
of these was due to dielectric relaxation of the solvent and 
consequently utilized the steady-state (infinite time) leak­
age currents as the basis of our calculations and discus­
sion. This point of view has been challenged; 3 it was sug­
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gested that the instantaneous (zero-time) current be used 
as the intrinsic measure of bulk transport of charge as, for 
example, in aqueous electrolytes. Since the two limiting 
currents may differ by orders of magnitude, there certain­
ly was room for conjecture about the results.

In the previous paper, we proposed a test of the hydro- 
dynamic interpretation, namely, measurement of equiva­
lent conductance as a function of electrolyte concentration 
in solvents ranging from pure diphenylmethane to (ulti­
mately) pure polystyrene. Conductance experiments in a 
fluid solvent such as diphenylmethane should be relative­
ly routine; sample preparation can be precise and the con­
ductance presumably would be large enough to measure 
by well-established unambiguous ac techniques. The re­
sults could then be compared with those of conductance 
experiments in other fluid solvents of similar, low, dielec­
tric constant and with the predictions of well-tested theo­
ry. Incremental changes of solvent composition would 
then permit (hopefully) a confident extrapolation of ex­
perimental results and their interpretation to the 80% 
polymer range and beyond.

We report the results of such an investigation in this 
paper.

Experimental Section
Materials. Diphenylmethane (Matheson Coleman -and 

Bell reagent grade) was vacuum factionated from activat­
ed alumina. The specific conductance of freshly distilled 
DPM was about 10~14 mho/cm at 70° which compares 
favorably with Sharbaugh’s results.4

The polystyrene was from the same sample employed 
previously.2 It is thermally polymerized, has a DP ~ 
1200, and contains extremely small amounts of metallic 
impurities.

The electrolyte was (n-BuHNSCN, prepared according 
to Copenhafer and Kraus’ method.5 The salt was recrys­
tallized repeatedly from benzene and then dried in a vac­
uum oven. Its melting point was 124-125°; Copenhafer 
and Kraus report 126.4-126.9°.

Instrumentation. For the dc conductance measure­
ments, we used virtually the same apparatus and tech­
niques described by Price and Dannhauser.2 The input re­
sistors of the General Radio Type 1230A electrometer were 
calibrated against the instrument’s internal standards and 
we feel confident that the dc conductance is accurate to 
better than 1%.

Two ac bridges were utilized. A General Radio Type 
1615A bridge was used for /  > 500 Hz. The conductance 
accuracy claimed by the manufacturer is about 1%, which 
is more than adequate for our purpose. For the ultra-low- 
frequency range, 0.01-20 Hz, we used a greatly simplified 
version of Berberian and Cole’s capacitance-conductance 
bridge.6 Because the bridge is designed for three-terminal 
measurements, the conductance standards are delta net­
works in which none of the constituent resistors need be 
greater than 109 ohms (available7 in ±1% tolerance) in 
order to obtain an effective “ high-to-low” full-scale con­
ductance as low as 10~13 mho. A shielded 1013-ohm Victo­
reen High-Meg resistor was intercompared from time to 
time with the dc electrometer and the ulf bridge operating 
at 1 Hz, always with good agreement.

For the less viscous solutions, Balsbaugh8 Type 2N50 or 
2N25 concentric cylinder, two-terminal conductance cells 
were used. The cell constant of each electrode assembly in 
the appropriate jacket, about 500 or 250 cm, respectively, 
was determined precisely from the measured capacitance

of each cell when filled with standard dielectric fluids 
such as air, n-hexane, and cyclohexane. The conductance 
cell was immersed in a vigorously stirred oil bath whose 
temperature was regulated to ±0.1° by a proportional 
temperature regulator. A thermocouple well was situated 
close to the electrode assembly to permit precise tempera­
ture monitoring. Repeatability of sample test tempera­
tures to 0.1° was routine.

For the very viscous 71% PS solutions, Price’s2 parallel- 
plate conductance cell was used. The cell constant was 
calculated from the electrode geometry (very thin samples 
minimized fringing errors) and verified by capacitance 
measurements with standard fluids. Also, some conduc­
tance measurements of 50% PS samples were performed 
in both types of cells in order to maintain internal consis­
tency. While temperature constancy to ±0.1° was feasible 
during any one run with the parallel-plate cell, repeatabil­
ity of a test temperature from run to run was difficult. 
Therefore, for the 71% PS system we made measurements 
as close to the four fixed test temperatures as possible and 
then corrected for the inevitable small temperature differ­
ence by means of the well-established temperature coeffi­
cient of conductance.

The viscosity of the 0-30% PS solvent (y < 30 P for t > 
70°) was measured with calibrated Cannon-Fenske9 capil­
lary viscometers. The viscosity of the 40 and 50% solvents 
was obtained by falling-ball viscometry in precision-bore 
tubes of 1 cm diameter. The ratio of ball diameter to tube 
diameter was always less than 0.02, so that corrections for 
wall effects10 were negligible. The viscosity of 65 and 71% 
PS solvents was also measured by a falling-ball technique 
but with considerable less precision because of severe 
sample size limitations. The shear viscosity (poise) was 
taken to equal the kinematic viscosity (stokes) which is 
obtained from the falling-ball experiments. The density of 
diphenylmethane is 1.003 at 25°4 and at this temperature 
we determined that the density of the polymer solutions 
increased very slightly and linearly with polymer concen­
tration for 1-30% PS. Because the density of amorphous 
PS is slightly greater than 1.0, we believe that the error 
incurred by assuming the density of the solutions to be 1.0 
in the interval 70-100° is small compared to the overall 
precision of the viscometry experiments with the most vis­
cous solutions.

Procedure. For the pure DPM solvent runs, stock solu­
tions of (n-BuHNSCN in DPM were prepared by weight. 
By means of a weight buret, aliquots of this solution were 
added to weighed amounts of DPM already in the conduc­
tance cell. Up to six data points could be obtained for a 
single solvent loading of the cell. The capacitance and 
conductance was measured as a function of frequency at
70.0, 80.0, 90.0, and 100.0°.

For the 20 and 30% PS solutions, appropriately weighed 
amounts of PS and DPM were mixed to prepare the “ sol­
vent.” Stock solutions of (n-BuHNSCN in this solvent were 
prepared by weight and were subsequently added, by 
weight, to solvent in the conductance cell. For the 0-30% 
PS solutions, the conductance cell was fitted with a stirrer 
to ensure thorough mixing and temperature uniformity. 
Electrical measurements were performed as a function of 
frequency and temperature.

The 40 and 50% PS solvents were so viscous, and PS 
sample limitations precluded preparation of large 
amounts of solvent, that a different technique was used. 
Each sample was prepared separately; the appropriate 
amount of PS, DPM, and salt was added by weight to a
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small flask containing a Teflon-covered magnetic stirring 
bar. The flask was stoppered, attached to the shaft of a
6-rpm motor, and rotated for several days between the 
poles of a powerful magnet while simultaneously being 
heated to about 80° with a heat lamp. This procedure 
facilitated thorough mixing; all the solutions appeared ho­
mogeneous at t > 70°, but upon cooling to room tempera­
ture some of the solutions became definitely cloudy, this 
being most noticeable for the 50% PS system. Upon re­
heating to i > 70°, the turbidity always disappeared. [It is 
evident, however, that the solubility of (rc-Bu)4NSCN de­
creases as the concentration of PS increases. The solubili­
ty of (n-Bu)4NSCN in benzene is >1 Ai118 at 25°, but we 
find it to be less than 0.012 M  in pure DPM. The appar­
ent further decrease in solubility with added PS raises se­
rious doubts about the homogeneity of solution for which 
the per cent PS —► 100, even for t > 70°.] The flask con­
taining the thoroughly mixed solution was attached to the 
conductance cell jacket, tilted, and placed under the heat 
lamp so that the sample slowly flowed into the jacket. At 
this temperature the solutions were fluid enough that ad­
ventitious bubbles from the stirring and pouring disap­
peared easily, resulting in a homogeneous, crystal clear 
test solution. The mixing flask was removed from the cell 
jacket and the electrode assembly was inserted quickly 
into the cell. Conductance experiments at the four test 
temperatures were then carried out, but the solutions 
could not be agitated to hasten and ensure thermal equili­
bration.

The 71% PS solutions are much too viscous to prepare 
by this method. Attempts to use Price’s method2 of 
evaporating the appropriate amount of DPM into a freeze- 
dried PS-electrolyte matrix failed, presumably because 
the sample is not self-supporting at ca. 50° (this elevated 
temperature had been used by Price to speed the absorp­
tion-diffusion process) and the method is too slow to be 
practical at room temperature. We finally settled on the 
following technique: a 50% PS sample was made as de­
scribed above and about 2 g of the sample was weighed 
into a Petri dish. This was placed into a vacuum oven at 
ca. 60° where the sample flowed to form a thin layer. The 
sample weight was monitored until a solution of 71% PS 
was obtained. These samples (of leathery consistency at 
room temperature) were repeatedly cut into small pieces 
which were then pressed between warm ferro-type plates 
in an attempt to ensure sample homogeneity. The sam­
ples were stored in sealed containers until they were put 
in the parallel-plate conductance cell. At t > 60°, under 
pressure of the electrode assembly, the samples flowed to 
fill the electrode gap. At the test temperatures the solu­
tions had the consistency of old rubber cement and stuck 
tenaciously to the polished electrodes. After a run was 
completed, the cell was dismantled and the electrode as­
sembly, with the sample still in place, was cooled to ca. 
-70°. At this temperature the samples were brittle and 
could usually be removed nearly intact from between the 
electrodes. The sample thickness was then micrometered 
to check that the electrode separation had been uniform 
(0.025 cm) and that the sample had indeed filled the en­
tire interelectrode volume.

Results
For the 0-50% PS solutions the sample conductance 

and capacitance was essentially independent of frequency 
from dc to 10 kHz in the temperature interval 70-100°. 
We report the 1-kHz results since the GR 1615A bridge

Figure 1. Top: logarithm of sample conductance (mhos) at two 
temperatures as a function of logarithm of test frequency 
(Hertz). The arrows marked DC are the steady-state dc conduc­
tance values. Note that the conductance curves cross at high 
frequencies. Bottom: condcctance/frequency (mhos/Hertz) as 
a function of the logarithm of the test frequency. The ordinate is 
expanded 100 times for loc f > 2. Note that the 70° isotherm 
goes through a minimum. The short-dash line refers to an 80% 
PS-20% DPM solvent (c =  0) sample at 100°; this curve has a 
well-defined maximum at log f = 4.7. The dot-dash line refers to 
the same 80% PS sample at 70°.

appears most reliable there. For these solutions the sol­
vent conductance was always less than 2% that of the so­
lution, usually considerably less. In Table Illb we report 
our principal results: equivalent conductance of (n- 
Bu)4NSCN as a function of concentration, temperature, 
and solvent composition. The viscosity and dielectric con­
stant of the solvent are tabulated in Table II.llb

The conductance of the 71% PS solutions, and of pure 
71% PS solvent also, increased rapidly with increasing fre­
quency for /  > 0.5 kHz, the frequency dependence being 
most pronounced at the lower temperatures. There was a 
concomitant slight decrease of the capacitance. The avail­
ability of the ulf bridge permitted extrapolation of the 
conductance to /  < 1 Hz and, as illustrated in Figure 1, 
this low-frequency asymptote equaled the steady-state dc 
conductance. The dc conductance was slightly time de­
pendent; application of the voltage resulted in a transient 
current which attained a steady-state value within a few 
seconds. This time dependence was most evident at the 
lower temperatures and is similar to that previously re­
ported2 for 80% PS-20% DPM samples but is not nearly 
so pronounced either in its magnitude or in its duration. 
The present results substantiate our previous contention 
that the steady-state dc conductance in these samples is 
truly a measure of charge transport in the bulk of the 
sample and is not distorted because of electrode polariza­
tion processes.

In fact, as indicated by the curves of Figure 1, it is ab­
solutely necessary to extrapolate ac measurements in
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these very viscous solutions to zero frequency rather than 
to infinite frequency as in conventional conductance mea­
surements. Alternatively, dc measurements must be ex­
trapolated to infinite time, i.e., steady-state values most 
conveniently obtained for long-lived transients by the 
charge-discharge technique, rather than to zero time as in 
conventional studies. The reason for the difference in the 
extrapolation is due to the different nature of the phe­
nomenon interfering with the conductance measurement. 
In conventional experiments, various, primarily capacita- 
tive, electrode impedances12 are eliminated by extrapola­
tion to infinite frequency where their impedance is negli­
gible compared to the resistance of the solution. In our ex­
periments the interference is undoubtedly due to the di­
electric relaxation of the solvent, as is illustrated by the 
G/f curves in Figure 1. As the solvent becomes increasing­
ly viscous, either as a result of decreasing the temperature 
and/or increasing the polymer concentration, the dielec­
tric relaxation process moves to progressively lower 
frequencies and completely masks the contribution from 
the intrinsic conduction process. The well-known super­
position of time, temperature, and composition is illus­
trated by the 71% PS data at 70° which virtually coincide 
with the 80% PS data at 100°.

We believe that such interference will be universal, irre­
spective of the nature of the “ solvent,”  since there is no 
such thing as a nonpolar highly viscous solvent. And while 
the dielectric loss of a “ nonpolar” material like polysty­
rene or diphenylmethane is very small, it nevertheless 
corresponds to a conductance which is high compared to 
the true steady-state dc value.

Thus, the reported13 “ break” in conductance-tempera­
ture curves at the glass-transition temperature is probably 
due, not to any essential change in the ionic conduction 
process as T — Tg, but to the fact that an entirely differ­
ent phenomenon (the dielectric relaxation of the solvent) 
is being measured.

To summarize: in order to measure the intrinsic ionic 
conductance of a highly viscous sample, it is necessary to 
make the measurements at /  <r / max (dielectric relaxa­
tion) and to extrapolate to /  -*• 0. But the temperature de­
pendence of the relaxation process near Tg is usually very 
large so it quickly becomes prohibitively tedious to extend 
the conductance experiments to the required long times as 
T ^ T e.

While the specific conductance14 of the 71% PS solvent 
(ca. 1 X 10~14 mho cm^1 at 70°; 1 X 10-13 at 100°) was 
only slightly lower than that of the 50% PS solvent (6 X 
10-14 at 70; 2 X 10-13 at 100°), the specific conductance 
of 71% PS solutions was relatively much less than that of 
50% PS solutions of the same electrolyte concentration. 
Indeed, the conductance of the solutions was so depressed 
on going from 50 to 71% PS that it became impossible to 
make meaningful measurements with c < 3 x 10-4; the 
relatively ill-defined solvent corrections were already 15% 
or more at that concentration. This unfortunately high 
lower limit to the electrolyte concentration, the question­
able homogeneity of the more concentrated solutions and 
our inability to reproduce the solvent composition precise­
ly from sample to sample (see Procedure section), and the 
lower precision of the parallel-plate cell constant determi­
nation, all conspire to preclude a detailed analysis of the 
71% PS solution conductance data. We report results for 
the more dilute solutions in Table IIIllb but emphasize 
that they are very much less significant than the data for 
the 0-50% PS solutions.

Because the melting point of (rc-Am)4NSCN is 50.5°,lla 
well below our test temperatures, we hoped that this salt 
would be more soluble than (ri-Bu)4NSCN in our solvents, 
especially in 71% PS. Our expectation seems ill founded; 
while (n-Am)4NSCN seems quite soluble in pure DPM 
(>1 M), its solubility apparently decreases with increas­
ing polymer concentration so that the homogeneity of 50% 
PS having c > 5 X 10~3 is questionable. The conductance 
of the most dilute (n-Am)4NSCN-71% PS solutions we 
studied is similar to that of (n-Bu)4NSCN solutions of the 
same concentration. Some data are listed in Table ffi;llb 
the same reservations as mentioned above apply.

Discussion
In the simplest form of the sphere-in-continuum theory 

of electrolyte conduction, only two parameters (the dielec­
tric constant and the coefficient of viscosity) define the 
solvent and another two parameters (the charge and radi­
us) specify each ion. Ion-solvent interaction is expressed 
in terms of macroscopic hydrodynamics, i.e., the assump­
tion of the validity of Stokes’ law, and ion-ion interaction 
is strictly electrostatic.

Following Fuoss and Accascina,15 for solvents of very 
low dielectric constant at low electrolyte concentrations, 
the simplest analysis takes cognizance of ions, ion pairs, 
and ion triples all in dynamic equilibrium, viz.

C+ +  A-  C+A-  K a (2)

C+A-  +  A " A~C+A- ]
. . . , r 1 (3)C+A- + C+ *=£ C+A C+J

The distinction between the two types of association to 
triples is neglected, as usual. Free ions and triple ions mi­
grate in the applied field and transport charge while the 
neutral ion pairs do not. If Ao and Ao denote the limiting 
equivalent conductance of the free ions and the triple 
ions, respectively, one generalizes the Arrhenius equation 
and obtains

A =  7^ 0  +  73^0 (4a)

A =  A „(¿fAc r 1/2 +  Ao (k2K A)~mcm (4b)

where 71 and 73 are the fraction of single ions and triple
ions, respectively, c is the stoichiometric concentration of 
electrolyte, KA is the association constant to form ion 
pairs, that to form ion triples, activities have been 
approximated by concentrations, and interionic correc­
tions to the mobilities have been neglected. Equation 4b 
predicts that a log A vs. log c plot has a slope of —0.5 for 
very low c and that the curve exhibits a minimum at

Cm m (A0/Xo)* (5)
with

Amin 2(7lAo)min 2(73Ao)min (0)
This predicted behavior has been amply confirmed for 
fluid solvents and mixed-solvent systems15 but has not 
been demonstrated previously in highly viscous media. In 
one of the pioneering studies of electrolytic conduction in 
plastics, Mead and Fuoss1 suggested that “ the molecular 
mechanics of ion association in media of such high viscos­
ity [80% by weight poly (vinyl chloride) plasticized with 
DPM; viscosity not determined] will probably turn out to 
be quite different from those of ordinary liquids.” Our re­
sults for the 0-50% PS solvent systems, which cover a 
105-fold range of viscosity (0.01 < tj < 1000 P), suggest
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Figure 2. Logarithm of equivalent conductance (mhos kg/cm  
equiv) as a function of the logarithm of (n-Bu)4NSCN concen­
tration (equiv/kg). The Celcius temperature is indicated. The 
dashed line denotes the locus of cmjn. The short line segments 
at the left are drawn with slope -0 .5 . Note the large change in 
scale for the 71% PS sample.

that eq 4b applies irrespective of the solvent’s viscosity. 
See Figure 2 for typical results.

Equation 5 is the basis for the motivation for this inves­
tigation. If Walden’s rule held for the free ions and the 
triple ions, or if deviations therefrom were such as to keep 
Ao/Ao constant, cmin would vary directly as k. And since 
our simplest model assumes ion association to be strictly 
electrostatic in nature (no specific solute-solvent interac­
tions) the key parameter determining the extent of ion as­
sociation is the ratio of the Coulombic energy to the ther­
mal energy. One then finds15
log cmin =  log (Ao/Ao) +  log k =  constant -  (tT )~1

(7)
where t is the dielectric constant of the solvent and with 
the implicit assumption of constant Ao/Ao-

For a given solvent composition, i.e., PS/DPM ratio, 
(eT) increases with increasing temperature since dc/dT, 
while negative, is very small for essentially nonpolar sub­
stances. The increase in cmin with increasing temperature 
is well illustrated in Figure 2. The model predicts that 
dCmin/dT is the same for all solvent compositions; within 
the rather large experimental uncertainty of our results we 
find this to be so, the average increase in cmin being 50% 
in the range 70-100°.

For isothermal changes in solvent composition which 
are truly isodielectric, we anticipate that cmin will be con­
stant if Ao/Ao remains constant. The 0% PS and 40% PS 
data shown in Figure 2 suggest, and an analysis of all the 
data confirms, that cmin increases with increasing per 
cent PS, the increase being perhaps more pronounced at 
the lower temperatures: at 70°, cmjn approximately dou­
bles as the per cent PS 0 ->■ 5 0 ; at 100°, cmin increases by 
about 50%. Part of this change must be attributed to the

Figure 3. Left ordinate: logarithm of the solvent viscosity (poise) 
as a function of weight per cent polystyrene: ® = 70°; O = 
100°. Right ordinate: logarithm of equivalent conductance (c ~
2 X 10_4) and logarithm of conductance X viscosity as a function 
of per cent PS: ® = 70°; O = 100°. The conductance data 
marked P at 80% PS are frcm Price, ref 2, at c ~  3 X 1 0 "4. 
The solvent viscosity at 80% FS and 85° is also from Price.

fact that the isothermal variation of the PS-DPM solvent 
composition is not strictly isodielectric. Our results (Table 
IIllb) are inadequately precise to define the composition de­
pendence of the solvent’s dielectric constant but it ap­
pears that the dielectric constant increases very slightly 
with increasing polymer concentration.16 However, it 
seems that cmin depends on solvent composition to a larg­
er extent than can be accounted for by the small change 
in dielectric constant. Two possibilities, at least, may be 
considered: the constancy of (Ao/Ao) with increasing vis­
cosity seems extremely unlikely, as we have discussed pre­
viously,2 and the possibility of specific ion-solvent inter­
actions also cannot be discounted.17 We see no way to re­
solve these possibilities with only our present data; differ­
ent electrolytes in the PS-DPM solvent system and other 
isodielectric variable viscosity solvents will have to be 
studied.

We now turn to a discussion of ion mobility in this sys­
tem. It is often surmised that polymers are good electrical 
insulators because ionic mobility in these “ solvents” is ex­
tremely low. The basis for such speculation is the as­
sumed validity of Walden’s rule, i.e., the applicability of 
Stokes’ law. However, for the PS-DPM system, Walden’s 
rule fails utterly as is suggested by the data in Table Illb 
and illustrated in Figure 3. It is obvious that the ionic mo­
bility is not diminished nearly so much as the solvent vis­
cosity is increased, especially for the solvents of relatively 
low viscosity. In fact, for solvents with t] < 1000 P (per cent 
PS < 50) a better, albeit very crude, approximation would 
be that the mobility is essentially independent of the 
macroscopic viscosity. Various simple modifications of 
Walden’s rule, such as Arp1 = constant, with p less18 than 
or greater19 than unity, are all inapplicable for this large
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range of viscosity. “ The theoretical problem to be consid­
ered is the motion of ions around segments of much larger 
molecules” ;18 by definition, the sphere-in-continuum 
model is no longer applicable.

In dilute polymer solutions, some version of an obstruc­
tion model would seem most appropriate. Polymer chains 
repel one another entropically in dilute solutions. Under 
these conditions, one assumes that the solution consists of 
discrete regions of pure solvent and smaller regions, per­
vaded by the polymer molecules, in which the ions’ mobil­
ity are much less20 or possibly even zero.21 Such models 
lead to the expectation that the initial conductance de­
crease is in proportion to the volume fraction of the ob- 
structant. With increasing polymer concentration the con­
ductance decreases somewhat more rapidly because the 
polymer segment density within the random coil increases 
(unless the experiments are carried out in a 9 solvent) 
and the ion mobility within the coil presumably de­
creases. This model can be expected to hold until the 
polymer concentration is so great that the polymer coils 
begin to • interpenetrate; at this critical concentration, 
which depends on the polymer’s molecular weight in an 
inverse manner, the concept of distinct regions of the so­
lution having different hydrodynamic properties becomes 
invalid and a different approach is needed.

A critical concentration for conductance of polystyrene- 
styrene solutions was found by Purdon and Morton22 to be 
about 7% polymer for MW ~  10®. The interpenetration of 
polymer coils is also manifest in viscoelastic experiments 
as “ entanglement couplings” and Ferry23 suggests that for 
polystyrene of MW ~  10® the critical concentration is 
about 20%, in agreement with 15% suggested by Onogi, et 
al. , 24 from solution viscosity measurements. We conclude 
that for per cent PS > 20, the obstruction model will cer­
tainly not be applicable.

Insofar as ionic conduction is an electric-field-biased 
diffusion, we anticipate that the free-volume concept 
which has been applied quite successfully to the problem 
of diffusion in polymeric systems25 might also be applica­
ble for conduction in an isodielectric, variable viscosity 
solvent. Following Ferry,26 we assume that the mean 
translational friction coefficient of an ion, f± , will be sim­
ilar to the monomeric friction coefficient of the polymer, 
fo, for test temperatures far above the glass-transition 
temperature of the solvent.27

The glass-transition temperature may be defined28 
operationally as the temperature where tj = 1013 P. For 
pure PS it is 100° but it decreases rapidly with addition of 
a highly fluid diluent. Jenckel and Heusch’s results29 in­
dicate that 20% by weight of benzene or toluene de­
presses Tg of PS by about 80°, and we assume that plasti­
cization by DPM will not be substantially different. Thus, 
all of our samples with per cent PS < 80 and t > 10° 
should be well above Tg. Referring to Figure 3, it is clear 
that the viscosity isotherm at 100° must increase enor­
mously for per cent PS > 71; the 70° isotherm will have to 
increase even more rapidly (nearly vertically on the scale 
of Figure 3) since the glass transition at this temperature 
will occur at per cent PS < 100.

For a 1-1 electrolyte, the equivalent conductance is re­
lated to the mean ionic friction coefficient by combining 
the Nemst-Hartley relation30 between the diffusion coef­
ficient and A°

D =  RTA°/2F°- (8)

and Einstein’s result

D =  kT/U  (9)
Equating these relations, we find for the 71% PS solution 
at the lowest electrolyte concentrations that log (dyn 
sec/cm) = -7.1  at 70° and —8.2 at 100°. The glass-transi­
tion temperatures of PS-DPM solutions are not known. 
Jenckel and Heusch’s results for PS-benzene and PS-tol- 
uene suggest that 30% plasticizer lowers Tg by about 110°, 
so our results at 70 and 100° probably bracket Tg + 100 
for the 71% PS system. Ferry31 quotes log f  = -6.95 for 
polystyrene at T = Tg -f- 100. This order-of-magnitude 
agreement is encouraging so we next investigate the possi­
bility of using the free-volume concept to explain the vis­
cosity dependence of the conductivity.

Free-volume theory32 relates the monomeric friction 
coefficient in a polymer solution to that in the pure poly­
mer at the same temperature and pressure as

[fo ],/Itolo =  exp[5(/,r> -  At1)] (10)

where fo is the fractional free volume in the pure polymer, 
fv is the fractional free volume in a solution whose volume 
fraction of dilutent is v, and B is a constant of order unity 
related to the size of the “ hole” required for diffusion. 
Next, one invokes a linear dependence of fv on v, viz.

fv =  fo +  0  V (11)

which implies a linear decrease of Tg with v and therefore 
serves as a guide to the range of applicability of the subse­
quent results. Substituting (11) into (10), making the as­
sumption that depends on fractional free volume in the
same way as does, and recognizing that A f ± _1 we
obtain

In A,- =  In A0 +  (B/f0) ,  ̂ (12)1 T  /  o/O

where the subscript on A refers to the volume fraction of 
DPM in the solvent. Because of the near identity of the 
densities of PS and DPM, weight fractions may be substi­
tuted for v in eq 12.

We expect f0 to be about 0.05 or less. At Tg of 100% PS, 
fo ~  0.03; it will decrease slowly with decreasing tempera­
ture but appears to be somewhat greater when measured 
in solution than in.the pure polymer. From eq 11, when v 
= 1, (fo + fi) is the fractional free volume of the pure mo­
nomeric diluent which characteristically ranges from 
about 0.2 to 0.4. Thus we may expect 0.1 < fo/fi < 0.4 and 
test plots of eq 12 were tried for this range. The linearity 
is most sensitive at small v’s, a range where we do not 
have much data, but a subjective estimate is that fo/fi =
0.2 ±  0.05 gives the “ best” fit and examples are shown in 
Figure 4.

The slope of the lines of Figure 4 is B/f0. At 100°, for 
fo/fi = 0.2, B/fo = 20. With f0 = 0.04 this yields B = 0.8 
which is the expected order of magnitude. (While B in eq 
10 is about unity for monomeric friction coefficients, anal­
yses25 of small-molecule diffusion experiments indicate 
that B < 1 for the diffusant’s friction coefficient.) Since B, 
fi, and fo are average quantities estimated from a wide va­
riety of viscoelastic and dilatometrie experiments, com­
pletely independent of conductance, we are encouraged to 
believe that the free-volume model is an appropriate way 
to analyze conductance data in polymeric, highly viscous 
solvents.

With fo/fi = 0.2, and B/f0 = 20, eq 10 yields log A0 = 
— 10.2 at 100°. However, since the glass-transition temper­
ature of polystyrene is 100°, equating f ± to is no longer
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Figure 4. Logarithm of equivalent conductance of (n-Bu^NSCN 
(c ~  2 X 10~4) in a solvent of v volume fraction diphenylmeth- 
ane as a function of v/(v +  fo/fi): O = 100° and CD = 70° with 
fo/)3 = 0.2; © =  70° with f0/f} =  0.1, these points shifted 0.1 
unit to the left for plotting purposes. Reading from right to left, 
data points refer to solvent compositicn of 0, 20, 30, 40, 50, 71, 
and 80% by weight polystyrene. 80% points from Price, ref 2.

valid33 and eq 12 cannot be expected to hold. The extrap­
olated value is probably an upper limit. Even so, for c = 
10_ 4 it corresponds to a specific conductance of 10-17 
mho/cm at Tg\ The prospects for definitive conductance 
measurements in such a solvent system appear slim.

Since o = l -  0.01(per cent PS), eq 12 provides the 
basis for the shape of the log A vs. per cent PS isotherms 
of Figure 3. In particular, we estimate the limiting slope 
of the 100° isotherm as per cent PS —► 100 to be -0.43, 
which is nearly vertical on the scale of Figure 3. The 70° 
isotherm decreases even more rapidly because of a smaller 
f0. We have already noted that the viscosity isotherms 
must increase enormously rapidly for per cent PS > 70 so 
we now come to the surprising conclusion that for very 
viscous solutions, as for very fluid ones, Walden’s rule will 
be a useful approximation.

On the basis of the model developed above, we antici­
pate that the temperature dependence, i.e., activation 
energy, for conductance and viscous flow should show a 
parallel dependence on the PS concentration since the 
temperature dependence of the friction coefficients pro­
vides a common basis. We use conductance data at the 
lowest electrolyte concentrations (where log A is nearly 
proportional to —0.5 log c) so that only the ion-pair equi­
librium will be considered. Following eq 4b we have

In A =  - ■xk In (K ac) +  In A0 (13)

d In A E.k 1 d In K a d In A o
(14)

dT“1 R 2 cT -1 dT“1
For a 1-1 electrolyte with only electrostatic interaction to

Figure 5. Apparent activation energy (kcal/m ol) for equivalent 
conductance and shear viscosity as a function of weight per 
cent polystyrene. Temperature range is 70-100°. E \ at 80% PS 
is from Price, ref 2.

form ion pairs
K A =  (constant) exp(e2/aekT) (15)

where e is the electronic charge, a is the distance of clos­
est approach, assumed =5 A15 in this calculation, and t 
= 2.5 is the dielectric constant of the isodielectric solvent. 
With Ao ( f - ) -1 we have

E x =  E„ +  13.4 kcal (16)
where £ „  the activation energy for viscous flow as deter­
mined by the monomeric friction coefficient, depends on 
the polymer concentration because of free volume consid­
erations.34 For T »  Tg, fo and are again expected to 
have a similar dependence on fractional free volume, and 
thus E\ and Ev should differ by a constant amount. Our 
experimental results are snown in Figure 5.38 As the poly­
mer concentration is increased and the glass-transition re­
gion is approached this parallel cannot continue, and on 
the basis of diffusion experiments one expects ultimately 
that En > Ex .36 The pitfalls of conductance experiments 
near Tg have been outlined above; we are unaware of reli­
able conductance and viscosity data for the same system 
with which to test this prediction.

To conclude this discussion of ionic mobility in highly 
viscous solvents, we suggest that an interpretation of the 
decreased mobility of ions in terms of viscous hindrance in 
the Stokesian manner is misleading. Rather, “ an alterna­
tive possibility is that the increased viscosity and the in­
creased resistance experienced by the moving [ion] are not 
related as cause and effect, but are two parallel effects of 
a common cause.” 21 Tha" common cause is the obstruc­
tion action of the polymer, distorting the stream lines of 
flow for solvent molecules and ions in the concentration 
range where the polymer chains do not overlap; it is the 
common influence of free volume on the friction coeffi­
cients of the ions and the polymer segments when the 
polymer concentration becomes sufficiently large.

Acknowledgment. Grateful acknowledgment is made to 
the donors of the Petroleum Research Fund, administered 
by the American Chemical Society, for the support of this 
research.

Supplementary Material Available. Tables I—III will ap­
pear following these pages in the microfilm edition of this 
volume of the journal. Photocopies of the supplementary 
material from this paper only or microfiche (105 x 148 
mm, 20X reduction, negatives) containing all of the sup­

The Journal of Physical Chemistry, Vol. 77. No. 18, 1973



2224 James E. Scheirer and Walter Dannhauser

plementary material for the papers in this issue may be 
obtained from the Journals Department, American Chem­
ical Society, 1155 16th St., N.W., Washington, D. C. 
20036. Remit check or money order for $3.00 for photocopy 
or $2.00 for microfiche, referring to code number JPC-73- 
2217.

References and Notes
( 1 )  P r io r  to W o r l d  W a r  II, R.  M . F u o s s  a n d  h i s  c o l l a b o r a t o r s  b e g a n  a  

s y s t e m a t i c  s t u d y  o f  t h e  d i e l e c t r i c  a n d  e l e c t r o l y t i c  p r o p e r t i e s  o f  

s o m e  p o l y m e r i c  s y s t e m s .  M o s t  o f  t h e  r e s u l t s  w e r e  p u b l i s h e d  a f t e r  
t h e  w a r  b u t  t h e  w o r k  h a d  b e e n  d i s c o n t i n u e d  b y  t h e n .  P a r t i c u l a r l y  
p e r t i n e n t  is  t h e  p a p e r  b y  D .  J .  M e a d  a n d  R .  M . F u o s s ,  J. Amer. 
Chem. Soc.. 6 7 ,  1 5 6 6  ( 1 9 4 5 ) .

(2)  J.  R.  P r i c e  a n d  W .  D a n n h a u s e r ,  J. Phys. Chem..  7 1 ,  3 5 7 0  ( 1 9 6 7 ) .  
S e v e r a l  r e v i e w s  o f  t h e  l i t e r a t u r e  a r e  c i t e d  in t h i s  p a p e r .

(3 )  A  r e f e r e e  o b j e c t e d  t o  o u r  i n t e r p r e t a t i o n  a n d  p o i n t e d  o u t  a l t e r n a t i v e s .  
S i m i l a r  c o m m e n t s  w e r e  m a d e  b y  F u o s s  d u r i n g  t h e  d i s c u s s i o n  f o l ­
l o w i n g  p r e s e n t a t i o n  o f  t h e  p a p e r  to  t h e  1 9 6 7  C o n f e r e n c e  o n  E l e c t r i ­

c a l  I n s u l a t i o n  a n d  D i e l e c t r i c  P h e n o m e n a .  P u b l i c a t i o n  N o .  1 5 7 8 ,  
N a t i o n a l  A c a d e m y  o f  S c i e n c e s ,  1 9 6 8 ,  p 3 2 .

(4)  A .  H.  S h a r b a u g h ,  J ' . ,  H.  C .  E c k s t r o m ,  a n d  C .  A .  K r a u s ,  J. Chem. 
Phys.. 1 5 ,  5 4  ( 1 9 4 7 ) .

( 5 )  D .  T.  C o p e n h a f e r  a n d  C .  A .  K r a u s ,  J. Amer. Chem. Soc.. 7 3 ,  4 5 5 7  
( 1 9 5 1 ) .

(6 ) J.  G .  B e r b e r i a n  a n d  R.  H.  C o l e ,  R e v .  S c / .  Instrum.. 4 0 ,  8 1 1  ( 1 9 6 9 ) .
( 7 )  V i c t o r e e n  I n s t r u m e n t  C o . ,  C l e v e l a n d ,  O h i o .
(8 ) B a l s b a u g h  L a b o r a t o ' i e s ,  S o u t h  H l n g h a m ,  M a s s .
(9)  C a n n o n  I n s t r u m e n t  C o . ,  S t a t e  C o l l e g e ,  P a .

( 1 0 )  L.  R. B a c o n ,  J. Franklin Inst., 2 2 1 ,  2 5 1  ( 1 9 3 6 ) .
( 1 1 )  ( a )  L.  C .  K e n a u s l s ,  E. C .  E v e r s ,  a n d  C .  A .  K r a u s ,  Proc. Nat. Acad. 

Sci.. 4 8 ,  1 2 1  ( 1 9 6 2 1. (b)  S e e  p a r a g r a p h  a t  e n d  o f  p a p e r  r e g a r d i n g  
s u p p l e m e n t a r y  m a t e r i a l .

( 1 2 )  R. A .  R o b i n s o n  a n d  R.  H.  S t o k e s ,  “ E l e c t r o l y t e  S o l u t i o n s , "  2 n d  e d ,  
A c a d e m i c  P r e s s ,  N e w  Y o r k ,  N.  Y . ,  1 9 5 9 ,  p 9 1  ff.

( 1 3 )  S e e .  f o r  e x a m p l e ,  R.  W .  W a r f i e l d  a n d  M . C .  P e t r e e ,  Polymer. 1 ,  

1 7 8  ( 1 9 6 0 ) ;  R.  W .  W a r f i e l d ,  S P E  ISoc. Plast. Eng.) J.. 1 5  (8 ),  1 ,  
1 9 5 9 .

( 1 4 )  T h e  s p e c i f i c  c o n d u c t a n c e  o f  t h e  “ s o l v e n t "  v a r i e d  c o n s i d e r a b l y ,  d e ­
p e n d i n g  o n  t i m e  I n t e r v a l  s i n c e  d i s t i l l a t i o n  o f  t h e  D P M ,  l e n g t h  o f  t i m e  
s i n c e  m i x i n g  P S  a n d  D P M ,  t i m e  le ft  in t h e  c e l l ,  a n d  t h e  t h e r m a l  h i s ­
t o r y  o f  t h e  s a m p l e .  T h e  v a l u e s  q u o t e d  a r e  m e a n t  t o  b e  c o m p a r a t i v e  
r a t h e r  t h a n  d e f i n i t i v e .

( 1 5 )  R.  M . F u o s s  a n d  F .  A c c a s c i n a ,  " E l e c t r o l y t i c  C o n d u c t a n c e , "  I n t e r ­
s c i e n c e ,  N e w  Y o r k .  N.  Y . ,  1 9 5 9 .

( 1 6 )  T h e  d i e l e c t r i c  c o n s t a n t s  r e p o r t e d  in T a b l e  II a r e  t h o s e  o f  t h e  s o l ­
v e n t .  W i t h  i n c r e a s i r g  e l e c t r o l y t e  c o n c e n t r a t i o n  t h e  d i e l e c t r i c  c o n ­

s t a n t  i n c r e a s e s  s l i g h t l y ,  p r e s u m a b l y  b e c a u s e  o f  t h e  I o n - p a i r  d i p o l e s .  
W e  h a v e  n o t  a t t e m p t e d  t o  i n c l u d e  t h e  s m a l l  v a r i a t i o n  in o u r  a n a l y s i s  
o f  t h e  i s o t h e r m a l  d a t a .

( 1 7 )  W .  R. G i l k e r s o n ,  J. Chem. Phys.. 2 5 .  1 1 9 9  ( 1 9 5 6 ) ;  r e f  1 5 .  p 2 6 0 .

( 1 8 )  C .  T r e i n e r  a n d  R.  M . F u o s s ,  J. Phys. Chem..  6 9 ,  2 5 7 6  ( 1 9 6 5 ) .
( 1 9 )  B. I. S a z h i n  a n d  V .  P.  S h a v a y e v ,  Vysokomol. Soedin.. 7  (6 ),  9 6 2  

( 1 9 6 5 ) ;  Polym. Sci. USSR.  7 ,  1 0 6 2  ( 1 9 6 5 ) .
(2 0 ) V .  P.  B u d t o v ,  Vysokomol. Soedin.. 1 0 .  7 7 6  ( 1 9 6 7 ) ;  Polym. Sci.

USSR.  1 0 ,  9 0 0  ( 1 9 6 8 ) .
( 2 1 )  R e f e r e n c e  1 2 ,  p  3 1 0  ff.
( 2 2 )  J .  R.  P u r d o n  a n d  H. M o r t o n ,  J. Polym. Sci.. 5 7 ,  4 5 3  ( 1 9 6 2 ) .
( 2 3 )  J.  D .  F e r r y ,  “ V i s c o e l a s t i c  P r o p e r t i e s  o f  P o l y m e r s , "  2 n d  e d ,  W i l e y ,  

N e w  Y o r k ,  N.  Y „  1 9 7 0 ,  p 5 3 6 .
( 2 4 )  S .  O n o g i ,  T.  K o b a y a s h i ,  Y .  K o j i m a ,  a n d  Y .  T a n i g u c h i ,  J. Appl. 

Polym. Sci.. 7 ,  8 4 7  ( 1 9 6 3 ) .
( 2 5 )  H. F u j i t a ,  Advan. Polym. Sci.. 3 ,  1 ( 1 9 6 1 ) .
( 2 6 )  R e f e r e n c e  2 3 ,  p p  3 3 2  a n d  3 7 1 .
( 2 7 )  T h e  s i t u a t i o n  is  m o r e  c o m p l e x  f o r  c o n d u c t a n c e  t h a n  f o r  d i f f u s i o n  

s i n c e  t h e r e  a r e  a t  l e a s t  t w o  i o n s  t h a t  m i g r a t e  ( n e a r  t h e  m i n i m u m  o f  

t h e  l o g  A - l o g  c  p lo t ,  t h e r e  a r e ,  in a d d i t i o n  t o  t h e  s i n g l e  I o n s ,  s u b ­
s t a n t i a l  c o n c e n t r a t i o n s  o f  t r ip l e  i o n s )  a n d  t h e y  a r e  g e n e r a l l y  o f  d i f ­
f e r e n t  s i z e  a n d  m a y  i n t e r a c t  d i f f e r e n t l y  w i t h  t h e  s o l v e n t .  T h e  q u a t e r ­
n a r y  a m m o n i u m  io n is  p r o b a b l y  l a r g e r  t h a n  t h e  s t y r e n e  r e p e a t  un it  
b u t  i ts  c h a r g e  is  w e l l  s h i e l d e d ;  S C N ~  is  s m a l l e r ,  b u t  p r e s u m a b l y  in­
t e r a c t s  s t r o n g l y  w it h  t h e  p o l a r i z a b l e  s o l v e n t  b e c a u s e  o f  i t s  h i g h e r  
c h a r g e  d e n s i t y .  T h e  t r i p l e  i o n s  a r e  al l  m u c h  l a r g e r  t h a n  t h e  m o n o ­
m e r  r e s i d u e .  A s  T —» Tg , t h e  d l f f u s a n t ' s  ‘ r l c t l o n  c o e f f i c i e n t  b e c o m e s  

i n c r e a s i n g l y  s e n s i t i v e  t o  t h e  s i z e  a n d  s h a p e  o f  t h e  d i f f u s i n g  s p e c i e s .
( 2 8 )  T. A l f r e y ,  J r . ,  " M e c h a n i c a l  B e h a v i o r  o f  H i g h  P o l y m e r s , "  I n t e r ­

s c i e n c e ,  N e w  Y o r k ,  N.  Y . ,  1 9 4 8 ,  p  8 3  ff.
( 2 9 )  E. J e n c k e l  a n d  R.  H e u s c h ,  Kolloid-Z.. 1 3 0 ,  8 9  ( 1 9 5 3 ) .  T h e i r  v a l u e  

o f  Tg =  8 0 °  is  l o w  c o m p a r e d  t o  m o r e  r e c e n t  d a t a  b u t  t h e  e f f e c t  o f  
d i l u e n t  is  q u a l i t a t i v e l y  c o r r e c t ,  w e  b e l i e v e .  B e r r y  a n d  F o x ,  r e f  3 4 ,  
s h o w  t h a t  2 0 %  b y  v o l u m e  o f  d i b e n z y l  e t h e r  l o w e r s  Tg o f  P S  b y  

a b o u t  8 0 ° ;  3 0 %  b y  a b o u t  1 0 0 ° .
( 3 0 )  R e f e r e n c e  1 2 ,  p 2 8 6 .  W e  a s s u m e  t h a t  t h e  c o n d u c t a n c e  a t  t h e  l o w ­

e s t  e l e c t r o l y t e  c o n c e n t r a t i o n  is  d u e  p r i n a r i l y  t o  s i n g l e  i o n s  a n d ,  in 
l i e u  o f  a n y  i n f o r m a t i o n ,  t h a t  t h e  i o n s  h a v e  e q u a l  m o b i l i t y .  A t  t h e  e x ­
t r e m e l y  l o w  e f f e c t i v e  io n c o n c e n t r a t i o n s ,  s u b s t i t u t i o n  o f  A  f o r  A 0 

s e e m s  q u i t e  r e a s o n a b l e .
( 3 1 )  R e f e r e n c e  2 3 ,  p 3 6 3 .
( 3 2 )  R e f e r e n c e  2 3 ,  p 5 1 8  ff.
( 3 3 )  F e r r y ,  r e f  2 3 ,  p 3 7 3 ,  s t a t e s ,  “ w h e n  t h e  t e m p e r a t u r e  is  c l o s e r  to Tg, 

h o w e v e r ,  t h e  f r i c t i o n  c o e f f i c i e n t  f o r  t h e  s m a l l e r  m o l e c u l e  is  c o n s i d ­
e r a b l y  s m a l l e r  t h a n  t h a t  f o r  a  c h a i n  u n  t, t o  a  d e g r e e  w h i c h  is  . . . 
q u i t e  l a r g e  f o r  T — Tg <  4 0 .  T h i s  e f f e c t  is  a c c o m p a n i e d  b y  a  g r o w ­
i n g  d i s c r e p a n c y  b e t w e e n  t h e  a p p a r e n t  a c t i v i t i e s  e n e r g y  f o r  d i f f u s i o n  

a n d  v i s c o e l a s t i c  r e l a x a t i o n ,  t h e  f o r m e r  a l w a y s  b e i n g  t h e  s m a l l e r . "
(3 4 )  G .  C .  B e r r y  a n d  T.  G .  F o x .  Advan. Polym. Sci.. 5 ,  2 6 2  ( 1 9 6 8 ) .  S e e  

e s p e c i a l l y  p 3 1 7  ff.
( 3 5 )  O u r  d a t a  y i e l d  E \  -  ~  6 k c a l  r a t h e -  t h a n  1 3 . 4  k c a l  a s  p r e d i c t ­

e d  f r o m  t h e  e l e c t r o s t a t i c  m o d e l .  If t h e  io n  p a i r s  a r e  s o l v e n t  s e p a ­
r a t e d  r a t h e r  t h a n  i n t i m a t e ,  t h e  d i s t a n c e  o f  c l o s e s t  a p p r o a c h  w il l  b e  
s u b s t a n t i a l l y  l a r g e r  t h a n  t h e  5  A u s e d  in o u r  c a l c u l a t i o n s ,  t h u s  d e ­
c r e a s i n g  t h e  e n e r g y .  A l s o ,  t h e  c o m p l e t e  n e g l e c t  o f  s o l u t e - s o l v e n t  

i n t e r a c t i o n s  s e e m s  n a i v e .  I o n s  a n d  t h e  h i g h l y  d i p o l a r  io n p a i r s  a r e  
e x p e c t e d  t o  I n t e r a c t  s t r o n g l y  w i t h  t h e  p o l a r i z a b l e  s o l v e n t ;  t h e  d i f f e r ­

e n c e  o f  t h e s e  t w o  t e r m s  c a n  e a s i l y  a c c o u n t  f o r  a  f e w  k c a l .
( 3 6 )  T h e  a p p a r e n t  a c t i v a t i o n  e n e r g y  f o r  v i s c o u s  f l o w  o f  h i g h  m o l e c u l a r  

w e i g h t  p o l y s t y r e n e  n e a r  Te is  q u o t e d  a s  c a .  5 5  k c a l  b y  V .  S e m j o -  
n o w ,  Advan. Polym. Sci.. 5 ,  3 8 7  ( 1 9 6 8 ) .  b u t  t h e r e  is  a  w i d e  r a n g e  
o f  v a l u e s  a v a i l a b l e  in t h e  l i t e r a t u r e .  F r e e  v o l u m e  c o n s i d e r a t i o n s ,  a s  
e m b o d i e d  In t h e  W L F  e q u a t i o n  ( r e f  2 3 .  p 3 ' 4  f f ) ,  p r e d i c t  E H =  1 6 0  

k c a l  a t  Tg f o r  p o l y s t y r e n e !  W h a t e v e r  t h e  a c t u a l  v a l u e ,  it i s  o b v i o u s  
t h a t  t h e  e x t r a p o l a t i o n  o f  £ ,  v s .  p e r  c e n t  P S  in F i g u r e  5 - m u s t  in ­
c r e a s e  v e r y  r a p i d l y  f o r  p e r  c e n t  P S  >  7 1 .

The Journal of Physical Chemistry. Voi. 77, No. 18. 1973



Apparent Molai Volumes of Polyelectrolytes 2225

Concentration Dependence of the Apparent Molal Volumes of Polyelectrolytes
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The volume changes on dilution of aqueous solutions of polystyrenesulfonic acid and its sodium and 
magnesium salts have been determined by dilatometry in the concentration range 1.5-0.01 monoM. An 
approximately linear dependence of the apparent molal volumes of polyelectrolytes, 4>v, on the logarithm 
of concentration has been found at concentrations lower than 0.2 monoAf, whereas a positive deviation 
from linearity appears for all three polyelectrolytes at higher concentrations. A theoretical expression for 
the concentration dependence of 4>v has been derived for the simplified cell model of polyelectrolyte solu­
tion and compared with the experimental results. Agreement between theory and experiment is good for 
all three polystyrenesulfonates up to concentration 0.2 monoAi; at higher concentrations, however, exper­
imental values are higher than theoretical ones.

Introduction
In spite of their importance, a few years ago only the 

first data on the apparent molal volumes of synthetic poly­
electrolytes were reported.1'2 Very recently more atten­
tion was paid to the measurements of this thermodynamic 
property.3 9 The articles by Ise and Okubo8 and Tondre 
and Zana9 excel by their approach to the problem and 
the amount of data presented. For most polysalts a more 
or less pronounced increase of the apparent molal volume 
with polymer concentration has been observed. Although 
such a behavior has been interpreted in some papers in 
terms of charge and hydrophobic effects, there has been 
no attempt to give the concentration dependence of the 
apparent molal volume a theoretical background, not even 
for those polyelectrolytes for which charge effect plays a 
dominant role. Such an attempt has been made in this 
paper.

For the purpose of comparing theoretical and experi­
mental values we carefully examined the published re­
sults. Unfortunately, we have found out that most of the 
published data are unsuitable for an unbiased comparison 
with theory because the scattering of the experimental 
points is too large or because they are limited to a narrow 
concentration range. Therefore, in the present work we 
have focused attention exclusively on the accurate deter­
mination of concentration dependence of the apparent 
molal volume. For this purpose, we did not measure den­
sities of solutions as has been done in all previous studies, 
but we rather used the dilatometric method. By applying 
this method it is not possible to obtain absolute values of 
the apparent molal volumes but the method enables one 
to determine small volume changes on dilution with great 
accuracy.

For these studies polystyrenesulfonic acid and its sodi­
um and magnesium salts were chosen, the polyelectrolytes 
which have thus far been extensively studied in this labo­
ratory. It seems that these polyelectrolytes are especially 
suitable for testing a purely electrostatic theory, since in 
this case no significant specific binding of counterions to 
the polyion has been detected.10-12

Experimental Section
(a) Materials. As starting material sodium polystyren-

esulfonate, NaPSS (mol wt = 100,000; degree of sulfona-

tion, 1.00; purchased from Polysciences Inc., Rydal, Pa.) 
was applied. The method of purification has been de­
scribed previously.13 A dialyzed solution of NaPSS was 
converted to the acid (HPSS) by ion exchange and the 
concentration was determined by potentiometric titration 
to within 2 ° / 0o- The salts were prepared from solutions of 
acid by adding the corresponding metal hydroxide or car­
bonate to acid until pH was about 5. During the operation 
nitrogen was blown through the solution. In this way a 
small amount of free acid (less than 1 ° / 00) was left in the 
solution. Preliminary experiments showed that a slight 
excess of acid had no influence on results, whereas an ex­
cess of metal hydroxide or carbonate might affect experi­
mental values appreciably. The same experimental obser­
vation has been reported elsewhere.9

(b) Dilatometry. Volume changes were measured at 25° 
in Linderstrom-Lang dilatometers purchased from F. C. 
Jacob Glasteknik (Copenhagen, Denmark) which have the 
form of an inverted Y. Freshly prepared solutions, diluting 
water, and kerosene were degassed prior to use. Then 4.00 
ml of water was pipetted into one arm of each dilatometer 
and 4.00 ml of the polyelectrolyte solution was pipetted 
into the other. This volume was changed at the lowest 
concentrations to 12.0 ml in order to increase the sensitiv­
ity. The solution and water were covered with kerosene 
and the capillary was affixed. The dilatometers were then 
immersed in a 25° thermostat controlled within ±0.001° 
where they remained for several hours. After thermal 
equilibration, mixing was performed and readings were 
recorded at intervals of 1 min. All other details concerning 
the experimental technique have been described previous­
ly.14

In all runs parallel blank experiments, in which 4.00 ml 
of water or polyelectrolyte solution of final concentration 
was mixed with the same volume of water or the same 
polyelectrolyte solution, respectively, were performed. 
These small blank volume changes AVb (usually between 
—0.02 and + 0.02 p\) were subtracted from the average 
volume change AV observed upon mixing water with the 
solution. The resulting corrected volume change of dilu­
tion AVd ( = AV — AVb) divided by the number of mono­
moles rip is equal to the difference between the apparent 
monomolal volumes of polyelectrolyte at the initial (<J>V‘ ) 
and final concentrations (4>vf)

$ vf -  =  AV J n p (1)
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c, mol/I.

Figure 1. Apparent molal volumes ot polystyrenesulfonates in 
water at 25° as a function of polyelectrolyte monomolarity. 
4>v* refers to the concentration 0.0120 mol of -SC>3~/I.

The final solution from each experiment was used as 
the initial solution for the subsequent experiment. By lin­
ear combination of the volume changes accompanying 
successive dilutions the concentration dependence of $ v 
over a larger concentration range was obtained.

Results and Discussion
The concentration dependence of the apparent molal 

volumes of HPSS, NaPSS, and MgPSS at 25° is shown in 
Figure 1. Perhaps the most striking aspect of these results 
is a sharp fall of $ v with decreasing polymer concentra­
tion. This diagram evidently shows that there is no linear 
relation between <t>v and concentration, a functional de­
pendence which is usual for many thermodynamic proper­
ties of uncharged particles in diluted solutions,15-18 but 
which would be quite strange for charged parti­
cles.15-16’19’20 Therefore, in such plots a linear extrapolation 
of <J>V to zero concentration which has been applied in some 
previous studies is not justified and 4>v’s obtained by such 
extrapolations should be accepted with a great deal of 
precaution.

For reasons similar to those mentioned in the paper on 
the relative apparent molal enthalpies21 which are theo­
retically closely related to the relative apparent molal vol­
umes, we have not tried to extrapolate the experimental 
data to zero concentration. Instead, a common reference 
point has been chosen in Figures 1 and 2 for all polysty­
renesulfonates (10—2 mol of -SO 3-/I.) in order to obtain a 
clearer comparison. The logarithmic scale in the diagram 
has been chosen because the theory in the first approxi­
mation predicts such concentration dependence of $ v.

The concentration dependence of apparent molal quan­
tities of simple electrolytes has been satisfactorily ex­
plained, at least at low concentration, considering only 
the electrostatic interaction among ions. Analogously, the 
concentration dependence of the apparent molal enthal­
pies (more often referred to as heats of dilution) of poly­
electrolytes has been recently interpreted21 on the basis of

2 1 0

-  Log c.

Figure 2. Comparison of the experimental apparent molal volumes 
of polystyrenesulfonates in water with those predicted by theory, 
i y *  is the value in the 0.01 monoM solution. Points: experimental 
values; dashed lines: calculated values (eq 9); LL: limiting law 
(eq 13) for monovalent (upper line) and divalent counterions 
(lower line).

a purely electrostatic theory.22 In the following a similar 
attempt will be made for the apparent molal volumes.

For the calculation we have applied, as previously,21 the 
theory based on the cell model.23 For such a model Lifson 
and Katchalsky22 have calculated the electrostatic free 
energy, Fe, of polyelectrolyte solution, which is the differ­
ence between the free energies of the real solution and of 
the same solution in a hypothetical reference state in 
which all ions are discharged. Their expression for Fe cal­
culated per monomole of polyelectrolyte would read

* - ̂ J[> (2)
where zi and are the number of charges of the ionized 
group on the polyion and those on the counterion, respec­
tively, a is the degree of ionization, while R and T have 
their usual significance. The charge-density parameter, A, 
is defined by

A aZlZ2e02
tkTb (3)

where eo is the protonic charge, c is the dielectric constant 
of the solvent, k is the Boltzmann constant, and b is the 
length of a monomeric unit. The dimensionless function 
u, which is proportional to the electrostatic energy of the 
solution, is given by

« -  (1 +  ß2)y +  ln (1 ~  ^  ~ ß2 +  A (4)

where 7 is a concentration parameter, proportional to 
-log  c, and ß is a constant related to X and 7 .

The electrostatic free energy, Fe, given by eq 2, has 
been obtained as the electrostatic work in the charging 
process in which it has been assumed that the volume of 
the solution is invariable, that is unaffected by pressure
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and by charges of the ions. In the charging process at ex­
perimental conditions, i.e., at constant temperature and 
at constant pressure, the electrostatic work done on the 
system is equal to the electrostatic free enthalpy, Ge.24 
Hence, it is more accurate to write Ge instead of Fe on the 
left-hand side of eq 2 at experimental conditions. For sim­
ple electrolytes it has been shown by Fowler and Guggen­
heim24 that the inaccuracy in the expression for electro­
static work due to the neglect of the slight volume change 
during the charging process at constant pressure (in com­
parison with the total volume) is entirely negligible. Fol­
lowing their arguments it can easily be verified that this is 
also true for polyelectrolyte solutions.

With the above as background, we can now derive an 
expression for the difference between the apparent molal 
volumes of polyelectrolyte in the real (<t\) and in the hy­
pothetical uncharged solution (Fv°) by means of the 
thermodynamic relation

(dG JdP )r  =  V -  V° =  $ v -  $ v° (5)

where V and V° are the volumes of the real and of the un­
charged solutions, respectively, containing one monomole 
of poly electrolyte.

Differentiating eq 2 with respect to P  at constant tem­
perature, we get

$  * V

where

*  o =v
aZiRTT J}

¿2 Lò,
dX
dP

dX  ̂d In f 
dP “  A dP

( 6)

17)

To emphasize the dimensions of the equation we intro­
duce Vm =  RT/P, and so we have

T,
azxV m d In e

$v° = -----r ^ u -z2X d ln'P (8)

In order to simplify the derivation the differentiation in 
eq 6 has been made at constant ~t. By a lengthy but exact 
differentiation of the final expression for Fe, given in ref 
22, in which dependence of y  on pressure is taken into ac­
count, we get the expression
,  ,  „ az-iVrr, d In e
$ v -  <FV° = z,\ d 'ln P

a z iVm /d  In V 
2z,X u\d\nP

d̂ In a '
2d In p )  (9)

where a is the radius of the macromolecular rod and v is 
given by

1 -  (32 -  2Xg27 _  ! ( 10)

In an actual experiment we measure the difference be­
tween <i>v’s of a real solution at final and initial concentra­
tions (c/. eq 1). However, from the theory the difference 
between the apparent molal volumes of polyelectrolyte in 
the real solution and in the hypothetical uncharged solu­
tion at these two concentrations is obtained. In the pres­
ent calculations it is assumed that

$ v0f = $ voi =  $ v° (11) 
in the whole concentration range studied. With this sim­
plification we have

( $ vf -  <IV)expt! =  W  -  ' V U o , -  ~

( $ ;  -  $ v0) the „ r (12)

which enables comparison of experimental and theoretical 
data.

Inspection of eq 8 and 9 has shown that values of ($vf _  
<iV) calculated from eq 8 are approximately 8% lower 
than those calculated from eq 9 with d In a /d  In P = 0. 
Thus, eq 8 may be used for only rough estimations, 
whereas for exact calculations eq 9 should be used.

In Figure 2 the theoretical curves for monovalent and 
divalent counterions, calculated according to eq 9, 4, 10, 
and 12, are presented. The following values have been 
chosen in these computations. For the parameter A its 
structural values were used (A = 2.83 for monovalent, 22 
= 1, and A = 5.66 for divalent counterions, 22 = 2). These 
values, typical of highly charged vinylic polyelectrolytes, 
were obtained by putting a = 1, T = 298.15 K, and b = 
2.52 A in eq 3. For parameters characteristic for solvent, 
the values for water at 298.15 K were used:25 c = 78.54, d 
In f /d  In P = 4.71 X IO“ 5, d In V/d In P = -4.54 x 10-». 
At present, we have no information whatever regarding 
the coefficient d In a /d  In P, so that this term of eq 9 may 
be considered as an adjustable parameter. In these calcu­
lations it was assumed to be negligible and set equal to 
zero. The value 8.0 A was taken for the macromolecular 
radius, a, needed for obtaining the relation between y  and
c.22 It was estimated from structural data on polystyrene- 
sulfonates.

Figure 2 shows excellent agreement between theory and 
experiment for HPSS up to concentration 0.4 monomol/1.; 
at higher concentrations, however, experimental values 
are higher than theoretical ones. For the sodium and mag­
nesium salts similar deviations appear at lower concentra­
tions. Exactly the same situation has been observed when 
experimental values of heats of dilution of polystyrenesul- 
fonates have been compared with theoretical values.26

The observed deviations of the experimental values of 
4>v from the theoretical ones at high concentration are not 
unexpected. One would be naive to expect that at concen­
trations as high as 2 m, where distances between neigh­
boring polymer molecules become comparable to their 
thickness, a purely electrostatic theory would satisfactori­
ly explain experimental results. Studies of the apparent 
molal quantities of solutions of simple electrolytes15 have 
disclosed that the dependence of the ionic radius on tem­
perature and pressure is decisive in determining the con­
centration dependence of the apparent molal enthalpies 
and volumes, respectively, in the region of higher concen­
trations. We have shown26 that it is possible to obtain a 
good correlation between theoretical and experimental 
values of heats of dilution of alkali polystyrenesulfonates 
by choosing for d In a/d In T arbitrary but reasonable 
values. Such speculations have failed in this case. For in­
stance, suing for A the value 3.40 which is 1.2 times higher 
than the structural one, and by choosing for the term d In 
a/d In P  an appropriate value 5.0 X 10-5 , we have nearly 
the same theoretical curve as with the structural value of 
A = 2.83 and d In a/d In P  = 0. It is certainly true that 
the answer to the discrepancy between theory and experi­
ment has to be sought in the increasing noncoulombic in­
teractions between ions at higher concentrations, in other 
words, in the simplification made in going from eq 11 to 
eq 12. Therefore, an approach to this problem considering 
also the noncoulombic interactions between the polyion 
and its counterions will have to be attempted in the fu­
ture.

One thing more has to be pointed out concerning the 
theoretical model. The predicted increase of <i>v with con-
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centration might be surprising at first sight, since in the 
model the molar volume of the rodlike polyion and its 
counterions does not depend on concentration. However, 
inspection of the theoretical expression for 4>v shows that 
<t>v is proportional to the electrostatic energy of the solution 
u, which reflects electrostatic interactions between the 
polyion and counterions. These interactions depend on the 
properties of the solvent and decrease with increasing con­
centration. As a consequence, the structural properties of 
a medium around ions change. Thus, according to the 
model the whole concentration dependence of 4>v is at­
tributed to changing of solvent structure in polyelectrolyte 
solution. A similar interpretation has been given in some 
papers in order to explain the concentration dependence 
of <f>v in a real polyelectrolyte solution. In this case 
“ changing of solvent structure” implies overlapping of the 
electrostricted regions of water around ions. This results 
in a reduced constrictive effect per polyion and, therefore, 
in a positive concentration dependence of <f>v.

According to the theory of Manning27 there are limiting 
laws for thermodynamic properties of pure polyelectrolyte 
solutions at high dilutions (not at zero concentration for 
real flexible polymers). Using Manning’s equations we 
have found that the limiting law for the apparent molal 
volume in our notation would read

d<Ev
d In c

a z iVm d In e
2 z ,X  d ’ l n P (X > 1) (13)

where X has the structural value (2.83 for monovalent and
5.66 for divalent salts of HPSS). The same result follows 
from eq 9, 10, and 4 in the limit c —1- 0 (/3 —► 0). It can be 
seen that the experimental slopes in Figure 2 appear to 
approach the limiting slopes calculated from eq 13 as the 
concentration decreases. Furthermore, by rewriting the 
limiting slope in the form d4>v/dc = (l/c)(d<J>v/d  In c) it 
becomes obvious that the theoretical slope d<J>v/dc has to 
increase drastically with increasing dilution, a conclusion 
which is amply supported by experimental observations 
(cf. Figure 1).

Finally, it should be mentioned that although this work 
does not propose any method of obtaining the apparent 
molal volumes of polysalts, $ v" , at zero concentration it 
does not deny a physical significance of $ v“ . The re­
ported approximative logarithmic decrease of 4>v with de­
creasing concentration may apparently suggest a nonlim­
iting behavior of 4>v. However, it has to be borne in mind 
that the cell model, which predicts such concentration de­
pendence of <t>v, breaks down at concentrations at which 
the average intermolecular distances become larger than 
the length of the macromolecule. The possibility is also 
admitted for real polyelectrolyte solutions27 that the “ lim­
iting laws” are limited to final concentrations. Therefore, 
one may conclude that neither the experimental nor the 
theoretical results given in this work exclude possible le­

velling off of 4>v in the logarithmic diagram at extremely 
low concentrations
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The empirical relationship between the pick-off annihilation rate of the orthopositronium atom and the 
surface tension of molecular liquids published recently by Tao was found to be valid also in binary 
mixtures of water with methanol and dioxane. With the aid of the surface tension the pick-off rate was 
correlated with the parachor. From the additivity of the parachor a new additivity rule was derived for 
the pick-off rate. It is valid for both molecular liquids and binary mixtures. The connection to the para­
chor indicates also that the square root of the pick-off lifetime is a linear function of temperature and of 
the inverse of the viscosity. This simple law was found to be compatible with several earlier experimental 
results.

Introduction
The positronium atom is formed when the positron 

while slowing down captures an electron from a molecule. 
The two-quantum annihilation of an electron-positron 
pair is not possible in the spin triplet state. Therefore, in 
a condensed medium, if no other interactions, e.g., ortho- 
para conversion or chemical quenching, take place the 
lifetime of the orthopositronium atom is determined by 
the so-called pick-off quenching. In this process the posi­
tron in the positronium atom annihilates with an electron 
of the medium, the spin of which is antiparallel to the 
spin of the positron. Thus the lifetime of 140 nsec of the 
orthopositronium atom in vacuo is reduced to a few nano­
seconds.1-2

Many authors have attempted to explain theoretically 
this general annihilation phenomenon which occurs in all 
substances where positronium atoms are formed. Ferrell3 
has taken into consideration the different intermolecular 
forces acting in liquid helium on positronium atoms. He 
has concluded that positronium atoms form cavities inside 
the liquid helium. This “ bubble” model for helium was 
improved by Roellig4 and extended recently by Buchi- 
khin, et al. , 5 ’ 6 to molecular liquids. Another theoretical 
model, the free volume theory, has been worked out by 
Brandt, et al. 1 Similar models have also been used by 
Ogata and Tao8 and Thosar, et al. 9

The phenomenon has also been investigated experimen­
tally by many workers and efforts have been made to find 
a correlation between pick-off rate and the structural 
properties of molecular liquids. Gray, et al. , 10 have found 
the pick-off quenching cross section in organic liquids to 
be additive and to be affected by the structural properties 
of the molecules. Bisi, et al. , 11 have attributed to each 
atom in the molecule an effective number of electrons, 
whose spin is antiparallel to the spin of the positron in rhe 
positronium atom. This number, however, has not been 
observed to be affected by the structural properties of the 
molecules.

The behavior of pick-off quenching in liquid mixtures 
has been investigated only by a few workers. Tao and 
Green1213 have assumed and also verified in aqueous oxy-

acid solutions that the pick-off quenching cross section 
was additive in binary liquid mixtures. Lévay and Hauto­
jarvi,14 however, have not found additivity in methanol- 
water mixtures.

Recently Tao15 has published an empirical relation be­
tween the pick-off rate and the surface tension of molecu­
lar liquids. This relationship was also found to have a the­
oretical foundation and to be able to explain other rela­
tionships between the pick-off rate and the various prop­
erties of the medium.

In the present work we shall show the validity of this 
relationship for the case of binary liquid mixtures. By 
using the parachor we suggest for the pick-off quenching 
rate a new additivity rule, which seems to be valid for 
both simple molecular liquids and binary mixtures. Corre­
lations of the lifetime of the orthopositronium atom with 
temperature and viscosity are also derived.

Binary Liquid Mixtures
The pick-off quenching rate was measured in binary 

mixtures of water with dioxane and methanol, respective­
ly. The experimental conditions of lifetime measurements 
have been published elsewhere.14 The results are present­
ed in Tables I and II together with surface tension data 
taken from the literature.16

The empirical relationship between pick-off rate Xp and 
surface tension 7 found by Tao15 was

Xp =  k j v (1)
where k and v were constants, and their values were found 
to be 0.061 and 0.50, respectively, for a number of sub­
stances. For alcohols, however, a better fit was found 
using values of 0.046 and 0.55 for k and v. (Xp was mea­
sured in nsec-1 and 7 in dyn/cm.)

Our results for the water-methanol and water-dioxane 
mixtures were analyzed by a least-squares fit from the log 
Xp vs. log 7 diagram in Figure 1. Values of k  and v were 
calculated from the intercept and slope of the straight line 
and were found to be 0.057 and 0.55, respectively. These 
values are in quite good agreement with those found by 
Tao.
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Figure 1. Pick-off quenching rate as a function of surface ten­
sion in methanol-water and dioxane-water systems. The solid 
straight line represents the least-squares fit of the data. Note 
that both axes have a logarithmic scale.

The change in the pick-off rate in these two different 
binary mixtures can thus be described by a single param­
eter, namely, the surface tension. This means, that the 
surface tension plays an important role, determining the 
pick-off rate even in very nonideal hydrogen bonding liq­
uid mixtures in which there are strong and special inter­
actions between the molecules of different components. In 
other words the pick-off quenching rate is very sensitive to 
all types of molecular forces and interactions which mani­
fest themselves macroscopically in the surface tension.

As the surface tension is an easily measurable parame­
ter its relationship to the pick-off rate seems to be very 
applicable for practical purposes. In the following we will 
derive new relationships between the pick-off rate and dif­
ferent physical quantities of molecular liquids from Tao’s 
empirical law (1) by taking v =  %.

Pick-Off Rate and the Parachor
On the basis of the empirically observed temperature 

dependence of the surface tension, Sugden17 has given the 
definition of the parachor

P  =  (M /p)y1/4 =  P y /4 (2)
where M  is the molecular weight, p is the density, and V 
is the molar volume of the liquid.

The parachor was found to be temperature independent 
in a large temperature interval. Furthermore it proved to 
be additive, i.e., given parachor increments were attrib­
uted to each atom in a given type of bond. Therefore, a 
given characteristic parachor value belongs to each mole­
cule.

The theoretical explanation of temperature indepen­
dence of the parachor was not given until quite recently, 
when Burstein18 proved it on the basis of the free volume 
theory.

Now let us examine the correlation of the pick-off rate 
with the parachor. Combining eq 1 and 2 and taking into 
account that v = %, we obtain

TABLE I: Pick-Off Quenching Rate and Surface Tension in the 
Methanol-Water System

h2o ,
mol %

Xp,
nsec 1

<y fl
dyn/cm

Xa b ’ ^V 'a b ,6 
nsec- 1/2 
cm3 1

0 0.314 ±  0.004 22.5 22.7
4.86 0.316 ±  0.004 23.0 22.2

30.0 0.331 ±  0.005 25.5 19.5
60.2 0.399 ±  0.005 32.0 16.9
80.2 0.457 ±  0.006 40.5 15.2
90.2 0.502 ±  0.006 50.6 14.4

100 0.567 ±  0.007 72.75 13.5

°  Reference 16. bCalculated from density data in ref 16.

TABLE II: Pick-Off Quenching Rate and Surface Tension in the
Dioxane-Water System

Xa b 1 /2Va b ,ì-
h2o , Xp. 7 , “ nsec- 1/2

mol % nsec- 1 dyn/cm cm3 M ~ 1

0 0.365 ±  0.004 33.6 51.6
29.6 0.387 ±  0.005 34.25 40.2
50.2 0.402 ±  0.005 35.75 32.3
69.8 0.418 ±  0.006 38.3 24.7
89.8 0.493 ±  0.006 49.0 17.5

100 0.567 ±  0.007 72.75 13.5

“ •* See corresponding footnote to Table I.

Ap =  k(P 2/V2) (3)

The pick-off rate can also be expressed by the pick-off 
quenching cross section ap

Ap =  nvop =  (N JV)vcrp (4)
where v is the velocity of the positronium atom in the me­
dium and Na is Avogadro’s number.

Gray, et al. , 10 have found that in the separate families 
of compounds, e.g., the n-alkanes, normal primary alco­
hols, 1-chloro-substituted n-alkanes, etc., the quenching 
cross section (uap) was a linear function of the length of
the molecule, i.e., the number of carbon atoms in the
molecule. They were able to calculate partial quenching 
cross sections for the various component groups. The 
empirical cross sections calculated from partial ones were 
in good agreement with those found experimentally.

This additivity rule, however, seems to contrast with 
formula 3 as P, and not P2, is additive.

Equation 3 can be transformed to be formally similar to 
eq 4

V K  =  (1K/V)P =  (N J V )P ' (5)
if we define P’ as relative parachor, which is additive.

Then there is the following relation between P' and the 
cross section

P' = vap/Y\ (6)

We shall show that the new additivity rule expressed by 
eq 5 gives better agreement between calculated and ex­
perimentally found results than eq 4, both for simple liq­
uids and liquid mixtures.

We calculated the P' values from the cross sections 
measured by Gray, et al. , 10 for n-alkanes, normal primary 
alcohols, and water by using eq 6. Then the partial P' 
values were calculated for the component groups which
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TABLE III: Relative Parachor Values for o-Alkanes, Normal 
Primary Alcohols, and Water

Compound

P', IO“ 18 erri3/sec1 /2 % error0

Obsvd° Calcd* This work Ref 10

n-Butane 2.48 2.484 -0 .1 6 0.00
n-Pentane 3.01 2.997 +  0.43 1.49
n-Hexane 3.49 3.510 -0 .5 7 -0 .7 2
/•/-Heptane 4.03 4.023 +0.17 0.90
//-Octane 4.54 4.536 +  0.09 0.53
//-Nonane 5.07 5.049 +  0.41 0.93
n-Decane 5.56 5.562 -0 .0 4 -0 .11
//-Undecane 6.08 6.075 +  0.08 0.48
n-Dodecane 6.59 6.588 +  0.03 1.13
//-Tridecane 7.10 7.101 -0 .01 -0 .1 6
//-Tetradecane 7.63 7.614 +  0.21 0.30
n-Pentadecane 8.13 8.127 +  0.04 -0 .0 7
//-Hexadecane 8.67 8.640 +  0.35 0.46
//-Heptadecane 9.16 9.153 +  0.08 -0 .2 5
n-Octadecane 9.65 9.666 -0 .1 7 -1 .0 0

Av 0.19 0.57

Methyl alcohol 1.08 1.075 +  0.46 6.98
Ethyl alcohol 1.58 1.588 -0 .51 -0 .7 8
/i-Propyl alcohol 2.11 2.101 +  0.43 0.28
//-Butyl alcohol 2.65 2.614 +  1.36 1.09
/i-Octyi alcohol 4.66 4.666 -0 .1 3 -1 .8 2
n-Dodecyl alcohol 6.76 6.718 +  0.62 -0 .3 3

Av 0.59 1.88

Water 0.66 0.562 14.85 39.31

a Calculated from Gray's data by eq 6. 6 Calculated from partial P r
values In Table IV. c 100 (P o b s v d  —  P e a l e d )  / ^ o b s v d -

TABLE IV: Partial Relative Parachor Values for Component
Groups

Group <

P',
10-18

Dm3 sec- 1/2 Group

P 1,
10"18

cm3 sec-1 /2

H
c h 2

0.216
0.513

c h 3
OH

0.729
0.346

were used to calculate empirical P' values. The results are 
presented in Tables III and IV, where for comparison 
Gray’s per cent error are also included.

As can be seen the calculated P' values are in better 
agreement with the experimental ones, than the cross sec­
tions. Not only is the average error (in per cent) about 
three times less for the P' values than for the cross sec­
tions but Gray’s extremely scattered calculated value for 
methanol and even for water are in much better agreement 
with the measured ones.

Furthermore, the partial cross sections calculated by 
Gray show an unexpected relation to each other.

For example, the cross section of the CH3 group is less 
than the cross section of the CH2 group, which means that 
the cross section of H has to be negative for n-alkanes.

Our P' values, however, show a normal relation to each 
other (Table IV). It seems that the new additivity rule is 
supported by this fact also.

The difference between the two additivity rules perhaps 
manifests itself most clearly in binary mixtures of water 
with methanol and dioxane.

By assuming that the cross sections themselves were 
directly additive, it was shown by us14 that the XPV prod­
uct would have to be a linear function of the mole fraction
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Figure 2. Variation of XAB1/2VAB with composition in binary 
mixtures of water with methanol (X ) and dioxane (O ).

in binary mixtures. This relation, however, was not found 
to be valid for the methanol-water system, where a large 
negative deviation from linearity was observed.

Using the new additivity rule, we can write

V^AB^AB = V^A^A — (V^aKa — B^B 0 )
where the subscripts A, B, and AB refer to components A 
and B and the mixtures, respectively, and X B is the mole 
fraction.

Our results give an excellent fit to eq 7. The XAB1/2V'AB 
values of both the water-methanol and water-dioxane sys­
tems lie on straight lines in the whole concentration range 
as can be seen in Figure 2. This fact again confirms the 
validity of the new additivity rule.

Finally, it is worth mentioning, that there is a theoreti­
cal correlation between the parachor and the polarizabil­
ity a of molecules18

P = (constant )]/a (8)
Burstein18 has pointed out that this relationship con­

tains a contradiction in the sense that both P  and a have 
empirically proved to be additive.

Comparing eq 8 with eq 3 one can conclude that the 
pick-off rate is directly proportional to the polarizability 
and thus it is additive. This relationship was found em­
pirically by Gray, et al. 10

Thus both additivity rules have a theoretical foundation 
and both of them are more or less valid. At any rate, in 
the case of pick-off annihilation the additivity rule de­
rived from the correlation with parachor proved to be 
much more applicable.

The Free Volume Model and the Temperature 
Dependence

The parachor is essentially proportional to the zero 
molar volume Vo of the substance19

P = k'V0 (9)
where k' is a constant.

From this relationship a direct correlation can be de­
rived between pick-of: rate and the “ free volume” avail­
able for the molecules.
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Figure 3 . Temperature dependence of the pick-off lifetime in liq­
uids: (1) n-octane, (2) iodobenzene, (3) n-tridecane, (4) ani­
line, (5) glycerol.

Substituting eq 9 into eq 3 we obtain

Xp =  K (V J V f  (10)

where K  is a constant.
The free volume Vt for 1 mol of a substance by defini­

tion is
v t =  v  -  y„ (ii)

Substituting eq 11 into eq 10 we obtain the relationship 
between the pick-off lifetime rp and the free volume

where K' is a constant.
The free volume is proportional to the temperature and 

can be expressed by the thermal expansion coefficient ¡3 of 
the substance in the form15

V t =  0T  (13)

and then from eq 12 and 13 a direct correlation of the life­
time to the temperature can be found

] f^  =  K " [l  +  (pT/V0)] (14)
where K ”  is a constant.

The square root of the pick-off lifetime have to vary lin­
early with temperature. Equation 14 proved to be valid for 
all the substances for which lifetime data as a function of 
temperature were available from the literature, that is, for 
n-tridecane,10 n-octane, n-hexadecane, iodobenzene, ani­
line, glycerol,9 ethanol, and 1-propanol.6 This is presented 
in Figure 3.

It is worth mentioning that Thosar, et al. , 9 have tried to 
correlate the temperature dependence of the pick-off rate 
with the viscosity of the liquids.

In the case of associating liquids, e.g., aniline and glyc­
erol, they were not able to find any correlation.

Now we shall show that from eq 3 a simple and direct 
relationship between the pick-off lifetime and the viscosi­

Figure 4 . Correlation of the pick-off lifetime with viscosity 
change of liquids: (1) iodobenzene, (2) n-hexadecane, (3) n- 
octane, (4) n-tridecane, (5) aniline.

ty change of liquids can be derived. For nonassociating 
liquids the molecular volume is directly proportional to 
reciprocal viscosity 77_119b

V =  A +  Bit1 (15)

where A and B are constants for a given liquid. Substitut­
ing eq 15 into eq 3 we obtain

-  A' +  £ V  (16)
where A ' and B' are constants.

Using data from ref 9 we have found the linear relation­
ship between the square root of pick-off lifetime and re­
ciprocal viscosity to be valid for all the liquids. This is 
presented in Figure 4.

Summary
The empirical relationship between the pick-off rate 

and the surface tension discovered by Tao15 was found to 
hold also for binary liquid mixtures, namely, for water- 
methanol and water-dioxane systems.

With the aid of the surface tension the pick-off rate 
could be correlated with the parachor. This relationship 
proved to be useful in deriving other simple relationships 
between the pick-off rate and temperature or viscosity. 
Furthermore, it resulted in a new additivity rule, which 
proves valid not only for simple molecular liquids but 
for their binary mixtures as well.

Tao’s empirical relationship is very applicable for prac­
tical purposes as it contains only one parameter, namely, 
surface tension. This is easily measurable experimentally, 
and represents the resultants of different molecular forces 
acting in molecular liquids.
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Tracer Diffusion Coefficients in Aqueous Solutions. I. The Method. 
Sodium in Sodium Chloride
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A variant of a method for measuring tracer diffusion coefficients in gels which is applicable to aqueous 
solutions of ions with hard y  emitting isotopes is described. The coefficient for sodium chloride solutions 
in the range 0-0.5 M  at 25° is given by D X  105 = 1.330 -  0.1568C1'2 + 0.1252C.

In our studies2 of self diffusion in gels and colloidal sus­
pensions, we have been badly hindered in interpretation 
by the lack of reliable values of the coefficients in aqueous 
solution. Most of the data in the literature are both inade­
quate in scope and highly suspect in accuracy. It is well 
known that diffusion coefficients are difficult to measure. 
Probably the best results for sodium are those of Mills 
and Adamson3 obtained from a diaphragm cell, which 
necessarily required calibration. At one time we thought4 
erroneously that measurements in agar gels could be accu­
rately extrapolated to zero agar content. This misappre­
hension resulted from a failure to recognize that the gels 
were not quite in chemical equilibrium with the solution 
into which the diffusion took place. Some sort of compen­
sation of errors misled us.

A recent technological advance has made possible an 
experiment which we believe gives reliable determinations 
of tracer diffusion coefficients in aqueous solution. It is 
the purpose of this communication to describe the experi­
ment and present results for sodium in solutions of sodi­
um chloride.

The Method
In principle the experiment differs little from that de­

scribed much earlier5 in which the diffusion takes place 
from a short rod through a confining membrane into an 
“ infinite” bath. In all of the previous work the short rod 
consisted of a gel or a highly viscous colloidal suspension. 
The method fails with aqueous solutions because of un­
avoidable mixing. The technological advance mentioned 
above which has enabled us to go further is the production

of what is known as a Collimated Holes Structure6 
(CHS). A piece of this material makes up the “ short rod” 
from which diffusion takes place. It is 0.3084 cm in 
length, about 0.25 in. across, and is perforated by some 
5500 hexagonal holes of nominal diameter 0.002 in. Aque­
ous solutions in these fine capillaries are essentially stiff 
to the mechanical and thermal disturbances in our equip­
ment, as will be seen from the self-consistency of the re­
sults.

In our previous work an approximation in the mathe­
matical description of the experiment had been intro­
duced; namely, it was assumed that the concentration 
gradient through the confining cellophane membrane was 
linear, in effect that the membrane was thin as compared 
to the short rod of gel. This was experimentally shown to 
be sufficiently near the truth. But with the CHS the frac­
tion free space is only about 50%, and the amount of solu­
tion in the wet cellophane is comparable in amount to 
that in the short capillaries of the CHS. It has therefore 
been necessary to enlarge the boundary value problem for 
the experiment without introducing any approximations 
as to relative void volume of CHS and cellophane or mak­
ing any assumption as to the gradient in the cellophane. A 
summary is given here of the boundary value problem and 
its solution. This will serve to list all assumptions and ap­
proximations which we still must make. In Figure 1 is 
given the model assumed for the experiment. We assume 
that there is no ionic adsorption in either section of the 
cell and that the whole contents of the cell are at chemi­
cal equilibrium with the solution of the infinite bath, with 
which the cell is in contact only at x = a + b. Assuming

The Journal of Physical Chemistry, Voi. 77, No. 18, 1973



2234 Henry C. Thomas and James C. Ku

CHS Cellophane Infinite bath

Figure 1.

Figure 2. Tracer diffusion coefficient of Na+ in NaCI at 25°: 
large circles (diameter 1% of D), present work; small circles, 
Mills and Adamson;3 dashed line, Onsager limiting law; solid 
curve, D =  1.330 -  0.1568C1/2 +  0.1252C.

Ficks’ laws the diffusion problem is
d'2e] 30,

DC<i>ldx? =  C®'~dt 0 < x < a, t >  0 (1)

DC$ r a <  x <  a +  b, t >  0 (2)

dOjdx = 0  x =  0, t > 0 (3)
0, = 0,. x =  a, t >  0 (4)

30, <90 r
D C $ ~  =  D C $r~~ x =  a, t > 0 (5)

0,. = 0  x = a +  b, t >  0 (6)
d¡ = 8r = 8o 0 < x < a + 6, t = 0 (7)

Equation 3 demands no flux through the left boundary. 
Equation 4 demands instantaneous isotopic equilibrium at 
the interface between the two sections, and eq 5 expresses 
the continuity of flux at this point. Equation 7 effectively 
demands a large rapidly stirred bath in contact with the 
open end of the cell. Of these requirements only that of eq 
5 is somewhat suspicious. The cellophane rests on the 
metal separating the capillaries. There must be some dis­
turbance of the boundary condition 5 due to this as well 
as to the ring of cellophane supported on metal around 
the capillary matrix. There is no practical way to take 
these into account; we must accept the uncertainty.

In the actual experiment we measure a quantity, which 
we call Q, proportional to the total rate of radiation of the 
tagged atoms in the cell. If Qo is the value of Q at the 
start of the experiment, t = 0, then

Q <!>, I 0, dx +  $ r I 0r dx
J  o J a_________

Q0 ~  $,000 +  4>r60o

1 \p \ 0, dx
_____Jo_____
a80 \p +  r

where
i  = $ , /$ r O)

and
r =  bl a ' (10)

We have to determine D and \p from measured values of 
Q/Qo and the time.

Since the problem is linear throughout, it is perhaps 
most easily handled by the method of the Laplace trans­
form. On inverting the transforms for the contents of the 
left and right parts of the cell we eventually find

Q_
Qo 2  ̂ e-Dio-„2/02 ^ tan a n +  tan r a „

yp +  a n2 (1 +  \ p r ) tan a n +  (\p +  r )  tan r a „

(ID
Here the an are the positive roots of

\p tan y tan ry =  1 (12)
Putting co = r\p it is immediately seen that to the approxi­
mation tan ra = ra this result reduces to that previously 
used.5

Equation 11 is applied to the data in much the same 
way as previously described except that the computer now 
does all the work and gives us the best value of D and \p 
together with a print-out of the calculated and experimen­
tal values of Q/Qo and their differences.

Experimental Section
The only difficult part of the experiment is the filling of 

the capillaries with the radioactive solution. After a good­
ly number of abortive attempts the following procedure 
was developed.

The CHS is cleaned by soaking for several hours in con­
centrated nitric acid. It is washed and dried along with 
the other parts of the stainless steel cell in which it is 
mounted. The cell is then clamped in an inverted position 
so that the bottom of the CHS (x = 0) is exposed and the 
lower end of the cell is closed with a rubber stopper. Now
200-300 A of radioactive solution are placed on the ex­
posed ends of the capillaries. With the aid of a medical

+ /: +  b
8 r dx
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syringe the solution is sucked into the capillaries until 
they are full. Excess solution is removed with a bit of tis­
sue and the cell assembled. A glass plate closes the bot­
tom, and presoaked cellophane is clamped over the top. 
Great care must be taken to a old introducing air bub­
bles.

The least-squares values of the parameter \p vary from
0.8 to 1.2, probably because of the impossibility of assem­
bling and filling the cell in a completely reproducible 
manner. A rough estimate based on weights and thick­
nesses of dry and wet cellophane gives for the ratio of the 
porosities about 0.7. Fortunately the values of D are in­
sensitive to the quantity.

Results
Figure 2 shows the results of 18 runs using Na-22 as the 

tracer in sodium chloride solutions from 0.01 to 0.5 M  at
25.00 ±  0.01°. The points represent the average results of 
two to five runs. The average agreement of replicate runs 
with their averages is 0.019. We do have greater troubles 
than this. Possibly from some undetected instrumental 
fault the point at 0.2 M  (an average of five runs) seems to 
be grossly out of line and was omitted in the calculation of 
the empirical equation below. Fifty pairs, Q/Qo and t, 
were recorded for each run. The details of carrying out the 
experiment have been described.®

Our experiment is apparently unsatisfactory at concen­
trations much below 0.01 M, possibly due to some adsorp­
tion effect. Using the Nernst limiting point, RTXo/F2 =
1.333 X 10-5 cm2 sec-1 , as a piece of data and omitting 
the points at 0.001 and 0.2 M, the least-squares best pa­
rabola in C1 2 representing the results is

D X 105 =  1.330 -  0.1568C1/2 +  0.1252C

This is given by the solid line in Figure 2. The larger cir­
cles are our experimental points. The diameter of these is

1% of the diffusion coefficient. The dashed line is for the 
Onsager limiting law for this case

D X 105 =  11333 -  0.2679C1/2 
In our present equipment it is impossible to measure 

the thickness, b, of the wet cellophane after it has been 
clamped over the CHS. We have, therefore, for one run at
0.01 M  forced the data to agree with the Onsager limiting 
law by altering the value of b (as measured with a mi­
crometer outside the celli from 0.0251 to 0.0282 cm. This 
altered the measured coefficient from 1.285 X 10-5 to
1.306 X 10-5, about the experimental error. The mem­
brane thickness b = 0.0282 was used in the calculations 
for the remaining 19 experiments. Here the method loses 
its absolute character, although this could be remedied, if 
it is desired to push the accuracy further.

The small circles in Figure 2 (the diameter of which has 
no significance) are for the data of Mills and Adamson,3 
as obtained with a calibrated diaphragm cell. The agree­
ment is all that could be expected.

We believe that we have shown that we have an reliable 
and rapid method for measuring tracer diffusion coeffi­
cients in aqueous solution of which have hard 7 emitting 
isotopes.
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The reaction mechanism of the formation and decomposition of uranium hydride has been developed 
in terms of an absolute rate equation. The equation derived was sufficient to describe characteristic fea­
tures of the system, the explanation of which is beyond the scope of the classical approach based on the 
macroscopic treatment of chemical kinetics. The treatment proposed was justified by the fact that the 
equilibrium condition is of the same form as Lacher’s isotherm, which is the most reliable equilibrium 
equation for transition metal-hydrogen systems, including the uranium-hydrogen system. The kinetic 
parameters of the simplified equation were determined from the experimental results, and the validity 
condition was tested.

Introduction
A mass of uranium metal heated in hydrogen gas ab­

sorbs hydrogen until its concentration in the metal attains 
an equilibrium’ value which is dependent on the tempera­
ture of the specimen and the pressure of the atmosphere.1 
The hydrogen in uranium can easily be removed by vacu­
um and/or heat treatment. Thus, the reaction of uranium 
with hydrogen is chemically reversible. The nonstoi- 
chiometrical character of uranium hydride has been in­
terpreted as being due to the vacancies within the sublat­
tice accessible for occupation by hydrogen.2 Accordingly, 
the reaction between hydrogen and uranium may in effect 
be reduced to the problem of putting in or taking out hy­
drogen from the sublattice position.

Uranium hydride is considered to be a true chemical 
compound with the formula UH3 when it is completely 
saturated with hydrogen.3’4 According to the phase di­
agram of the system.5’6 a-phase and /3-phase solid solu­
tions exist in small regions of low and high hydrogen con­
centration, respectively, while the two phases coexist in 
the large intermediate region. Thus, the system may be 
envisaged as a solid solution having a tendency of hydro­
gen aggregation, so that the mutual attraction between 
hydrogen atoms in the solid system, although the origin of 
this attraction has not yet clearly been explained, must 
affect the chemical process, as suggested by Lacher’s iso­
therm.2'6 In the argument of lattice defects in uranium 
hydride it has been emphasized that transition metal hy­
drides in general, including uranium hydride, are to a 
large extent ionic rather than interstitial compounds.2 
However, it does not seem to be adequate that the inter­
action force is interpreted as due to occurrence of an elec­
tric field associated with the presence of lattice vacancy, 
because the hydride has the same order of electric con­
ductivity as the parent metal.3’4

The formation of the hydride results in the complete 
disintegration of the structure of the original metal, and 
the hydride appears as voluminous, finely divided black 
powder. This fracture is thought to be caused by the in­
ternal stress produced by introducing hydrogen atoms as 
inclusions into the small interstices between the uranium 
atoms in the metal lattice, because the density of the /? 
phase is nearly one-half that of the a phase. Thus, it may 
be recognized that the parent uranium lattice suffers con­

siderable deformation which is sufficient to change the 
crystal configuration.4 On the other hand, the continuum 
theory of lattice defects7 has proved that a pronounced in­
teraction occurs between the inclusions ejected by the 
stress field which is associated with the presence of the 
inclusions. Thus, it is probable that the parent-lattice de­
formation accompanying the reaction is related not only 
to the hysteresis phenomena of the process,6’8 but also to 
the stability with respect to the distribution of hydrogen 
atoms over the sublattice points.

Empirical or half-empirical rate equations have been 
presented, mainly based on a diffusion model.9“11 How­
ever, they do not predict the aggregation of hydrogen, the 
occurrence of hysteresis, and various lattice deformation 
effects. To be satisfactory, the equation must ensure the 
attainment of Lacher’s isotherm at equiliblium condi­
tions.2-6 This suggests that a satisfactory approach must 
be based on a microscopical rather than macroscopical 
treatment. Wicke, et al. , 8 have pointed out the difficulties 
which arise from the classical approach, and suggest a 
statistical mechanical approach to the problem. Thus, it 
seems that the theory of rate processes is appropriate for 
handling the problem. In the theory, both the diffusion 
process and the chemical reaction may be treated in the 
same way, the diffusion process being considered simply 
as the making and breaking of bonds between a diffusing 
particle and an empty site.12 Furthermore, in accordance 
with the fundamental postulates of statistical mechanics, 
the region under consideration, while much smaller than a 
macroscopic scale, is much larger than the molecule di­
mensions. Therefore, as long as the absolute rate equation 
is derived for the case where the rate-determining stage is 
within the solid phase, it can be used to represent the rate 
of the jump process at some arbitrary point in the solid 
phase.

The purpose of this paper is to obtain an absolute rate 
equation which is satisfactory to describe the characteris­
tic features of the system. This theory may be applicable 
to other transition metal-hydrogen systems.

Theory
Rate Equations of Hydrogenation Reaction. It has been 

reported that the reaction rate of the hydrogenation of
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uranium is proportional to P1/2/(6  + aP)lf2 under ordi­
nary conditions, where P  is the pressure of the hydrogen 
atmosphere and constants a and b are determined experi­
mentally.8 This result suggests that the rate of the overall 
hydrogenation reaction is determined by the stage at 
which a hydrogen atom jumps from its chemisorption site 
on the metal surface to a site below the surface.

Before discussing the approach based on the theory of 
rate processes, let us consider the interaction arising be­
tween hydrogen atoms in the solid phase. As mentioned 
before, it has been proved that the interaction between 
the inclusions inserted into a continuum is related to the 
stress field associated with the presence of a set of inclu­
sions.7 Thus, the potential energy associated with the in­
teraction between the hydrogen atoms may be specified in 
terms of the solution of a problem in elasticity theory. An 
exact solution can hardly be expected at the present stage 
of development of elasticity theory, and even if a solution 
could be obtained, it would be too unwieldy. Rather, a 
simplified expression would be more useful.

It is found in the order-disorder theory of statistical 
mechanics that a satisfactory approximation can be ob­
tained by considering that the entropy remains almost un­
affected by the potential energy terms. Moreover, in a 
simplified treatment of mutual interaction, it is permissi­
ble to represent the interaction energy of a particle by the 
potential energy with respect to the average number of its 
nearest neighbors.13

When a uranium lattice cell is expanded by the intro­
duction of hydrogen atoms, the lattice cell meshes of sur­
rounding cells are naturally stretched in a direction paral­
lel to the boundary between them and the central cell, 
especially at the boundary itself. Because the hydrogen 
atom in the uranium becomes stable as the parent lattice 
is expanded to the dimension of the UH3 structure, this 
effect will facilitate clusterwise occupation of sites adja­
cent to an occupied site with respect to the hydrogen sub- 
lattice accessible for occupation by hydrogen. In consider­
ation of the resulting lattice deformation, the field seems 
to act as if the hydrogen atoms were mutually attractive.

At each stage of the insertion process, the number of 
occupants adjacent to any given site is, on the average, 2 8 , 
where 2 is the number of adjacent sites (8 in the case of 
uranium hydride), and 6 is the ratio of occupants to hy­
drogen sublattice positions. Thus, the influence of atoms 
occupying z8 sites will diminish the potential energy u for 
the forward process of a single hydrogen atom by an 
amount azdt. where e is the reduced mutual interaction 
energy, and a is a jump-in fraction, in a similar way to 
the kinetic theory for an adsorption process accompanied 
by interaction forces.13 (See Figure 1.)

According to the theory of rate processes, the rate of the 
forward process of jump-in may then be written as

-  _  CaCP f ‘ f* c-u.-cz9tUkT (1)
h  Cs / a/ p

because the activated complex may be regarded as a spe­
cial form of the interstitial state, where ca is the adsorbed 
hydrogen concentration in atoms per unit area, cs is the 
empty adsorption site concentration in sites per unit area, 
cp is the empty sublattice site concentration in sites per 
unit volume, / . i s  the partition function for the activated 
complex, which does not include the contribution to the 
degree of translational freedom in the reaction coordinate, 
/ a is the complete partition function for an adsorbed hy-

ADSORBED STATE INTERSTITIAL STATE
Figure 1. Potential energy curve for hydrogenation reaction in 
the presence of lattice deformation.

drogen atom, fs is the complete partition function for an 
empty adsorption site, and / p is the complete partition 
function for an empty sublattice point in the crystal.

For the reverse process, the attractive effect will tend to 
increase the activation energy eo by the fraction (1 -  a) of 
total interaction energy, and the activation energy then 
becomes e0 + (1 -  a)zdr. It follows that the rate of the re­
verse process in the hydrogenation reaction is

kT / ,v — — cH T - e-l<o+u-«»#<|u-r (2 )
h f  H

where cH is the hydrogen atom concentration on the sub­
lattice points in atoms per unit volume and / H is the com­
plete partition function for hydrogen atoms on the sublat­
tice points. Here we have assumed that the state of the 
activated complex is the same in both processes.

As long as the jump stage is assumed to be rate deter­
mining, the adsorption stage is in equilibrium. The equi­
librium equation for adsorption with dissociation may be 
expressed in the following way.6’12

C a
Cg '

Fg‘« / S
ta d * '/ ' (3)

where cg is the hydrogen gas concentration in molecules 
per unit volume, Fg is the partition function per unit vol­
ume of hydrogen gas, and iad is the adsorption energy per 
hydrogen atom. Substituting eq 3 into eq 1, we obtain

v
kT f .
—  cRUlc p---------
h 8 PiV « /p

g-(e. —aztit — tAà)/kT (4)

Thus, the overall reaction rate R can be specified by the 
use of eq 2 and 4 as

R = v  — v (5)
It is convenient that the reaction rate is measured at 

conditions of constant volume (i.e., combined volume of 
solid and gas phase).8 10 Let us convert eq 4 into a more 
convenient form for our experiments. Under the condi­
tions the law of mass conservation requires that

yCHV' +  csV =  cs°V (6)

where V is the volume of gas phase, V' is the volume of 
solid phase, and cg° is the initial concentration of hydro­
gen gas. Because the mass of hydrogen in the hydride is 
negligible in comparison with that of the uranium, we 
have

=  W {0 ) __ w
~  Did) ~ D(8 ) (7)

where w is the mass of uranium metal in the reaction sys­
tem, Wid) is the mass of hydride system converted from 
w, and Did) is the density of the uranium hydride system.
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A linear relation was obtained from the 
data1 as follows: D(8 ) = 11.0 — 8.00 (g/cm 3 
tion 7 and

experimental 
). Using rela-

c = ^ . c » = ^  8 kT ’ 8 kT (8)

we have from eq 6
2(P0 -  P)V Did)

CH ~  hTkl w (9)

where Po is the initial pressure of hydrogen gas and P  is 
the pressure of hydrogen gas at an arbitrary instant. Be­
cause the number of sublattice positions in the uranium 
metal may be written as

( Cp +  Cn)tc 3 Nw 
Did) ~ A (10)

Substitution of eq 9 into eq 10 yields Figure 2. Relation between pressure and concentration in the 
isotherm.

c„ =

where N  is Avogadro’s number and A is the atomic weight 
of uranium. Thus, we have

cH 2(P„ -  P)AV
8 = -------—  =  — -------------- (12)

Ch +  cp 3 NwkT

From eq 2, 4, 5, 8. 9, 11, and 12 the rate of the overall hy­
drogenation reaction may be represented by

_  dP =  (3Nw _  (P„ -  P )) 
d t \-2AV kT f

(kT )3' 2 f t
--------------  ---------------  —( ¡ + a z f i ( ) .  k T  __

h F  gI/2/ P
(p  -  P ) ~  Lg-Uo+n-a^IkT  (13)

h f  H
Isotherm Equation. In equilibrium at any temperature, 

the rates of the forward and reverse processes must be 
equal. Hence, from eq 2, 4, and 8

8 F  m f
Peq,/2 =  z------=

1 -  0  f  H

p°1/2 Y ~ - ~ d e ~ z" ' kT (14)
where

tj =  e.) ~  e,; P° =  kT (15)Ml"
The general scheme of eq 14 is represented by curve A 

in Figure 2. In the case where zt/kT > 4 we have the pla­
teau pressure Peq<piateaui (0/„ i  0 < 8K) = P° e x p (-2c/ 
kT). However, there is no plateau in the case where zt/kT 
< 4, as shown by curve B in Figure 2. This is in good 
agreement with the experimental results that as tempera­
ture is increased, the width of plateau decreases and final­
ly vanishes.

It will be noticed that eq 14 is just Lacher's isotherm 
which has been justified by the fact that it satisfactorily 
describes the characteristic features of the transition 
metal-hydrogen systems,6 including the uranium-hydro­
gen system.2 As the rate equation derived here is of a 
form similar to Lacher’s isotherm, it suggests that our ap­
proach is probably adequate.

Dehydrogenation Reaction. Note that eq 13 was derived 
for the case of a hydrogenation reaction in which the hy-

(3Nw  2(P„ -  P)V ) D(0)
kT r HD drogen is pushed into the crystal by the excess gas pres­

sure. In the dehydrogenation reaction, it is sucked out by 
lowering the pressure in the gas phase. Therefore there is 
an essential difference in the resulting deformation corre­
sponding to each reaction, as illustrated in Figure 3. In 
the dehydrogenation reaction, the escape of hydrogen from 
the interior of the crystal may be slightly reduced by ex­
cessive shrinkage of the uranium lattice near the surface. 
Thus, the energy term in eq 2 must be modified to ac­
count for this effect; i.e., as a first approximation

en +  (1 — a)zdt +  zde' =  e0 +  (1 — a +  @)zdt (16) 
in which

(3 =  t'/e (17)

where P is the energy related to the impeding effect due 
to the excessive shrinkage; obviously P > 0. In the case of 
the dehydrogenation reaction, the rate of the forward pro­
cess may then be rewritten from eq 2

v kT [*_ +
, Ch ( eh /  h

(18)

so that it conforms with the isotherm equation
Û
0 ___  p O l/ 2p - z H ( ( \ + f i ) / h T

1 - 6
(19)

for the dehydrogenation reaction. Equation 19 is in agree­
ment with the equation presented on the basis of thermo­
dynamics.14 From eq 14 and 19 we have the interesting 
relation

t  êqihydrogenation) \ _
'^eq’ (dehydrogenation)*̂ 0 = 0.5

r c  I k T > 1 (20 )

This explains the experimental results8’9*15 in which the 
plateau pressure of the hydrogenation reaction is higher 
than that of the dehydrogenation reaction in the isotherm, 
and that the difference, i.e.. hysteresis, vanishes at higher 
temperatures.

Effect of Crystal Fracture. So far we have considered 
the solid phase as a continuous system. In the state corre­
sponding to the plateau in the isotherm, the system is ac­
tually discontinuous because it is composed of two phases. 
As a first approximation, this effect may be related to the 
recrystallization which may be characterized by the ener­
gy terms in the equation.8 When a mass of uranium metal 
or an incompletely disintegrated metal reacts with hydro­
gen gas, the energy term in eq 4 must be modified by an
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H Y D R O G E N A T I O N

H )

U)

Figure 3. Difference in lattice deformations between hydrogena­
tion reaction and dehydrogenation reaction.

amount associated with the work of fracture. The nature 
of this correction is naturally uncertain because the work 
depends on crystal size, shape, etc. If the correction can 
be represented by ef, ignoring the complications, we have

kT
v ~ T ‘

f ,
’ j? 1/2 f

- ç(taà-ti+(Xzfc-t()/kT (21)

for the hydrogenation reaction instead of eq 4.
If Peq * is the equilibrium pressure for the hydrogena­

tion reaction with crystal fracture, it follows from eq 14 
and 21 that

eq*(hydrogenation) _ 2 c f/kT > 1 (22)
r  eq(hydrogenation)

because ef > 0.
Kinetic Parameters. In isotherm experiments15 it has 

been found that the solubility of hydrogen decreases with 
temperature at a constant pressure, the decrease being 
especially steep in a particular temperature range. Ac­
cording to statistical thermodynamics, this result means 
that an entropy change occurs as a result of the change in 
the parent lattice configuration.6 That is, the partition 
function fp of the empty site may increase with tempera­
ture, whereas the partition function / H of the hydrogen 
atom in the state of occupation may decrease. Clearly, the 
change in / p and / H with temperature contributes to the 
rise in the equilibrium pressure represented by eq 14 and 
to the decrease in the adsorption rate represented by eq 13 
as well as eq 4 or 21. However, an exact calculation of the 
contribution to / p, / H, and /*term s has not yet been de­
veloped in statistical thermodynamics.6 A satisfactory ap­
proximation of the theory of rate processes is to consider 
that the parent-lattice configuration makes the most im­
portant contribution only to the energy term and that the 
entropy remains almost unaffected.13 Therefore, the con­
dition where the potential energies are independent of 
temperature in the rate equation no longer holds. In order 
that the rate equation may actually be used, the tempera­
ture dependence of the individual kinetic parameters 
should be determined experimentally.

Experimental Section
Apparatus. The apparatus, shown in Figure 4, consisted 

of a sample container A, resistance furnace B with tem­
perature measurement C and control system D, pressure 
measurement system E, gas buret F, and hydrogen purifi­
cation train G.

Materials. The uranium metal used was high-purity re­
actor grade (99.9%). A small piece of metal was weighed 
and cleaned successively in 1 N  HNO3 solution, isopropyl

Figure 4. Apparatus for the study of the reaction of a constant 
volume system of hydrogen gas and uranium metal.

Figure 5. Typical hydrogenation rate of a mass of uranium 
metal: A, w =  0.640 g, T49-°K ; (B) w = 0.979 g, 7 591°K.

alcohol, and n-hexane, transferred to the sample container 
as quickly as possible ar.d kept in an atmosphere of puri­
fied argon.

Experimental Method. The reaction was carried out at 
various temperatures under constant volume conditions. 
The hydrogen gas was purified by passing over hot spongy 
titanium metal after the usual preliminary purification 
procedures, measured by means of the gas buret, and 
stored in the reservoirs (between bulbs a and c which had 
been previously evacuated. The reaction was initiated by 
opening bulb c to the reactor which had previously been 
completely evacuated and heated. The extent of the reac­
tion was observed by measuring the change in pressure.

Correction to the Pressure Reading. Although the reac­
tion was carried out at elevated temperatures, the mercu­
ry manometer used for measuring the pressure was kept at 
room temperature for convenience of operation, so a cor­
rection to the pressure reading was necessary. The cali­
bration chart was prepared by carrying out blank tests.

Experimental Results
Typical results of pressure change against time are 

shown in Figure 5. In the hydrogenation of a mass of ura­
nium metal, we observed an induction period at lower 
temperatures, probably caused by the formation of an 
oxide film.8 This period, the length of which was poorly 
reproducible, became shorter as the temperature in­
creased and vanished, above 300°. In calculating the re­
sults, the induction period was omitted on the assumption 
that it is independent of the normal reaction. The hydro­
genation rate of completely powdered uranium is summa-
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Figure 6. Equilibrium pressure to various temperatures at con­
stant volume (w =  0.9829 g (block), P0 =  762.4 mm, T0 
684°K).

TABLE I: Hydrogenation Rate of Powdered Uranium Metal, 
Prepared by the Thermal Dissociation of Hydride, at Various 
Temperatures under Constant Volume Conditions

T, °K w, g Po. mm
— (dP/df)i_0, 

mm/min

452 0.400 688 11.8
463 0.538 637 11.2
491 0.641 755 15.9
541 0.631 750 9.26
585 0.612 765 2.72
624 0.484 758 1.20

rized in Table I. It has been reported that the rate ap­
pears to be at a maximum near 225° and falls off sharply.3 
This tendency has been observed in our experiment as 
well.

In the experiments conducted at equilibrium at con­
stant volume, the system was regarded as being in equi­
librium when the pressure change fell to less than 1 mm 
in the final 1 hr at a given temperature. The equilibrium 
curves for the hydrogenation of mass of uranium to UH2.9 
and the successive dehydrogenation at constant volume 
are shown in Figure 6. It took 24-48 hr to establish equi­
librium conditions at any given temperature.

Determination of the Kinetic Parameters
c Values. Since we have the relation

i\'q'(«=0.5> = Pe (23)
it follows by equating eq 4 and 18 for the hydrogenation 
reaction

9 2i>T a

e = 2(1 +  /?)(0K -  o.5) log i -  e (24)
where 6 K is the break point between the plateau and the 
sloping part, as shown in Figure 2. It is convenient to use 
eq 24 at temperatures >400° since the hysteresis disap­
pears,15 i.e., /3 = 0. By using the dK values estimated from 
experimental data for the hydrogenation reaction of Li- 
bowitz, et al. , 15 we have obtained the t values at tempera­
tures of 450, 500, 550, 600, and 650° as shown by curve A 
in Figure 7. In order to determine the remaining kinetic 
parameters, we have graphically extrapolated the e values 
observed to the lower temperature range where the t 
values exclude /?■ It was found that the relation between 
log e and T could be conveniently represented by a 
straight line A in Figure 7.

(tj +  tad) Values. From eq 14, taking d into account, we 
have

TEMPCK)

Figure 7. Kinetic parameters at various temperatures: curve A, e 
curve B, tj +  ead; curve C, i f ; curve D, t ' ;  curve E, t j  — i ad; 
curve F, t0.

Figure 8. Comparison of experimental results and calculated 
values (for ¡3 = 0): curve A, 650°; curve B, 600°; curve C, 550°; 
curve D, 500°; curve E, 450°.

r kT
tj +  tad = 1-55kT log —---------

L-t eq'(0=o.5)
h i l l  
,V J

ze(l +  /?)
2

(25)
for the dehydrogenation reaction. As a first approxima­
tion, the ratio fv/ft\ is assumed to be unity, which is un­
usual in statistical mechanics.13 The partition function Fg 
per unit volume may be split into the translational contri­
bution for three degrees of freedom and the rotational fac­
tor, i.e.

(2■RmkTf' 2 8tr'IkT
F■ --------- 7?------------H T  (26)

on the assumption that the vibrational contribution is 
unity,13 where er is the symmetry number of the hydrogen 
molecule, /  is the moment of inertia of the molecule, and 
m is the hydrogenation isotherm by molecule. Use of the 
data for the hydrogenation isotherm by Libowitz, et al. 15 
and of known e values yielded the (tj + cad) values shown 
in curve B in Figure 7.

tf Values. The condition of constant volume requires 
that

(C‘ ChW 
2 D(8 ) =  0 (27)
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log (20-1) —

Figure 9. Graphical determination of jS value at 450°: curve 
A, d =  0.3; curve B, d  =  0.

Using eq 2, 21, and 27 and setting the equilibrium condi­
tion, we can determine tf values based on the hydrogena­
tion curve in Figure 6, as shown by curve C in Figure 7.

(' Values. From eq 19 with the condition (27) we ob­
tained curve D in Figure 7 based on the dehydrogenation 
curve in Figure 6.

(ti -  tad) Values. At the beginning of the hydrogenation 
reaction, we have from eq 13 the relation

f, -  ead =  2.3kT log
1 3Nw 

F em 2AV

(28)
Using the data shown in Table I, we obtain curve E in 
Figure 7.

to Values. From relation 15, eo values were determined 
as curve F in Figure 7.

Discussion
Thus far, the kinetic parameters have been determined 

from some particular points on the isotherm, i.e., inter­
section points, with the aid of the other experimental 
data, but it remains to show that the practical rate equa­
tions can sufficiently describe the complete isotherm 
curve. A comparison will be made on the sloping part of 
the isotherm for the dehydrogenation reaction. By equat­
ing eq 4 and 18 and by taking the logarithm we get

2 log log Peq, =
0.870(1 +  ß)zt

j  0 .870 ( 6,

kT
+ fad)

e +

kT -  log (FekT)> (29)

or simply

x(6 ) =  a(T)9 +  b(T) (30)
The calculation was made on the assumption that d = 0, 
because the t' values at the temperatures >450° were so 
small that they could not be determined as accurately as 
at the lower temperatures. Our data were found to be in 
good agreement with the results calculated from Libow- 
itz’s data at temperatures 5:500°, as shown in Figure 8. 
The deviation at temperatures <500° may be interpreted 
as being due to the effect of recrystallization. In order to 
determine the exact d value at 450°, we convert eq 29 or 
30 with eq 25 as
log jx(6 ) +  log P,eq/(0 = 0.5)i =  log (26 -  1) +

zc(l +  ß) ,
l o g - 5 S f -  (3,)

or simply

y(6 ) =  log (26 -  1) +  d(T,ß) (32)

In Figure 9 we find that the calculated values from eq 32 
for d = 0.3 (t = 2.80 x 10"21 cal/atom, P = 7.60 x 10-22 
cal/atom) agree with the experimental results at 450°.
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The structural and textural evolution of M0S2 from M0S3 has been investigated. Changes in the crystal­
lite size and crystalline fraction have been estimated from X-ray line broadening and electron microsco­
py. The evolution of the short-range order around the molybdenum and sulfur atoms has been evaluated 
from X-ray scattering experiments. Differential thermal analysis has been used to follow the thermal 
changes accompanying the structural evolution. In M0S3 which is amorphous to X-rays, the immediate 
environment (within 6 A) of both the Mo4+ and S2_ ions is not much different from that in hexagonal 
M0S2 . Small fragments of randomly oriented layers exist. At higher temperatures of reduction, two crys­
talline forms of MoS2, namely, the hexagonal and rhombohedral, are formed. The latter is formed only 
at a reduction temperature of about 800°. The structural and textural differences between the two forms 
are discussed.

Introduction
The surface and structural properties of M0 S3 and 

MoS2 have recently been investigated using ir1 and X- 
ray2 techniques. When M0 S3 is reduced in hydrogen at 
successively higher temperatures, crystallization of the 
hexagonal M0S2 starts around 350°. The resulting crystal­
line phase contains many defects and stacking faults as 
deduced from the line profiles in the X-ray patterns. Be­
yond about 600°, however, another crystalline form of 
MoS2 (rhombohedral M0S2 ) is formed with a more or­
dered structure.2 Both the surface area and catalytic ac­
tivity for thiophene desulfurization pass through a maxi­
mum around 500°.2 3 This maximum is related to the 
presence of crystal defects and stacking faults in the hex­
agonal phase of M0S2 . In order to probe deeper into the 
nature of these defects, a detailed analaysis of the textural 
evolution of M0S2 was carried out in this study using 
electron microscopic, differential thermal analysis, and 
radial electron distribution4 techniques. In addition, the 
average crystallite size and crystalline fraction in the vari­
ous reduction products have been calculated from a quan­
titative analysis of the X-ray line widths and intensities. 
The results, together with those published earlier, 1 -2 en­
able us to visualize the structural and textural evolution 
of the molybdenum disulfide catalysts in a coherent man­
ner.

Experimental Section
M aterials. Sample A was M0 S3 prepared according to 

the methods of Moldavski. et al.5 Samples C. D, E, and F 
were prepared as detailed earlier2 by reduction in a 
stream of dry H2 at 350. 450, 550, and 800°, respectively 
for 24 hr. Sample B of the previous study2 has not been 
examined in the present contribution.

A pparatus. The X-ray patterns were obtained using a 
Philips diffractometer (Cu Ka radiation with Ni filter). 
The X-ray scattering technique used in the radial electron 
distribution has already been described in detail.4 A AEI

EM6 G electron microscope was used for the electron-opti­
cal study, with an accelerating potential of 60 kV and a
50-/rm contrast aperture. The powdered samples were first 
ultrasonically dispersed in distilled water; a droplet of the 
suspension was then deposited on a copper support grid of 
the AEI (Smethurst High-Light, Ltd), covered with a thin 
carbon film, and dried in a desiccator. For the differential 
thermal analysis measurements a Netzsch Model 406 ap­
paratus was used and «-AI2O3 was taken as the standard. 
A linear heating rate of 12°/min was selected.

X-Ray Diffraction.
The X-ray diffraction patterns and their structural in­

terpretation have already been published.2 In this section 
only textural aspects, such as crystallite size and the rela­
tive content of amorphous and crystalline material, will 
be detailed. The crystallite sizes were calculated from the 
profile width at half its maximum height using the Scher- 
rer equation. A value of 1.84 (for hexagonal particles) was 
retained for the Scherrer constant K . The profile width 
due to instrumental broadening was corrected by using a 
commercial sample of MoS2 of crystallite size greater 
than 2000 A. It should be noted that though the Scherrer 
equation was derived for a sample of cubic crystals, it is 
not a bad approximation for hexagonal crystals, if, for 
each hkl reflection, the crystallite size D  is interpreted as 
an average crystal dimension perpendicular to the corre­
sponding reflecting planes. 6 The crystallite sizes for sam­
ples C, D, E, and F are given in Table I. Sample A was 
completely amorphous and did not exhibit any line at all 
in the X-ray pattern, 2 hence it was not possible to calcu­
late any crystallite size value. X-Ray line broadening is 
caused not only by very small crystallite size but also by 
the presence of strain in the lattice. Hall7 has derived a 
general relationship between the broadening of the lines 
in the X-ray diagram and the size and lattice strain in the 
crystallites. The use of Hall’s equation in the determina­
tion of crystallite size, DHaii, has already been detailed.8
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The values of DHaii are given in Table I. The fraction of 
the total M0S2 in the crystalline form was estimated from 
the variation in the integrated intensity values of the dif­
ferent hkl planes. The values (Table I) have been normal­
ized with respect to that of sample E.

There is a regular increase in crystallite size as we go 
from sample C to F. For sample F, the rhombohedral 
crystals have a larger crystallite size than the hexagonal 
crystals. In the former, all layers are in parallel orienta­
tion and neighboring layers are related to each other by a 
translation only. In hexagonal M 0S2, on the other hand, 
adjacent layers are oriented in an antiparallel manner. 
That is, each layer is related to its neighbor by a transla­
tion followed by a rotation of 180° around the C axis. The 
parallel orientation of the layers in rhombohedral M0S2 is 
an additional factor causing the larger crystallite size 
values. Similar results were also obtained by Wildervanck 
and Jellinek9 who found that rhombohedral M0S2 crys­
tals, prepared by Guichard’s method,10 were larger than 
the hexagonal crystals.

Another feature of Table I is the change in the crystal­
line fraction. From sample C (0.78, 0.65), it increases 
through sample D (0.99, 0.86, 0.99, 0.63) and reaches a 
maximum for sample E (1.0). There is a decrease in the 
intensity of the 101, 103, and 110 lines on going from 
sample E to F. That is, part of the crystalline hexagonal 
M0S2 is being transformed to the rhombohedral phase of 
crystallite size around 700 A. There is also a decrease in 
the total amorphous material content in this temperature 
region as was shown by the decrease in surface area and 
increase in total crystalline (hexagonal and rhombohedral) 
content.2 The significance of these results is discussed 
later.

Electron Microscopy
The electron micrographs118 of samples A, C, D. E, and 

F are shown in Figures 1-5, respectively. Sample A 
(amorphous M0S3) consists essentially of thin plate-like 
particles of about a 1-2 ^m (Figure la); sometimes also 
very small particles appear more or less agglomerated be­
tween themselves (Figure lb). On some of the thin parti­
cles dark spots of varying shapes and sizes of about 500- 
2000 A are seen (Figure la). In general, the edges of the 
particles are not sharp. The specimen shows no lines at all 
in the X-ray pattern. The same size and shape are more 
or less preserved in sample C also (Figure 2). However, 
they differ from sample A in two respects: first the parti­
cles are more transparent indicating that they are thinner, 
and second, the edges are better defined. These changes 
are due to the removal of the excess amorphous sulfurllb 
and the beginnings of the crystallization2 of hexagonal 
M0S2 (Figure 7). The “ holes” that are shown on some of 
the particles are also probably due to the elimination of 
sulfur. At 450° (sample D) there is a growth in the average 
dimension of the particles to 2-4 (in. Both transparent 
(thin) and opaque platelets are seen (Figure 3). The edges 
are now much sharper and the hexagonal form can be dis­
cerned in some of the platelets. However, there are still 
many particles with diffuse edges characteristic of amor­
phous matter. At 550° an admixture of large (1-2 ^m) and 
very small (200-300 A) particles is seen (Figure 4). The 
latter dimension agrees well with the average crystallite 
size determined by X-rays (DHaii = 236 A, Table I).

It may be noted here that the surface area increases 
from sample A, reaches a maximum for sample E, and 
then decreases when the reduction in H2 is carried out at

2243

TABLE I: Crystallite Size and Crystalline Fraction Derived from 
X-Ray Line Broadening

Rel. crys­
talline

Sample hkl D. A D Hall- A fraction0

c 101 98 ±  10 103 ±  10 0.78
110 67 ±  16 0.65

D 101 106 ±  19 111 ± 1 2 0.99
103 112 ±  18 0.86
006 180 ±  18
110 115 ±  14 0.99
105 121 ±  10 0.63

E 101 112 ±  14 236 ±  28 1.0
103 117 ±  13 1.0
105 86 ±  12 1.0
110 227 ±  15 1.0

F
hexagonal 101 530 ±  20 b 0.50

103 518 ±  19 0.86
110 554 ±  20 0.95
005 515 ±  25
006 600 ±  26
007 470 ±  29

rhombohedral 106 690 ±  31 800 ±  62
006 735 ±  38
009 583 ±  30

“ In arbitrary relative uni:s. “ For this sample, the standard deviation 
was so high that no meanmg'ul value of D Haii could be obtained.

800° 2 (sample F). The presence of a large number of small 
poorly agglomerated crystallites of dimensions about 200- 
300 A accounts for the large surface area of sample E. 
Sample F (Figure 5) consists almost entirely of crystalline 
material: the X-ray diffraction pattern indicated the pres­
ence of both hexagonal and rhombohedral forms of M0S2. 
For these two forms the average crystallite sizes (from 
X-ray line broadening) are about 500-600 and 700-800 A, 
respectively (Table I) Well-defined hexagonal plates are 
seen along with some triangular plates (Figure 5). Dickin­
son and Pauling12 have also reported similar results 
though their sample of M0S2 was prepared by a different 
method. Triangular plates are now known13 to be charac­
teristic of the rhombohedral form of M0S2. Their detec­
tion by electron microscopy lends additional support to 
the conclusions derived from X-ray diffraction data.

Radial Electron Distribution (RED)
The method of calculating the RED distributions and 

their significance have already been published.4 The RED 
curves (Figure 6) were calculated in the region 0-7 A. 
Table II identifies the various peaks observed with intera­
tomic distances in crystalline M0S2.12 It should be men­
tioned here that thus far no crystalline form of M0S3 has 
ever been prepared. Wildervanck and Jellinek9 prepared 
M0S3 by different methods and in all cases the products 
obtained were always amorphous to X-rays in agreement 
with our results.2 At present, there is no conclusive evi­
dence to show that M0S3 is a definite chemical compound 
rather than an intimate mixture of subcrystalline MoS2 
and amorphous sulfur. Our RED studies reveal that the 
Mo-S distance in McS3 (2.39 ±  0.04 A) is almost identi­
cal with that in MoS2 (2.41 A). But the strong peak 
around 3.1-3.2 A present in the patterns of samples C, D, 
and E (Figure 6) occurs only as a shoulder in sample A. 
This peak is characteristic of the edge (3.15 A) and alti­
tude (3.17 A) of the triangular prism12 in which one mo-
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2 3 4  5  r (A)
Figure 6. Radial electron d stribution in samples A, C, D, and E.

lybdenum ion is surrounded by six sulfide ions at the cor­
ners of a trigonal prism. Similarly the peak around 3.50 A, 
only apparent in the profiles of samples D and E (and 
which is characteristic of the interlayer S-S distance in 
M0S2 (3.49 A)), is only faintly visible in M0S3. The peak 
around 3.85 A resembles the Mo-S peak in M0S2 though 
of a much diminished intensity. All these features lead to 
the conclusion that though the immediate environment of 
the molybdenum ions (with respect to the sulfide ions) in 
M0S3 may bear structural similarities to M0S2, the long- 
range order present in M0S2, such as hep layer structure, 
antiparallel orientation of adjacent layers, etc., is absent 
in M0S3 thus causing its amorphous character.

Sample C differs qualitatively in two respects from 
samples D and E as may be seen in Figure 6. First, the in­
terlayer S-S peak around 3.5 A is absent and second, the 
Mo-S peak around 4.0 A is split into doublets. On the 
other hand, both the 2.41- and 3.15-A peaks are well de­
fined. Thus at 350°, though the M0S2 layers are well de­
veloped. they are oriented in a random manner around the 
C axis. A similar conclusion was arrived at in an earlier 
paper2 from an analysis of the relative changes in the 
shape and intensity of the X-ray diffraction lines.

Differential Thermal Analysis
The differential thermogram of sample A in the temper­

ature range 25-900°C is shown in Figure 7. The decompo­
sition of (NH4)2MoS4 to M0S3 was apparently complete 
since sample A did not exhibit the N-H stretching band 
in the infrared region (KBr pellet) and conventional wet 
methods did not evolve NH3 from the sample. The broad, 
shallow endothermic peak between 50 and 200° is due to 
the removal of H2S, NH3, as well as H2O, the former two

Figure 7. Differential thermogram of sample A.

TABLE II: Radial Electron Distributiona in Samples 
A, C, D, and E6

Sample

Vector A C D E MoS2‘

M o -S 2.39 2.37 2.36 2.38 2.41
M o -M o 3.13 3.12 3.11 3 .12 3.15

(S -S )
S -S 3.50 3.55 3.54 3.49
M o -S 3.85 3 .83

4 .07
3.94 3.93 4.12

S -S 4.56 4 .53 4.51 4 .47 4.46
M o -S 4 .93 4.98 5.01 5.01 5.02
M o -M o 5.30 5 .44 5.47 5.49 5.43
(S -S )
M o -M o 6.41 6.29 6.30 6.30 6.30
M o -M o 6.72 6.73 6.74 6.75 6.66

a The values are accurate to about ±  0.03 A. b Length of the bonds in 
A. c Taken from ref 12.

being evolved earlier. Rode and Lebedevllb who studied 
the thermal decomposition of (NH4)2MoS4 had also ob­
served a similar phenomenon, but around 250°. Since our 
samples were reduced in a stream of dry H2 the removal 
of free S as H2S is facilitated. Hence the endothermic 
peak due to sulfur removal occurs at a lower temperature.

The exothermic peak at 350° is due to the crystalliza­
tion of hexagonal M0S2. This is confirmed by the X-ray 
data2 where the 101 and 110 lines are observed at 350°. 
The crystallites formed at 350°, however, are small in size 
(Table I), about 70-100 A. The formation of the new hex­
agonal M0S2 phase causes the shift in baseline seen 
around 400°.

An interesting feature of Figure 7 is the broad asym­
metric exothermic band between 500 and 730°. This band 
can be resolved into a broad band centered around 600° 
and a narrow peak at 720°. Now, from X-ray results,2 we 
know that in this temperature region two phenomena 
occur; the small hexagonal crystallites (of size, about 120A) sinter to form larger crystallites (of about 520-550 A in 
size). In addition, a new phase, namely, rhombohedral 
M0S2, is formed. These two processes together give rise to 
the observed thermogram. The former probably accounts 
for the broad band while the crystallization of the new 
phase is responsible for the superimposed narrow peak. 
Formation of the new phase also explains the shift in 
baseline around 750°.
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Discussion

The structure of hexagonal M0S2 consists of sheets of 
Mo2+ and S2- ions. Each Mo2+ sheet is sandwiched be­
tween two S2- sheets but each S2~ sheet is located be­
tween one Mo2+ sheet and another S2~ sheet.2 Within 
each sheet hexagonal close packing prevails and the forces 
are purely ionic in nature giving a strong binding. The 
stacking sequence of the sheets is ABA, BAB, ABA, etc. 
The unit cell which comprises the sequence ABABAB has 
a C parameter9 of 12.29 A. Each Mo2+ sheet, together 
with two S2~ sheets (one above, another below), form one 
M0S2 layer. The layers are held together by weak van der 
Walls forces of attraction. Rhombohedral M0S2 also con­
sists of sheets of Mo2+ and S2~ ions and the packing 
within a sheet is identical with that in the hexagonal 
form. Here also each Mo2+ sheet is sandwiched between 
two S2 sheets and each S2 sheet between one S2 and 
one Mo2+ sheet. However, the stacking sequence is ABA, 
BCB, CAC, ABA, etc. The unit cell now comprises the 
longer sequence ABABCBCAC and hence has a corre­
spondingly larger C value of 18.37 A. The “ structure” of 
M0S3 as well as other amorphous phases present in our 
study (Figure 6, Table II) may be summarized as follows. 
The immediate environment (within 6 A) of both the 
Mo4+ and S2~ ions is not much different from that in 
hexagonal M0S2. Small fragments of layers exist. Even 
within a layer there is a large amount of defects and dis­
tortions of the individual sheets. (For example, the peak 
at 3.1-3.2 A characteristic of the edge and altitude of the 
trigonal prism is only vaguely present in Figure 6 for sam­
ple A.) The layers are oriented in a completely random 
manner as evidenced by the absence of peaks in the X-ray 
pattern of sample A.2 The presence of a faint shoulder 
around 3.5 A in the RED pattern (Figure 6) indicates that 
a few layers are piled on top of one another, their number, 
however, being insufficient to give rise to a X-ray pattern.

Some of the solid-state transformations involved in our 
study are the following: amorphous to hexagonal M0S2, 
amorphous to rhombohedral M0S2, and hexagonal to rhom­
bohedral M0S2. Since even the amorphous material con­
sists of fragments of layers (Figure 6, sample A) it seems 
that the major physical phenomena involved in all the 
above transformations are the fusion of the fragments of 
the layers as well as the crystal growth by successive 
stacking of the fused unit layers. The mechanism by 
which this occurs is not clear. Diffusion of the sulfur 
atoms in the solid state to the site of crystal growth is def­
initely one of the important processes. An additional pos­
sibility is the following: under conditions of reduction in 
H2 used in this study, S-H groups are known to exist on 
the surface as evidenced by ir spectroscopy.1 Probably, 
hydrogen reacts with the sulfur atoms forming some mo­
bile intermediate species which diffuse to the site of crys­
tal growth. In addition, slip phenomena will also play an 
important role, especially in crystalline transformations 
such as hexagonal to rhombohedral MoS2.

When M0S3 (obtained from (N H ^M oSD  is reduced in 
hydrogen, the product consists of small fragments of ran­
domly oriented layers. Around 350° these fragments are 
converted to larger layers. They also grow by successive 
stacking of the layers. Due to the elimination of excess 
sulfur (which blocks the pores) the surface area in­

creases.2 Some amorphous sulfur is, however, still present 
(Figure 2). At this stage, the stacking sequence ABABAB, 
etc., is preferred in the crystalline portion (Table I). This 
process continues at higher temperatures. The crystallite 
size increases (Table 1 and Figures 3 and 4). Due to fur­
ther elimination of sulfur from the pores, the larger amor­
phous particles are converted to smaller crystallites (Fig 
ure 4) thus accounting for the maximum in the surface 
area for the material reduced at 550°. Above this tempera­
ture, crystal growth is highly accelerated (Figure 7 and 
Table I) and part of the crystals grow with a different 
stacking sequence, namely, ABABCBCACABA, etc. Ki­
netic factors probably cause this phenomenon because on 
prolonged heating at 1000° in vacuo rhombohedral M0S2 
is converted9 into hexagonal MoS2. Initial formation of 
the unstable rhombohedral M0S2 which transforms into 
the more stable hexagonal MoS2 at higher temperatures 
had also been observed by Rode and Lebedev.llb

An interesting feature of our results is the decrease in 
the intensity of the hexagonal MoS2 lines on going from 
sample E to F (Table I). Now, hexagonal crystallites (in 
sample E, for example) are separated from each other by 
amorphous MoS2 (Figure 4). During the growth of the 
rhombohedral phase from this amorphous portion, fusion 
of the crystallites of tne hexagonal phase is also going on 
simultaneously (Figure 7). Apparently, at intercrystallite 
or particle boundaries part of the diffusing atoms (taking 
part in the sintering of the hexagonal crystallites) are 
incorporated into the growing rhombohedral phase thus 
accounting for the observed phenomenon.
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The bimolecular rate constant for quenching of the triplet state of thymine and orotic acid was deter­
mined over the temperature range 15-90° using flash photolysis. The rate constants were smaller by fac­
tors from 2 to 10 than fedifr, the value predicted by diffusion theory. Furthermore, they did not vary with 
temperature the same way as From these data, a rate constant not including the diffusion contri­
bution was determined. This rate constant implies that the diffusing molecules on encounter must col­
lide many times and overcome a small activation energy barrier before a reaction occurs. From this rate 
constant, the activation energy for both thymine and orotic acid was calculated to be 1.3 kcal/mol and a 
preexponential factor was calculated to be 5.9 ±  0.9 X 1010 and 1.7 ±  0.2 x 1010 sec-1 , respectively. The 
preexponential factor is larger for thymine than for orotic acid by a factor of 4, suggesting that there are 
4 times as many suitable orientations for dimerization in thymine than in orotic acid. We have also de­
termined that the triplet yield for thymine decreases by about 15% over the temperature range from 20 
to 90°.

Introduction
Measurements carried out in our laboratory and in 

many others have shown that when pyrimidines are irra­
diated in aqueous solutions they give rise to two classes of 
photoproducts, the dimer and the hydrate.16 It has also 
been shown that the hydrate arises from reactions of the 
singlet state,7 6 whereas dimers in solution arise through 
the reaction between a molecule in triplet state, with one 
in a ground state. The necessity for involving the triplet 
state is largely due to the fact that the excited species 
must live long enough in solution to find a ground state 
molecule in the right configuration so that a dimer can be 
formed. Most of the studies of the excited state precursor 
to the dimer have been carried out using the technique of 
flash photolysis. With a powerful flash of uv light it is 
possible to populate the triplet state to a high enough 
concentration so that it can be seen in absorption spec­
troscopy and observed as it decays. The various pathways 
which are involved in this photochemistry are indicated in 
Figure 1.

The absorption of a photon (hv) raises a ground state 
pyrimidine, P, to one of the many vibrational levels of the 
singlet manifold. This energy is mainly lost by fluores­
cence leading to the ground state but a small portion of 
the levels are depopulated to produce hydrates or triplet 
states through intersystem crossing with probability 0isc.

In this reaction scheme we have shown three pathways 
for deactivation of the triplet state. It may lose its energy 
through radiationless transition to the ground state, by 
pathway k3. It may be deactivated by a ground state mol­
ecule with a bimolecular rate constant k\, leading to a 
dimer. Unfortunately, we have a third pathway, repre­
sented by ki', in which the triplet state is quenched by a 
ground-state molecule but does not lead to a stable dimer. 
To date, no one has precisely determined the relative 
magnitude to ki and fcT, and in all of our studies all that 
we have been able to measure is the sum of the two. 
Lamola9 has evidence that k 3’ may be considerably larger 
than ky in thymine, but probably of the same order of 
magnitude as k\ in orotic acid. Wagner and Bucheck10

have also investigated this problem for related compounds 
and find that in certain solvents ky can be as much as 10 
times ky. In this paper we will deal only with the sum of 
these two coefficients (ky + ky').

With the development of our flash photolysis system,11-13 
we have been able to study the triplet state in consider­
able detail and we therefore studied its decay rate as a 
function of temperature. We have also measured the total 
yield of thymine triplets as a function of temperature. 
Some of this work was initiated because of an earlier find­
ing by Fisher, et al,,14 who showed that for thymine in 
aqueous solution four isomeric dimers could be formed 
and that the yield of these did not vary in a logical man­
ner with respect to temperature. The yield of one type of 
dimer increased with temperature, whereas the others de­
creased with temperature.

In this paper, we have shown that the yield of triplet 
state in thymine is essentially independent of temperature 
over the range 20-90° with the yield decreasing by some 
15% as the temperature is increased from 20 to 90°. We 
have also shown that the deactivation of the triplet state 
is not solely controlled by diffusion. Other mechanisms 
are involved in the quenching of the triplet.

Experimental Section
Using a dual beam11 13 flash photolysis system, we ob­

served the decay of the absorption signal from the triplet 
state of orotic acid16 and thymine.16 The orotic acid 
(Cyclo Chemical Grade I) and thymine (Calbiochem A 
grade) solutions were prepared from four times distilled 
water.16 The concentration of the solutions were deter­
mined by absorbance measurements using an extinction 
coefficient for orotic acid of 7.4 x 103 M -1 cm -1 at 278 
nm and for thymine of 7.9 X 103 M -1 cm -1 at 264 nm. 
The solutions were deoxygenated by bubbling nitrogen gas 
(prepurified grade, Canadian Anaesthetic Gases) through 
the solutions for about 0.5 hr prior to the experiment. The 
pH of the orotic acid solutions was adjusted to 3.2 using 
Analar grade HC104. The pH of the thymine solutions 
was not adjusted and was measured to be about 6.0. The
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temperature of the solutions which was held constant to 
0.5° was varied from 15 to 90° by passing water through 
the jacket around the quartz cell11 containing the solu­
tion.

Results
In deoxygenated solutions and in the absence of addi­

tional quenchers, the triplet state disappears at a rate 
feobs with lifetime r 0bs given by

J T  =  ¿o b s  = k3 +  (k} +  ¿ /) [P ]  (1)
1 obs

The pathways corresponding to the various rate constants 
are given in Figure 1. In the above expression [P] is the 
concentration of the pyrimidine in the solution.

In Figure 2, k0\,s is plotted against the concentration of 
orotic acid at pH 3.2 for several temperatures, to give 
straight lines as predicted by eq 1. Similar data were ob­
tained for thymine. The bimolecular rate constant (k\ + 
k i )  was determined from the slopes of these lines.

In Figure 3, (fei + kx) is plotted as a function of tem­
perature for orotic acid and thymine. On the same graph 
is plotted a theoretical curve for the rate constant for dif­
fusion, as calculated by eq 2.

Discussion
If we assume that the quenching of the triplet state is 

determined solely by diffusion, we predict the curve 
marked kdin shown in Figure 3. This was calculated using 
the modified Smoluchowski equation17 given by

, 8RT (  1
*diff 3000r)(T) \mol-sec

where tj(T) is the viscosity of the water in poises, R is the 
gas constant in ergs deg“ 1 mol“ 1, and T is the absolute 
temperature.

Clearly fcd iff does not agree with (kx + kx')- In the first 
place it is larger by a factor of 2-10 and in the second 
place it shows a more rapid variation with temperature. 
Before discussing this observation we consider the validity 
of eq 2. Equation 2 is derived from the Smoluchowski 
equation18

kdiff =  4irN(rA +  rB)(DA +  D B) X 10 3 moj_gec (3)

where N  is Avogadròs number, (rA + rB) is the sum of the 
radii of the spherical colliding molecules, and (Da + Db) 
is the sum of the diffusion coefficients of the two mole­
cules, the triplet and the ground-state molecule. Since 
these are not known for orotic acid or thymine we are 
forced to use the Stokes-Einstein equation to relate the 
diffusion coefficients to temperature and viscosity thus

D =
kT

Qin]r (4)

where D is the diffusion coefficient of a spherical molecule 
of radius r and k is the Boltzmann constant. Assuming 
that Da = DB and is given by eq 4 and that rA = rB, eq 3 
reduces to the simpler form of eq 2.

Equation 2 is probably accurate to within ±25% in de­
scribing the diffusion of a triplet and ground-state mole­
cule to one another for the following reasons. Diffusion 
coefficients are tabulated in the International Critical Ta­
bles for numerous cyclic compounds such as pyridine, al­
loxan, picric acid, phenol, hydroquinone, resorcinol, and

showing the rate constants for the various pathways.

Figure 2. Graph showing kobs (see eq 1) as a function of con­
centration for orotic acid in aqueous deoxygenated solutions at 
six different temperatures.

T(°C)
90 80 70 60 50 40 30 20 IO

Figure 3. Rate constant (k , +  k,') as a function of the recipro­
cal of the absolute temperature for orotic acid and thymine. 
Also shown is kdif f calculated assuming that the rate is deter­
mined solely by diffusion and given by eq 2.

pyrogallol. They all have D =  0.6 x 10“ 5 cm2/sec at 15° 
in agreement with the calculated value using eq 4 assum­
ing r — 3 X 10“ 8 cm. Furthermore, it has also been 
shown19'20 that the quantity Dr)(T)/T remains constant
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Vt  (°k )"'

Figure 4. Rate constant,'/(act. for deactivation of the pyrimidine 
triplet, after diffusion effects have been removed, plotted as a 
function of the reciprocal of the absolute temperature.

over a temperature range from 0 to 55° for diffusion of 
2H20  in water (self-diffusion). Thus eq 4 probably applies 
quite well to the diffusion together of a triplet and 
ground-state pyrimidine suggesting in turn that eq 2 is 
valid for our situation. If this is so then the disagreement 
shown in Figure 3 must mean that once the two molecules 
have diffused together the reaction may still not take 
place due perhaps to incorrect orientation of the mole­
cules. In addition the molecules may have to have suffi­
cient kinetic energy to overcome an activation energy, £ a, 
before the reaction can take place.

Calculation of Activation Energy
The fact that diffusing molecules do not necessarily 

react at every collision has been included in a theoretical 
treatment, involving pair probability distribution and dif­
fusion theory by Collins and Kimball,21 Waite,22-23 and 
Noyes.24 Using these ideas we imagine the following 
mechanisms in the reaction

*d iff ka
A +  B ■> * (A:B) — ► products (5)

*—diff
where A and B can be considered the triplet and ground 
state molecule, respectively, and (A:B) a collision pair 
which can lead to products or diffuse apart with rate con­
stant &dirr- The rate constant, k a , leading to products, will 
contain steric hindrance factors, frequency of collision fac­
tor which may be lumped together as ¿>, as well as a tem­
perature-dependent term involving the activation energy 
£ a. In terms of temperature, k a will be given by

k a = S exp(—Ea/RT) (6)
We would like to determine the bimolecular rate constant 
kb for the disappearance of the triplet in terms of the rate 
constants of eq 5. Assuming the steady-state approxima­
tion for (A:B) we obtain

The quantity is not known but should depend upon
temperature in the same way as ftdifr; hence their ratio 
will be temperature independent and may be represented 
by a constant C. Equation 7 reduces to

y  =  v ~  +  v  =  T ~  +  i r  (8)" 'b  ^ d i f f  ^ d if f  ^act

<b
oi 20 -

0  10 20  30  4 0  50  6 0  70  80  9 0  100
Temperature(°C)

Figure 5. Plot of the relative triplet yield (expressed as a per 
cent) as a function of temperature for thymine. The yield is cor­
rected for decay during the flash.

and kact is given by

kaci =  |  exp( -E J R T )  (9)

An equation similar to (8) was predicted by Waite.23-24
Using our measured values (ki + k i )  for kb and our 

calculated values for k a ir r  (eq 2) we obtain k act from eq 8 
and plot it against 7’-1 in Figure 4. This plot yields acti­
vation energies of 1.4 ±  0.2 and 1.2 ±  0.1 kcal/mol for 
thymine and orotic acid, respectively. From the inter­
cepts, the preexponential factor is calculated to be 5.9 ±  
0.9 x 1010 sec-1 for thymine and 1.7 ±  0.2 x 1010 sec-1 
for orotic acid.

Interpretation of Results
The simplest interpretation of these data suggests that 

the molecules diffuse toward each other as predicted by 
simple diffusion theory which is about 5 times larger than 
the observed rate constant for the reaction. However, on 
contact the molecules do not necessarily react, and many 
collisions are probably required until the correct orienta­
tion is achieved. An energy barrier of about 1 kcal/mol 
must then be overcome for the reaction to take place. The 
fact that the activation energies for deactivation of the 
triplet state of thymine and orotic acid are equal within 
measurement error suggests that the same mechanism is 
involved in both pyrimidines. The fact that the preexpo­
nential factor for thymine is about 4 times as large as in 
orotic acid suggests that thymine has 4 times as many 
suitable steric configurations leading to a reaction. It may 
be a coincidence, but thymine14 forms four dimers while 
orotic acid forms only one.

An alternative less attractive explanation is that the 
rate constant is determined only by diffusion and that this 
rate constant is smaller by a factor of 5 than that predict­
ed by simple theory. This seems unlikely since a number 
of measurements for diffusion coefficients on molecules 
similar to pyrimidines give results close to that predicted 
by the simple theory.

Temperature Dependence of Triplet Yield
In these temperature studies, a marked decrease in the 

amplitude of the transient signal was observed as the 
temperature was increased, suggesting a decreased yield 
of triplet states. However, this conclusion is not valid 
since an increase in temperature increases the decay rate 
of the triplet so that a larger fraction decay during the
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flash in the interval before useful observations can be 
made. When correction is made for the decay during the 
flash16 most of the temperature dependence is removed as 
seen in Figure 5. We conclude that the yield of triplets is 
within 15% independent of temperature from 20 to 90°. 
Others have observed an increase of 4>isc with increase in 
temperature.25-26 If this be so for pyrimidines then other 
deactivation pathways must show essentially the same 
temperature dependence.

We conclude from these findings that a study of the 
triplet yield as a function of temperature is not likely to 
be fruitful. To explain Fisher’s14 results one would require 
a measurement of the yield of triplets responsible for each 
of the dimers. In addition one would have to evaluate sep­
arately k-i and k\ , which at the present time seems very 
difficult.
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Electron Paramagnetic Resonance Spectrum of the 1-Cyano-1 -cyclopentyl Radical1
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Within a continuous-flow system, dilute oxygen-free solutions of l,l'-azobis(l-cyanocyclopentane) in tol­
uene have been irradiated with near-ultraviolet mercury radiation as the solution passed through the 
cavity of an X-band electron paramagnetic resonance, epr, spectrometer. By this method the epr spec­
trum of the 1-cyano-l-cyclopentyl radical, CH^iCHgH^CN, has been observed and characterized at ca. 
26°. The spectrum is consistent with there being sufficiently rapid interconversion between the nonpla- 
nar forms of the radical that the four /3-CH2 protons appear equivalent, a conclusion in harmony with the 
epr data for analogous species.

Introduction
The ultraviolet irradiation of aliphatic azo compounds 

in the liquid phase affords an effective way of generating 
reactive radicals in sufficient concentration for successful 
electron paramagnetic resonance, epr, measurements.3“8 
In the present paper we have used this method to study 
the epr spectrum of the 1-cyano-l-cyclopentyl radical, 
CH2(CH2)3CCN or -RCN, produced by the photolysis of
l ,l  -azobis(l-cyanocyclopentanel, NCRN:NRCN, in tolu­
ene within a continuous-flow system. The epr spectrum of

•RCN was found to be as expected, based, for example, 
on the liquid-phase epr spectra of analogous species such 
as the cyclopentyl radical,9-10 -RH, and simple acyclic 1- 
cyano radicals.s-6-11

Experimental Section
The experimental arrangement and procedures were es­

sentially as described before, the sample cell being of in­
ternal path length 1.5 mm.3 In place of polycrystalline 
2,2'-diphenyl-l-picrylhydrazyl used previously,3 the g
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value standard was an aqueous solution of peroxylamine 
disulfonate within a thin-walled Pyrex capillary held to 
the face of the sample cell away from the mercury lamp.12 
Use of the latter standard was advantageous in that it al­
lowed the field to be calibrated3 and g  value to be deter­
mined at the same time, the chief drawback being the in­
stability of this standard when exposed to the photochem­
ical radiation. Normally, the light filter combination was 
a right cylinder of internal path length 7.5 cm through 
which tap water flowed, the one plane face on the mer­
cury-lamp side being of fused quartz and the other, of col­
ored glass (Corning CS No. 7-51, 5.0 mm). However, for a 
few measurements where the highest signal intensities 
were desired, this filter was replaced by a similar one in 
which both plane faces were of fused quartz.3

l,l'-Azobis(l-cyanocyclopentane) was synthesized from 
cyclopentanone (2.0 mol) by a standard method13 modi­
fied so that the final oxidation step was carried out by 
bubbling a small excess of chlorine gas into the solution of 
the hydrazo compound;14 crude yield: 69% (47% lit.13). It 
was recrystallized from 95% ethanol freshly before use: 
mp 84-85°, uncor (83-84°, cor, lit.13); Xmax 344 and 344 
him, rmax 16.3 and 14.4 M -1 cm-1 (0.04 M  in toluene and 
ethanol, respectively).

Epr measurements were taken with the use of oxygen- 
free 0.20 M  solutions of NCRN:NRCN in toluene. The 
temperature of the reaction mixture on entering the irra­
diated zone of the sample cell was kept at 24°. With the 
use of the colored-glass filter combination, the flow rate 
was 0.04-0.07 ml sec-1, corresponding to a temperature 
rise of 5-3° on passage through the irradiated zone. With 
the use of the other filter cell, the flow rate was 0.11- 0.21 
ml sec-1, the temperature rise then being 6-4°. For com­
parison purposes, similar epr measurements were taken of 
the 1-cyano-l-methylethyl radical, (CHsHCCN, with the 
use of fresh samples of 2,2'-azobis(2-methylpropionitrile), 
(CH3)2C(CN)N:NC(CN)(CH3)2, in place of NCRN: 
NRCN and employing the colored-glass filter combina­
tion. The results obtained for this radical were essen­
tially the same as previously reported3 and will not be de­
tailed here.

Results
The spectrum produced by the photolysis of 

NCRN:NRCN in toluene was intense, not significantly 
dependent with respect to intensity and structure on flow 
rate, and fully accountable in terms of one radical. By 
analogy with the liquid-phase epr spectra of related radi­
cals3-6-9-11 the probable form of the epr spectrum of -RCN 
is a wide quintet (1:4:6:4:1) of narrow triplets (1:1:1) of 
very narrow quintets (1:4:6:4:1) arising from the four 
d-CH2 protons, the CN nitrogen nucleus, and the four
7-CH2 protons, respectively. The spectrum observed was 
largely as expected, viz., five prominent, well-separated 
groups of lines centered 29 G from each other, each group 
being made up of three nonoverlapping, similarly sized 
subgroups of lines centered 3 G apart and each subgroup 
showing five lines 0.4 G apart. The fine structure of the 
subgroups within all but the two outermost wing groups 
gave evidence of more complexity beyond that expected 
for a simple (1:4:6:4:1) quintet. These effects were shown 
to arise from the second-order couplings, viz., 0.51 and 
0.25 G, which would be predicted15 if the four j3-CH2 pro­
tons were equivalent, as found, for example, for the -RH 
radical under similar conditions.9

TABLE I: Isotropic Hyperfine Coupling Constants and g  Values for 
the 1-Cyano-1-cyclopentyl and 1-Cyano-1-methylethyl Radicals 
and Structurally Related Radicals

Radical“

Coupling constants, G 

a-H 13-H 7-H N g value Ref
F

ratio1'

•RH 21.48 35.16 0.53 c 9d 1.000
• r c h 3 32.87 c 22.22«’ 2.0027 167 0.935
■RCN' 29.25 0.44 3.29 2.0030 9 0.832
■RNCO 28.8 c 4.2 2.0028 17h 0.819
•ROH 27.0 c c 18« 0.768
(CH3)2CH 22.11 24.68 c g j.k 1.000
(CH3)2CCH3 22.72 c Qk.l 0.921
(CH3)2CCN 20.54 3.33 2.0030 m 0.832
(CH3)2CNCO 20.3 4.1 2.0028 ■\7h 0.823
(CH3)2COH 19.90 0.48” 2.00315 19° 0.807

“  -R- =  CH?(CH?hC-. The data were selected so that, as far as possi­
ble, radical pairs bearing the same -X  group could be compared In simi­
lar, nonpolar media at a sim ilar temperature close to 25°. With respect 
to the media, this goal was fairly well realized save for the alcohol radi­
cals, The temperature criterion is considered adequately met In view of 
what is known about the temperature dependence of the a3-H (CH) values 
compared In column 8. 6 For -RX radicals, [a,j.H(CH2) [-R X l/ias-H - 
(CH2) f-RH]], denoted F ,(-X ) in the text; for (CH3)2CX radicals, [an-H- 
(CH3) [(C H 3)2C X ]]/[a ,j-H (C H 3) [(CH3)2CH]], denoted F2(-X) In the text. 
c Not reported. a In cyclopentane, —80°; see ref 10 for confirmatory data. 
e a,|.H (CH3). f  In methylcyclopentane 10 v/v%  In aliphat c ketone, —13°. 
í  Present work; the maximum uncertainty in the a values Is ca. 0.05 G 
save for a3-H (CH2) where it is ca. 0.1 G; peak-to-peak line width ca. 0.21 
G with no evidence for line-width alternation. The same a7-H<CH2) value 
was obtained at 51°. The g value Is corrected for the second-order cou­
pling, maximum uncertainty 0.0001. Of the two second-order 3-CH2 proton 
couplings, only the smaller (0.25 G) could be resolved as the larger (0.51 
G) is too close to the size of a7-H(CH2). h In an adamantane matrix, room 
temperature. 1 In water, room temperature, pH 1; a coupling from the OH 
proton was not observed, probably because of the low pH .19 1 In propane, 
-8 5 ° . k See ref 10 and 16 for confirmatory data. 1 In neopentane, -1 3 °  
and isobutane, -1 4 5 ° . m Present work, taken from the first-order spec­
trum; the maximum uncertainty in the a values Is ca. 0.05 G and that for 
the g value, 0.0001. These results agree well with the comparable data of 
previous workers.3-4 n a„j-H(OH). 0 In water, ca. 15°. The value of a j-n - 
(CH3) is noticeably solvent dependent19-30 but that quoted agrees well 
with most others taken under comparable conditions.21-25

Table I compares the spectroscopic results we obtained 
for -RCN and (CH ^CCN  with selected isotropic epr data 
available for related radicals.9 16-19

Discussion
Monosubstituted cyclopentanes exhibit conformational 

properties similar to those of cyclopentane,26 hence we 
would expect monosubstituted cyclopentyl radicals to be 
like -RH in conformational behavior.9-10-27 The relatively 
limited epr data available on such radicals16-18-28-32 seem 
to bear out this conclusion. The only 1-substituted 1-cy­
clopentyl radicals analogous to -RCN33 and for which 
isotropic epr spectra are available appear to be -RCH.-j,16 
■RNCO,17 and -ROH.18 For each, the four /J-CH2 protons 
are equivalent.34

The coupling constants for the radicals -RH, -RCH3, 
■RCN, -RNCO, and -ROH may be compared by way of 
the Fi( — X) and F2(~ X) ratios listed in Table I.35 For a 
given -X , the F3 and F2 values are equal when -X  is -H, 
-CH3, -CN, and -NCO, for the case of -H this being nec­
essarily so. These equalities suggest that a similar state of 
hybridization of the a-C obtains in these eight radicals 
and that the conformational properties of all four cyclic 
radicals are also alike. These conclusions seem reasonable 
as the cyclic radicals are unlikely to possess much ring 
strain9-30 and so would be expected to adhere fairly close­
ly to sp2 hybridization30-36-39 at the a carbon atom. How­
ever, the evidence available suggests that these /?-CH cou­
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plings might not be very sensitive to configurational 
changes at the a carbon site.10-30 

The Fa(-O H ) and F2(-O H ) ratios in Table I appear per­
haps different by more than experimental error would 
allow.40 If this difference is real and not, for example, a 
solvent effect, it may perhaps stem from the presence of 
the -OH substituent. The presence of the a-OH subs'itu- 
ent in (CH3)COH is thought likely to cause the hybridiza­
tion at the a-C to become of increased sp3 character com­
pared to those of the other (CH3)2CX radicals.30-36-39 Ac­
cordingly, we may suppose that this sort of effect will 
tend to be also present in -ROH, but not necessarily to 
the same extent, because the ring strain in this radical 
will tend to tip the energy balance so as to favor such an 
increase. Another way of showing this possible difference 
between the F i(-O H ) and F2(-O H ) ratios is by comparing 
the coupling-constant ratios [a,j-H(CH3) [(CH3)2CX]]/ 
[ag-H(CH2) [-RX]], denoted F3( -X ) .  These F3( - X )  ratios 
are 0.702, 0.691, 0.702, 0.705, and 0.737, respectively, for 
-X  equal to -H, -CH 3, -CN, -NCO, and -OH, the value 
of F3(-O H ) being possibly larger than the rest.40 If each 
radical is assumed to be essentially sp2 hybridized at the 
a carbon, then we may further assume that an approxi­
mate equation of the form

a,_H(CH) =  B p\.c cos2 6 (1)

holds,41 where 6 is the dihedral angle between the axis of 
the a carbon 2p2 orbital and the projection of the /3-C-H 
bond in the plane passing through this axis and perpen­
dicular to the a-C/d-C bond, p’V c  is the unpaired spin 
density in the 2p2. orbital, and B is a proportionality con­
stant which is the same for all the radicals. In addition, 
we may assume that for (CH3)2CX radicals the average 
value of cos2 8 , (cos2 8 ), is one half9 and that pV c[(C H 3)2- 
CX] approximately equals p’V cj-R X ].42 Hence

F 3(-X ) =  (2 (cos2 0 » -1 (2)
where the 8 refers to the -RX radical. Substituting the 
arithmetic mean of the above F3( - X )  ratios into eq 2 gives 
(cos2 6) as 0.71, in rough agreement with estimates of this 
same quantity, e.g., 0.62518 and ca. 0.75,28 based on the 
postulated conformational properties of -RX-type radicals.
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A Raman spectroscopic study has been carried out on molten binary mixtures of magnesium nitrate with 
sodium nitrate and also potassium nitrate over a wide composition range. Doubling of the symmetric 
stretching mode of the nitrate ion (vi) as well as the multiplicity of other frequencies suggests that the 
nitrate is seeing two different environments. Two types of cavity potentials appear to fit the present re­
sults in preference to the possibilities of a perturbed lattice structure with dynamical coupling of the 
anion, or the presence of distinct complex ions. Comparison between the magnesium nitrate salts and a 
highly concentrated aqueous solution of magnesium nitrate suggests that the appearance of new vibra­
tional frequencies is attributable to a new potential cavity being formed as the cation enters the cavity 
surrounding the nitrate ion and not to direct complex formation.

Introduction
Raman spectroscopic investigations on the magnesium 

nitrate-water system1 revealed that the symmetric 
stretching mode vy of the nitrate ion appears as a doublet 
at concentrations of Mg(NC>3)2-2.4H20 and MgiNOsH- 
2.OH2O. It was suggested that the above solutions may 
possess a perturbed lattice structure similar to the two- 
site model suggested by Irish, et al. 2 In order to fur­
ther study the above-mentioned doubling of the v\ sym­
metric stretching mode, it was decided to investigate an­
hydrous molten magnesium nitrate by Raman spectrosco­
py. Due to decomposition of the magnesium nitrate salt at 
high temperatures it was necessary to employ molten bi­
nary mixtures of magnesium nitrate with either sodium 
nitrate or potassium nitrate at various concentrations.

Previous results have been reported for various divalent 
metal nitrate-alkali metal nitrate molten mixtures, both 
in Raman3 and infrared spectroscopy.4 Devlin, et al. , 5 
noted for magnesium nitrate-alkali metal nitrate mixtures 
that the v\ mode for the nitrate ion appears at 1053 cm^1 
in the Raman3 and at 1038 cm-1 in the infrared4 without 
producing corresponding Raman (1038 cm -1) and infrared 
(1053 cm-1 ) features. The observation was interpreted in 
terms of coupling of the vibrational modes of two or more 
nitrate ions associated with a common cation, or possibly 
a perturbated lattice structure. Hester and Krishnan6 also 
reported the vibrational spectra of some alkali-metal ni­
trate-group lia and lib metal nitrate glasses, noting the 
splitting of the v\ mode into two components. The above 
authors postulated the existence in the glasses of definite 
magnesium nitrate complexes distributed in a matrix 
whose structure is eventually that of the simple alkali ni­
trate melts.

The present paper presents comprehensive results for 
magnesium nitrate-sodium nitrate and magnesium ni­
trate-potassium nitrate molten mixtures.

Experimental Section
The laser Raman apparatus employed in the present in­

vestigation is identical with that described previously.1

Baker Analyzed reagent grade Mg(N03)2-6H20, 
NaNOs, and KNO3 were used as the starting materials 
without further purification. The samples were prepared 
by mixing together the magnesium and alkali metal salts 
in the required proportions. The mixtures were heated 
under vacuum for several hours slowly increasing the tem­
perature in order to remove the water present. Complete 
removal of water was ascertained by weighing. All sam­
ples were filtered under pressure through a glass frit di­
rectly into the Raman sample tube and then sealed off 
under vacuum. The mixtures were heated in a simple 
tube furnace to the desired temperature.

All the Raman bands were analyzed using a computer 
technique to separate overlapping or superimposed bands. 
The peaks were traced onto millimeter graph paper which 
enabled intensity vs. wavelength data to be recorded and 
transferred to the computer. The bands were analyzed for 
the best fit to the Gaussian function. As pointed out by 
Irish, et al. , 1 and observed in our results discretion and 
considerable physical knowledge of the system must be 
applied in such analyses lest nonexistent lines be invoked.

Results
The results for the Raman stretching modes of the ni­

trate ion in the magnesium nitrate-sodium nitrate and 
magnesium nitrate-potassium nitrate mixtures are re­
corded in Table I together with reexamined values for 
concentrated aqueous solutions of magnesium nitrate.1 
Also included in the table are the Raman modes for mol­
ten sodium8 and potassium nitrates,9 the crystalline tetra- 
and dihydrates of magnesium nitrate,10-11 as well as the 
infrared data for a magnesium-potassium nitrate molten 
mixture.4 Figure 1 shows the change in line shape for the 
v\ mode with varying amounts of alkali metal cation pres­
ent, and Figure 2 shows the curve analysis for a vi band.

Typical spectra of the 700-850 and 1300-1700-cm“ 1 re­
gions are shown in Figures 3 and 4 which include also 
their curve analysis. The table shows the i>4 mode as con­
sisting of three bands and also the presence of a ¡/2 mode 
which should be Raman inactive if the ¿>3* symmetry was
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<----- 1050 FREQ, (cti- 1) 4--- 1047

Figure 1. iq frequency range for various melts: A, M g(N03)2/  
NaN03 (1/0.75); B, M g(N 03)2/N a N 0 3 (1/2.5); C, M g(N03)2/  
KN03 (1/2.0); D, M g(N 03)2/K N 0 3 (1/1.0); E, M g(N03) 2/  
KN03 (1/0.67). (Spectra not run uncer identical conditions.)

Figure 2. v-\ frequency range (including curve analysis into two 
components): M g(N 03)2/K N 0 3 (1/1.0).

maintained. The 1/3 mode consists of four peaks and also 
the 2̂ 2 band is split into two components. Both of the 2f2 
bands were almost completely polarized proving that nei­
ther of these bands could be due to residual water which 
would give rise to only a partially polarized bending mode 
in this region.

The effect of temperature on the vi peak position was 
found to be negligible. A comparison of results obtained 
for a magnesium nitrate-potassium nitrate mixture (ratio 
1/1) at 250° and in the glassy state at room temperature 
showed only a decrease of two wave numbers in the v\ 
mode for a decrease in temperature of more than 200°. 
These results agree with those of Janz and James9 that

712 742 759 815
FREQ (cm-')

Figure 3. y4 and v2 frequency range (including curve analysis): 
M g(N03)2/N aN 03 (1 /0 .75 '.

FREQ (cm-1)

Figure 4. p3 and 2p2 frequency range (including curve analysis): 
M g(N03)2/N a N 0 3 (1/1.7).

the symmetrical stretching frequency is temperature inde­
pendent.

Discussion
Examination of Table I reveals a striking similarity be­

tween the spectra of the molten salt mixtures and the 
highly concentrated aqueous solution (aqueous melts) of 
magnesium nitrate. Further all the spectra show a contin­
uous change of frequencies as the Mg2+ concentration is 
increased. This would suggest that the N 03 is experienc­
ing a continuous environmental change that is predomi­
nantly affected by the presence of magnesium cations.

Except for the more dilute magnesium melts, the vi 
symmetric mode consists of two frequencies, as in the case 
for the concentrated aqueous solution. For the melts, the 
intensities (peak areas) of the two bands in the v\ region 
are of the same order of magnitude. In the aqueous melts, 
the lower frequency intensity increases with respect to the 
other band as the water content decreases from 2.4 to 1.5.
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The two frequencies, however, have approximately equal 
intensities once the water content falls below 2. Intensity 
changes with concentration for the aqueous melts might 
be due to structural changes that occur once the water 
content is reduced below the dihydrate concentration.

As previously stated, the two bands that appear in the 
v\ region are both attributable to the nitrate ion affected 
predominantly by the magnesium cation and not as sug­
gested by Hester and Krishnan6 that the higher frequency 
mode is due to an alkali metal nitrate matrix. The above 
authors also considered the lower frequency band as being 
due to a definite magnesium nitrate complex. However we 
would tend to rule out the existence of such a complex for 
a number of reasons. The lower frequency mode would be 
expected to have the same value in the three types of 
mixtures if this mode was attributable to a definite com­
plex and also to have the same value at different concen­
trations. This is obviously not so; a value of 1046 cm -1 is 
noted for an equimolar mixture of magnesium and sodium 
nitrates, while for the potassium salt mixture the lower 
frequency mode is 1034 cm“ 1. The bands are also strongly 
concentration dependent.

An alternative interpretation of the doubling of the vi 
mode might be to consider a lattice-like structure for the 
melts as suggested by Wilmshurst and Senderoff12 and 
further supported by Devlin, ei al. , 13 from the observed 
effects for alkali metal and silver nitrate melts. However, 
Hester14 has pointed out that it is surprising that a full 
factor-group analysis is needed to account for a melt spec­
trum when spectra even from low-temperature crystalline 
solids commonly can be accounted for with a site symme­
try analysis instead of correlation splitting diagram. From 
work carried out on the dehydration of magnesium nitrate 
hexahydrate,11 the vi mode for the anhydrous magnesium 
salt was observed at 1098 cm-1 with a shoulder at 1106 
cm“ 1. Brooker, ei al. , 15 have stated that the correlation 
field splitting in the symmetric stretch for the group II 
crystalline nitrates would be difficult to resolve at the 
high temperatures prevailing in the melt unless a signifi­
cant decrease in the nitrate-nitrate distances accompa­
nied fusion. Thus it appears unreasonable to assign the 
much larger splits (as compared to 8 cm-1 in the solid) of 
25-30 cm 1 in the magnesium nitrate melts and solutions 
as being due to correlation field splitting in a melt that 
retained long-range lattice-like structure.

The present results would appear to indicate a structure 
for molten salts and aqueous melts based on a model less 
structured than the perturbed lattice model, but on the 
other hand retaining cages or cavities of one type of 
charged ion situated around the oppositly charged ion, 
similar to the model proposed by Brooker, et al. , 16 fol­
lowing the suggestion of Edgell, et al. 11 This would be a 
type of quasilattice model without the dynamical coupling 
or correlation field splitting associated with lattice struc­
ture. Instead a cation cage could be formed, for example, 
which would “ trap” the anion inside. Thus, as stated by 
Brooker, et al. , 16 the selection rules for the nitrate group 
(if this were the anion inside the cage) would be deter­
mined by the symmetry of the field and not by the free 
ion selection rules. In the present investigation different 
types of cavities could be envisaged depending on whether 
the cage consisted of only alkali metal cations, or also 
magnesium cations. Further, due to the hindered rotation 
of the nitrate ion it would be expected that more than one 
type of cavity was possible for identical cage composition

A Raman Spectroscopic Investigation of Molten Salt Mixtures

depending on where the magnesium ion was situated with 
respect to the nitrate ion. Due to the high polarization 
power of the magnesium ion with respect to the sodium 
and potassium ions it would be further expected that the 
replacement of an alkali metal cation by a magnesium ion 
should cause a strong asymmetry in the cage potential 
which would give rise to splitting of the degenerate modes 
{v3 and V4) and activation of the forbidden i/2 mode.

Devlin and his coworker1819 have recently examined 
the vibrational spectra of molecular group I metal nitrate 
monomers, dimers, and aggregates in various inert matri­
ces, as well as glassy thin films of the same nitrates. They 
noted that the monomer, dimer, trimer, etc. have respec­
tively increasing i'i frequencies, while once the nitrate was 
in its most symmetrical environment, the undiluted glassy- 
form, then the v 1 mode had the highest frequency value. 
Devlin, et al. , 19 concurred with the model proposed by 
Brooker, et al. , 16 that the nitrate ion in a melt may as­
sume two or more quite different environments (sites).

A general observation for the alkali metal nitrate melts 
is that the v\ frequency for the melt lies at about 10-20 
cm-1 below that of the solid. Since for anhydrous solid 
magnesium nitrate the in value is 1098 cm“ 1 one might 
expect for the pure melt a value around 1080-1090 cm“ 1. 
This value agrees well with Janz and Jame’s9 correlation 
diagrams between in and the cationic polarizing power. 
Certainly a value that would fall between the two in 
values for the mixed melts (1032-1064 cm“ 1) appears dif­
ficult to reconcile with the previously suggested value 
(1080-1090 cm-1 ). Thus it would appear that the two 
frequencies observed in the mixed melts (1034-1043 and 
1062 cm“ 1) might be due to lower symmetry environ­
ments caused by cages made up of different cations (i.e.. 
Mg2+ and Na+ or Mg2+ and H2O, etc.).

Janz and coworkers23 have suggested four sites as being 
the most probable for a cation with respect to the nitrate 
ion in a melt. These sites are (1) above the plane of the 
ion and directly on the threefold axis or a “ top” site: (2) 
along the N -0  bond or a “ comer” site: (3) bisecting the
O-N-O angle or a “ crook” site, and (4) a position inter­
mediate to 1 and 3 or a “ roll-on” site. Chang and Irish21 
on the basis of comparison with the spectra of solid hy­
drated magnesium nitrate10 have suggested that for highly 
concentrated aqueous solutions of magnesium nitrate, the 
nitrate ion can assume both a monodentate (i'i = 1039 
cm“ 1) and bidentate (i'i = 1064 cm “ 1) orientation. The 
strong similarity between the aqueous solution of magne­
sium nitrate and its binary melts suggests that different 
environments might be set up depending on where the 
Mg2+ are in the cage with respect to the nitrate. The 
lower frequency of the i'i region could be due to an envi­
ronment with the magnesium in the “ corner” site. The 
higher frequency would then be due to the magnesium in 
one of the other sites probably the “ crook” site. Both the 
“ corner” and “ crook” sites would give rise to an asymmet­
rical field.

Although it is the magnesium ion that is primarily re­
sponsible for the potential field affecting the nitrate, the 
other cations also exert an influence as is readily observed 
by the different i'i values for the different binary melts. 
Since the asymmetry in the cavity is due to the fact that 
cations of nonequivalent polarizing power form the cavity, 
it would be expected that as the difference in polarizing 
power of the two types of cations forming the cavity in­
creases thus the separation between the two i'i modes
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TABLE II: Raman Frequencies (cm ')  of the Two Types of Nitrate 
Ions in the Melts

M g ( N 0 3) 2/ N a N 0 3 M g ( N 0 3) 2/ K N 0 3
(1/D d/1)

i>3(Ai ), V5 (B i ) 747 764 735 763
^ ( B i ) 825 820
"2 (A i ) 1046 1068 1034 1062
M A , ) 1324 1350 1322 1371
M B , ) 1470 1522 1480 1511
2«'6<A,) 1633 1620 1630 1626

Site 1 Site 2 Site 1 Site 2

would also increase. This is in fact noted, the difference 
between the v\ peaks being 22 and 28 cm 1 for the sodium 
and potassium mixture, respectively. Hester’s results6 for 
magnesium nitrate-alkali metal nitrate glasses show in 
separation values of 13, 19, 20, and 28 as the alkali metal 
changes from sodium through potassium and rubidium to 
cesium nitrate.

The above picture of only two types of cavities in the 
molten mixtures may be an oversimplification. Brooker16 
noted an asymmetry in the in mode for pure molten 
LiNC>3 suggesting that even if only one cation is present in 
the melt, more than one type of potential cage may be 
formed. The difference in the cavities may be due to the 
number of cations forming the cage, e.g., four or five. 
Thus in our present investigation more than two different 
cavities may exist. However, the accuracy of our studies 
indicates only the two main types.

The other vibrational modes can likewise be assigned to 
two different environments or sites. Table II shows the 
classification, following the designations used by Chang 
and Irish,20 based on a C21; perturbation of the NO3 - ion.

In conclusion we believe that our results support Brook- 
er’s suggestion16 that the multiplicity of frequencies ob­
servable in nitrate melts can adequately be described by 
considering each of the anions and cations as sitting in 
potential cages created by the near neighbor counter ions 
and not necessarily considering the melt as possessing 
long-range lattice-like structure. For highly concentrated

aqueous solutions of nitrate salts the question therefore 
arises whether the appearance of new frequencies as the 
salt concentration increases should be attributed to defi­
nite complex formation through the direct interaction of 
the metal cation and an oxygen atom of the nitrate group. 
Instead the possibility exists that as the water content of 
an aqueous solution is lowered, the now unhydrated cation 
will form part of the cavity around the nitrate anion and 
thus give rise to new symmetry environments and hence 
to different vibrational frequencies.
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